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Resumen
Las ratchets o motores brownianos pueden verse como controladores que
actu´an sobre sistemas estoca´sticos con el objetivo de inducir movimiento
neto a trave´s de la rectiﬁcacio´n de las ﬂuctuaciones. En la presente tesis
investigamos ratchets de ciclo cerrado o retroalimentadas, que son aquellas
ratchets cuyo mecanismo de rectiﬁcacio´n depende expl´ıcitamente del estado
del sistema. Hemos analizado la dina´mica y el rendimiento de ratchets con
control retroalimentado centra´ndonos en lo que las caracteriza, a saber, el
uso de la informacio´n sobre el estado del sistema. Hemos mostrado que este
uso de la informacio´n permite a las ratchets de ciclo cerrado incrementar
el rendimiento sobre sus ana´logas de ciclo abierto. Adema´s, la investigacio´n
sobre los efectos del retardo temporal en la retroalimentacio´n nos revela una
dina´mica rica que exhibe multiestabilidad e inversiones de corriente. Estos
estudios que hemos hecho sobre los efectos del retardo temporal junto con
los efectos de ruidos en el control retroalimentado nos muestran la viabilidad
de realizaciones experimentales de las ratchets retroalimentadas. Tambie´n
hemos encontrado que la combinacio´n de una fuerza oscilante de media cero
con el mecanismo de control conduce al ma´ximo ﬂujo que se ha obtenido en
una ratchet sin un sesgo a priori. Por otra parte, en esta tesis hemos com-
pletado la termodina´mica de sistemas generales con control retroalimentado
calculando la reduccio´n de entrop´ıa cuando el sistema es operado repetida-
mente por el controlador. Este era el ingrediente que faltaba para establecer
la termodina´mica de los sitemas con control retroalimentado, y en particular
de los demonios de Maxwell. Finalmente, presentamos algunas cuestiones to-
dav´ıa abiertas y futuras perspectivas en el emergente campo de las ratchets
retroalimentadas.
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Parte I
Introduccio´n, estado actual
del tema y objetivos
1

3La presente Parte I de la tesis contiene los cap´ıtulos introductorios que
proporcionan el material necesario para la siguiente Parte II dedicada a
los resultados novedosos. En el cap´ıtulo 1 discutimos los principales hitos
histo´ricos sobre el movimiento browniano y el efecto ratchet. El siguien-
te cap´ıtulo 2 estudia los procesos estoca´sticos en general, mientras que el
cap´ıtulo 3 trata de los aspectos ba´sicos de la teor´ıa de la informacio´n. Con
estos cap´ıtulos introductorios en mente comentaremos en el cap´ıtulo 4 la
situacio´n actual de las ratchets y en particular de las ratchets con control
retroalimentado y su relacio´n con el demonio de Maxwell. El cap´ıtulo 4
concluye con los objetivos de la tesis, lo que cierra la primera parte.
4
Cap´ıtulo 1
Introduccio´n histo´rica
5
6 CAPI´TULO 1. INTRODUCCIO´N HISTO´RICA
En este primer cap´ıtulo se resumen los aspectos fundamentales relativos
al movimiento browniano y al efecto ratchet. Presentamos una aproximacio´n
histo´rica, enfatizando los trabajos pioneros de Einstein, Langevin, Feynman,
y Astumian y Bier entre otros.
1.1 El movimiento browniano
El movimiento browniano toma su nombre del bota´nico Robert Brown [1],
quien en 1827 observo´ el movimiento desordenado e irregular de granos de
polen suspendidos en agua. En realidad este tipo de movimiento ya hab´ıa
sido observado antes pero fue Brown el primero en resaltar su ubicuidad y
excluir una explicacio´n vital del mismo tras comprobar que se produc´ıa en
cualquier suspensio´n de part´ıculas pequen˜as. Diversas explicaciones del mo-
vimiento browniano tras la exclusio´n de las fuerzas vitales hac´ıan referencia
a la capilaridad, corrientes de conveccio´n, evaporacio´n, interaccio´n con la luz
o fuerzas ele´ctricas. Hasta la aparicio´n de uno de los famosos art´ıculos de
Einstein [2,3] en su annus mirabilis de 1905 no hubo una teor´ıa satisfactoria
del movimiento browniano. Smoluchowsky [4] publico´ independientemente
un trabajo similar poco despue´s en el que se daba una explicacio´n parecida
a la de Einstein. En una serie de experimentos, cuyos primeros resultados
fueron publicados en 1908, J. Perrin [5] conﬁrmo´ con bastante precisio´n casi
todas las predicciones de Einstein. Perrin aplico´ los me´todos propuestos en el
art´ıculo de 1905 para determinar el nu´mero de Avogadro. Quedaba as´ı con-
ﬁrmada la naturaleza ato´mica de la materia. En la de´cada de los veinte
N. Wiener abordo´ la teor´ıa del movimiento browniano desde un punto de
vista matema´tico.
Tres puntos fundamentales aparecen en la explicacio´n de Einstein del
movimiento browniano [3,6]:
• El movimiento de los granos de polen es causado por los incesantes
choques de las mole´culas de agua sobre e´l.
• El movimiento de estas mole´culas es tan complicado que su efecto sobre
los granos de polen debe describirse probabil´ısticamente en te´rminos
de impactos independientes.
• La magnitud observable adecuada es el desplazamiento cuadra´tico me-
dio de las part´ıculas suspendidas y no la velocidad como se hab´ıa es-
tudiado sin e´xito hasta entonces.
El art´ıculo de Einstein comienza con una deduccio´n del coeﬁciente de difu-
sio´n D en funcio´n del radio de las part´ıculas suspendidas, de la temperatura
y de la viscosidad, que se conoce como relacio´n de Einstein,
D =
kBT
γ
, (1.1)
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con γ = 6πηa, donde η es la viscosidad y a el radio de las part´ıculas de
acuerdo a la ley de Stokes. La deduccio´n de la ecuacio´n de difusio´n se basa
en la introduccio´n de una distribucio´n de probabilidad para los desplaza-
mientos. Einstein considera intervalos de tiempo pequen˜os comparados con
los intervalos temporales t´ıpicos de observacio´n pero suﬁcientemente gran-
des para que en dos de estos intervalos sucesivos los movimientos realizados
por las part´ıculas pueden considerarse como eventos independientes.
A partir de la dependencia temporal de la distribucio´n de part´ıculas, cal-
culada a trave´s de la distribucio´n de probabilidad para los desplazamientos,
Einstein llega a la ecuacio´n de difusio´n para la densidad de part´ıculas,
∂ρ
∂t
= D
∂2ρ
∂x2
. (1.2)
Considerando que hay N part´ıculas situadas en el origen en t = 0, la densi-
dad de probabilidad en un tiempo posterior es
ρ(x, t) =
N√
4πD
e−x2/4Dt√
t
. (1.3)
Finalmente, con esta ecuacio´n se obtiene el desplazamiento cuadra´tico medio
en la direccio´n X 〈
x2(t)
〉− 〈x2(0)〉 = 2Dt. (1.4)
El desplazamiento medio es, pues, proporcional a la ra´ız cuadrada del tiem-
po, tal y como concluye Einstein en su art´ıculo.
Algu´n tiempo despue´s, Langevin [7] llego´ a los mismos resultados que
Einstein (y Smoluchowski) pero usando un tratamiento totalmente distinto.
La part´ıcula browniana esfe´rica (el grano de polen) que se mueve en el ﬂuido
experimentara´ una fuerza viscosa proporcional a la velocidad de la forma
−γ dxdt , donde γ = 6πηa. Por otra parte el mecanismo de las colisiones de
la part´ıcula browniana se tiene en cuenta a trave´s de una cantidad ξ(t) que
oscila muy ra´pidamente y de forma aleatoria en la escala de tiempos de la
dina´mica de la part´ıcula browniana. La ecuacio´n que plantea Langevin para
la part´ıcula browniana de masa m es
m
d2x
dt2
= −γ dx
dt
+ ξ(t). (1.5)
Este es el primer ejemplo de ecuacio´n diferencial estoca´stica. El te´rmino de
ruido ξ(t) plantea ciertos problemas matema´ticos relativos a como interpre-
tar correctamente esta ecuacio´n. Fue Itoˆ [8] quien, en 1951, consiguio´ dar
sentido a la ecuacio´n de Langevin introduciendo formalmente las ecuacio-
nes diferenciales estoca´sticas. Pero continuemos con algunos puntos clave
siguiendo el me´todo original presentado por Langevin. E´l multiplica la ecua-
cio´n (1.5) por x y obtiene as´ı una ecuacio´n para la magnitud relevante x2.
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Con ecuacio´n calcula el promedio (a las realizaciones) de x2 considerando1
que 〈xξ〉 = 0 y haciendo uso del teorema de equiparticio´n. De esta for-
ma Langevin llega al mismo resultado de Einstein para el desplazamiento
cuadra´tico medio. Al asumir que 〈xξ〉 = 0, Langevin en realidad esta´ hacien-
do una suposicio´n directamente relacionada con la suposicio´n de Einstein de
considerar la independencia de las part´ıculas. No´tese que de nuevo entran
en juego los tiempos caracter´ısticos. De hecho, por simetr´ıa ocurrira´ que
〈ξ(t)〉 = 0 y adema´s el promedio 〈ξ(t1)ξ(t2)〉 sera´ cero si la diferencia de
tiempos |t2 − t1| es mucho mayor que el tiempo caracter´ıstico entre colisio-
nes. Este tiempo entre colisiones es mucho menor que el tiempo caracter´ıstico
de la dina´mica de la part´ıcula browniana porque la masa del grano de polen
(part´ıcula browniana) es mucho mayor que la masa de la mole´cula de agua.
As´ı pues, puede considerarse que 〈ξ(t1)ξ(t2)〉 es proporcional a una funcio´n
delta de Dirac,
〈ξ(t1)ξ(t2)〉 = σ2δ(t2 − t1), (1.6)
donde la intensidad del ruido, σ, se escribe en te´rminos de constantes f´ısicas
como
σ2 = 2γkBT. (1.7)
La u´ltima ecuacio´n se deduce comparando la velocidad cuadra´tica media de
la part´ıcula browniana con el resultado del teorema de equiparticio´n [9,10].
Actualmente, un campo de investigacio´n muy activo en relacio´n al mo-
vimiento browniano es el estudio de su rectiﬁcacio´n a trave´s del llamado
efecto racthet.
1.2 Efecto ratchet
En 1912 Smoluchowski [11] ideo´ un Gedankenexperiment en el que median-
te un sistema perio´dico y espacialmente asime´trico (una rueda dentada y
trinquete, ratchet and pawl) en contacto con un ban˜o te´rmico era capaz, a
primera vista, de rectiﬁcar las ﬂuctuaciones te´rmicas y realizar trabajo. El
dispositivo consiste en un eje con unas palas en uno de sus extremos y una
rueda dentada con un trinquete en el otro extremo. En el centro del eje hay
una rueda de la que cuelga un peso (ve´ase la ﬁgura 1.1). Feynman hace un
ana´lisis de este efecto en sus Lectures [12] (ve´ase tambie´n [13]) considerando
que la rueda dentada y las palas esta´n inmersas en dos ban˜os te´rmicos de
diferentes temperaturas. Debido a los impactos aleatorios de las mole´culas
de gas sobre las palas el dispositivo realiza un movimiento browniano ro-
tatorio, que ser´ıa rectiﬁcado gracias a la presencia del trinquete. Feynman
muestra que la diferencia de temperatura es un ingrediente necesario para
realmente conseguir rectiﬁcacio´n y levantar as´ı el peso.
1Esta consideracio´n lleva impl´ıcita una interpretacio´n de la ecuacio´n diferencial para
x2 a la manera de Itoˆ, como se vera´ ma´s adelante (ver seccio´n 2.5.4).
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Figura 1.1: Dispositivo ratchet de Feynman. (De Ref. [17]).
Estas reconocidas ideas de rectiﬁcar el ruido te´rmico se usaron de ma-
nera expl´ıcita en el contexto de transporte dirigido en la de´cada de los 90
por Magnasco [14], Ajdari y Prost [15], y Astumian y Bier [16], entre otros
muchos. Precisamente el efecto ratchet consiste en la aparicio´n de un trans-
porte dirigido en un sistema espacialmente asime´trico fuera del equilibrio a
trave´s de la introduccio´n de una perturbacio´n externa. Generalmente esto
se consigue con un potencial perio´dico asime´trico (potencial ratchet). El ﬂu-
jo neto puede persistir incluso en presencia de una pequen˜a fuerza externa
opuesta a la corriente, con lo que el sistema realiza trabajo contra esa fuerza.
Por esta razo´n estos sistemas se conocen tambie´n como motores brownianos.
Ve´anse [17,18] para una revisio´n sobre ratchets o motores brownianos.
Por consiguiente, las ratchets pueden verse como controladores que ac-
tu´an sobre sistemas estoca´sticos con el objetivo de inducir un transporte
dirigido gracias a la rectiﬁcacio´n de las ﬂuctuaciones te´rmicas. En particular,
las ﬂashing ratchets son rectiﬁcadores de ﬂuctuaciones te´rmicas basados en
el encendido y apagado de un potencial perio´dico asime´trico [15,16].
Podemos explicar el funcionamiento de una ﬂashing ratchet con la ayuda
de la ﬁgura 1.2. Supongamos que el potencial permanece encendido durante
un cierto tiempo, con lo que la densidad de probabilidad de la part´ıcula se
concentra en torno a un mı´nimo del potencial, como ilustramos en la par-
te superior de la ﬁgura 1.2. Despue´s, el potencial se apaga y la part´ıcula
comienza un proceso de difusio´n isotro´pica durante el tiempo en que el po-
tencial permanece apagado (gra´ﬁca media de la ﬁgura 1.2); tras un cierto
tiempo encendemos el potencial de nuevo. Si la part´ıcula se encuentra entre
los ma´ximos adyacentes al mı´nimo inicial cuando el potencial se enciende
de nuevo entonces la part´ıcula browniana probablemente volvera´ al mı´nimo
inicial. Si por el contrario la part´ıcula se encontraba ma´s a la derecha que la
posicio´n del ma´ximo de la derecha entonces la part´ıcula ira´ probablemente
al mı´nimo de la derecha, mientras que si se encontraba a la izquierda del
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flujo neto
t1
t2 > t1
t3 > t2
a 1-a
Figura 1.2: Representacio´n esquema´tica del efecto ratchet en una ﬂashing
ratchet. El potencial ratchet pintado tiene periodo 1 y asimetr´ıa a = 1/3.
Las l´ıneas ma´s ﬁnas representan la densidad de probabilidad.
ma´ximo de la izquierda probablemente ira´ al mı´nimo de la izquierda. La asi-
metr´ıa del potencial ratchet hace que la probabilidad de acabar a la derecha
sea mayor que la probabilidad de acabar a la izquierda y consiguientemente
aparece un ﬂujo neto no nulo hacia la derecha (gra´ﬁcas central e inferior de
la ﬁgura 1.2).
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Cap´ıtulo 2
Procesos estoca´sticos
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Este cap´ıtulo aporta las herramientas ba´sicas necesarias para la correcta
comprensio´n de los cap´ıtulos siguientes. Se estudian los procesos estoca´sticos
desde un pisto de vista general. Tras algunas deﬁniciones formales introduc-
torias (seccio´n 2.1), describimos el proceso de Wiener y su relacio´n con el
ruido blanco (seccio´n 2.2). En las secciones 2.3 y 2.4 se analiza la integracio´n
estoca´stica y se describen y comparan las deﬁniciones de Itoˆ y de Stratono-
vich. Las integrales estoca´sticas se usan para dar sentido a las ecuaciones
diferenciales estoca´sticas como por ejemplo la ecuacio´n de Langevin en la
seccio´n 2.5. Finalmente, se presenta en la seccio´n 2.6 la llamada ecuacio´n
de Fokker-Planck (una ecuacio´n diferencial determinista para la distribucio´n
de probabilidad de un proceso estoca´stico) como un me´todo eﬁcaz que nos
permite obtener propiedades relevantes de los procesos estoca´sticos.
2.1 Definiciones formales
Consideremos un espacio muestral Ω y una coleccio´n de eventos o sucesos A
que constituyan una σ-a´lgebra1 con una cierta probabilidad P : A → [0, 1]
de ocurrir (vid. Refs. [1, 2]).
Una variable aleatoria es el resultado de un experimento aleatorio, lo
que podemos expresar matema´ticamente diciendo que, dado un espacio de
probabilidad (Ω,A, P ), una funcio´n X : Ω→ R es una variable aleatoria si
{ω ∈ Ω : X(ω) ≤ a} ∈ A para cada a ∈ R. (2.1)
La funcio´n de probabilidad del conjunto anterior es la funcio´n distribucio´n
de la variable X,
F (x) ≡ P ({ω ∈ Ω : X(ω) ≤ x}) = P (X ≤ x). (2.2)
Si existe una funcio´n integrable ρ(x) tal que
F (x) =
∫ x
−∞
ρ(x′) dx′, (2.3)
entonces se dice que ρ(x) es la densidad de probabilidad asociada a la dis-
tribucio´n de X.
Un proceso estoca´stico X = {X(t), t ∈ T} es una funcio´n de dos variables
X : T × Ω → R donde X(t) = X(t, ·) es una variable aleatoria para cada
t ∈ T . Para cada ω ∈ Ω decimos que X(·, ω) : T → R es una realizacio´n
o una trayectoria del proceso estoca´stico. En otras palabras, un proceso
estoca´stico X = {X(t), t ∈ T} es una coleccio´n de variables aleatorias en un
espacio de probabilidad (Ω,A, P ) indexado por un para´metro t ∈ T ⊂ R,
que podemos interpretar como el tiempo. Es frecuente la notacio´n Xt ≡
X(t). Aqu´ı trataremos procesos estoca´sticos continuos (tanto Xt como su
argumento t son continuos).
1Es decir, A es una familia no vac´ıa de subconjuntos de Ω que contiene al propio Ω y
es cerrada bajo complementacio´n y unio´n numerable.
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2.2 Proceso de Wiener
Decimos que una variable aleatoria X es una variable aleatoria gaussiana
de media µ y varianza σ2 si su funcio´n densidad de probabilidad viene dada
por
ρ(x) =
1√
2πσ
exp
(−(x− µ)2
2σ2
)
. (2.4)
Se suele representar abreviadamente mediante la notacio´n X ∼ N (µ, σ2).
Un proceso de Wiener W = {W (t), t ≥ 0} es un proceso estoca´stico que
veriﬁca
1. W (0) = 0 con probabilidad 1.
2. W (t)−W (s) ∼ N (0, σ2(t− s)) para todo t ≥ s ≥ 0.
3. W (tj+1)−W (tj) con j = 0, 1, . . . , n− 1 son independientes para cual-
quier combinacio´n ﬁnita de instantes de tiempo t0 < t1 < · · · < tn de
T .
De esta deﬁnicio´n se tiene en particular que 〈W (t)〉 = 0 y 〈W (t)2〉 = σ2t
para todo t ≥ 0.
2.2.1 Propiedades
• W (t + τ) − W (t) es independiente de W (t) para todo τ > 0. Esta
aﬁrmacio´n se sigue directamente de la deﬁnicio´n de proceso de Wiener.
• 〈W (t)W (s)〉 = σ2mı´n(t, s). La demostracio´n es la siguiente. Tomemos
t ≥ s ≥ 0, entonces
〈W (t)W (s)〉 = 〈[W (s) +W (t)−W (s)]W (s)〉
= 〈W (s)2〉+ 〈[W (t)−W (s)]W (s)〉
= σ2s+ 〈W (t)−W (s)〉〈W (s)〉
= σ2s+ 0 · 0 = σ2mı´n(t, s).
(2.5)
• Para casi todo ω, la trayectoria t 7→ W (t, ω) no es diferenciable en
ningu´n punto (no es diferenciable salvo en conjuntos de medida nula)
y es de variacio´n inﬁnita en cada subintervalo. La demostracio´n es
complicada (Dvoretzky, Erdo¨s y Kakutani) [3].
2.2.2 Ruido blanco y proceso de Wiener
El ruido de la ecuacio´n (1.5) tiene las caracter´ısticas razonables de que su
media es cero y adema´s sus valores esta´s descorrelacionados para cualesquie-
ra instantes de tiempo por muy pro´ximos que este´n (obviamente esto es una
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idealizacio´n matema´tica, justiﬁcada por la diferencia de orden de magnitud
de las dos escalas de tiempo ya comentadas). Esto nos lleva a deﬁnir el rui-
do blanco gaussiano como un proceso gaussiano ξ(t) estacionario2 de media
cero y correlacio´n proporcional a una delta de Dirac,
〈ξ(t)〉 = 0, 〈ξ(t)ξ(s)〉 = σ2δ(t− s). (2.6)
Entonces, la varianza de este ruido blanco es independiente del tiempo y
puede ser interpretada como una intensidad media y escribirse como
〈
ξ(t)2
〉
=
∫ +∞
−∞
S(ν)dν, (2.7)
donde S(ν) es la densidad espectral, que mide la intensidad media por unidad
de frecuencia a frecuencia ν. Por el teorema de Wiener-Khintchine [6, 9] la
densidad espectral puede encontrarse a partir de la transformada de Fourier
de la correlacio´n,
S(ν) =
∫ +∞
−∞
〈ξ(t+ τ)ξ(t)〉 e−2piiντdτ, (2.8)
y de acuerdo a (2.6)
S(ν) = σ2, (2.9)
es decir, la densidad espectral es plana (constante) como ocurre con la luz
blanca, que contiene todas las frecuencias del visible uniformemente distri-
buidas. Esta es la razo´n por la que se habla de ruido blanco. Como ya se
comento´ en la seccio´n 1, f´ısicamente la intensidad del ruido σ se relaciona
con la temperatura a trave´s de
σ2 = 2γ2D = 2γkBT. (2.10)
En contraposicio´n se habla de ruido de color cuando la densidad espectral
es dependiente de la frecuencia, lo que equivale a considerar correlaciones
no nulas entre tiempos distintos.
Notemos que en la deﬁnicio´n de ruido blanco aparece una delta de Dirac.
Esto hace que el ruido blanco no sea en realidad un proceso estoca´stico y
debe pensarse en e´l como en un proceso estoca´stico generalizado [2], de la
misma forma que la delta de Dirac es una funcio´n generalizada. En cualquier
caso, el ruido blanco no existe tampoco f´ısicamente, aunque puede aproxi-
marse tanto como se quiera mediante un proceso estoca´stico bien deﬁnido
con densidad espectral suﬁcientemente ancha. En este sentido generalizado
2Decimos que un proceso estoca´stico X(t) con 〈X2(t)〉 <∞ ∀t ≥ 0 es estacionario (en
sentido amplio) si su funcio´n de autocorrelacio´n, C(t, s) ≡ 〈X(t)X(s)〉 con t, s ≥ 0 so´lo
depende de la diferencia de tiempos [la llamamos entonces C(t − s)] y adema´s 〈X(t)〉 =
〈X(s)〉 para todo t, s ≥ 0.
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h
6
?
Figura 2.1: Gra´ﬁca de φh(s) [ecuacio´n (2.15).]
puede interpretarse formalmente el ruido blanco como la derivada del pro-
ceso de Wiener (que como ya comentamos no es realmente diferenciable),
W˙ (t) ≡ ξ(t), (2.11)
o alternativamente,
W (t) =
∫ t
0
ξ(s)ds. (2.12)
Esta derivada formal tiene sentido por lo siguiente. Por una parte, de las
propiedades del proceso de Wiener es inmediato que
l´ım
h→0
〈
W (t+ h)−W (t)
h
〉
= 0. (2.13)
Por otra parte, consideremos las funciones φh(s) dadas por [3]
φh(s) ≡
〈(
W (t+ h)−W (t)
h
)(
W (s+ h)−W (s)
h
)〉
, (2.14)
con t > 0 ﬁjo y distinto de s y h > 0. Usando de nuevo las propiedades del
proceso de Wiener resulta
φh(s) =
σ2
h2
[mı´n(t+ h, s+ h)−mı´n(t+ h, s)−mı´n(t, s + h) + mı´n(t, s)] .
(2.15)
Esta funcio´n esta´ representada en la ﬁgura 2.1. Vemos que
l´ım
h→0
φh(s) = 0, (2.16)
mientras que
l´ım
h→0
∫
φh(s)ds = σ
2. (2.17)
Por tanto podemos decir que φh(s) → σ2δ(s − t) cuando h → 0. La inter-
pretacio´n del ruido blanco como la derivada del proceso de Wienner queda
ahora justiﬁcada a la vista de las ecuaciones (2.6), (2.13), (2.16), y (2.17).
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2.3 Integracio´n estoca´stica
2.3.1 La integral de Itoˆ
∫ t
t0
G(t′)dW (t′)
Sea G(t) una funcio´n arbitraria del tiempo3 y seaW (t) el proceso de Wiener.
Consideremos la particio´n del intervalo [t0, t]
t0 < t1 < · · · < tn = t (2.18)
y unos puntos intermedios τi tales que ti−1 ≤ τi ≤ ti. Podemos construir las
sumas parciales
Sn =
n∑
i=1
G(τi) [W (ti)−W (ti−1)] (2.19)
y dar una deﬁnicio´n general de integral estoca´stica como el l´ımite de estas
sumas parciales (reﬁnamiento de la particio´n) de manera ana´loga a la deﬁni-
cio´n de integral de Riemman-Stieljes. Ahora bien, dadas las caracter´ısticas
del proceso de Wiener (no es de variacio´n acotada, por ejemplo), el resulta-
do dependera´ de los puntos intermedios τi. Una posible eleccio´n que elimina
esta arbitrariedad es tomar
τi = ti−1 (prescripcio´n de Itoˆ). (2.20)
As´ı, deﬁnimos la integral estoca´stica de Itoˆ como∫ t
t0
G(t′)dW (t′) = ms-lim
n→∞
n∑
i=1
G(ti−1) [W (ti)−W (ti−1)] , (2.21)
donde ms-lim es el l´ımite en media cuadra´tica.4
La integral de Itoˆ
∫ t
t0
G(t′)dW (t′) existe siempre que la funcio´n G(t) sea
continua y no anticipativa5 en el intervalo [t0, t] (vid. [2, 4]).
2.3.2 La integral de Stratonovich S ∫ t
t0
G(X(t′), t′)dW (t′)
Deﬁnimos la integral estoca´stica de Stratonovich como
S
∫ t
t0
G(X(t′), t′)dW (t′) =
ms-lim
n→∞
{
n∑
i=1
G
(
X(ti) +X(ti−1)
2
, ti−1
)
[W (ti)−W (ti−1)]
}
,
(2.22)
3En particular G(t) puede depender de un proceso estoca´stico X(t). Cuando sea con-
veniente especificar esta dependencia hablaremos expl´ıcitamente de G(X(t), t).
4Dada una secuencia de variables aleatorias Xn sobre un espacio muestral Ω decimos
que ms-lim
n→∞
Xn = X si l´ımn→∞〈(Xn −X)
2〉 = 0.
5Decimos queG(t) es una funcio´n no anticipativa de t si para todos s y t tales que t < s,
G(t) es estad´ısticamente independiente de W (s)−W (t). Es decir, G(t) es independiente
del comportamiento del proceso de Wiener en el futuro de t.
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Es tambie´n frecuente la notacio´n
∫ t
t0
G(t′) ◦ dW (t′) ≡ S ∫ tt0 G(t′)dW (t′).
Una deﬁnicio´n ma´s na¨ıve comu´n en la literatura es la correspondiente a
calcular las sumas parciales mediante la evaluacio´n de la funcio´n G(X(t), t)
en los puntos τi =
ti−1+ti
2 . Aunque puede dar los mismos resultados que la
deﬁnicio´n de Stratonovich para ciertos integrandos, no se puede probar la
convergencia de esta u´ltima deﬁnicio´n en general [4].
2.3.3 Un ejemplo:
∫ t
t0
W (t′)dW (t′) (Itoˆ y Stratonovich)
Este ejemplo puede calcularse exactamente [4] y es bastante clariﬁcador para
entender las deﬁniciones de integral de Itoˆ y Stratonovich. Muestra tambie´n
el uso de las propiedades del proceso de Wiener. Para una mayor claridad
usaremos la notacio´n abreviada Wi ≡W (ti).
Calculamos en primer lugar el valor de la integral de Itoˆ. Comencemos
calculando las sumas parciales (2.19) que aparecen en (2.21),
Sn =
n∑
i=1
Wi−1(Wi −Wi−1) ≡
n∑
i=1
Wi−1∆Wi
=
1
2
n∑
i=1
[(Wi−1 +∆Wi)2 − (Wi−1)2 − (∆Wi)2]
=
1
2
[W (t)2 −W (t0)2]− 1
2
n∑
i=1
(∆Wi)
2,
(2.23)
donde se ha realizado la suma telesco´pica. Basta calcular el l´ımite en media
cuadra´tica del te´rmino
∑n
i=1(∆Wi)
2. No´tese que〈∑
i
(∆Wi)
2
〉
=
∑
i
〈
(Wi −Wi−1)2
〉
=
∑
i
σ2(ti − ti−1) = σ2(t− t0),
(2.24)
de acuerdo a la deﬁnicio´n del proceso de Wiener. Vamos a ver que adema´s
ms-lim
n→∞
∑
i(∆Wi)
2 = σ2(t− t0).〈[∑
i
(Wi −Wi−1)2 − σ2(t− t0)
]2〉
=
〈∑
i
(Wi −Wi−1)4 + 2
∑
i>j
(Wi −Wi−1)2(Wj −Wj−1)2
− 2σ2(t− t0)
∑
i
(Wi −Wi−1)2 + σ4(t− t0)2
〉
.
(2.25)
Por otra parte, Wi −Wi−1 es independiente de Wj −Wj−1 y entonces〈
(Wi −Wi−1)2(Wj −Wj−1)2
〉
=
〈
(Wi −Wi−1)2
〉 〈
(Wj −Wj−1)2
〉
, (2.26)
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y por ser Wi −Wi−1 una variable gaussiana,〈
(Wi −Wi−1)4
〉
= 3
〈
(Wi −Wi−1)2
〉2
. (2.27)
Como adema´s para el proceso de Wiener sabemos que
〈
(Wi −Wi−1)2
〉
=
σ2(ti − ti−1), nos queda para la ec. (2.25)〈[∑
i
(Wi −Wi−1)2 − σ2(t− t0)
]2〉
=2σ4
∑
i
[(ti − ti−1)]2 + σ4
∑
i,j
[(ti − ti−1)− (t− t0)] [(tj − tj−1)− (t− t0)]
=2σ4
∑
i
(ti − ti−1)2.
(2.28)
Como el reﬁnamiento de una particio´n Pn hace decrecer la norma de la
particio´n (la longitud del mayor de sus intervalos: |Pn| = ma´x1≤i≤n |ti−ti−1|)
entonces la expresio´n anterior tiende a cero cuando n→∞,〈[∑
i
(Wi −Wi−1)2 − σ2(t− t0)
]2〉
= 2σ4
∑
i
(ti − ti−1)2
≤2σ4|Pn|
∑
i
(ti − ti−1) = 2σ4|Pn|(t− t0)→ 0.
(2.29)
Por tanto, ms-lim
n→∞
∑
i(∆Wi)
2 = σ2(t− t0) y ﬁnalmente∫ t
t0
W (t′)dW (t′) =
1
2
[
W (t)2 −W (t0)2 − σ2(t− t0)
]
. (2.30)
No´tese que este resultado diﬁere del ca´lculo ordinario de Riemann-Stieljes, en
el que no estar´ıa presente el u´ltimo te´rmino. La razo´n es que los incrementos
del proceso de Wiener son de orden
√
t y por consiguiente los te´rminos de
segundo orden en ∆W (t) no se anulan al tomar el l´ımite.
Por otra parte, siguiendo el ca´lculo de Stratonovich s´ı que recuperamos
el resultado que se obtiene integrando formalmente como si se tratara de
una integral de Riemman-Stieljes ya que las sumas parciales a evaluar en la
deﬁnicio´n de Stratonovich son∑
i
Wi +Wi−1
2
(Wi −Wi−1) = 1
2
∑
i
(W 2i −W 2i−1) =
1
2
[W (t)2 −W (t0)2],
(2.31)
donde de nuevo ha aparecido una suma telesco´pica.
Por lo tanto, las deﬁniciones de Itoˆ y Stratonovich para la integral es-
toca´stica llevan a resultados distintos [ve´anse las ecuaciones (2.30) y (2.31)].
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2.4 Reglas del ca´lculo de Itoˆ
Usando razonamientos similares a los usados en la Sec. 2.3.3 puede verse
que ∫ t
t0
G(t′)[dW (t′)]2+N ≡ ms-lim
n→∞
∑
i
Gi−1∆W 2+Ni
=
{∫ t
t0
G(t′)σ2dt′ si N = 0,
0 si N > 0
(2.32)
y que ∫ t
t0
G(t′)dt′dW (t′) ≡ ms-lim
n→∞
∑
i
Gi−1∆Wi∆ti = 0. (2.33)
Con este sentido preciso podemos escribir formalmente
(dt)1+N → 0 (con N > 0) (2.34)
dtdW (t)→ 0 (2.35)
[dW (t)]2 → σ2dt (2.36)
[dW (t)]2+N → 0 (con N > 0) (2.37)
La idea que subyace es que dW (t) es un inﬁnite´simo de orden 1/2 y en
ca´lculos diferenciales los inﬁnite´simos de orden uno o menor hay que tenerlos
en cuenta mientras que los de orden superior se desprecian.
2.5 Ecuaciones diferenciales estoca´sticas
Un proceso estoca´stico X(t) satisface la ecuacio´n diferencial estoca´stica de
Itoˆ (SDE)
dX(t) = a(X(t), t)dt + b(X(t), t)dW (t) (2.38)
si para todo t y t0 se satisface
X(t) = X(t0) +
∫ t
t0
a(X(t′), t′)dt′ +
∫ t
t0
b(X(t′), t′)dW (t′) (2.39)
Ana´logamente, si la integral estoca´stica se interpreta como de Stratonovich
hablaremos de ecuacio´n diferencial estoca´stica de Stratonovich.
2.5.1 Existencia y unicidad
Las condiciones suﬁcientes para la existencia de una solucio´n u´nica no anti-
cipativa X(t) en un intervalo cerrado [t0, T ] a la SDE son
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i) Condicio´n de Lipschitz: Existe K tal que
|a(x, t)− a(y, t)| + |b(x, t) − b(y, t)| ≤ K|x− y| (2.40)
para todo x e y y para todo t ∈ [t0, T ]
ii) Condicio´n de crecimiento: Existe K tal que
|a(x, t)|2 + |b(x, t)|2 ≤ K2(1 + |x|2) (2.41)
para todo x y para todo t ∈ [t0, T ].
La condicio´n de Lipschitz es esencialmente una condicio´n de suavidad y
pra´cticamente todas las SDE de intere´s la satisfacen. La segunda condicio´n
evita que la solucio´n explote a inﬁnito bajo condiciones iniciales concretas,
ana´logamente a lo que ocurre para ecuaciones diferenciales ordinarias [4].
2.5.2 Fo´rmula de Itoˆ
Sea X(t) solucio´n de la SDE
dX(t) = a(X(t), t)dt + b(X(t), t)dW (t). (2.42)
Sea Y (t) = u(X(t), t), con u continua y con derivadas ∂u∂t ,
∂u
∂x y
∂2u
∂x2
continuas.
Entonces, Y (t) es solucio´n de
dY (t) =
{
∂u
∂t
+ a
∂u
∂x
+
σ2
2
b2
∂2u
∂x2
}
dt+ b
∂u
∂x
dW (t). (2.43)
Los argumentos de u, ∂u∂t , etc. son (X(t), t). A este importante resultado se
le conoce como fo´rmula de Itoˆ o regla de la cadena de Itoˆ [4].
No´tese que la fo´rmula de Itoˆ diﬁere en la regla de la cadena del ca´lculo
ordinario (Stratonovich) en el te´rmino proporcional a σ2.
La comprobacio´n de la fo´rmula de Itoˆ se sigue fa´cilmente expandiendo
Y (t) hasta segundo orden en dW (t) de acuerdo a las reglas vistas en 2.4:
dY =
∂u
∂t
dt+
∂u
∂x
dX +
1
2
∂2u
∂x2
(dX)2. (2.44)
Si ahora sustituimos dX por su expresio´n (2.42) y usamos que de acuerdo a
lo visto en 2.4 se tiene (adt+bdW )2 = a2(dt)2+b2(dW )2+2abdtdW = σ2b2dt
obtenemos la regla de la cadena de Itoˆ. La fo´rmula de Itoˆ puede generalizarse
para SDE en varias dimensiones [1] usando en ese caso dWi(t)dWj(t) =
σ2i δijdt.
La fo´rmula de Itoˆ puede utilizarse inteligentemente para resolver SDE’s.
Por ejemplo, nos permite demostrar fa´cilmente que
Y (t) = eW (t)−σ
2t/2 (2.45)
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es la solucio´n de la SDE
dY = Y dW (2.46)
con la condicio´n inicial Y (0) = 1. Para ello basta considerar un proceso
estoca´stico X(t) que satisfaga la SDE correspondiente a tomar en (2.42) los
coeﬁcientes constantes a(X(t), t) = −σ22 y b(X(t), t) = 1, esto es,
dX = −σ
2
2
dt+ dW, (2.47)
y tomar como condicio´n inicial X(0) = 0. La ecuacio´n (2.43) con u(x, t) = ex
nos da precisamente la ecuacio´n (2.46):
dY =
[
−σ
2
2
eX(t) +
σ2
2
eX(t)
]
dt+ eX(t)dW (t) = Y dW (t). (2.48)
As´ı pues, Y (t) = eX(t). Por otra parte, la ecuacio´n (2.47) es directamente
integrable dando
X(t) = −σ
2
2
t+W (t). (2.49)
En conclusio´n,
Y (t) = eX(t) = eW (t)−σ
2t/2. (2.50)
2.5.3 Relacio´n Itoˆ-Stratonovich
La relacio´n Itoˆ-Stratonovich aﬁrma lo siguiente. Si X(t) es un proceso es-
toca´stico que veriﬁca la SDE (de Itoˆ)
dX(t) = a(X(t), t)dt + b(X(t), t)dW (t), (2.51)
entonces X(t) veriﬁca la SDE (de Stratonovich)
dX =
{
a− 1
2
σ2b
∂b
∂x
}
dt+ b ◦ dW, (2.52)
donde la dependencia de a, b y ∂b∂x en (X(t), t) esta´ impl´ıcita. La demostra-
cio´n de este importante resultado se basa en la igualdad∫ t
t0
f [X(t′), t′] ◦ dW (t′) =∫ t
t0
f(X(t′), t′)dW (t′) +
σ2
2
∫ t
t0
b(X(t′), t′)∂xf(X(t′), t′)dt′,
(2.53)
que se puede obtener a partir de las deﬁniciones de integrales de Itoˆ y Stra-
tonovich junto con la aplicacio´n de la fo´rmula de Itoˆ (2.43). Es importante
resaltar que la ec. (2.53) no da una relacio´n general entre las integrales de Itoˆ
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y de Stratonovich para funciones arbitrarias, sino que so´lo es va´lida cuando
X(t) es solucio´n de la ec. (2.51).
No´tese que la equivalencia de las ecs. (2.51) y (2.52) implica en parti-
cular que las SDE de Itoˆ y Stratonovich coinciden si la funcio´n b(Xt, t) es
independiente de Xt, es decir, para ruidos aditivos.
Usando la relacio´n Itoˆ-Stratonovich y la regla de la cadena de Itoˆ es fa´cil
obtener la regla de la cadena de Stratonovich, que coincide con el resultado
del ca´lculo ordinario [4].
2.5.4 Dilema Itoˆ-Stratonovich
Dada una SDE en el sentido de Itoˆ podemos convertirla en una SDE de
Stratonovich y viceversa, tal y como hemos visto en la seccio´n anterior.
Ahora bien, la pregunta clave es cua´l de las dos interpretaciones es la ma´s
u´til. La ventaja de la interpretacio´n de Stratonovich es que conserva las
reglas ba´sicas del ca´lculo ordinario como la regla de la cadena. Esto hace
que los ca´lculos se simpliﬁquen en algunos casos. Por ejemplo, la SDE de Itoˆ
dX(t) = σ2dt+ 2
√
X(t)dW (t) (2.54)
Se expresa en el sentido de Stratonovich de la forma simple
dX(t) = 2
√
X(t) ◦ dW (t), (2.55)
o bien, usando la regla de la cadena ordinaria
d(
√
X(t)) = ◦dW (t). (2.56)
La resolucio´n, dada una condicio´n inicial X(0) = X0 > 0, aparece ahora
inmediatamente: X(t) = (
√
X0 +W (t))
2.
Por tanto, para realizar ciertos ca´lculos la interpretacio´n de Stratonovich
puede ser ma´s u´til. Sin embargo, desde un punto de vista fundamental la
interpretacio´n de Itoˆ tiene mejores propiedades matema´ticas (la integral
de Itoˆ es una martingala [5]), lo que facilita enormemente la demostracio´n
rigurosa de propiedades matema´ticas. Por ejemplo, so´lo en la integral de
Itoˆ tenemos fo´rmulas simples del tipo 〈∫ t0 GdW 〉 = 0 para funciones G no
anticipativas. Estas integrales contienen sumas parciales de te´rminos del tipo
Gi−1∆Wi. Para integrales de Itoˆ, Gi−1 esta´ evaluada en ti−1 y por tanto el
intervalo del proceso de Wiener es independiente de Gi−1, mientras que en
Stratonovich Gi−1 se evalu´a tambie´n en el tiempo ti, lo que ya no garantiza
la independencia con ∆Wi aunque G sea no anticipativa.
En cualquier caso lo dicho hasta el momento no plantea ningu´n dilema
real sobre que´ interpretacio´n debe usarse, puesto que existe una equivalencia
matema´tica entre ambos tipos de SDE. El verdadero problema surge un paso
antes, cuando se trata de modelizar un feno´meno f´ısico con ruido mediante
una ecuacio´n diferencial estoca´stica. Ecuaciones tipo Langevin con ruido no
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aditivo (ruido multiplicativo) surgen naturalmente como modelizaciones de
procesos f´ısicos [4,6,7]. Estas ecuaciones no esta´n bien deﬁnidas hasta que no
se interpretan como SDE de Itoˆ o de Stratonovich. Una u otra interpretacio´n
llevan a soluciones distintas de las magnitudes f´ısicas del problema. Ese es
el dilema real.
Finalmente, comentamos algunos aspectos relacionados con la interpre-
tacio´n f´ısica correcta de una SDE, aunque esto no soluciona totalmente el
dilema. Si se aproxima el ruido blanco por un proceso suave con correlacio´n
no nula a tiempos ﬁnitos y diferenciable a trozos, de manera que las ecuacio-
nes diferenciales que aparecen son ecuaciones diferenciales ordinarias (ODE)
de las que obtenemos soluciones regularizadas sobre esa particio´n en la que
el ruido es suave y luego tomamos el l´ımite sobre las soluciones de las ODE’s
haciendo tender a cero la escala de descorrelacio´n del ruido y reﬁnando la
particio´n, se obtiene la solucio´n de Stratonovich [1, 2]. Sin embargo, si el
l´ımite de ruido blanco se toma en la propia ODE se obtiene una SDE de Itoˆ.
2.5.5 Ecuacio´n de Langevin
La velocidad de una part´ıcula browniana de masa unidad movi´endose en
un modelo unidimensional6 es un proceso estoca´stico, digamos Y (t), que
satisface la ecuacio´n de Langevin (ve´ase Sec. 1.1)
Y˙ (t) = −γY (t) + ξ(t), (2.57)
donde −γY (t) da cuenta de la fuerza viscosa y ξ(t) es un ruido blanco
gaussiano relacionado con las ﬂuctuaciones te´rmicas. De acuerdo a lo visto
en 2.2.2 podemos interpretar el ruido blanco como la derivada del proceso
de Wiener y entonces debe entenderse la ecuacio´n de Langevin como la SDE
siguiente {
dY = −γY dt+ dW
Y (0) = Y0,
(2.58)
con Y0 la velocidad inicial.
La posicio´n de la part´ıcula browniana es un proceso estoca´stico X(t) tal
que Y (t) = X˙(t). En el re´gimen sobreamortiguado la ecuacio´n (2.57) se lee
γY (t) = ξ(t), con lo que la posicio´n esta´ gobernada por γX˙(t) = ξ(t). Si
se an˜ade una fuerza externa F (X(t)) entonces la ecuacio´n que describe el
movimiento de la part´ıcula browniana sobreamortiguada es
γX˙(t) = F (X(t)) + ξ(t), (2.59)
que se conoce como ecuacio´n de Langevin sobreamortiguada. (En ocasiones
las SDE’s de esta forma se llaman simplemente ecuaciones de Langevin).
6La generalizacio´n a varias dimensiones puede verse en [8].
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2.5.6 Simulaciones nume´ricas: el algoritmo de Euler
La aproximacio´n de Euler (o de Euler-Maruyama) [1] da una aproximacio´n
discreta del proceso estoca´stico. Proporciona un me´todo nume´rico estable
con una convergencia adecuada [1] para simular procesos estoca´sticos en un
ordenador.
El proceso estoca´stico X = {X(t), t0 ≤ t ≤ T} que satisface la SDE
dX(t) = a(X(t), t)dt + b(X(t), t)dW (t) (2.60)
puede aproximarse por el proceso estoca´stico Y (t) = {Y (t), t0 ≤ t ≤ T}
que satisface el esquema de iteracio´n
Yn+1 = Yn + a(Yn, tn)(tn+1 − tn) + b(Yn, tn)(Wn+1 −Wn), (2.61)
donde el sub´ındice n indica que el proceso se evalu´a en los instantes discretos
tn, con t0 < t1 < · · · < tn < · · · < tN = T . Consideraremos instantes de
tiempos discretos equiespaciados, i.e.,
tn = t0 + n∆; ∆ =
T − t0
N
. (2.62)
Los incrementos del proceso de Wiener, Wn+1−Wn, son variables aleatorias
gaussianas independientes de media cero, 〈Wn+1 −Wn〉 = 0, y varianza〈
(Wn+1 −Wn)2
〉
= σ2(tn+1 − tn) = σ2∆; ve´ase Sec. 2.2. Por lo tanto, el
esquema de Euler puede implementarse en un ordenador como
Yn+1 = Yn + a(Yn, tn)∆ + b(Yn, tn)σ
√
∆ zn, (2.63)
donde zn son nu´meros (pseudo)aleatorios independientes distribuidos gaus-
sianamente tales que 〈zn〉 = 0 y 〈znzm〉 = δnm.
2.6 La ecuacio´n de Fokker-Planck
2.6.1 Formalismo general
La ecuacio´n de Fokker-Planck (FPE) es una ecuacio´n diferencial en deriva-
das parciales para la evolucio´n temporal de la densidad de probabilidad de
un proceso estoca´stico. El nombre de Fokker-Planck viene de los trabajos de
Fokker [9] y ma´s tarde de Planck [10], aunque tambie´n es comu´n referirse a
esta ecuacio´n como ecuacio´n de Smoluchowski o como ecuacio´n de Kolmo-
gorov hacia delante. A continuacio´n derivamos la FPE para una SDE de la
forma general (2.38).
Sea X(t) un proceso estoca´stico que satisface la SDE de Itoˆ (2.38) y que
tiene una densidad de probabilidad
ρ(x, t) ≡ ρXt(x). (2.64)
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Estudiemos la evolucio´n temporal de una funcio´n anal´ıtica del tiempo de la
forma Y (t) = u[X(t)]. Promediando sobre la fo´rmula de Itoˆ (2.43) tenemos〈
dY
dt
〉
=
〈
au′ +
σ2
2
b2u′′
〉
, (2.65)
donde se ha usado que el proceso de Wiener es independiente de X(t) y por
tanto de cualquier funcio´n anal´ıtica de X(t). No´tese que este punto so´lo es
va´lido en la interpretacio´n de Itoˆ. Si ahora expresamos los promedios usando
la densidad de probabilidad ρ(x, t) tenemos〈
dY
dt
〉
=
∫
a(x, t)u′(x)ρ(x, t)dx +
σ2
2
∫
b2(x, t)u′′(x)ρ(x, t)dx. (2.66)
Integrando por partes y considerando condiciones de contorno tales que
ρ(x, t) se anula en la frontera de integracio´n,〈
dY
dt
〉
= −
∫
u(x)∂x[a(x, t)ρ(x, t)]dx +
σ2
2
∫
u(x)∂2x[b
2(x, t)ρ(x, t)]dx.
(2.67)
Por otra parte, 〈
dY
dt
〉
=
∫
u(x)∂tρ(x, t)dx. (2.68)
Finalmente, igualando las ecuaciones (2.67) y (2.68) y teniendo en cuenta
que u(x) es una funcio´n arbitraria se obtiene la ecuacio´n de Fokker-Planck
∂tρ(x, t) = −∂x[a(x, t)ρ(x, t)] + σ
2
2
∂2x[b
2(x)ρ(x, t)]. (2.69)
El proceso estoca´stico descrito por esta ecuacio´n de Fokker-Planck es equi-
valente al proceso de difusio´n de Itoˆ con coeﬁciente de arrastre a(x, t) y
coeﬁciente de difusio´n b(x, t) [es decir, la SDE (2.38)], tal y como acabamos
de mostrar.
Ana´logamente podemos construir una ecuacio´n de Fokker-Planck equi-
valente a la SDE de Stratonovich dX = adt + b ◦ dW . Usando la rela-
cio´n Itoˆ-Stratonovich se obtiene la siguiente ecuacio´n en derivadas parcia-
les para la densidad de probabilidad del proceso estoca´stico que satisface
dX = adt+ b ◦ dW ,
∂tρ(x, t) = −∂x[a(x, t)ρ(x, t)] + σ
2
2
∂x {b(x, t)∂x[b(x, t)ρ(x, t)]} . (2.70)
Conviene aqu´ı destacar algunos puntos importantes:
• La FPE es una ecuacio´n diferencial en derivadas parciales de segundo
orden de tipo parabo´lico. Por tanto, precisa de una condicio´n inicial
del tipo ρ(x, t0) = f(x) y condiciones de contorno sobre la frontera del
dominio de x (e.g. condiciones de contorno perio´dicas o condiciones de
regularidad en el inﬁnito [6]).
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• Si b(x, t) = 0 la FPE es una ecuacio´n de Liouville.
• Si a(x, t) = 0 y b(x, t) es constante la FPE es una ecuacio´n de difusio´n.
• Si so´lo hay ruido aditivo las ecuaciones (2.69) y (2.70) coinciden, como
ya ocurr´ıa con las SDE’s homo´logas de Itoˆ y Stratonovich.
Finalmente, sen˜alamos que la FPE (2.69) se puede escribir en forma de
ecuacio´n de continuidad como
∂tρ(x, t) = −∂xJ(x, t), (2.71)
donde la corriente J(x, t) vale
J(x, t) = a(x, t)ρ(x, t) − σ
2
2
∂x[b
2(x, t)ρ(x, t)]. (2.72)
2.6.2 Soluciones estacionarias
Vamos a considerar ahora la ecuacio´n de Fokker-Plank en una variable con
coeﬁcientes a(x) y b(x) independientes del tiempo. Las soluciones estacio-
narias veriﬁcan que ∂tρ = 0, con lo que la ecuacio´n (2.71) implica ∂xJ = 0
dando una corriente constante J , y la ecuacio´n (2.72) queda
J = a(x)ρ(x) − σ
2
2
∂x[b
2(x)ρ(x)]. (2.73)
Esta u´ltima ecuacio´n es directamente integrable dando la solucio´n general
para la densidad de probabilidad estacionaria [6],
ρ(x) = N e−Φ(x) − Je−Φ(x) 2
σ2
∫ x eΦ(x′)
b2(x′)
dx′, (2.74)
con
Φ(x) ≡ ln
(
σ2
2
b2(x, t)
)
− 2
σ2
∫ x a(x′)
b2(x′)
dx′. (2.75)
Las constantes N y J se determinan a partir de la normalizacio´n de la
densidad de probabilidad y de las condiciones de contorno.
Aplicacio´n: Soluciones estacionarias para la ecuacio´n de Langevin
La ecuacio´n de Fokker-Planck puede ser una herramienta adecuada para
tratar ecuaciones diferenciales estoca´sticas. Una cuestio´n de gran intere´s es
obtener la velocidad estacionaria de una part´ıcula browniana que obedece
la ecuacio´n de Langevin (2.59). Este proceso es equivalente a la FPE [ecua-
ciones (2.71) y (2.72)] con coeﬁcientes
a(x) =
1
γ
F (x) = −1
γ
dV (x)
dx
,
σ2
2
b2(x) = D =
kBT
γ
.
(2.76)
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Vamos a considerar una fuerza perio´dica tal que F (0) = F (L), lo que nos
permite asumir que la posicio´n x(t) esta´ acotada en el intervalo [0, L] y te-
nemos condiciones de contorno ρ(0) = ρ(L). Esta condicio´n de contorno,
ma´s la normalizacio´n
∫ L
0 ρ(x) = 1, ﬁjan el problema (2.73)–(2.75). Tras
un ca´lculo simple, aunque laborioso, se obtiene para la corriente estaciona-
ria (2.73) [11,12]
J =
DA
B+B− −AC (2.77)
con
A ≡ 1− e
V (L)−V (0)
kBT ,
B± ≡
∫ L
0
dx e
±V (x)
kBT ,
C ≡
∫ L
0
dx
∫ x
0
dy e
V (y)−V (x)
kBT .
(2.78)
De forma alternativa, la corriente estacionaria puede escriberse como [11]
J =
D
[
1− e(V (L)−V (0))/kBT ]∫ L
0 dx
∫ x+L
x dy e
(V (y)−V (x))/kBT
. (2.79)
Este resultado es va´lido para potenciales totalmente generales siempre y
cuando V ′(x + L) = V ′(x). Ma´s adelante usaremos estos resultados en el
estudio de las ratchets, donde hemos encontrado potenciales efectivos que
satisfacen esta condicio´n. Finalmente, la velocidad estacionaria media se
calcula como
〈x˙〉st = JL. (2.80)
De hecho, vamos a probar la relacio´n ma´s general
〈x˙(t)〉 =
∫ L
0
J(x, t)dx. (2.81)
En efecto, promediando sobre el ruido de media cero en la ecuacio´n de
Langevin (2.59),
γ 〈x˙(t)〉 = 〈F (x(t))〉 , (2.82)
mientras que por otra parte si integramos la corriente (2.73) [con coeﬁcien-
te dados por la ecuacio´n (2.76)] en el intervalo [0, L] con condiciones de
contorno perio´dicas ρ(L, t) = ρ(0, t) obtenemos∫ L
0
J(x, t)dx =
1
γ
〈F (x(t))〉 . (2.83)
Estas dos u´ltimas ecuaciones dan el resultado buscado (2.81).
Usaremos los conceptos y te´cnicas introducidos en este cap´ıtulo 2 (ca´lculo
de Itoˆ, ecuaciones de Langevin, algoritmo de Euler, ecuacio´n de Fokker-
Planck. . . ) a lo largo de esta tesis.
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En este cap´ıtulo revisamos algunos de los conceptos fundamentales de
la teor´ıa de la informacio´n [1–6]. Tras una breve introduccio´n desde una
perspectiva histo´rica (Sec. 3.1) presentaremos las principales magnitudes de
la teor´ıa de la informacio´n: la entrop´ıa y la informacio´n mutua (Sec. 3.2), y
tambie´n algunos aspectos ba´sicos sobre canales de comunicacio´n (Sec. 3.3).
3.1 Introduccio´n
Los primeros intentos de deﬁnir una medida de la informacio´n se remontan a
los trabajos de Nyquist [7,8] y Hartley [9] en la de´cada de los veinte, pero fue
en 1948 cuando se sentaron las bases de lo que se conocer´ıa como teor´ıa de la
informacio´n, a ra´ız de dos trabajos seminales de Claude E. Shannon [10–12].
El concepto de entrop´ıa introducido por Shannon constituye la idea central
de la teor´ıa de la informacio´n. La entrop´ıa de una variable aleatoria se de-
ﬁne en te´rminos de su distribucio´n de probabilidad y da una medida de su
aleatoriedad o incertidumbre. Adema´s, esta entrop´ıa esta´ directamente re-
lacionada con la ma´xima compresio´n que se puede conseguir de un mensaje.
Segu´n cuenta Feynman [13], Shannon utilizo´ el te´rmino ‘entrop´ıa’ aconseja-
do por von Neumann, que le dijo que le dar´ıa “mucho juego en los debates,
porque nadie sabe realmente lo que es la entrop´ıa” Shannon utilizo´ la le-
tra H para referirse a esta entrop´ıa por la similitud de su expresio´n con la
funcio´n H del teorema H de Boltzmann [12].
Los trabajos de Shannon culminan con los teoremas centrales de Shan-
non. El teorema de codificacio´n en ausencia de ruido muestra cua´n compre-
sible puede ser un mensaje, o equivalentemente, que´ redundancia tiene. El
teorema de codificacio´n en un canal ruidoso halla cua´nta redundancia hay
que an˜adir a un mensaje comunicado a trave´s de un canal con ruido para
que sea comprensible por el receptor.
Aunque la teor´ıa de la informacio´n surgio´ del estudio de sistemas de
comunicaciones, posteriormente la relacio´n entre la teor´ıa de la informacio´n
y la termodina´mica ha sido tratada en detalle, destacando los trabajos de
Brillouin [14] y Jaynes [15]. La aﬁrmacio´n de Landauer “Information is phy-
sical” [16] es una consecuencia de que la informacio´n es registrada por siste-
mas f´ısicos (transistores, neuronas, cadenas de ADN...) y que los sistemas de
procesamiento de la informacio´n (computadores, cerebros, ce´lulas...) esta´n
gobernados por leyes f´ısicas. As´ı, problemas f´ısicos fundamentales como el
demonio de Maxwell [17] pueden entenderse interpretando las magnitudes
f´ısicas en te´rminos de la teor´ıa de la informacio´n.
En los u´ltimos an˜os, la teor´ıa cua´ntica se ha convertido en un nuevo cam-
po de aplicacio´n de la informacio´n y la computacio´n, dando lugar a todo una
nueva rama del conocimiento conocidada como informacio´n y computacio´n
cua´ntica [18–20].
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3.2 Entrop´ıa e informacio´n mutua
Para introducir los conceptos ba´sicos de entrop´ıa e informacio´n mutua consi-
deraremos una variable aleatoria discreta X con espacio muestral o alfabeto
X , de cardinal ﬁnito |X |, y distribucio´n de probabilidad p(x) = pX(x) =
Pr{X = x}, i.e., X ∼ p(x).
3.2.1 Entrop´ıa, entrop´ıa conjunta y entrop´ıa condicional
Se deﬁne entonces la entrop´ıa H(X) de esta variable X como
H(X) = −
∑
x∈X
p(x) log p(x), (3.1)
con el convenio 0 log 0 = 0, como corresponde por continuidad. La base del
logaritmo es 2 y se dice que la entrop´ıa se mide en bits. Si el logaritmo se
expresa en base e la entrop´ıa se dice que esta´ expresada en nats. Salvo que
se especiﬁque lo contrario entenderemos en lo sucesivo que log es la funcio´n
logaritmo en base 2.
No´tese que esta entrop´ıa as´ı deﬁnida puede interpretarse como el valor
esperado (esperanza matema´tica) de log 1p(X) ,
H(X) = Ep log
1
p(X)
. (3.2)
La cantidad h(x) = log 1p(x) se conoce como contenido de informacio´n de
Shannon. Por ejemplo, la letra ‘m’ tiene una probabilidad de aparicio´n (fre-
cuencia) de 0.0235 en el idioma ingle´s [21] y por tanto su contenido de in-
formacio´n es de 5.4 bits. Promediando sobre las 26 letras del alfabeto ingle´s
ma´s el espacio en blanco (27 posibles salidas) se obtiene para la entrop´ıa un
valor de aproximadamente 4.1 bits. Ahora bien, esta no es la entrop´ıa del
ingle´s verdadero, sino de un ingle´s ﬁcticio en el que no hubiese correlacio-
nes. Por ejemplo, en ingle´s real es mucho ma´s probable que despue´s de una
‘t’ vaya una ‘h’ que una ‘q’ y eso no se ha tenido en cuenta en el ca´lculo
anterior.
Dadas un par de variables aleatorias discretas (X,Y ) ∼ p(x, y) se deﬁne
su entrop´ıa conjunta como
H(X,Y ) = −
∑
x∈X
∑
y∈Y
p(x, y) log p(x, y). (3.3)
(La generalizacio´n a una variable vectorial N -dimensional es directa).
Por otra parte, se deﬁne la entrop´ıa condicional de una variable aleato-
ria dada otra como el valor esperado de las entrop´ıas de las distribuciones
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condicionadas, promediadas sobre la variable que condiciona, es decir, dado
(X,Y ) ∼ p(x, y),
H(Y |X) =
∑
x∈X
p(x)H(Y |X = x)
= −
∑
x∈X
p(x)
∑
y∈Y
p(y|x) log p(y|x)
= −
∑
x∈X
∑
y∈Y
p(x, y) log p(y|x).
(3.4)
La entrop´ıaH(X) es una buena medida de la incertidumbre del resultado
del experimento probabil´ıstico correspondiente a la variable estoca´stica X,
como lo justiﬁcan las siguientes propiedades:
1. La entrop´ıa siempre es positiva: H(X) ≥ 0, con la igualdad si y so´lo si
p(x0) = 1 y p(x) = 0 ∀x ∈ X −{x0}. Por tanto, cuando el experimento
es determinista no hay incertidumbre alguna y viceversa.
2. H(X) ≤ log |X |, con la igualdad si y so´lo si p(x) = 1/|X | ∀x ∈ X .
La ma´xima entrop´ıa se produce, pues, para variables uniformemente
distribuidas. Adema´s, en este caso, si el nu´mero de posibles resultados
aumenta (aumenta |X |) entonces la entrop´ıa aumenta (mayor incer-
tidumbre).
3. El condicionamiento reduce la entrop´ıa: H(X|Y ) ≤ H(X), con la
igualdad si y so´lo si X e Y son independientes.
4. Regla de la cadena: H(X,Y ) = H(X) +H(Y |X). Esto es, la entrop´ıa
(incertidumbre) de un par de variables es la entrop´ıa de una de ellas
ma´s la entrop´ıa de la otra cuando ya se conoce la primera.
5. Acotamiento independiente:H(X,Y ) ≤ H(X)+H(Y ), con la igualdad
si y so´lo si X e Y son independientes.
Las demostraciones de las propiedades 1 y 4 son inmediatas a partir
de las deﬁniciones de entrop´ıa, entrop´ıa conjunta y entrop´ıa condicional; la
propiedad 5 es consecuencia inmediata de 3 y 4 y para demostrar 2 y 3
basta usar la desigualdad log x ≤ x − 1 (con igualdad si y so´lo si x = 1).1
1Dem.: f(x) = log(x)− (x− 1) es co´ncava ⌢ (su segunda derivada es negativa en todo
su dominio) y f(1) = f ′(1) = 0.
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Por ejemplo, para la propiedad 3,
H(X|Y )−H(X) = −
∑
x∈X
∑
y∈Y
p(x, y) log p(x|y) +
∑
x∈X
p(x) log p(x)
=
∑
x∈X
∑
y∈Y
p(x, y) (− log p(x|y) + log p(x))
=
∑
x∈X
∑
y∈Y
p(x, y) log
p(x)
p(x|y)
≤
∑
x∈X
∑
y∈Y
p(x, y)
(
p(x)
p(x|y) − 1
)
=
∑
x∈X
∑
y∈Y
p(x)p(y)−
∑
x∈X
∑
y∈Y
p(x, y)
= 1− 1 = 0.
(3.5)
Estas propiedades de la entrop´ıa son generalizables de forma natural a varia-
bles N -dimensionales. Las fo´rmulas resultantes se demuestran trivialmente
por induccio´n.
El experimento estoca´stico ma´s simple no trivial corresponde a una pro-
ceso de Bernoulli X = {0, 1}, con p(0) = p y por tanto p(1) = 1 − p. Para
este caso, la entrop´ıa vale
H(X) = −p log p− (1− p) log(1− p) ≡ Hb(p) (3.6)
Esta funcio´n Hb(p) se llama entrop´ıa binaria
2. No´tese que Hb(p) es sime´trica
en torno a p = 1/2, donde toma su valor ma´ximo de 1 bit (ve´ase ﬁg. 3.1).
Otra caracter´ıstica importante es que Hb(p) es co´ncava ⌢.
Finalmente, conviene deﬁnir una magnitud importante para secuencias
de n variables aleatorias. Dado un proceso estoca´stico discreto Xt con t =
1, 2, . . . , n, se deﬁne la tasa de entrop´ıa como
H¯(X ) = l´ım
n→∞
1
n
H(X1,X2, . . . ,Xn) (3.7)
cuando el l´ımite existe. Es una medida de la entrop´ıa por s´ımbolo. Para
variables independientes H¯(X ) = l´ımn→∞ 1n
∑n
i=1H(Xi), siempre que el
l´ımite exista. Si adema´s de independientes son ide´nticamente distribuidas
H¯(X ) = H(X), donde H(X) es el valor comu´n de la entrop´ıa de cada Xi,
y si adema´s son uniformemente distribuidas entonces H¯(X ) = log |X |.
Otra magnitud importante es
H ′ = l´ım
n→∞H(Xn|Xn−1,Xn−2, . . . ,X1), (3.8)
2El sub´ındice b se omite con frecuencia puesto que la entrop´ıa binaria tiene por ar-
gumento un nu´mero (letras minu´sculas) y no ha lugar a confusio´n con la entrop´ıa H(X)
cuyo argumento es un proceso estoca´stico (letras mayu´sculas).
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Figura 3.1: Hb(p) versus p.
que es la entrop´ıa condicionada de la u´ltima variable aleatoria dado el pasado
completo. Puede demostrarse [1] que para un proceso estoca´stico estaciona-
rio los l´ımites (3.7) y (3.8) existen y adema´s coinciden.
3.2.2 Entrop´ıa relativa e informacio´n mutua
Se deﬁne la entrop´ıa relativa o divergencia de Kullback Leibler entre dos
distribuciones de probabilidad p(x) y q(x) por
D(p||q) =
∑
x∈X
p(x) log
p(x)
q(x)
. (3.9)
Puede interpretarse como una medida de la “distancia” entre distribuciones
ya que es no negativa (desigualdad de Gibbs)3 y cumple que D(p||q) =
0 ⇔ p = q. Sin embargo no es una distancia en sentido matema´tico (no es
sime´trica y no cumple la desigualdad triangular).
Dadas dos variables aleatorias (X,Y ) ∼ p(x, y) se deﬁne la informacio´n
mutua I(X;Y ) como la entrop´ıa relativa entre la funcio´n de distribucio´n
conjunta p(x, y) y el producto de las distribuciones marginales, p(x)p(y), es
decir,
I(X;Y ) =
∑
x∈X
∑
y∈Y
p(x, y) log
p(x, y)
p(x)p(y)
. (3.10)
No´tese que como I(X;Y ) = D(p(x, y)||p(x)p(y)) entonces I(X;Y ) ≥ 0, con
la igualdad si y so´lo si p(x, y) = p(x)p(y), i.e., X e Y son independientes.
3Dem.: D(p||q) =
P
p(x) log p(x)
q(x)
≥ (
P
p(x)) log
P
p(x)P
q(x)
= 1 log 1
1
= 0.
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Figura 3.2: Relaciones entre informacio´n y entrop´ıa. (Tomado de [21]).
Es fa´cil ver que la informacio´n mutua puede deﬁnirse de forma equiva-
lente a ec. (3.10) en te´rminos de entrop´ıa como
I(X;Y ) = H(X)−H(X|Y ), (3.11)
lo que permite interpretar la informacio´n mutua I(X;Y ) como la reduccio´n
de incertidumbre en X gracias al conocimiento de Y . En particular,
I(X;X) = H(X), (3.12)
es decir, la informacio´n mutua de una variable consigo misma es su en-
trop´ıa y por ello H(X) se denomina a veces autoinformacio´n. Por otra par-
te, usando la equacio´n (3.11) junto con el resultado ya visto H(X,Y ) =
H(X) +H(Y |X), obtenemos la relacio´n
I(X;Y ) = H(X) +H(Y )−H(X,Y ), (3.13)
que reﬂeja la simetr´ıa I(X;Y ) = I(Y ;X). En la ﬁgura 3.2 se muestran
esquema´ticamente las diversas relaciones entre la informacio´n mutua, la en-
trop´ıa y las entrop´ıas conjuntas y condicionadas.
Siguiendo la deﬁnicio´n (3.11), deﬁnimos la informacio´n mutua condicio-
nada entre X e Y dado Z por
I(X;Y |Z) = H(X|Z)−H(X|Y,Z). (3.14)
Partiendo de la deﬁnicio´n de la informacio´n mutua (3.11) y usando la
regla de la cadena de la entrop´ıa (ve´ase propiedad 4 en seccio´n 3.2.1) obte-
nemos la regla de la cadena para la informacio´n mutua:
I(X,Y ;Z) = H(X,Y )−H(X,Y |Z)
= H(X) +H(Y |X)−H(X|Z)−H(Y |X,Z)
= I(X;Z) + I(Y ;Z|X)
(3.15)
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W−−−−−→
mensaje
Codiﬁcador
Xn−−→ Canal p(y|x) Y n−−→ Decodiﬁcador estimacio´n−−−−−−→
de W
Figura 3.3: Esquema de un sistema de comunicacio´n.
3.3 Canales
Un sistema de comunicacio´n consta de los ingredientes esquematizados en
la ﬁgura 3.3. En un sistema f´ısico real, la transferencia de informacio´n es-
tara´ sujeta a ruido de manera que puede ocurrir que la estimacio´n del men-
saje transmitido no sea correcta. Si el emisor y el receptor esta´n de acuerdo
en cua´l fue el mensaje transmitido entonces la comunicacio´n ha sido exitosa.
Un canal discreto es una terna (X , p(y|x),Y ) consistente en un alfabeto
ﬁnito de entrada X , un alfabeto ﬁnito de salida Y y una matriz de pro-
babilidades de transicio´n p(y|x) que expresan la probabilidad de tener una
salida Y = y cuando la entrada es X = x. Las probabilidades de transicio´n
p(y|x) dan cuenta de este hecho y determinan el tipo de canal del sistema de
comunicacio´n. Por convenio x indexa las ﬁlas e y las columnas. Se dice que
el canal discreto es sin memoria si la probabilidad de obtener una secuencia
de salida yn dada una secuencia de entrada xn veriﬁca
p(yn|xn) =
n∏
i=1
p(yi|xi). (3.16)
Un canal se dice que es sime´trico si las ﬁlas de la matriz de transicio´n p(y|x)
son permutaciones unas de otras y lo mismo para las columnas.
Un importante tipo de canal sime´trico sin memoria es el llamado canal
binario sime´trico. En este canal se transmite un 0 o´ un 1 y se recibe un 0
o´ un 1 con una probabilidad de error p como se muestra en la ﬁgura 3.4, de
manera que la matriz de transicio´n es
p(y|x) =
(
1− p p
p 1− p
)
. (3.17)
Estos conceptos ba´sicos sobre teor´ıa de la informacio´n que han sido intro-
ducidos en este cap´ıtulo van a ser de utilidad para la correcta comprensio´n
de algunos de los ca´lculos y resultados de esta tesis.
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Figura 3.4: Canal binario sime´trico.
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Este cap´ıtulo completa la parte introductoria que precede a la siguiente
Parte II, en la que expondremos nuestros nuevos resultados. Aqu´ı discutimos
las principales cuestiones sobre las ratchets (seccio´n 4.1) y su relacio´n con la
teor´ıa de la informacio´n y el demonio de Maxwell (seccio´n 4.2). Concluiremos
esta primera parte exponiendo los objetivos de la presente tesis (seccio´n 4.3).
4.1 Ratchets
En esta seccio´n vamos a introducir las ratchets como rectiﬁcadores de las
ﬂuctuaciones te´rmicas. Tras discutir sucintamente las diferentes clases de
racthets nos centraremos en las llamadas ﬂashing ratchets. Por otra parte,
la teor´ıa de control [1,2] nos permite clasiﬁcar las ratchets en dos categor´ıas:
ratchets de ciclo abierto y ratchets de ciclo cerrado. En las primeras la
operacio´n de control es independientemente del estado del sistema, mientras
que en las segundas el controlador usa informacio´n sobre el estado del sistema
para operar. Daremos algunos ejemplos de estas ratchets de ciclo abierto y
cerrado, y compararemos sus rendimientos.
4.1.1 Introduccio´n
Las ratchets o motores brownianos son rectiﬁcadores de las ﬂuctuaciones
te´rmicas. Esta rectiﬁcacio´n se consigue habitualmente mediante una pertur-
bacio´n externa determinista o estoca´stica en un sistema que es o se convierte
en asime´trico bajo inversio´n espacial [3]. En los u´ltimos an˜os ha habido un
gran intere´s por las ratchets debido a su relevancia tanto a nivel teo´rico
como experimental. Desde un punto de vista pra´ctico el efecto ratchet tiene
potencialmente multitud de aplicaciones en biolog´ıa, materia condensada y
nanotecnolog´ıa [3–5].
Una prescripcio´n ba´sica para tener el efecto ratchet es sacar al sistema
fuera del equilibrio te´rmico (lo que tiene un coste energe´tico). Esto puede
conseguirse de distintas maneras. Feynman comprendio´ este punto y propuso
considerar la ratchet de Smoluchowski en contacto con dos ban˜os te´rmicos
de diferentes temperaturas (ve´ase el cap´ıtulo 1). Ello constituye la base de
las llamadas ratchets te´rmicas o ratchets de Feynman.
Otro ejemplo t´ıpico de un dispositivo ratchet es una part´ıcula browniana
de masa m a temperatura T y con coeﬁciente de friccio´n γ que evoluciona
en una dimensio´n con coordenada x(t) de acuerdo a la SDE
mx¨(t) = F (x(t), g(t)) + h(t) + Fext − γx˙(t) + ξ(t), (4.1)
con 〈
ξ(t)ξ(t′)
〉
= 2γkBTδ(t− t′). (4.2)
En esta modelizacio´n g(t) y h(t) pueden ser funciones deterministas o es-
toca´sticas del tiempo t, mientras que Fext es una fuerza externa constan-
te. Las ﬂuctuaciones te´rmicas se han modelado a trave´s del ruido blanco
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ξ(t), de media cero y descorrelacionado, con intensidad 2γkBT . La fuerza
F (x, g) = −∂xV (x, g) deriva de un potencial espacialmente perio´dico, i.e.,
V (x+ L, g(t)) = V (x, g(t)) para todo t y x.
Las ratchets que incluyen un te´rmino de masa [ve´ase ecuacio´n (4.1)] se
conocen como ratchets inerciales y se ha mostrado que exhiben compor-
tamiento cao´tico [6, 7] incluso en ausencia de ruido. El te´rmino de inercia
juega un papel relevante en ciertos dispositivos como por ejemplo en los
SQUIDS [3]. Por contra, en muchas otras situaciones, como en los siste-
mas biolo´gicos, el te´rmino de inercia puede despreciarse. En este re´gimen
sobreamortiguado la ecuacio´n (4.1) pasa a ser
γx˙(t) = F (x(t), g(t)) + h(t) + Fext + ξ(t). (4.3)
Una magnitud de gran intere´s en las ratchets es la corriente media de
part´ıculas o velocidad media 〈x˙(t)〉. El efecto ratchet consiste precisamente
en la aparicio´n de una corriente no nula para fuerza externa cero y el resto de
fuerzas y gradientes tambie´n nulos tras promediar sobre el espacio, el tiempo
y las colectividades [3]. La fuerza externa Fext de la ecuacio´n (4.1) no deber´ıa
considerarse como parte del sistema sino ma´s bien como una perturbacio´n
externa que permite estudiar la respuesta del sistema. De hecho, es incluso
posible tener una corriente neta de part´ıculas en contra de la fuerza externa,
siempre que e´sta sea suﬁcientemente pequen˜a, con lo que el motor browniano
realiza trabajo contra la fuerza [8–10].
Hay dos clases fundamentales de ratchets [3]: pulsating ratchets, en los
que h(t) = 0, y tilting ratchets, en los que g(t) = 0. El ejemplo paradigma´tico
de una tilting ratchet es la rocking ratchet, en la cual una perturbacio´n de
media cero y perio´dica h(t) se aplica al sistema para ‘balancear’ (rock) el
potencial ratchet que la part´ıcula siente [11]. Por otra parte, una ﬂashing
ratchet [12] es una pulsating ratchet en la que el potencial es encendido
y apagado alternativamente. Estudiaremos con ma´s detalle estas ﬂashing
ratchets en la seccio´n siguiente.
4.1.2 Flashing ratchet
Descripcio´n
Una ratchet de una part´ıcula puede modelizarse como una part´ıcula brow-
niana que satisface la ecuacio´n de Langevin sobreamortiguada
γx˙(t) = α(x(t), t)F (x(t)) + ξ(t). (4.4)
Aqu´ı, F (x) = −V ′(x), con V (x) el potencial ratchet, que es normalmente
perio´dico, V (x) = V (x + L), y tiene ruptura de simetr´ıa bajo x → −x.
La funcio´n α implementa la accio´n del controlador que enciende (α = 1) o
apaga (α = 0) el potencial racthet. Gracias a este encendido y apagado se
rompe el balance detallado y el sistema trabaja como un motor browniano.
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Figura 4.1: Potencial ratchet de diente de sierra con periodo L = 1, altura
V0 = 5 y para´metro de asimetr´ıa a = 1/3.
Un ejemplo t´ıpico de potencial ratchet es el potencial de diente de sierra
mostrado en la ﬁgura 4.1. Otro ejemplo puede ser
V (x) =
2V0
3
√
3
[
sin
(
2πx
L
)
+
1
2
sin
(
4πx
L
)]
. (4.5)
Este potencial se ha usado en la ﬁg. 1.2 para ilustrar el efecto ratchet en
una ﬂashing ratchet (ve´ase el cap´ıtulo 1).
La ecuacio´n (4.4) se puede generalizar para describir ﬂashing ratchets
colectivas compuestas por N part´ıculas brownianas con posiciones {xj(t)}:
γx˙i(t) = α({xj(t)}, t)F (xi(t)) + ξi(t); i = 1, . . . ,N, (4.6)
donde ξi(t) son ruidos blancos gaussianos de media cero y varianza 〈ξi(t)ξj(t′)〉
= 2γkBTδijδ(t−t′), como corresponde a la relacio´n de ﬂuctuacio´n-disipacio´n.
Fashing ratchets de ciclo abierto
En las ratchets de ciclo abierto el controlador no usa ninguna informacio´n
sobre el estado del sistema para operar sobre e´l. En el marco de las ﬂashing
ratchets esto se traduce en que el valor del para´metro de control α(t) no
depende del estado de la part´ıcula browniana, como ocurre, por ejemplo,
con un encendido y apagado aleatorio o perio´dico. Estas dos posibilidades
dan corrientes no nulas si los ritmos de encendido-apagado son apropiados.
Conviene sen˜alar que en las ﬂashing ratchets colectivas con control de ciclo
abierto las N ecuaciones de Langevin (4.6) esta´n desacopladas y por consi-
guiente la velocidad del centro de masas es independiente del nu´mero N de
part´ıculas.
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Estudiemos con ma´s detalle el protocolo perio´dico. Siguiendo [13], vamos
a considerar un potencial de diente de sierra perio´dico con para´metro de asi-
metr´ıa a y periodo L (vid. ﬁg. 4.1), y con una altura suﬁcientemente grande
(comparada con kBT ) para poder aproximar la densidad de probabilidad
por una funcio´n delta en cada uno de los mı´nimos del potencial encendido.
Cuando el potencial se apaga en el instante t = 0 cada uno de los picos
empieza a difundir, al satisfacer la densidad de probabilidad una FPE con
coeﬁcientes a(x, t) = 0 y σ2b2(x, t)/2 = D, que es una ecuacio´n de difusio´n.
Para la delta centrada en el origen la solucio´n de esta ecuacio´n es
ρ(x, t) =
e−x
2/4Dt
√
4πDt
. (4.7)
Durante un tiempo Toff el potencial permanece encendido y la part´ıcula
difunde. A continuacio´n, el potencial se apaga durante un tiempo Ton y
as´ı sucesivamente. En uno de estos ciclos on-oﬀ una fraccio´n de part´ıculas∫∞
aL ρ(x, Toff)dx avanza un periodo espacial L, mientras que una fraccio´n∫ −(1−a)L
−∞ ρ(x, Toff)dx retrocede L, como se explico´ en el cap´ıtulo 1.2 (ve´ase
tambie´n la ﬁg. 1.2). Por lo tanto, en un ciclo completo de duracio´n Ton+Toff
la posicio´n de la part´ıcula avanza en media
〈∆x〉 = L
∫ ∞
aL
ρ(x, Toff) dx− L
∫ −(1−a)L
−∞
ρ(x, Toff) dx, (4.8)
y la velocidad estacionaria es
〈x˙〉 = 〈∆x〉
Ton + Toff
. (4.9)
Sin ma´s que operar se obtiene [13]
〈x˙〉 = L
2(Ton + Toff)
[
erfc
(
aL√
4DToff
)
− erfc
(
(1− a)L√
4DToff
)]
, (4.10)
donde erfc es la funcio´n error complementaria. Como puede verse en la
ﬁg. 4.2, el ﬂujo neto tiende a cero para periodos cortos o largos. En efecto,
para periodos cortos el sistema no tiene tiempo suﬁciente para difundir du-
rante el tiempo de potencial apagado, con lo que el desplazamiento medio
por ciclo es despreciable; para periodos largos la mayor del tiempo el sistema
esta´ muy cerca del equilibrio y el ﬂujo va a cero tambie´n.
Flashing ratchets de ciclo cerrado
Las ratchets de ciclo cerrado, tambie´n llamadas ratchets retroalimentadas,
usan informacio´n sobre el estado del sistema para operar sobre e´l. El uso de
esta informacio´n por parte del controlador para decidir co´mo opera sobre
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Figura 4.2: Velocidad estacionaria (4.10) para los para´metros a = 1/3, L = 1
y D = 1. Hemos tomado Ton = Toff = τ/2.
el sistema puede mejorar el rendimiento ma´ximo alcanzable en las ratchets
de ciclo cerrado en comparacio´n con las correspondientes ratchets de ciclo
abierto. Para ratchets colectivas con ma´s de una part´ıcula, el control retroali-
mentado usando informacio´n puede inducir un acoplamiento efectivo de las
part´ıculas brownianas, lo que lleva a la dependencia del ﬂujo con el nu´mero
de part´ıculas. Hay varios protocolos o estrategias de retroalimentacio´n que
dan un aumento del rendimiento en el ﬂujo.
En el protocolo de maximizacio´n instanta´nea de la velocidad la pol´ıtica
de control depende del signo de la fuerza neta por part´ıcula,
f(t) =
1
N
N∑
i=1
F (xi(t)), (4.11)
en cada instante de tiempo. Ma´s concretamente, el para´metro de control
esta´ dado por α(t) = Θ(f(t)), con Θ la funcio´n de Heaviside [Θ(x) = 1 si
x > 0, en caso contrario Θ(x) = 0]. E´sta es la mejor estrategia (da la ma´xima
velocidad media) para una sola part´ıcula; ve´ase Ref. [14]. Sin embargo, para
un nu´mero grande de part´ıculas la dina´mica del sistema queda atrapada con
el potencial encendido o apagado (ﬁg. 4.3a) y entonces la corriente asinto´tica
media tiende a cero cuando N aumenta [15]. Este efecto indeseado se corrige
en el protocolo de umbrales, propuesto por primera vez en [16] (cf. ﬁg. 4.3b),
en el que se fuerza el encendido-apagado del potencial si la fuerza neta por
part´ıcula f cruza ciertos valores umbrales. En la ﬁgura 4.4 mostramos la
dependencia de la velocidad del centro de masas con el nu´mero de part´ıculas
para el protocolo de maximizacio´n, el protocolo de umbrales y el protocolo
de ciclo abierto perio´dico con periodos o´ptimos.
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Figura 4.3: Dependencia temporal de la fuerza neta por part´ıcula (4.11) en
simulaciones con N = 106 part´ıculas para a) el protocolo de maximizacio´n
de la velocidad del centro del masas y b) el protocolo de umbrales. Se ha
usado el potencial ratchet de la ecuacio´n (4.5) con V0 = 5. Unidades: kBT =
1, L = 1,D = 1. (Cf. Ref. [16]).
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Figura 4.4: Velocidad asinto´tica media del centro de masas frente al nu´me-
ro de part´ıculas N para el protocolo de maximizacio´n de la velocidad del
centro de masas (aspas), el protocolo de umbrales con umbrales o´ptimos
(c´ırculos) y el protocolo perio´dico con perio´dos o´ptimos para los tiempos de
encendido y apagado (l´ınea discontinua). Se ha usado el potencial ratchet
de la ecuacio´n (4.5) con V0 = 5. Unidades: kBT = 1, L = 1,D = 1. Ve´ase
Ref. [14].
Tanto el protocolo de maximizacio´n instanta´nea de la velocidad del cen-
tro de masas como el protocolo de umbrales esta´n basados en la distribucio´n
de las fuerzas {F (xi)}. Pero otras elecciones son tambie´n posibles. Por ejem-
plo, en el llamado protocolo de maximizacio´n del desplazamiento neto [17] el
para´metro de control depende de la distribucio´n de part´ıculas como sigue:
α(t) = Θ(d(t)); d(t) =
N∑
i=1
(xi(t)− x0), (4.12)
donde x0 es la media de una distribucio´n gaussiana en equilibrio en el poten-
cial ratchet. Se ha encontrado nume´ricamente [17] que este protocolo mejora
al protocolo de maximizacio´n instanta´nea para ratchet colectivas de dos y
tres part´ıculas y potenciales de altura & 30kBT . Sin embargo, funciona peor
para un nu´mero elevado de part´ıculas o potenciales ma´s bajos.
4.2 Informacio´n y demonio de Maxwell
El control sobre sistemas f´ısicos por parte de un agente externo aparece
frecuentemente en f´ısica con objetivos tales como estabilizar dina´micas ines-
tables o aumentar el rendimiento de esos sistemas. El estudio de las propie-
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dades de los sistemas con control es una tarea fundamental para la ingenier´ıa
y para la f´ısica fundamental [2].
Es obvio que la operacio´n del controlador modiﬁca la dina´mica del sis-
tema, pero tambie´n el estado del sistema puede inﬂuir en las decisiones del
controlador sobre el propio sistema. El sistema se dice retroalimentdo o con
control de ciclo cerrado cuando esta´ presente esta inﬂuencia del sistema sobre
el controlador. Por el contrario, el sistema tiene un control de ciclo abierto
si las decisiones del controlador se toman independientemente del estado del
sistema. Ya hemos introducido previamente esta clasiﬁcacio´n en la seccio´n
anterior en el contexto de las ﬂashing ratchets.
Resulta claro e intuitivo que el uso de informacio´n sobre el estado del
sistema puede ser potencialmente u´til para que el controlador actu´e sobre
el sistema y mejore el rendimiento del sistema (e.g. la potencia o la eﬁcien-
cia). Esta´ claro tambie´n que, con una determinada cantidad de informacio´n
sobre el sistema, el rendimiento puede ser mejorado so´lo hasta cierto pun-
to. Sin embargo, co´mo cuantiﬁcar estos l´ımites fundamentales al control de
los sistemas con retroalimentacio´n no esta´ tan claro. La interrelacio´n entre
la informacio´n y el control retroalimentado ha constituido una tarea dif´ıcil
desde el nacimiento del demonio de Maxwell [18], un ser que recogiendo in-
formacio´n sobre el sistema es capaz de reducir la entrop´ıa del sistema sin
realizar trabajo sobre e´l. Szilard [19] estudia un demonio de Maxwell sencillo
que le sirve para sen˜alar por primera vez la interrelacio´n entre la adquisi-
cio´n de la informacio´n y la termodina´mica. En este trabajo pionero la idea
de bit de informacio´n esta´ ya presente y es clave para entender el demo-
nio. Landauer [20] establece formalmente esta interrelacio´n en el siguiente
principio: El borrado de un bit de informacio´n a temperatura T implica un
coste energe´tico de al menos kBT ln 2 [20]. Tal y como Bennett [21] sen˜alo´,
el controlador (demonio) debe borrar su memoria —que almacena la in-
formacio´n recogida— despue´s de cada ciclo para permitir al sistema y al
controlador operar de manera realmente c´ıclica. As´ı pues, el principio de
Landauer puede verse como la clave para preservar la segunda ley de la ter-
modina´mica en los sistemas con control retroalimentado. Desde un enfoque
basado en la complejidad algor´ıtmica, Zurek [22, 23] establece co´mo alcan-
zar la descripcio´n ma´s corta para el contenido de la memoria del demonio
que permita minimizar el coste energe´tico. E´l propone comprimir el conte-
nido de la memoria del demonio antes de borrarla. Esta compresio´n de la
memoria puede realizarse, en principio, sin gasto nerge´tico, es decir, puede
realizarse reversiblemente [24]. Ello implica que la mı´nima energ´ıa requerida
para borrar la memoria del demonio no viene dada por el nu´mero de bits
almacenados, sino por el mı´nimo nu´mero de bits en los que puede alma-
cenarse la informacio´n contenida en la memoria tras ser comprimida. Este
resultado importante llama la atencio´n sobre la relevancia de considerar si
la informacio´n es redundante o no.
Estos l´ımites fundamentales del control de los sistemas f´ısicos pueden
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estudiarse desde una perspectiva de la teor´ıa de la informacio´n [25–27]. Re-
cientemente, se ha establecido que la ma´xima cantidad de entrop´ıa ∆Hclosed
que se puede extraer de cualquier sistema dina´mico con una actuacio´n de ci-
clo cerrado esta´ acotada superiormente por la disminucio´n de entrop´ıa ma´xi-
ma que se puede alcanzar con un control de ciclo abierto ∆Hopen ma´s la
informacio´n mutua entre el controlador C y el estado del sistema X [26,27]:
∆Hclosed ≤ ∆Hopen + I(X;C). (4.13)
4.3 Objetivos de la tesis
Las ratchets retroalimentadas constituyen un importante campo de trabajo
en la actualidad (ve´ase por ejemplo el reciente art´ıculo de revisio´n [17]).
Dispositivos experimentales que implementan el llamado protocolo de maxi-
mizacio´n [15] se han propuesto y realizado recientemente [28]. Ve´ase tambie´n
las referencias [29,30] sobre ma´quinas moleculares sinte´ticas operando como
ratchets retroalimentadas (o ratchets de informacio´n). Adema´s, las ratchets
retroalimentadas se han sugerido como un mecanismo capaz de explicar el
movimiento de pasos de la kinesina de doble cabeza [31], y esta´n tambie´n
presentes en otros motores moleculares activados qu´ımicamente [32–34]. Por
lo tanto, las ratchets con retroalimentacio´n son relevantes no so´lo como
sistemas que nos permiten profundizar en los procesos fuera del equilibrio
sino tambie´n como sistemas con potenciales aplicaciones en nanotecnolog´ıa
y biolog´ıa.
Una vez que hemos introducido en esta Parte I de la tesis el material
ba´sico, estamos en condiciones de presentar nuestros resultados originales.
En esta tesis presentamos un estudio de las ratchets con retroalimentacio´n,
y tambie´n de sistemas generales con control retroalimentado. Ma´s espec´ıﬁ-
camente, los objetivos de esta tesis son los siguientes:
1. Estudiar en detalle protocolos de control relevantes, centra´ndonos en
su capacidad para incrementar el rendimiento (e.g. ﬂujo y potencia).
Este estudio permite adema´s profundizar en los feno´menos no lineales
y fuera del equilibrio. Ver cap´ıtulos 5, 6, 7, 8, 9 y 10 de la Parte II.
2. Investigar, desde una perspectiva teo´rica, la viabilidad de dispositivos
ratchets experimentales con control retroalimentado que muestren un
mejor rendimiento que los dispositivos de ciclo abierto. En particular,
se estudian los efectos de retardos temporales y ruidos en la retroali-
mentacio´n. Ver cap´ıtulos 6, 7, 9 y 10 de la Parte II.
3. Establecer relaciones entre el rendimiento de las ratchets con retro-
alimentacio´n y la informacio´n que el controlador usa. Esto permite
cuantiﬁcar el aumento del rendimiento de las ratchets de ciclo cerrado
sobre sus homo´logas de ciclo abierto en te´rminos de la informacio´n,
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que es lo que expl´ıcitamente diferencia unas de otras. Ver cap´ıtulos 9
y 10 de la Parte II.
4. Calcular la reduccio´n de entrop´ıa en un sistema general con un control
retroalimentado que se aplica repetidamente por parte del controlador
externo. El ca´lculo de esta reduccio´n de entrop´ıa era, hasta ahora, el
ingrediente que faltaba para establecer la termodina´mica de los siste-
mas con control retroalimentado. Ver cap´ıtulo 11 de la Parte II.
Presentamos en la siguiente Parte II nuestros resultados originales tal
como fueron publicados en revistas internacionales. Estos resultados pro-
porcionan respuestas a los objetivos de la tesis planteados arriba. Adema´s
de la discusio´n y conclusiones en cada art´ıculo de la Parte II, incluimos en
la Parte III una discusio´n general y las conclusiones ﬁnales.
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La estructura de esta Parte II es como sigue. En el siguiente cap´ıtulo 5
tratamos sobre el llamado protocolo de umbrales en ratchets de control re-
troalimentado. En los cap´ıtulos 6 y 7 llevamos a cabo un estudio anal´ıtico
y nume´rico de la presencia de retardos temporales en el control de ratchets,
que es una cuestio´n relevante para ﬁnes experimentales. En el cap´ıtulo 8 in-
vestigamos los efectos de an˜adir una fuerza oscilante perio´dica a una ﬂashing
ratchet colectiva de ciclo cerrado. En los siguientes cap´ıtulos presentamos
nuestros resultados relacionados con la teor´ıa de la informacio´n y la cuan-
tiﬁcacio´n del rendimiento. Es este sentido, los cap´ıtulos 9 y 10 se centran
en la relacio´n entre informacio´n y rendimiento (ﬂujo y potencia ma´xima) en
ratchets con control de ciclo cerrado. Finalmente, en el cap´ıtulo 11 estable-
cemos la termodina´mica de sistemas generales con control retroalimentado
calculando la reduccio´n de entrop´ıa en estos sistemas cuando son operados
repetidamente por el controlador externo.
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Threshold feedback control for a collective flashing ratchet: Threshold
dependence
M. Feito1 and F. J. Cao1,2
1Departamento de F´ısica Ato´mica, Molecular y Nuclear, Universidad
Complutense de Madrid, Avenida Complutense s/n, 28040 Madrid, Spain.
2 LERMA, Observatoire de Paris, Laboratoire Associe´ au CNRS UMR
8112, 61, Avenue de l’Observatoire, 75014 Paris, France.
We study the threshold control protocol for a collective ﬂashing ratchet. In
particular, we analyze the dependence of the current on the values of the
thresholds. We have found analytical expressions for the small threshold de-
pendence both for the few and for the many particle case. For few particles
the current is a decreasing function of the thresholds, thus, the maximum
current is reached for zero thresholds. In contrast, for many particles the
optimal thresholds have a nonzero ﬁnite value. We have numerically checked
the relation that allows to obtain the optimal thresholds for an inﬁnite num-
ber of particles from the optimal period of the periodic protocol. These
optimal thresholds for an inﬁnite number of particles give good results for
many particles. In addition, they also give good results for few particles due
to the smooth dependence of the current up to these threshold values.
PACS numbers: 05.40.-a, 02.30.Yy
5.1 Introduction
Ratchets or Brownian motors are rectiﬁers of thermal ﬂuctuations. This
rectiﬁcation is usually achieved through the introduction of an external de-
terministic or stochastic perturbation in a system that is or becomes asym-
metric under spatial inversion [1]. Over the last years ratchets have been
studied due to their theoretical and experimental relevance. From a practical
point of view the ratchet eﬀect has many potential applications in biology,
condensed matter and nanotechnology [1,2].
Ratchets can be viewed as controllers that act on stochastic systems
with the aim of inducing directed motion through the rectiﬁcation of the
ﬂuctuations. In particular, ﬂashing ratchets are thermal ﬂuctuation rectiﬁers
based on switching on and oﬀ a periodic potential [3,4]. Several studies deal
with the problem of optimizing the particle current [5] or the eﬃciency [6] in
these systems. However, they all consider only open-loop controllers (as that
obtained with a periodic or random switching). Recently, feedback control
protocols have been introduced in the context of collective ratchets [7, 8].
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In the feedback control protocols the action of the controller depends on
the state of the system. This feedback control, or closed-loop control, can
be implemented in systems where the state of the system is monitored (as
occurs in some experimental setups with colloidal particles [9]).
In this paper we study one of these closed-loop controls, the threshold
control, previously introduced in Ref. [8]. The structure of the paper is as
follows. In the next Section we present the mathematical model of the col-
lective ﬂashing ratchet with the threshold control protocol and we discuss
brieﬂy other protocols that have been studied in recent articles. Later, in
Sec. 5.3, we analyze the dependence of the average center-of-mass velocity
on the thresholds, obtaining analytical approximated expressions that are
compared with the numerical results. In Subsec. 5.3.1 we study the small
thresholds dependence (distinguishing the many particles case and the few
particles case), while in Subsec. 5.3.2 we discuss the dependence of the aver-
age center-of-mass velocity for any thresholds and any number of particles.
Finally, we present our conclusions in Sec. 5.4.
5.2 The model
We consider N Brownian particles with positions xi(t) at temperature T
within a ratchet potential V (x), and whose dynamics is described by the
overdamped Langevin equations
γx˙i(t) = α(t)F (xi(t)) + ξi(t); i = 1, . . . ,N, (5.1)
with γ the friction coeﬃcient (related to the diﬀusion coeﬃcient D through
Einstein’s relation D = kBT/γ) and ξi(t) Gaussian white noises of zero mean
satisfying the ﬂuctuation-dissipation relation 〈ξi(t)ξj(t′)〉 = 2γkBTδijδ(t −
t′). The force is given by F (x) = −V ′(x) and α is a control parameter that
can take only two possible values, α = 0 (potential ‘oﬀ’) or α = 1 (potential
‘on’).
Several control strategies have been studied in order to maximize the
particle current in this system. The optimal periodic switching [7,8] consists
on switching the potential on during a time period Ton and switching it oﬀ
during Toff. Note that it is an open-loop control protocol and therefore the
results are independent of N . This protocol is the periodic ﬂashing ratchet,
that has been widely studied both theoretically and experimentally [1, 2].
The maximization of the center-of-mass instant velocity protocol has been
introduced and studied in Ref. [7]. It consists on switching the potential
on only if the net force would be positive. Therefore, it is a closed-loop
control protocol, because it needs information about the state of the system
in order to operate. This is the best strategy for a single particle. However,
for a large number of particles the system gets trapped with the potential
‘on’ or ‘oﬀ’ and then the average steady state current tends to zero as N
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increases [7]. Another closed-loop control protocol, the threshold control,
was proposed in [8] to avoid this eﬀect. In this paper we analyze it further.
The net force per particle is
f(t) =
1
N
N∑
i=1
F (xi(t)). (5.2)
On the other hand, given the state of the system xi(t), a good estimator for
the time derivative of f(t) can be obtained using Langevin equation (5.1)
and Ito calculus (see Ref. [8]),
f˙exp ≡ 1
γN
∑
i
α(t)F (xi(t))F
′(xi(t)) +
kBT
γN
∑
i
F ′′(xi(t)). (5.3)
The maximization of center-of-mass instant velocity protocol has α(t) =
Θ(f(t)), with Θ the Heaviside function [Θ(x) = 1 if x > 0, else Θ(x) = 0].
In contrast, the threshold control policy has two thresholds uon ≥ 0 and
uoff ≤ 0 which induce earlier switchings that permit to avoid the trapping.
When f(t) decreases below uon we switch oﬀ the potential, although the
net force is still positive, in order to avoid the trapping. Analogously the
potential is switched on if the net force per particle increases above uoff, so
we induce the ﬂipping of the system before f(t) is positive. Therefore, the
threshold control is given by
α(t) =

1 if f(t) ≥ uon,
1 if uoff < f(t) < uon and f˙exp(t) ≥ 0,
0 if uoff < f(t) < uon and f˙exp(t) < 0,
0 if f(t) ≤ uoff.
(5.4)
This scheme removes the long decaying tails in the evolution of the net force
preventing the trapping. Note that this protocol and the maximization of
the center-of-mass instant velocity protocol are feedback controls or closed-
loop controls. The threshold control protocol in the zero thresholds limit
gives the maximization of the center-of-mass instant velocity protocol.
5.3 Threshold control strategy
5.3.1 Small thresholds
In this subsection we analyze the threshold control strategy improving and
extending the analytic expressions found for the maximization of the center-
of-mass instant velocity protocol [7].
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Many particles: quasideterministic approximation
For many particles (large N) the net force has a quasideterministic behavior.
It can be described in terms of two contributions, a deterministic contribu-
tion f∞ (given by the behavior for an inﬁnite number of particles) plus a
small stochastic contribution
f(t) = f∞(t) + ﬂuctuations. (5.5)
This approximate description has proven to be fruitful in order to understand
the behavior of these ratchets in the many particle case [7].
The deterministic contribution, that reﬂects the behavior of the system
for an inﬁnite number of particles (N → ∞), can be described through a
particle distribution ρ(x, t) that evolves according to the mean-ﬁeld Fokker-
Planck equation γ∂tρ(x, t) =
[−α(t)∂xF (x) + kBT∂2x] ρ(x, t). The net force
per particle is a deterministic function f∞(t) = 〈F (x)〉ρ ≡
∫ L
0 dx ρ(x, t)F (x),
with L the period of the ratchet potential. The net force is zero for the
equilibrium distribution when the potential is on and also when it is oﬀ.
We denote by f∞ν (t) with ν = on,oﬀ the value of the deterministic part of
the net force when the system has been evolving with the potential on or
oﬀ respectively a time t after a switching. After a certain time τν it can be
approximately described by [7]
f∞ν (t) = Cνe
−λν(t−τν ). (5.6)
Cν and λν are constants that are obtained by ﬁtting the net force obtained
with the Fokker-Planck equation. In order to obtain f∞on(t) we evolve the
equilibrium distribution for the oﬀ potential with the Fokker-Planck equa-
tion with the potential on, i.e., we assume that the system was close to
the equilibrium state for the oﬀ potential before the oﬀ-on switching. We
proceed analogously for f∞off(t).
On the other hand, the amplitude of the ﬂuctuations of the net force f
can be estimated as [7]
Σ =
√
〈f2(t)〉 − 〈f(t)〉2 ≃
√
〈F 2〉ρ − 〈F 〉2ρ
N
∼ V0
L
√
a(1− a)N . (5.7)
This simple result is a good estimation of the amplitude of the ﬂuctuations
for potentials with characteristic height V0 and asymmetry a. For example,
the potential
V (x) =
2V0
3
√
3
[
sin
(
2πx
L
)
+
1
2
sin
(
4πx
L
)]
, (5.8)
that we have used for the ﬁgures of this article, has characteristic height V0
and characteristic asymmetry a = 1/3 (where aL is deﬁned as the minimum
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distance between a minimum and a maximum of the potential, with L being
the period of the potential).
We have already provided estimations for both the deterministic part of
the net force per particle and the amplitude of its ﬂuctuations. This will
allow us to calculate the average current.
First, we compute the characteristic times during which the potential
remains on, ton, and oﬀ, toff. In the threshold control protocol the switching
happens when the force crosses the threshold value with the appropriate
slope [see Eq. (5.4)]. When the threshold is crossed the equality uν = fν(tν)
is satisﬁed, with fν(t) the value of the net force a time t after a switching.
Therefore, using the quasideterministic approximation (5.5) we obtain for
the characteristic times
|f∞ν (tν)| − Σ = |uν |. (5.9)
Using Eq. (5.6) we get the following explicit equations for the characteristic
times
tν = τν +
1
λν
ln
|Cν |
|uν |+Σ , (5.10)
with Σ given by Eq. (5.7). Moreover, Eq. (5.6) implies that this approx-
imation is valid for tν & τν , where τν are the transient times for each
dynamics (afterwards, Eq. (5.6) is a good approximation). This implies
|uν |+Σ≪ |Cν |, that can be expressed as |uν |+Σ≪ maxt |f∞ν (t)| by using
|Cν | ∼ maxt |f∞ν (t)|. As Σ ∼ 1/
√
N , we see that this approximation is valid
for small thresholds and large number of particles.
We now compute the average displacement of the center-of-mass dur-
ing an on-oﬀ period. Note that the center-of-mass moves only when the
potential is ‘on’, because when it is ‘oﬀ’ the dynamics is purely diﬀusive.
Therefore, as the center-of-mass position is xcm =
∑
i xi/N , its average dis-
placement during an on-oﬀ cycle in the many particle case is given by using
the evolution equations (5.1) as
∆xcm(ton) =
1
γ
∫ ton
0
f∞on(t) dt. (5.11)
The integration of the late time expression (5.6) with ν = on suggests a
functional form
∆xcm(ton) = ∆xon
(
1− e−ton/∆ton
)
. (5.12)
This functional form ﬁts well the function ∆xcm(ton) obtained from the nu-
merical integration of the Fokker-Planck equation, and this ﬁt is used to
determine ∆xon and ∆ton. We have seen that the inclusion of the charac-
teristic time ∆ton improves the analytical results obtained in Ref. [7] (there
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it was assumed ∆xcm(ton) = ∆xon). This better estimation of the average
displacement improves the results for the intermediate regime of not-so-large
number of particles. Furthermore, the whole expression (5.12) is also nec-
essary to improve the results for nonzero thresholds. When thresholds are
enlarged the frequency of switching increases and therefore the times ton
decrease. This implies a shorter displacement, as Eq. (5.12) predicts.
The previous results allows us to give an approximate expression for the
average center-of-mass velocity in the stationary regime,
〈x˙cm〉st ≡ lim
t→∞
xcm(t)− xcm(0)
t
=
∆xon
ton + toff
(
1− e−ton/∆ton
)
=
∆xon
[
1−A (uon +Σ)1/(λon∆ton)
]
B − 1λon ln(uon +Σ)− 1λoff ln(|uoff|+Σ)
,
(5.13)
with Σ given by Eq. (5.7), and A and B given by
A = e−τon/∆tonC−1/(λon∆ton)on , B = τon+ τoff+
1
λon
lnCon+
1
λoff
ln |Coff| .
The ﬁnal expression in Eq. (5.13) shows the explicit dependence on the
thresholds uon, uoff, and on the amplitude of the force ﬂuctuations Σ; all
the other parameters are determined by the dynamics for an inﬁnite num-
ber of particles with zero thresholds. Eq. (5.13) has been obtained in the
quasideterministic approximation and therefore is valid when the number of
particles N is large and the thresholds are small as discussed after Eq. (5.10).
We have veriﬁed that it gives good estimations inside its regime of validity.
In particular, for zero thresholds Eq. (5.13) is better than the formula ob-
tained in Ref. [7] thanks to the introduction of the characteristic time ∆ton.
(The formula in Ref. [7] is recovered for uon = uoff = 0 and ∆ton = 0.)
Figs. 5.1-5.3 compare the predictions of the quasideterministic approxi-
mation, Eq. (5.13), with the numerical results for the threshold control pro-
tocol applied with the potential (5.8) and V0 = 5kBT . For this potential the
ﬁt to the Fokker-Planck evolution gives Con = 0.67kBT/L, τon = 0.058L
2/D,
λon = 28D/L
2, Coff = −0.74kBT/L, τoff = 0.037L2/D, λoff = 39D/L2, and
∆xon = 0.08L, ∆ton = 0.05L
2/D.
In Fig. 5.1 we plot the current as a function of the threshold uon (with
uoff = −uon) comparing the quasideterministic approximation (5.13) and
the numerical results obtained from the Langevin evolution equations (5.1).
We see that the quasideterministic approximation gives a good estimation
of the current. However, it fails to predict the minimum located at low
threshold values. This minimum is caused by a secondary eﬀect that has
not been accounted in the deduction of the analytic formula. This secondary
eﬀect is due to the fact that nonzero thresholds have the disadvantage of
not being instantly optimal, because they imply switching on the potential
when the force is still negative and switching oﬀ the potential when the force
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Figure 5.1: Average of the center-of-mass velocity 〈x˙cm〉st as a function of the
threshold uon for numbers of particles N = 10
5, 106 and the limit N →∞ for
the potential (5.8) with V0 = 5kBT . Analytical quasideterministic approx-
imation (5.13) (lines) and numerical results from Langevin equations (5.1)
(points with error bars). We have taken uoff = −uon. (Units: L = 1, D = 1,
kBT = 1.)
is still positive. In addition, for very small thresholds the switchings are not
induced much earlier than they would be with zero thresholds due to the
force ﬂuctuations. Thus, there is a minimum located at thresholds of order
1/
√
N , the magnitude of the force ﬂuctuations. For larger threshold this
secondary eﬀect of the thresholds is overcompensated by the main eﬀect of
avoiding the undesired trapping of the dynamics. This main eﬀect allows
to have similar average displacements of the particles in a shorter on-oﬀ
cycle time. Therefore, larger thresholds increase the average center-of-mass
velocity.
Figs. 5.2 and 5.3 compare analytic and numerical results for the cur-
rent as a function of the number of particles for ﬁxed nonzero thresholds:
Fig. 5.2 for uon = −uoff = 0.1kBT/L and Fig. 5.3 for uon = 0.6kBT/L and
uoff = −0.4kBT/L (which are the optimal values for an inﬁnite number of
particles). In Fig. 5.2 we see that the quasideterministic approximation gives
a good estimation for large number of particles. In Fig. 5.3 the estimate is
more rough due to the fact that the thresholds do not strictly verify the va-
lidity condition of the quasideterministic approximation (|uν | + Σ ≪ |Cν |).
Another interesting result we have found is that for ﬁxed nonzero thresholds
the average velocity as a function of N tends to a constant asymptotic value
for large number of particles, as Eq. (5.13) predicts. For an inﬁnite number
of particles the force ﬂuctuations vanishes, thus, this asymptotic value is
given by Eq. (5.13) evaluated at Σ = 0. See Figs. 5.2 and 5.3.
The optimal threshold protocol gives the same current or better than the
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Figure 5.2: Average of the center-of-mass velocity 〈x˙cm〉st as a function
of the number of particles N for the potential (5.8) with V0 = 5kBT and
for thresholds uon = 0.1 and uoff = −0.1. The simulations results obtained
solving numerically the Langevin equations (5.1) (points with error bars) are
compared with the quasideterministic approximation for large N [Eq. (5.13)]
and the pure stochastic approximation for small N [Eq. (5.19)]. The dotted
horizontal straight line corresponds to the periodic switching protocol with
optimal periods. (Units: L = 1, D = 1, kBT = 1.)
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Figure 5.3: Average of the center-of-mass velocity 〈x˙cm〉st as a function of
the number of particles N for the potential (5.8) with V0 = 5kBT and for
thresholds uon = 0.6 and uoff = −0.4 (optimal values for N →∞). The sim-
ulations results obtained solving numerically the Langevin equations (5.1)
(points with error bars) are compared with the quasideterministic approx-
imation for large N [Eq. (5.13)] and the pure stochastic approximation for
small N [Eq. (5.19)]. The dotted horizontal straight line corresponds to the
periodic switching protocol with optimal periods. (Units: L = 1, D = 1,
kBT = 1.)
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optimal periodic control [8] (Fig. 5.3). In particular, for an inﬁnite number
of particles the force ﬂuctuations become negligible and the threshold con-
trol becomes equivalent to a periodic switching. The relation between the
thresholds and the periods [8]
uν = f
∞
ν (Tν) (5.14)
is obtained here as the limit N → ∞, i.e. Σ = 0, of Eq. (5.9). This
relation permits to get the optimal thresholds for an inﬁnite number of
particles from the optimal periods just using the functions f∞on(t) and f∞off(t)
obtained numerically from the Fokker-Planck equation. This avoids the need
of integrating numerically N coupled Langevin equations for large values of
N . We have numerically checked that the expression (5.14) gives the optimal
thresholds (see Sec. 5.3.2 and Fig. 5.7).
Few particles: pure stochastic approximation
When we have few particles the situation is the opposite to that considered in
the previous section and the net force has nearly a pure stochastic behavior.
A binomial distribution is found for the net force probability distribution,
p(f), in Ref. [7] under the approximations that the position of the particles
are statistically independent and that the probability of ﬁnding a particle
in the interval [0, aL] is a. For simplicity this binomial distribution for the
net force can be approximated by a Gaussian distribution
p(f) ≃ 1√
2πΣ2
e−
f2
2Σ2 , (5.15)
with Σ the amplitude of the ﬂuctuations of the net force, that is given by
Eq. (5.7). Neglecting the time correlations in the net force, the average
center-of-mass velocity for the threshold protocol [Eq. (5.4)] is given by
〈x˙cm〉st = 1
γ
∫ ∞
uon
fp(f) df +
1
γ
∫ uon
uoff
fp+(f) df , (5.16)
with p+(f) the probability of having a net force f and a non-negative value
of f˙exp [p+(f) ∼ p(f)/2]. This implies that, in the validity range of this small
N approximation [Σ & maxt |f∞(t)|], the current is a decreasing function of
the threshold uon, as can be easily proven comparing the results for u
′
on and
uon with 0 ≤ u′on < uon. Eq. (5.16) gives
〈x˙cm〉st(u′on)− 〈x˙cm〉st(uon) =
1
γ
∫ uon
u′on
fp−(f) df, (5.17)
with p−(f) ≡ p(f)− p+(f) ≥ 0. Thus, the last term in the previous expres-
sion is non-negative implying
〈x˙cm〉st(u′on)− 〈x˙cm〉st(uon) ≥ 0. (5.18)
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Figure 5.4: Average of the center-of-mass velocity 〈x˙cm〉st as a function of
the threshold uon for N = 2, 5, and 10 particles for the potential (5.8) with
V0 = 5kBT . Analytical pure stochastic approximation (5.19) (lines) and
numerical results from Langevin equations (5.1) (points with error bars) are
compared. We have taken uoff = −uon. (Units: L = 1, D = 1, kBT = 1.)
Analogously, it can be shown that for 0 ≥ u′off > uoff we have 〈x˙cm〉st(u′off)−
〈x˙cm〉st(uoff) = (1/γ)
∫ u′off
uoff
(−f)p+(f)df ≥ 0. This shows that the average
center-of-mass velocity is a decreasing function for increasing modulus of
the thresholds. Therefore, for small N we get the maximum current for zero
thresholds.
For small thresholds we have found an approximate explicit analytical
expression for the current. If uoff ≃ −uon the contribution of the second
integral in Eq. (5.16) is generally small, because it is the integration of a
nearly odd function in a nearly symmetric interval around zero. On the other
hand, the contribution of the ﬁrst integral is greater provided the thresholds
are small (uon . Σ). Then, neglecting the second integral we obtain
〈x˙cm〉st ≃ Σ
γ
√
2π
e−
u2on
2Σ2 . (5.19)
(Note that for uon = 0 we recover the zero threshold result found in Ref. [7].)
This expression, Eq. (5.19), gives good predictions when we have few par-
ticles and small thresholds. In particular, we show in Figs. 5.2-5.4 that
it correctly predicts the threshold and particle number dependence of the
current, even for uon ∼ Σ ≃ 3.4 when N = 10 (Fig. 5.4).
5.3.2 General thresholds
In the previous subsection we have studied the threshold protocol when the
moduli of the thresholds are small, obtaining approximate analytical expres-
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sions for the current. In contrast, in this subsection we study the threshold
protocol for general thresholds (that are in general beyond the applicability
range of the previous analytical expressions). This study is done performing
numerical simulations of the Langevin equation of the threshold protocol for
general values of the thresholds.
uoff = −uon
Let us discuss ﬁrst the results for thresholds that are related by uoff = −uon.
In the few particle case, when the thresholds are small the current de-
creases exponentially with the square of the threshold as we have already
seen [see Eq. (5.19)]. However, as the rate of the exponential is small, we
nearly have a plateau near the maximum at zero thresholds, as shown in
Figs. 5.4 and 5.5. On the other hand, for very large thresholds Eq. (5.19)
is no longer valid and the current decreases faster than the exponential.
Note that the current continues to be a decreasing function, as predicted
by Eq. (5.18) (valid for any threshold values in the few particle case). See
Figs. 5.4 and 5.5.
In contrast, in the many particle case the maximum of the current is
no longer at zero thresholds, but at a ﬁnite value. As we have explained
before, the introduction of thresholds has the advantage of inducing earlier
switchings. This avoids the undesired trapping that otherwise is present for
large N implying low current values. The presence of thresholds allows to
have similar average displacements of the particles in a shorter on-oﬀ cycle
time, and therefore increases the average center-of-mass velocity. However,
if the thresholds are too large the losses in the displacement become more
important than the gains of shortening the on-oﬀ cycle time. Therefore, the
current has a maximum located at a ﬁnite value of the thresholds in the many
particle case (Fig. 5.5). (The tiny minimum in the small threshold region
is related to another eﬀect: the disadvantages of choosing a not instantly
optimal protocol. For a more detailed explanation see Subsec. 5.3.1.)
Another important result in the many particle case is that the maximum
obtained for the current as a function of the threshold magnitude is quite
ﬂat and nearly independent of the number of particles. See Fig. 5.5.
In summary, in the many particle case the current has a maximum for
nonzero thresholds whose position is nearly independent of the number of
particles. On the other hand, for few particles the current is maximum for
zero thresholds. However, in the few particle case the current is nearly the
same up to thresholds of the order of the thresholds that give the maximum
for the many particle case (see Figs. 5.4 and 5.5). This has an important
implication: the optimal thresholds values for the many particle case give
currents close to the maximum for any number of particles.
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Figure 5.5: Average of the center-of-mass velocity 〈x˙cm〉st as a function of
the threshold uon with uoff = −uon for various N . The lines correspond to
the numerical solution of the Langevin equations (5.1) for the potential (5.8)
with V0 = 5kBT . (Units: L = 1, D = 1, kBT = 1.)
uoff 6= −uon
The study of the current for completely general thresholds uon and uoff (with-
out restrictions) reveals that the behavior is analogous to that described
previously. In fact, the optimal thresholds for large number of particles are
located not far from the line uon = −uoff, and these thresholds give currents
close to the maximum for any number of particles. (See Figs. 5.6 and 5.7.)
As we have already commented in the previous section, for an inﬁnite
number of particles the force ﬂuctuations becomes negligible and the thresh-
old protocol becomes equivalent to a periodic switching. This implies the
relation (5.14) between the optimal periods Ton and Toff, and the optimal
thresholds uon and uoff, that we have numerically checked (see Fig. 5.7).
Therefore, these relations permit to obtain the optimal thresholds for an in-
ﬁnite number of particles from the optimal periods, just using the functions
f∞on(t) and f∞off(t) obtained numerically from the Fokker-Planck equation.
These thresholds give good results for large number of particles. Moreover,
it is important to note that these thresholds values also give currents close
to the maximum in the few particles case due to the smooth dependence for
small thresholds (see Figs. 5.5-5.7).
In particular, we have seen that for the potential (5.8) with V0 = 5kBT
the optimal switching periods are approximately Ton = 0.06L2/D and Toff =
0.05L2/D. Therefore, with just a Fokker-Planck simulation for the potential
we have found that a good estimation of the optimal thresholds is given by
uon = f
∞
on(Ton) = 0.6kBT/L and uoff = f∞off(Toff) = −0.4kBT/L, in good
agreement with Fig. 5.7.
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locity 〈x˙cm〉st for N = 104 particles in the potential (5.8) with V0 = 5kBT .
The grid has been obtained integrating numerically Langevin equations (5.1)
for diﬀerent thresholds uon and uoff (Units: L = 1, D = 1, kBT = 1.)
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Figure 5.7: Thresholds contour lines corresponding to the value of the
average of the center-of-mass velocity 〈x˙cm〉st 5% below its maximum for
N = 102, N = 103 and N = 104 particles in the potential (5.8) with
V0 = 5kBT . The contour line for N = 10
5 is already very similar to that
for N = 104. The point corresponds to the optimal thresholds for N → ∞
obtained from the optimal periods using Eq. (5.14). (Units: L = 1, D = 1,
kBT = 1.)
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5.4 Conclusions
In this paper we have analyzed the threshold control protocol for a collective
ﬂashing ratchet. We have studied the threshold dependence of the current
in this closed-loop control protocol. The quasideterministic (for many par-
ticles) approximation [7] has been improved through the introduction of an
additional characteristic time giving better results for not-so-many particles.
Both the quasideterministic and the stochastic (for few particles) approxi-
mations [7] have been applied to the threshold control protocol. This has
led to analytical expressions for large and small number of particles. We
have computed numerically the current dependence on the thresholds and
on the number of particles obtaining a good agreement between analytical
and numerical results in the validity range of our assumptions. We have also
compared these results with the optimal periodic switching protocol.
We have seen that for many particles the current has a maximum for
nonzero thresholds whose position is nearly independent of the number of
particles. On the other hand, for few particles we have demonstrated that
the current increases as thresholds moduli decrease, so the maximum current
is reached at zero thresholds. However, the current is nearly the same up
to thresholds of the order of the optimal thresholds for the many particle
case. This implies that the optimal thresholds values for the many particle
case give currents close to the maximum for any number of particles. The
optimal thresholds for an inﬁnite number of particles can be obtained from
the optimal periods of the periodic protocol just solving the Fokker-Planck
equation in two particular cases (potential ‘on’ and ‘oﬀ’, see Section 5.3.1).
Therefore, we can get a good estimation of the optimal thresholds for many
particles, that also gives currents close to the optimal for any number of
particles as we have shown.
The closed-loop threshold control gives the same current as the optimal
protocols for the one particle case and for an inﬁnite number of particles,
and it gives high currents in between. However, obtaining the best protocol
for the maximization of the current is still an open question.
In this work, and in previous ones [7, 8], we have seen that thanks to
the information about the ﬂuctuations obtained through the feedback, the
performance of the system can be increased. This increase of the perfor-
mance has thermodynamical limitations that have been studied in a general
context for the eﬃciency [10]. We are now working in order to get a deeper
understanding of this interplay between the information and the increase of
the performance [11].
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Closed-loop or feedback control ratchets use information about the state
of the system to operate with the aim of maximizing the performance of
the system. In this paper we investigate the eﬀects of a time delay in
the feedback for a protocol that performs an instantaneous maximization
of the center-of-mass velocity. For the one and the few particle cases the
ﬂux decreases with increasing delay, as an eﬀect of the decorrelation of the
present state of the system with the information that the controller uses,
but the delayed closed-loop protocol succeeds to perform better than its
open-loop counterpart provided the delays are smaller than the character-
istic times of the Brownian ratchet. For the many particle case, we also
show that for small delays the center-of-mass velocity decreases for increas-
ing delays. However, for large delays we ﬁnd the surprising result that the
presence of the delay can improve the performance of the nondelayed feed-
back ratchet and the ﬂux can attain the maximum value obtained with the
optimal periodic protocol. This phenomenon is the result of the emergence
of a dynamical regime where the presence of the delayed feedback stabilizes
one quasiperiodic solution or several (multistability), which resemble the
solutions obtained in the so-called threshold protocol. Our analytical and
numerical results point towards the feasibility of an experimental implemen-
tation of a feedback controlled ratchet that performs equal or better than
its optimal open-loop version.
PACS numbers: 05.40.-a, 02.30.Yy
6.1 Introduction
The ratchet eﬀect consists of the emergence of a directed transport in a
spatially periodic system out of equilibrium through the introduction of
an external perturbation. The celebrated ideas of rectifying thermal noise,
originally introduced by Smoluchowski [1] and later resumed by Feynman [2],
were explicitly used in the context of directed transport in the 1990s [3–5].
Since then, these systems have been studied due to its importance from a
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theoretical point of view in nonequilibrium physics [6] and its applications
to many other ﬁelds such as condensed matter or biology [6,7].
One of the main ratchet types are the ﬂashing ratchets that operate
switching on and oﬀ a spatially periodic asymmetric potential. A simple
periodic or random switching is able to achieve a rectiﬁcation of thermal
ﬂuctuations and produce a net current of particles. Recently, a new class of
control protocols that use instant information about the state of the system
to take the decision of switching on or oﬀ have been introduced [8]. These
so-called closed-loop or feedback control protocols have been proven to be an
eﬀective way to increase the net current in collective Brownian ratchets [8–
10]. Feedback control can be implemented in systems where particles are
monitored [11, 12]. This monitoring gives information about the position
of the particles that can be used to switch on or oﬀ the potential in real
time according to a given protocol. For instance, in Ref. [11] the motion of
colloidal particles induced by a sawtooth dielectric potential, which is turned
on and oﬀ periodically, is experimentally studied monitoring the particles.
This suggest that a feedback controlled version of the ratchet in [11] can
be constructed gathering information about the state of the system with a
charge coupled device (CCD) camera and using this information to decide
whether to turn on and oﬀ the potential in real time. In addition, feedback
ratchets have been recently suggested as a mechanism to explain the stepping
motion of the two-headed kinesin [13].
All Brownian feedback ratchets considered until now use instant infor-
mation to operate, that is, they all measure the state of the system and
act instantaneously according to that measurement. However, in realis-
tic devices there is always a time delay between the input measurements
and the output control action due to physical limitations to the velocity of
transmission and processing of the information [14,15]. For example, in the
construction of the feedback controlled version of the ratchet in [11] time
delays in the feedback will be present due to the ﬁnite time needed to take
a picture with a CCD camera, transmit it, process it, and implement the
resulting decision of switching on or oﬀ the potential. Therefore it is im-
portant to compute the eﬀects of time delays in the feedback, because it
clariﬁes in which real ratchet systems it is experimentally feasible to obtain
the increase of velocity predicted in [8]. The study of time-delayed feedback
is also relevant because it appears naturally in many stochastic processes,
such as complex systems with self-regulating mechanisms [16, 17]. For an-
other type of ratchets, deterministic feedback ratchets, some of the eﬀects
of time delay in the feedback have been studied [18,19].
In the current paper we investigate how a time delay in the control of a
feedback ﬂashing ratchet aﬀects the net ﬂux. In the next section we describe
the ratchet model with the time-delayed feedback control policy. In Sec. 6.3
we study in detail the case of one particle, getting an eﬀective potential
description for the ﬂux in the relevant case of small time delays. We also
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present an alternative approach to understanding the dependence of the ﬂux
with time delay in terms of the covariance, and we describe the behavior for
large delays. In Sec. 6.4 we treat the collective ratchet with few particles
and relate its center-of-mass velocity with the one particle ﬂux previously
studied. In Sec. 6.5 we study the many particle ratchet, which exhibits a
somehow counterintuitive behavior; ﬁrst we brieﬂy review the results for
zero delays that will be useful, and thereafter we expose the results in the
two dynamical regimes of small delays and large delays. Finally, all the
results are summarized and discussed in Sec. 6.6.
6.2 Model
We considerN overdamped Brownian particles at temperature T in a ratchet
potential V (x). The force acting on the ith particle at position xi(t) is
α(t)F (xi(t)), where F (x) = −V ′(x) and α(t) implements the action of the
controller. Therefore the system dynamics is deﬁned by the Langevin equa-
tions
γx˙i(t) = α(t)F (xi(t)) + ξi(t); i = 1, . . . ,N, (6.1)
where γ is the friction coeﬃcient (related to the diﬀusion coeﬃcient D
through Einstein’s relation D = kBT/γ) and ξi(t) are Gaussian white noises
of zero mean and variance 〈ξi(t)ξj(t′)〉 = 2γkBTδijδ(t− t′).
In order to study the eﬀects of time-delayed feedback controls let us in-
clude a time delay of value τ in the control of the paradigmatic maximization
of the center-of-mass instant velocity protocol [8]. The controller measures
the sign of the net force per particle
f(t) =
1
N
N∑
i=1
F (xi(t)), (6.2)
and, after a time τ , it switches on the potential (α = 1) if the net force
was positive or it switches oﬀ (α = 0) if it was negative. Thus the control
protocol reads
α(t) =
{
Θ(f(t− τ)) if t ≥ τ,
0 otherwise,
(6.3)
with Θ the Heaviside function [Θ(x) = 1 if x > 0, else Θ(x) = 0].
Finally, to completely ﬁx the model we choose a piecewise linear sawtooth
potential V (x) = V (x+L) of height V0 and asymmetry parameter a < 1/2,
V (x) =
{
V0
a
x
L if 0 ≤ xL ≤ a,
V0 − V01−a
(
x
L − a
)
if a < xL ≤ 1.
(6.4)
We have veriﬁed that the results found in this paper are valid for other
potentials provided they have the same height of the potential V0 and the
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Figure 6.1: Panel (a): ‘Smooth’ potential (6.5) for V0 = 5kBT . Panel (b):
‘Sawtooth’ potential (6.4) for V0 = 5kBT and a = 1/3. Units: L = 1,
kBT = 1.
same asymmetry parameter a, with V0 deﬁned as the diﬀerence between the
maximum and the minimum values of the potential and aL as the distance
between the minimum and the maximum positions. For this veriﬁcation we
have considered the ‘smooth’ potential
V (x) =
2V0
3
√
3
[
sin
(
2πx
L
)
+
1
2
sin
(
4πx
L
)]
, (6.5)
which has potential height V0, period L, and asymmetry a = 1/3. See
Fig. 6.1.
In the study of these feedback ratchets it proves to be useful to dis-
tinguish three cases: one particle, few particles, and many particles. This
classiﬁcation is based on the results of the zero delay studies [8–10], which re-
vealed diﬀerent characteristics and analytical approximations for each case.
The many particle case is formed by those feedback collective ratchets that
for zero delay have net force ﬂuctuations smaller than the maximum absolute
value of the net force; see Refs. [8–10].
Throughout the rest of this paper, we will use units where L = 1, kBT =
1, and D = 1.
86 CHAPTER 6. TIME-DELAYED FEEDBACK CONTROL. . .
6.3 One particle
In this section we discuss the simpler case of a ratchet consisting of one
particle, so that the position x(t) is governed by Eq. (6.1) with N = 1 and
α(t) given by Eq. (6.3), which is a nonlinear stochastic delay diﬀerential
equation. In general, there is no analytical treatment for these time-delayed
stochastic equations. Here, we shall write the corresponding delay Fokker-
Planck equation [20], and use a perturbative technique [17, 21] to obtain
an eﬀective potential description for small delays that leads to approximate
analytical expressions for the ﬂux. Finally, in this section we shall get insight
in the regime of large delays by studying the covariance of the sign of the
net force.
The force that the particle feels with the inclusion of the time delay τ in
the control [Eq. (6.3)] depends both on the actual position x := x(t) and on
the delayed position xτ := x(t− τ). This force Fτ (x, xτ ) is periodic in both
arguments, Fτ (x, xτ ) = Fτ (x+ 1, xτ ) = Fτ (x, xτ + 1), and reads
Fτ (x, xτ ) =

0 if 0 ≤ xτ ≤ a,
−V0
a if a < xτ ≤ 1 and 0 ≤ x ≤ a,
V0
1−a if a < xτ ≤ 1 and a < x ≤ 1.
(6.6)
In particular, Fτ (x, x) =: F0(x) corresponds to the eﬀective force of the
instant maximization control protocol without delay [8], i.e.,
F0(x) =
{
0 if 0 ≤ x ≤ a,
V0
1−a if a < x ≤ 1.
(6.7)
In terms of the force (6.6), the evolution of the position of the particle obeys
the stochastic delay diﬀerential equation
x˙(t) = Fτ (x(t), x(t − τ)) + ξ(t). (6.8)
The probability density ρ(x, t) of this stochastic process satisﬁes a delay
Fokker-Planck equation [17,20–22], which involves the two-point probability
density as follows:
∂
∂x
ρ(x, t) = − ∂
∂x
∫
Fτ (x, xτ )ρ(x, t;xτ , t− τ) dxτ
+
∂2
∂x2
ρ(x, t).
(6.9)
For small delays, this equation can be treated perturbatively; then, following
Refs. [17,21], the explicit eﬀective force for small delays can be achieved by
computing
Feff(x) =
∫
Fτ (x, xτ )P (xτ , t+ τ |x, t) dxτ , (6.10)
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Figure 6.2: Eﬀective force for small delays for potential height V0 = 5kBT
and asymmetry a = 1/3 in the one particle case [Eq. (6.12)]. Units: L = 1,
D = 1, kBT = 1.
where the short time propagator P (x, t+ τ |x, t) (see §4.4.1 in Ref. [23]) is
P (xτ , t+ τ |x, t) = 1√
2πτ
exp
(
− [xτ − x− F0(x)τ ]
2
2τ
)
. (6.11)
Due to the Gaussian form of the propagator in this small delay approxima-
tion, we can neglect the long tails of the Gaussian propagator and restrict
the integration in Eq. (6.10) to the intervals (a − 1, 1) and (0, 1 + a) for
0 ≤ x ≤ a and a < x ≤ 1, respectively. We get
Feff(x) = Feff(x+ 1) =

−V02a
[
erfc
(
x√
2τ
)
+ erfc
(
a−x√
2τ
)]
if 0 ≤ x ≤ a,
V0
2(1−a)
[
2− erfc
(
1−x− V0τ
1−a√
2τ
)
− erfc
(
x−a+ V0τ
1−a√
2τ
)]
if a < x ≤ 1,
(6.12)
where erfc(x) is the complementary error function. On the other hand,
the value of the eﬀective force can be computed numerically by splitting in
bins the position of the particle and evaluating the probability of being in
those bins. For small delays, Eq. (6.12) gives a good estimation as shown in
Fig. 6.2.
The main eﬀect of the inclusion of a small delay in the control is a slant
of the eﬀective force near the points of discontinuity. This eﬀect lies on the
idea that the closer the particle is to the discontinuities, the more probable
is that the controller makes a mistake. For instance, when the particle is
to the left of x = a and close to it, there are two possibilities: (i) if the
retarded position was to the left too then the controller sets the potential
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oﬀ, and (ii) if the retarded position was to the right then the controller sets
the potential on and the particle feels a negative force −V0/a. Therefore in
the points to the left of x = a and close to it the force takes an eﬀective
value between 0 and −V0/a, resulting in a negative eﬀective force.
In this eﬀective description the position of the particle evolves with a
Langevin equation x˙(t) = Feff(x) + ξ(t), with the associated (nondelayed)
eﬀective Fokker-Planck equation
∂
∂t
ρ(x, t) = − ∂
∂x
[ρ(x, t)Feff(x)] +
∂2
∂x2
ρ(x, t), (6.13)
with periodic boundary conditions. The average velocity is obtained com-
puting the expectation value of the velocity in the stationary distribution of
the eﬀective Fokker-Planck equation [6]:
〈x˙〉 = 1− e
Veff(1)−Veff(0)∫ 1
0 dx
∫ x+1
x dy e
Veff(y)−Veff(x)
, (6.14)
where Veff(x) = −
∫ x
0 Feff(s) ds. Integrating Feff(x) we get the expression of
the approximate eﬀective potential for small delays Veff(x),
Veff(x) =

V0
√
2τ
2a
[
ierfc
(
a√
2τ
)
+ ierfc
(
x√
2τ
)
− ierfc
(
a−x√
2τ
)
− 1√
pi
]
if 0 ≤ x ≤ a,
V0
√
2τ
2(1−a)
[
2(a−x)√
2τ
+ ierfc
(
1−x− V0τ
1−a√
2τ
)
− ierfc
(
1−a− V0τ
1−a√
2τ
)
+ ierfc
(
V0τ
1−a√
2τ
)
−ierfc
(
x−a+ V0τ
1−a√
2τ
)
+ 2(1−a)a ierfc
(
a√
2τ
)
− 2(1−a)
a
√
pi
]
if a < x ≤ 1,
(6.15)
in the interval [0, 1], and outside Veff(x) = Veff(y)+(x−y)Veff(1), with y ≡ x
mod 1, y ∈ [0, 1]. The function ierfc is the ﬁrst iterated integral of the
complementary error function [24],
ierfc(x) =
∫ ∞
x
erfc(s) ds = −x erfc(x) + e
−x2
√
π
. (6.16)
This eﬀective potential is depicted in Fig. 6.3, where we see that an increase
of the delay implies a decrease of the average tilt of the potential. Eventually,
the stationary ﬂux is calculated inserting Eq. (6.15) in Eq. (6.14). The
resulting approximate expression gives good results for very small delays and
a good estimate of the decrease rate for small delays. See Fig. 6.4. [This can
be understood noting that although for some positions the corrections to the
eﬀective force are appreciable already for quite small delays (see Fig. 6.2) this
only happens in small space intervals and therefore the results for the ﬂux
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Figure 6.3: Eﬀective potential [Eq. (6.15)] for potential height V0 = 5kBT
and asymmetry a = 1/3 for time delays τ = 0, 10−4, 10−3, and 10−2. Units:
L = 1, D = 1, kBT = 1.
are better than expected.] The approximate analytical expression obtained
gives the average velocity in terms of the main magnitudes of the system,
namely, the height of the potential V0, its asymmetry a, and the time delay
in the feedback τ . We have checked that this result is in good agreement
also for other potentials.
Another approach can be taken to understand the observed decrease in
the ﬂux for increasing delay. The instant maximization protocol does not
use detailed information about the position of the particles, it simply deals
with the sign of the net force, namely, sgnf , [with sgn(x) = 1 for x > 0,
sgn(x) = 0 for x = 0, and sgn(x) = −1 for x < 0]. The ﬂux performance of
the protocol would be optimal if it would have received the present sign of the
net force, sgnf(t), but it does receive its value a time τ earlier, sgnf(t− τ).
This earlier value contains information about the present value because both
values are correlated, as can be shown computing the covariance
C˜(τ) :=
〈
[sgnf(t)− µ][sgnf(t− τ)− µ]
〉
=C(τ)− µ2,
(6.17)
where
C(τ) :=〈sgnf(t)sgnf(t− τ)〉,
µ :=〈sgnf(t)〉 = 〈sgnf(t− τ)〉. (6.18)
The decrease of the function C˜(τ) for increasing τ (Fig. 6.5) explains the
decrease of the center-of-mass velocity as a consequence of the loss of infor-
mation about the present sign of the net force. In addition, we can obtain
an estimation of the ﬂux decrease with the following heuristic argument.
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Let us calculate the covariance using
C = P++ + P−− − P+− − P−+,
µ = P++ − P−− + P+− − P−+,
(6.19)
where Pij is the joint probability of having a positive (i = +) or negative (i =
−) net force at time t and a positive (j = +) or negative (j = −) net force at
time t−τ . These probabilities can be computed if we assume that the system
performance can be explained with the simpliﬁed description that sgnf(t−τ)
is diﬀerent from sgnf(t) with probability p. This description allows us to
use the results found in [25] for the instantaneous maximization protocol
with a controller receiving sgnf(t) through a noisy channel with noise level
p. In fact, notice that the plot of the eﬀective potential (Fig. 6.3) resembles
the form of the eﬀective potential found in Ref. [25] for the noisy channel.
This elementary description gives the values P−+ = bp, P−− = b(1 − p),
P+− = (1− b)p and P++ = (1 − b)(1 − p) for the joint probabilities, with b
the probability of sgnf(t) being negative. Thus Eqs. (6.19) can be rewritten
in terms of the probability of error p = P+− + P−+ and the probability
b = P−+ + P−− as
C ≈ 1− 2p,
µ ≈ 1− 2b. (6.20)
In [25] it is shown that for small potential heights (small V0) b ≈ a and
〈x˙〉 ≈ V0(1− 2p). (6.21)
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Therefore this simpliﬁed description suggests
〈x˙〉 ∼ V0C. (6.22)
For larger potential heights, a better estimation is obtained evaluating the
general expression 〈x˙〉(p) of Ref. [25] at p(τ) = [1−C(τ)]/2. This estimation
is plotted in Fig. 6.4, where it is compared with numerical results and the
analytical small delay approximation [Eqs. (6.14) and (6.15)].
The average velocity of the particle for large delays is not zero, but
reaches a constant value independent of the delay (see Fig. 6.4). We have
seen that the function C(τ) also tends to a constant nonzero value in the
same characteristic time that the velocity does, in qualitative agreement
with the estimation described after Eq. (6.22), although this estimation
does not give the correct value of the ﬂux. Therefore this estimation gives
good quantitative results for small delays and the qualitative behavior for
large delays. The large τ behavior observed for the ﬂux implies an eﬀective
force independent of the time delay τ for large enough values of τ , as we
show in Fig. 6.6. The average over x of the numerical large τ eﬀective force
is positive, in agreement with the positive net ﬂux obtained. For example,
for asymmetry parameter a = 1/3 and potential heights V0 = 1, 5, and 10,
the net ﬂux is 〈x˙〉τ→∞ ≈ 0.01, 0.12, and 0.18, respectively. The convergence
to this constant value can be understood realizing that the covariance C˜
becomes negligible for large delays, i.e., the ﬂuctuations of sgnf around its
mean value at t and at t−τ are independent. This indicates that the system
dynamics is eﬀectively the same as that for an open-loop control protocol,
as the correlation between the switches and the state of the system are
negligible.
Comparing the results for the delayed instant maximization protocol
with the optimal periodic open-loop protocol, we see that the former per-
forms better than the latter even for nonzero delay, provided the delay
is smaller than the characteristic times of the dynamics of the Brownian
ratchet. Therefore the instant maximization protocol gives a larger ﬂux
than the optimal open-loop control protocol for time delays τ such that
τ ≪ Ton, τ ≪ Toff, where Ton ∼ (1− a)2/V0 and Toff ∼ a2/2 are the on-
potential and oﬀ-potential times in the optimal periodic protocol [5]. See,
for example, Fig. 6.4 and compare with 〈x˙〉open ≈ 0.3 that is the value for
the optimal periodic protocol for V0 = 5 and a = 1/3, which has Ton ≈ 0.06
and Toff ≈ 0.05.
6.4 Few particles
In this section we deal with a collective ratchet compounded of a few parti-
cles. We will show that the center-of-mass velocity for the few particle case
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Figure 6.5: Covariance C˜ [Eq. (6.17)] as a function of the time delay for
potential heights V0 = kBT , 5kBT , and 10kBT . Asymmetry parameter
a = 1/3. Units: L = 1, D = 1, kBT = 1.
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Figure 6.6: Eﬀective force (from numerical simulations) (N = 1) for several
time delays. V0 = 5kBT and a = 1/3. Units: L = 1, D = 1, kBT = 1.
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Figure 6.7: Center-of-mass velocity as a function of the time delay for num-
ber of particles N = 1, 10, 50, and 100. Parameters of the potential:
V0 = 5kBT and a = 1/3. Units: L = 1, D = 1, kBT = 1.
can be related with the velocity obtained for the one particle ratchet studied
in the section before.
As in the one particle case, the eﬀect of the inclusion of a delay is a de-
crease in the covariance and in the center-of-mass velocity (Fig. 6.7). There-
fore we can also interpret the decrease in the center-of-mass velocity as a
consequence of the loss of information of the present sign of the net force,
and then assume that the system performance can be explained with the
simpliﬁed description that sgnf(t− τ) is diﬀerent from sgnf(t) with proba-
bility p. This simpliﬁed description leads for small potential heights [25,26]
to
CN (τ) ∼ 1− 2pN ,
µN ∼ 1− 2bN ,
〈x˙cm〉N ≈ V0(1− 2pN )√
2πa(1− a)N ∼
V0CN√
2πa(1− a)N ,
(6.23)
where the subscript N denotes that the quantities are the values in the
case of N particles. We have numerically found that the function CN (τ) is
approximately the same for any number of particles in this regime of a few
particles, and CN ∼ C. Thus we have the relation
〈x˙cm〉N (τ) ≈ 〈x˙〉(τ)√
2πa(1 − a)N (6.24)
between the velocities for one and for N particles for a given delay τ . This
Eq. (6.24) gives good results for small values of the delay. In particular,
inserting Eq. (6.14) in Eq. (6.24) we obtain an analytical approximate ex-
pression for the case of few particles in the regime of small delays.
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We stress that, analogously to the zero delay case [8], the main eﬀect
of having a collective ratchet is a decrease in the magnitude of the force
ﬂuctuations. This fact gives a center-of-mass velocity inversely proportional
to the square-root of the number of particles, as Eq. (6.24) states. Thereby, if
the number N of particles increases, there will be a decrease of the values of
the delay that give better performances for the delayed instant maximization
protocol than for the optimal periodic protocol.
On the other hand, for large time delays the analogy between the delayed
protocol and the noisy channel protocol no longer gives a good estimate.
In this regime of large delays the covariance C˜(τ) = C(τ) − µ2 becomes
negligible indicating that sgnf(t − τ) and sgnf(t) are nearly uncorrelated
and that the system eﬀectively behaves as if it were driven by an eﬀective
open-loop control protocol. In addition, we observe that the value of the
center-of-mass velocity becomes independent of the number of particles (see
Fig. 6.7). This is a hallmark of collective open-loop control ratchets, in
which the absence of feedback decouples the Langevin equations provided
the particles do not explicitly interact with each other.
6.5 Many particles
We study here the eﬀects of time delays in the feedback controlled Brownian
ratchet described in Sec. 6.2 for the many particle case, considering both the
‘smooth’ potential and the ‘sawtooth’ potential for various potential heights
and diﬀerent initial conditions.
We ﬁnd that the system presents two regimes separated by a delay τmin
for which the center-of-mass velocity has a minimum; see Fig. 6.8. In the
small delay regime (τ < τmin) the ﬂux decreases with increasing delays as
one could expect. On the contrary, in the large delay regime (τ > τmin)
we have observed and explained a surprising eﬀect, namely, the center-of-
mass velocity increases for increasing delays and the system presents several
stable solutions. We have found that this critical time delay τmin is inversely
proportional to the potential height τmin ∝ 1/V0 with a proportionality
constant that mildly depends on the number of particles.
6.5.1 Zero delay
The many particle ratchet in absence of delay (i.e., τ = 0 in the model of
Sec. 6.2) has been studied in Ref. [8]. It has been shown that the net force per
particle exhibits a quasideterministic behavior that alternates large periods
of time ton with f(t) > 0 (on dynamics) and large periods of time toff with
f(t) < 0 (oﬀ dynamics). The center-of-mass velocity can be computed as
〈x˙cm〉 = ∆x(ton)
ton + toff
, (6.25)
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5 particles. Units: L = 1, D = 1, kBT = 1.
with
∆x(ton) = ∆xon[1− e−ton/(2∆ton)], (6.26)
where ∆xon and ∆ton are obtained ﬁtting the displacement during the ‘on’
evolution for an inﬁnite number of particles (see Ref. [10] for details).
On the other hand, for many particles the ﬂuctuations of the net force are
smaller than the maximum value of the net force (see Fig. 6.9). This allows
the decomposition of the dynamics as the dynamics for an inﬁnite number of
particles plus the eﬀects of the ﬂuctuations due to the ﬁnite value of N . The
late time behavior of the net force f(t) for an inﬁnite number of particles is
given for the on and oﬀ dynamics by [8]
f∞ν (t) = Cνe
−λν(t−τν) with ν = on, oﬀ. (6.27)
The coeﬃcients Cν , λν , and τν can be obtained ﬁtting this expression with
the results obtained integrating a mean ﬁeld Fokker-Planck equation ob-
tained in the limit N → ∞ and without delay; see Refs. [8, 10] for details.
For a ﬁnite number of particles the ﬂuctuations in the force induce switches
of the potential and the times on and oﬀ are computed equating f∞ν to the
amplitude of the force ﬂuctuations, resulting in [8]
ton + toff = b+ d lnN, (6.28)
with b = Con + Coff and d = (λon + λoff)/(2λonλoff).
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Figure 6.9: Many particle case: Evolution of the net force with zero delay
(τ = 0) for the ‘smooth’ potential Eq. (6.5) with V0 = 5kBT and N = 10
5
particles. Units: L = 1, D = 1, kBT = 1.
6.5.2 Small delays
For small delays, τ < τmin, we observe that the ﬂux decreases with the delay.
See Fig. 6.8. We have seen that this decrease is slower than that found for the
few particle case (Sec. 6.4), and that the expressions derived to describe this
decrease in the few particle case does not hold here. However, the decrease
observed here can be understood noting that a change in the sign of f(t) is
perceived by the controller a time τ after, what delays the reaction of the
system and makes the tails of f(t) longer and implies an increase of the time
interval between switches. In addition, the form of f(t) is less smooth than
for no delay because the delayed reaction of the controller allows to have
several sign ﬂips in the f(t) tails before the system reacts. This sign ﬂips
give short epochs of fast switches of the potential (between long on and oﬀ
epochs), which lead to large ﬂuctuations in f(t). These large ﬂuctuations
eventually destabilize these long period solutions for τ ∼ τmin. See Fig. 6.10.
As the main eﬀect of the delay is to stretch the ‘on’ and ‘oﬀ’ times of
the dynamics, using the many particle approximation [8] we can write
〈x˙cm〉 = ∆xon
ton + toff +∆τ
=
∆xon
b+ d lnN +∆τ
, (6.29)
where we have found that the increase of the length of the on-oﬀ cycle ∆τ
is proportional to the delay ∆τ ∝ τ .
6.5.3 Large delays
After the minimum ﬂux is reached for τ = τmin, the ﬂux begins to increase
with the time delay (see Fig. 6.8). This increase is due to a change in the
6.5. MANY PARTICLES 97
-1.5
-1
-0.5
 0
 0.5
 1
 1.5
 8.6  8.8  9  9.2  9.4  9.6
f(t)
t
Figure 6.10: Many particle case: Evolution of the net force with a small
delay (τ = 0.02) for the ‘smooth’ potential Eq. (6.5) with V0 = 5kBT and
N = 105 particles. Units: L = 1, D = 1, kBT = 1.
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Figure 6.11: Many particle case: Evolution of the net force with a large
delay (τ = 0.12) for the ‘smooth’ potential Eq. (6.5) with V0 = 5kBT and
N = 105 particles. Units: L = 1, D = 1, kBT = 1.
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dynamical regime: for τ > τmin the present net force starts to be nearly
synchronized with the net force a time τ ago. This self-synchronization
gives rise to a quasiperiodic solution of period T = τ . Note that there is
not a strict periodicity due to stochastic ﬂuctuations in the ‘on’ and ‘oﬀ’
times. Looking at the f(t) dependence, Fig. 6.11, we see that the solutions
stabilized by the self-synchronization are similar to those obtained with the
threshold protocol [9, 10]. In Fig. 6.8 we show that the threshold protocol
that has the same period gives similar center-of-mass velocity values, con-
ﬁrming the picture. (Diﬀerences are due to the fact that we have considered
for the threshold protocol simulations with on and oﬀ thresholds of the same
magnitude, while Fig. 6.11 shows that the eﬀective thresholds are diﬀerent.)
This picture allows one to understand the increase of velocity for increas-
ing delay, and the presence of a maximum. This maximum is related with
the optimal values of the thresholds that have been shown in [10] to give a
quasiperiodic solution of period T = Ton+Toff, with Ton and Toff the optimal
‘on’ and ‘oﬀ’ times of the periodic protocol. Therefore if we know the values
of Ton and Toff for the optimal periodic protocol [Ton ∼ (1 − a)2/V0 and
Toff ∼ a2/2] we can predict that the maximum of the center-of-mass velocity
is reached for a delay
τmax = Ton + Toff, (6.30)
and has a value
〈x˙cm〉closed(τmax) = 〈x˙cm〉maxopen, (6.31)
with 〈x˙cm〉maxopen the center-of-mass velocity for the optimal open-loop proto-
col. Thus this expression gives the position and height of the maximum of
the delayed feedback control protocol in terms of the characteristic values
of the optimal open-loop control. In particular, it implies that the position
and height of the maximum for the ﬂux is independent of the number of
particles.
As an example we can apply these expressions to the ‘smooth’ potential
with V0 = 5 that for the optimal periodic protocol gives 〈x˙cm〉 = 0.44 for
Ton = 0.06 and Toff = 0.05, so we obtain τmax = 0.06 + 0.05 = 0.11 in
agreement with Fig. 6.8.
For values of the delay of the order of or larger than τmax quasiperiodic
solutions of other periods start to be stable; see Fig. 6.12. The periods
for the net force f(t) that are found are those that ﬁt an integer number
of periods inside a time interval τ , verifying that the present net force is
synchronized with the net force a time τ ago, that is, the quasiperiodic
solutions have periods T = τ/2, T = τ/3, . . . In addition, it can be seen
that the center-of-mass velocity of the n branch 〈x˙cm〉τ/n whose f(t) has
period T = τ/n is related with that of the T = τ branch through
〈x˙cm〉τ/n(τ) = 〈x˙cm〉τ (τ/n). (6.32)
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We highlight that several branches can be stable for the same time delay τ .
Whether the system ﬁnally goes to one or another stable solution depends
on the initial conditions and on the particular realization of the noise. See
Figs. 6.12 and 6.13. For these branches we have found initial conditions
that go to these solutions and that remain in them during several thousands
of periods, indicating that they are stable solutions or at least metastable
solutions with a large lifetime.
The analogy with the threshold protocol allows one to use the analytic
results of [10] to get further insight in the numerical results. The behavior
for large delays for the T = τ branch can be obtained using the relation
〈x˙cm〉 = ∆x(τ)
τ
, (6.33)
with ∆x(τ) given by Eq. (6.26). This equation gives a good prediction for
the largest delays of the ﬁrst branch (see Fig. 6.8).
On the other hand, for very large values of the delays of the ﬁrst branch
the solutions in a given branch start to become unstable, which can be un-
derstood noting that this happens when the ﬂuctuations of the net force
become of the order of the absolute value of the net force. Thus the maxi-
mum delay that gives a stable solution in the ﬁrst branch is
τinst = ton + toff = b+ d lnN, (6.34)
where b and d are determined as in Eq. (6.28). For example, for the ‘smooth’
potential with V0 = 5, which has b = −0.070 and d = 0.031, we obtain for
N = 105 particles the value τinst = 0.29 in accordance with the numerical
results shown in Figs. 6.8 and 6.12.
The previous results for the ﬁrst branch, Eqs. (6.33) and (6.34), can be
extended to other branches by direct application of the relation (6.32).
6.6 Conclusions
In this paper we have faced a fundamental question intrinsically related
with feedback Brownian ratchets, namely, the eﬀects of a time delay in such
a feedback controlled stochastic system. We have focused on the task of
studying the dependence of the ﬂux with the time delay for both the case of
one particle and for the collective version of the ratchet with few particles.
For one particle ratchets and small delays we have obtained an eﬀective
potential which contains the basic ingredients that come into play, and gives
an approximate analytical expression for the ﬂux. The eﬀects of the delay in
the shape and the average slant of the eﬀective potential allows one to easily
understand the decrease of the ﬂux with increasing delays. The approximate
analytical expression obtained [Eqs. (6.14) and (6.15)] gives the average
velocity in terms of the main magnitudes of the system: the height of the
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potential V0, its asymmetry a, and the time delay in the feedback τ . In
particular, it allows one to obtain predictions of the characteristic time scale
of the decrease due to the delay. This relation is also useful in the few particle
case thanks to the relation (6.24) found between the ﬂux for the one and
the few particle cases.
The decrease of the covariance of the sign of the net force for increasing
delays provides an alternative approach to understand the dependence of
the ﬂux with the delay. This approach has given the relation between the
covariance and the ﬂux, and has allowed us to relate the ﬂux obtained in
the few particle case with the results of the one particle case [Eq. (6.24)].
In addition, the fact that the covariance becomes negligible for large delays
indicates that the delayed control protocol eﬀectively behaves as if it were
an open-loop control protocol. This results in a constant value of the ﬂux
for large delays that is independent on the number of particles.
We want to stress as an important result of this paper that the feedback
controlled system for one or few particles is able to perform better than
its open-loop counterpart even for nonzero time delays (provided the delays
are smaller than the characteristic times of the dynamics of the Brownian
ratchet). Furthermore, even for arbitrarily large delays the net ﬂux does
not vanish but it reaches a positive value, albeit it performs worse than
the optimal open-loop protocol. We also highlight the importance of this
study for realistic experimental situations that necessarily have to face with
time delays. For the ratchet considered in [11] the colloidal particles have
diameter 0.25, 0.4, and 1 µm, and the sawtooth dielectric potential has
period L = 50 µm and asymmetry a ∼ 1/3. The maximum velocities
obtained with a periodic switching were reported [11] to be of 0.2 µm/s with
Ton ∼ 30 s and Toff ∼ 50 s. As the trapping energy is signiﬁcantly greater
than kT and a ∼ 1/3 the introduction of feedback can increase the velocity
up to a factor (1/2 − a)−1 ∼ 6 approximately [8, 13], attained when the
time delay in the feedback is negligible. The results obtained in this paper
indicate that for delays in the feedback smaller than the characteristic times
of the system (of order 10 s, i.e., of order 10−3 in the adimensional units
used throughout our paper) it is possible to obtain velocities greater than the
maximum of open-loop protocols. The use of a conventional CCD camera
(30 fps) and conventional electronics is enough to achieve a feedback control
performance with a time delay of the order of 0.1 s (10−4 in adimensional
units), for this time delay an increase of the velocity of a factor of 4 is
expected. This points towards the feasibility of implementing experimentally
a feedback controlled ratchet that performs better than its optimal open-
loop version.
We have also studied the eﬀects of time delays in the many particle case,
where surprising and interesting results arise. Although in the many par-
ticle case without delay the instantaneous maximization protocol performs
worse than the optimal open-loop protocol, the introduction of a delay can
102 CHAPTER 6. TIME-DELAYED FEEDBACK CONTROL. . .
increase the center-of-mass velocity up to the values given by the optimal
open-loop control protocol. For small delays the asymptotic average velocity
decreases for increasing delays, until it reaches a minimum. After this mini-
mum, a change of regime happens and the system enters a selfsynchronized
dynamics with the net force at present highly correlated with the delayed
value of the net force used by the controller. This self-synchronization sta-
bilizes several of the quasiperiodic solutions that can ﬁt an integer number
of periods in a time interval of the length of the time delay. The stable
quasiperiodic solutions have a structure similar to those solutions appearing
in the threshold protocol. This analogy has allowed us to make numerical
and analytical predictions using the previous results for the threshold pro-
tocol [10]. In particular, we have established the location and value of the
maximum, and also the value of the time delay beyond which a quasiperi-
odic solution becomes unstable. The results obtained show that for most
time delays several solutions are stable and therefore the systems present
multistability; which stable solution is reached depends on the past history
of the system. The possibility to choose the quasiperiod of the solution we
want to stabilize just tuning the time delay can have potential applications
to easily control the particle ﬂux. Note that we can even leave some branch
just going to time delays where the branch is already unstable, and force
the system to change to another branch of solutions.
In summary, we have studied the eﬀects of time delays in the feedback
control of a ﬂashing ratchet. The results for one and few particles point
towards the feasibility of an experimental implementation of a feedback con-
trolled ratchet that performs better than its optimal open-loop version. On
the other hand, the many particle case presents an unexpected improvement
of the ﬂux due to the stabilization of one or more quasiperiodic solutions for
large enough delays.
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Feedback ﬂashing ratchets are thermal rectiﬁers that use information on
the state of the system to operate the switching on and oﬀ of a periodic po-
tential. They can induce directed transport even with symmetric potentials
thanks to the asymmetry of the feedback protocol. We investigate here the
dynamics of a feedback ﬂashing ratchet when the asymmetry of the ratchet
potential and of the feedback protocol favor transport in opposite directions.
The introduction of a time delay in the control strategy allows one to non-
trivially tune the relative relevance of the competing asymmetries leading to
an interesting dynamics. We show that the competition between the asym-
metries leads to a current reversal for large delays. For small ensembles of
particles current reversal appears as the consequence of the emergence of
an open-loop like dynamical regime, while for large ensembles of particles it
can be understood as a consequence of the stabilization of quasiperiodic so-
lutions. We also comment on the experimental feasibility of these feedback
ratchets and their potential applications.
PACS numbers: 05.40.-a, 02.30.Yy
7.1 Introduction
Brownian motors or ratchets are spatially periodic systems that are able to
induce direct transport rectifying thermal ﬂuctuations. Two conditions are
generally suﬃcient for the emergence of direct transport in these systems:
breaking of thermal equilibrium and breaking of spatial inversion symme-
try [1]. These systems permit one to get an insight into non-equilibrium
processes and are receiving increasing interest also due to their applications
in nanotechnology and biology [1–3].
Flashing ratchets are devices that rectify the motion of Brownian parti-
cles by subjecting them to a spatially periodic potential that is alternatively
switched on and oﬀ. Open-loop ﬂashing ratchets operate without regard
to the state of the system (open-loop control) implementing a periodic or
random switching to rectify thermal ﬂuctuations by taking advantage of the
asymmetry of the potential [4–6]. On the contrary, feedback ratchets (or
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closed-loop ratchets) use information on the particle distribution of the sys-
tem to operate [7–13], and the asymmetry of the feedback control protocol
is able to induce a directed transport even for symmetric ratchet potentials.
For instance, in the so-called maximization of the center-of-mass velocity
protocol [7] the controller switches on the potential only if switching on
would imply a positive displacement for the center-of-mass position (i.e., if
the net force with the potential on would be positive). Feedback ﬂashing
ratchets have been recently suggested as a mechanism to explain the step-
ping motion of the two-headed kinesin [14]. In another context, a feedback
scheme has been used to perform control of chaotic trajectories in inertia
ratchets [15].
Feedback ﬂashing ratchets could be experimentally implemented moni-
toring the positions of a set of Brownian particles [16–18] and subsequently
using the information gathered to decide whether to switch on or oﬀ a ratchet
potential according to a giving protocol. This experimental design will have
to deal with a ﬁnite time lag between the collection of the information about
the state of the system and the action because of the time interval needed for
the measurement, transmission and processing of the information [19, 20].
Time delays in the feedback also appear naturally in complex systems with
self regulating mechanisms (see [21, 22] and references therein). It is also
remarkable for the ability of controlling chaos and improving coherence in
excitable systems under delayed feedback [23, 24]. The feasibility of nan-
otechnological feedback ﬂashing ratchet devices and their performance under
the presence of a time delay has been analyzed very recently in Refs. [12,13].
In those works, and also in previous ones [7–11], the two sources of spatial
asymmetry involved, namely the feedback control and the shape of the po-
tential, cooperate with the aim of maximizing the performance of the system.
On the contrary, in this paper we investigate the eﬀects of the competition
between the potential asymmetry and the control asymmetry in a delayed
feedback ratchet.
We have observed a rich dynamics that includes transport reversal. The
inversion of the current direction upon the variation of the system parame-
ters is a well-known phenomenon in Brownian motors that can be produced
by varying the characteristics of the non-equilibrium ﬂuctuations [25,26] or
the parameters of the time-dependent perturbation that drives the system
out of equilibrium [27–31]. It also appears in other ratchet-like systems,
such as deterministic inertial ratchets [32, 33]. The phenomenon of current
reversal has great importance in particle separation devices [34], and in bi-
ology systems [35]. In our present study current reversal is achieved just by
varying the time delay of the system.
We start below with the description of the collective ﬂashing ratchet
and the delayed feedback protocol that we consider. In the next section,
Sec. 7.3, the evolution equations of the system are solved by Langevin dy-
namics simulations and the rich dynamics encountered (transport reversal,
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quasi-periodic modes of oscillation, multistability) is analyzed. We ﬁnally
review and further discuss in Sec. 7.4 the implications of the results.
7.2 Model
The feedback ratchet that we consider consists of N Brownian particles at
temperature T in a periodic potential V (x). The force acting on the particles
is F (x) = −V ′(x), where the prime denotes the spatial derivative. The state
of this system is described by the positions xi(t) of the particles satisfying
the overdamped Langevin equations
γx˙i(t) = α(t)F (xi(t)) + ξi(t); i = 1, . . . ,N, (7.1)
where γ is the friction coeﬃcient (related to the diﬀusion coeﬃcient D
through Einstein’s relation D = kBT/γ), ξi(t) are Gaussian white noises
of zero mean and variance 〈ξi(t)ξj(t′)〉 = 2γkBTδijδ(t− t′), and α(t) stands
for the action of the controller. The feedback policy uses the sign of the net
force per particle,
f(t) =
1
N
N∑
i=1
F (xi(t)), (7.2)
as follows: The controller measures the sign of the net force and, after a
time τ , switches the potential on (α = 1) if the net force was positive or
switches the potential oﬀ (α = 0) if the net force was negative. Therefore,
the delayed control protocol considered is
α(t) =
{
Θ(f(t− τ)) if t ≥ τ,
0 otherwise,
(7.3)
with Θ the Heaviside function [Θ(x) = 1 if x > 0, else Θ(x) = 0]. We have
used a sawtooth potential of period L, i.e. V (x) = V (x+L), height V0, and
asymmetry parameter a:
V (x) =
{
V0
a
x
L if 0 ≤ xL ≤ a,
V0 − V01−a
(
x
L − a
)
if a < xL ≤ 1.
(7.4)
The height V0 of the potential is the diﬀerence between the value of the
potential at the minimum and at the maximum, while aL is the distance
between the minimum and the maximum consecutive positions (Fig. 7.1).
Thus when a < 1/2 both the asymmetry of the potential and the feedback
protocol favor transport in the same direction, whereas when a > 1/2 there
is a competition between them. We consider here the latter case.
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Figure 7.1: Sawtooth potential [Eq. (7.4)] of height V0 = 5kBT and asym-
metry parameter a = 2/3. Units: L = 1 and kBT = 1.
7.3 Results
We have performed numerical simulations of the Langevin equations (7.1) by
using an Euler-Maruyama scheme [36], which reveals diﬀerent dynamics of
the collective ratchet for diﬀerent ensemble sizes when the delayed feedback
is present. We distinguish between few particles (including N = 1 as a
particular case) and many particles. Following previous works [7], we refer
to the few particle case when the average long-time limit velocity of the
center-of-mass, 〈x˙cm〉, is greater for the non-delayed feedback maximization
protocol than for the optimal open-loop protocol, and many particle case
otherwise. Typically the frontier between these regimes corresponds to N =
102 − 103 particles for potential heights of the order of 5kBT or greater.
Let us begin our analysis with the non-delayed (τ = 0) feedback ratchet.
7.3.1 Non-delayed feedback ratchet
For one particle (N = 1) the exact expression for the average velocity can
be obtained by solving a Fokker-Planck equation with the proper eﬀective
potential that includes the action of the controller. This expression has been
derived in [7], and is indeed valid for any asymmetry parameter 0 < a < 1. It
gives a positive ﬂux that grows as DV0/(kBTL) for small potential heights
(V0 . kBT ), and tends to the ﬁnite value 2D/(a
2L) for large potential
heights (V0 ≫ kBT ). The fact that the ﬂux goes to a constant value for
large potential heights is a direct consequence of the overdamped nature of
the ratchet. We remark that enlarging the value of the ratio V0/(kBT ) corre-
sponds to eﬀectively diminish the intensity of the white noise that accounts
for thermal ﬂuctuations.
For the collective ratchet compounded of a few particles an approxi-
mation for the center-of-mass velocity can be obtained assuming a purely
stochastic behavior (see Ref. [7] for details). As the magnitude of the ﬂuctua-
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Figure 7.2: Evolution of the net force per particle for the non delayed
feedback ratchet for N = 20 (few particles) and N = 105 (many particles).
The potential is “on” only in the time intervals such that f(t) is positive.
Parameters of the potential: V0 = 5kBT and a = 2/3. Units: L = 1, D = 1,
and kBT = 1.
tions of the force are of the order of the inverse of the square-root of the num-
ber of particles the stochastic approximation predicts the 〈x˙cm〉 ∼ 1/
√
N de-
cay observed in our simulations for any asymmetries. In fact this qualitative
behavior remains valid for any number of particles (including many parti-
cles) provided the asymmetry is a > 1/2. In this latter case the potential
asymmetry acts against the feedback protocol, which tries to favor positive
currents, and then the potential is turned on in very small intervals of time
as the controller rapidly switches it oﬀ. See Fig. 7.2. Thus the systems
dynamics is eﬀectively stochastic, contrary to the many particle case with
cooperating asymmetries, where switches are slower and allow the system to
have enough time to evolve in a quasideterministic way [7]. Therefore when
the potential asymmetry competes against the feedback the ﬂux decays with
the number of particles as 1/
√
N even for many particles, contrary to the
much slower 1/ lnN dependence observed when both asymmetries cooper-
ate [7].
In any case the non-delayed protocol always gives a positive ﬂux because
it only switches on when it implies a positive displacement of the center-of-
mass position.
7.3.2 Delayed feedback ratchet
The presence of a lag time in the control can cause negative currents and
complicated dynamics that depends on the number of particles. Let us ﬁrst
study the few particle case (including one particle).
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for diﬀerent numbers N of particles under the few particle regime. Param-
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Figure 7.4: One particle velocity versus the time delay for diﬀerent heights
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and kBT = 1.
Few particles
When the control protocol presents a time delay the system performs worse
because the delayed action of the controller implies some wrong actions.
Moreover, for large time delays the controller is unable to surmount the
potential shape asymmetry and eventually the net current becomes negative.
See Figs. 7.3 and 7.4.
For increasing time delays the correlation between the present sign of the
net force and the measured sign that the controller actually uses decreases.
Thus the controller action begins to be uncorrelated to the present state of
the system and it eﬀectively begins to act as an open-loop ratchet [12]. In
fact, for large delays the correlation between the state of the system and the
measured retarded state is negligible and the negative ﬂux becomes inde-
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pendent of the delay, because the ratchet is eﬀectively open-loop controlled;
see Fig. 7.3. Therefore transport reversal appears here as a consequence of
the competition between the asymmetry of the ratchet potential and the
inherent asymmetry of the protocol. We stress that the inﬂuence of the
asymmetry of the feedback protocol itself is not tuned here trivially, but
changing the delay τ in the control. Other ways of tuning the inﬂuence of
the feedback protocol could not lead to current reversal. For example, it
can be shown that a feedback protocol that switches on/oﬀ following the
maximization protocol but with a probability of error 0 < p < 1/2 does not
enable negative ﬂuxes even for asymmetries a > 1/2 (see Ref. [9]).
For the delayed protocol considered the critical value of the delay that
gives zero current (thus the current is positive for smaller delays and neg-
ative for larger delays) is related with the characteristic time in which the
information about the state of the system is eﬀectively lost, so the delayed
maximization protocol is not able to achieve its goal of producing a positive
current for delays larger than the critical one. Increasing the height V0 of the
potential implies a faster dynamics. Therefore the critical delay is expected
to decrease with the height of the potential, in agreement with our simula-
tions; see Fig. 7.4. It is important to note that this critical delay tends to
a constant nonzero value as V0 → ∞. The reason is the same that makes
the absolute value of the ﬂux in both closed-loop and open-loop ratchets
does not grow indeﬁnitely as the potential goes up. These ﬂuxes tend to a
ﬁnite value because the time spent by the particles in diﬀusing during the
oﬀ potential state goes to a constant in the absence of inertia. Note also
that the critical delay decreases with the number of particles (see Fig. 7.3.)
Let us now study the many particle case, which exhibits a completely
diﬀerent dynamics.
Many particles
For large ensembles of particles (N > 102−103) the ﬂux is nearly zero in the
non-delayed protocol (see Sec. 7.3.1), but the introduction of a time delay
stabilizes quasiperiodic solutions that give noticeable negative currents. We
have found that, after a transient time, the delayed control allows the system
to synchronize into a stable mode of oscillation such that the net force per
particle evolves quasi-periodically. The evolution is not strictly periodic due
to the stochastic nature of the dynamics. See Fig. 7.5.
For small delays the on and oﬀ times of the non-delayed dynamics
(Sec. 7.3.1) are enlarged owing to the delay, and the net force per parti-
cle evolves with a more regular pattern (Fig. 7.5, left). When the potential
is switched on the net force per particle begins to diminish (because the
potential asymmetry acts against the feedback protocol) and rapidly gets
negative, but the potential still remains ‘on’ during a time τ after the force
changed its sign. On the other hand, when the potential is switched oﬀ
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Figure 7.5: Evolution of the net force per particle for time delays τ = 0.01
(left) and τ = 0.20 (right) in the many particle case (N = 105). White
background regions stand for “on” potential and gray background regions
for “oﬀ” potential. Parameters of the potential: V0 = 5kBT and a = 2/3.
Units: L = 1, D = 1, and kBT = 1.
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the net force grows, becomes positive, and induces an ‘on’ switching a time
τ later. The result is a quasiperiodic dynamics with an small quasiperiod
T > 2τ ; see Fig. 7.5 (left). We highlight that these types of solution are
only observed for asymmetries a > 1/2, as they are consequences of the
competing asymmetry of the potential; they do not appear for asymmetries
a < 1/2 that support positive transport and exhibit a diﬀerent behavior
related with the enlargement of the tails of the net force per particle [12,13].
For larger delays there are stable solutions of quasiperiods T = 2τ/(2n+
1), n = 0, 1, . . . , i.e., solutions that contain an odd number of semiperiods
T /2 in the time delay τ . See Fig. 7.5 (right) for instance. The competing
asymmetry of the potential causes the stabilization of those solutions where,
due to the delay, the controller switches on when the present net force is
negative and switches oﬀ when it would be positive, that is, the controller
acts contrary to its intentions and gives a negative ﬂux. These branches are
the counterparts of the solutions of quasiperiods T = τ/n, n = 1, 2, . . . (τ
containing an even number of semi-quasiperiods) observed for asymmetries
a < 1/2 [12]. The diﬀerence of one semiperiod is due to the eﬀectively
reversed operation of the controller caused by the combined eﬀect of the
competing asymmetry of the potential and the delay. Some of these branches
are plotted in Fig 7.6 for both the cases of cooperation (positive currents)
and competition (negative currents) of asymmetries.
It is important to note that the average velocity for all these branches
can be reexpressed in terms of one of them. Let us deﬁne g(τ) := 〈x˙cm〉τ (τ)
as the average velocity for the branch of period T = τ , which is present
for cooperative potential asymmetry. For these asymmetries, a < 1/2, we
showed in Ref. [12] that the average velocities of the branches of periods
T = τ/n are given by
〈x˙cm〉 τ
n
(τ) = g
(
τ
n
)
for a < 1/2. (7.5)
On the contrary, for competing asymmetries, a > 1/2, we have found here
that the solutions have quasiperiods T = 2τ/(2n+1), and furthermore, the
average velocities of these branches are given by
〈x˙cm〉 2τ
2n+1
(τ) = −g
(
2τ
2n+1
)
for a > 1/2. (7.6)
Consequently, given one of the branches all the others can be predicted; see
Fig. 7.6. This also implies that the analytical results obtained in Ref. [12]
for cooperative potential asymmetry (a < 1/2) are directly extended to the
competing potential asymmetry case (a > 1/2), just using the relation in
Eq. (7.6).
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Figure 7.6: Left panel: Center-of-mass velocity 〈x˙cm〉 versus the delay τ
in the many particle case (N = 105). The region of small delays and the
ﬁrst two branches for asymmetries parameters a = 1/3 (positive ﬂux) and
a = 2/3 (negative ﬂux) are plotted for height of the potential V0 = 5kBT .
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a = 1/3 and a = 2/3 for potential height V0 = 5kBT and N = 10
5 particles,
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7.4 Conclusions
We have studied the performance of feedback ﬂashing ratchets when there
is competition between the asymmetry in the potential and the asymmetry
in the control protocol, and we have also studied the eﬀects of tuning their
relative inﬂuences in the dynamics by the introduction of a time delay. An
experimental realization of a ﬂashing ratchet has been performed in [16] by
using polystyrene latex spheres of diameters d ≃ 0.25− 1 µm in an aqueous
solution [viscosity η ≃ 10−3 Pa · s; D = kBT/(3πηd)] exposed to a saw-
tooth dielectric potential of period L ≃ 50 µm. This experimental setup
can be modiﬁed to become an experimental realization of a feedback ﬂash-
ing ratchet by monitoring the particles with a conventional charge-coupled
device (CCD) of about 30 fps and processing the images to switch on or oﬀ
the ratchet potential in accordance with the particle positions. The time
delays considered here are introduced by delaying the action of the con-
troller a time between τ = 0.01L2/D ∼ 10s and τ = 0.5L2/D ∼ 500s. (For
a more detailed discussion see Ref. [12].) Indeed a sophisticated feedback
control has been recently implemented in Ref. [18], where images of a Brow-
nian particle are acquired on a high-sensitivity CCD of up to 300 fps and
thereafter a software processes the information to extract the position of the
particle and apply a feedback voltage. On the other hand, we highlight that
the viscous friction coeﬃcient γ depends on the shape and the size of the
Brownian particle. Thus, as the adimensional delay must be multiplied by
the factor L2/D = γL2/kBT in order to recover physical units, Brownian
particles of diﬀerent shape and size respond diﬀerently to a given time delay.
This eﬀect could be useful for separating diﬀerent kinds of macromolecules.
We have seen that the performance of the system with competing asym-
metries diﬀers signiﬁcatively from its counterpart ratchet with cooperating
asymmetries. In the absence of delay the competition of asymmetries im-
plies a decay of the current with the size of the ensemble much stronger
than in the cooperative case (1/
√
N vs 1/ lnN). In the presence of delay
the dynamics becomes richer with a current reversal for large delays. In
the few particle regime the change from positive to negative current can
be understood as a change from a purely closed-loop control to an eﬀective
open-loop control. On the other hand, in the many particle case the neg-
ative current regime appears for large enough delays as the consequence of
the stabilization of several branches of quasiperiodic solutions. These stable
branches have the opposite sign and are one semiperiod displaced with re-
spect to those obtained for cooperating asymmetries, they also have a direct
relation with them that allows the extension for the competing asymmetries
case of the analytical results found in Ref. [12] for cooperative asymmetries.
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We investigate the diﬀerent regimes that emerge when a periodic driving
force, the rocking force, acts on a collective feedback ﬂashing ratchet. The
interplay of the rocking and the feedback control gives a rich dynamics with
diﬀerent regimes presenting several unexpected features. In particular, we
show that for both the one-particle ratchet and the collective version of the
ratchet an appropriate rocking increases the ﬂux. This mechanism gives the
maximum ﬂux that has been achieved in a ratchet device without an a priori
bias.
PACS numbers: 05.40.-a, 05.60.Cd
8.1 Introduction
Ratchets can be viewed as controllers that act on stochastic systems with
the aim of inducing directed motion by breaking of thermal equilibrium and
certain time-space symmetries [1, 2]. As usual in control theory [3], these
systems are divided into open-loop ratchets [1], when the actuation does not
use any knowledge of the state of the system; and closed-loop ratchets [4,5],
when information on the state of the system is used to decide how to operate
on the system. These closed-loop ratchets —also called feedback or informa-
tion ratchets— have recently attracted attention as Maxwell’s demon devices
that are capable of maximizing the performance of ratchets [6,7]. They may
also be relevant to get insight into the motion of linear, two headed, proces-
sive molecular motors [8]. In addition, experimental realizations of feedback
ratchets have been recently proposed [4,9, 10] and implemented [11] due to
their potential relevance as nanotechnological devices.
A relevant class of ratchets are flashing ratchets, which operate switch-
ing on and oﬀ a spatially periodic potential. Flashing ratchets have been
studied in both open-loop (e.g. [1,12–14]) and closed-loop (e.g. [4,5,15,16])
schemes. A generalization of these ratchets are pulsated ratchets [1], in
which the amplitude of the ratchet potential is modulated in time, but not
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necessarily ﬂashed on and oﬀ. On the other hand, rocking ratchets oper-
ate thanks to a periodic driving force, and thus they perform an open-loop
control. Rocking ratchets reveals a rich dynamics, which includes current
reversals [17, 18], distinct stable trajectories [17], and quantization of the
deterministic current [17, 19, 20]. The combination of open-loop pulsated
ratchets and rocking ratchets has been studied in Refs. [21–24], giving the
possibility of a reverse of the sign of the ﬂux with respect to the simple
rocked ratchet.
In the present paper we study the eﬀects of adding a periodic driving
force that rocks a feedback controlled ﬂashing ratchet. We analyze the new
intriguing dynamics that emerge due to the interplay between the feed-
back control and the rocking. In particular, we show that the rocking of a
feedback ratchet allows the system to improve the ﬂux performance. The
optimization of the ﬂux performance of ratchets is potentially relevant for
their nanotechnological applications, and the enhancement of the ﬂux per-
formance in ﬂashing ratchets due to feedback [7] has been recently veriﬁed
experimentally [11]. We show here how this ﬂux performance can be further
improved thanks to the eﬀects produced by an additional rocking force. In
the next section we describe the rocked feedback controlled ratchet, and af-
ter, in Sec. 8.3, we study the one-particle ratchet. The collective version of
the ratchet compounded of more than one particle is analyzed in Sec. 8.4 in
the regimes of few and many particles. We ﬁnally summarize and comment
our main results in Sec. 8.5.
8.2 The rocked feedback controlled ratchet
Let us consider N Brownian particles at temperature T in a periodic po-
tential V (x), the ratchet potential. The state of the system is described by
the positions xi(t) of the particles (i = 1, . . . ,N) satisfying the overdamped
Langevin equations with a ﬂuctuating (rocking) force of amplitude A and
frequency Ω,
γx˙i(t) = α(x1(t), . . . , xN (t), t)F (xi(t)) +A cos(Ωt) + ξi(t). (8.1)
Here, F (x) = −V ′(x), γ is the friction coeﬃcient (related to the diﬀusion
coeﬃcient D through Einstein’s relation D = kBT/γ), and ξi(t) are Gaus-
sian white noises of zero mean and variance 〈ξi(t)ξj(t′)〉 = 2γkBTδijδ(t− t′).
Note that the control parameter α depends explicitely on the state of the
system. Therefore, this ratchet is feedback controlled, what implies an ef-
fective coupling between the particles.
We shall consider the relevant control policy that maximizes the instant
center-of-mass velocity introduced in [5]. In this feedback protocol, the
controller computes the force per particle due to the ratchet potential if it
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Figure 8.1: (Color online) Ratchet potential V (solid red line) [Eq. (8.4) with
V0 = 5], one-particle eﬀective potential Veff (dashed green line), and one-
particle periodic eﬀective potential V pereff (dotted blue line). Units: kBT = 1,
L = 1.
were on,
f(x1(t), . . . , xN (t)) =
1
N
N∑
i=1
F (xi(t)), (8.2)
and switches the potential on (α = 1) if f(t) is positive or switches the
potential oﬀ (α = 0) otherwise. Therefore, the feedback control protocol
considered is
α(x1(t), . . . , xN (t)) = Θ(f(x1(t), . . . , xN (t))), (8.3)
with Θ the Heaviside function [Θ(x) = 1 if x > 0, else Θ(x) = 0].
In this study we have performed numerical computations of the Langevin
equations (8.1), with the control parameter α given by Eq. (8.3), by using
the Euler-Maruyama algorithm [25]. We have veriﬁed that these numerical
results were not aﬀected by systematic errors due to time discretization,
initial transitories or ﬁnite number of realizations. The graphs that illus-
trate the results of this paper have been obtained considering the periodic
asymmetric potential
V (x) =
2V0
3
√
3
[
sin
(
2πx
L
)
+
1
2
sin
(
4πx
L
)]
, (8.4)
which has potential height V0 and period L; see Fig. 8.1. We can introduce
an asymmetry parameter a for the potential such that aL is deﬁned as the
distance between a minimum of the potential and the ﬁrst maximum at the
righthand-side. The potential in Eq. (8.4) has an asymmetry parameter of
a = 1/3. We have also performed computations with other potentials and
found analogous results.
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8.3 One-particle ratchet
For the one-particle ratchet (N = 1), the maximization of the instant veloc-
ity control policy, Eq. (8.3), only depends of the position x(t) of the particle.
Hence, we can deﬁne an eﬀective force Feff(x) = α(x)F (x) that allows us to
rewrite the Langevin equation (8.1) as
γx˙(t) = Feff(x(t)) +A cos(Ωt) + ξ(t). (8.5)
The eﬀective force Feff derives from an eﬀective potential Veff(x) that is no
longer periodic, but tilted downhill. This Veff can be recasted as a periodic
potential V pereff (x) of height aV0 and asymmetry a, plus a linear term V0x/L
accounting for the bias, where V0 is the height of the ratchet potential, a its
asymmetry parameter, and L its period. Therefore, we can write Veff(x) =
V pereff (x)− V0x/L, as we illustrate in Fig. 8.1 for the potential (8.4). In view
of these considerations, the feedback rocking ratchet can be reinterpreted
as an open-loop rocking ratchet with a biased asymmetric potential. Thus
Eq. (8.5) stands for the celebrated SQUID ratchet [26],
γx˙(t) = − d
dx
V pereff (x(t)) + V0/L+A cos(Ωt) + ξ(t). (8.6)
This equation of motion describes the dynamics of a tilted rocking ratchet,
i.e. of a periodically driven single Brownian particle in a tilted washboard
potential, and it has been extensively studied analytically and numerically
[19,26–30] (even when inertial terms are also present [31]). For instance, for
the adiabatic regime, i.e. the regime of slow driving [20], the ﬂux can be
approximated by
〈x˙〉 = 1T
∫ T
0
〈x˙〉G(t) dt, (8.7)
where T = 2π/Ω is the period of the driving force and 〈x˙〉G(t) is the asymp-
totic ﬂux that would be obtained if the driving force were ﬁxed at the in-
stant t to its value G(t) = A cos(Ωt). This ﬂux can be obtained by solving
a Fokker-Plank equation for the resulting constant external force [6]. Other
analytical results have been reported for the high-frequency regime [32,33],
or the deterministic (zero temperature) regime [34,35]. Thanks to the equiv-
alence found between the one particle rocked feedback ratchet [Eqs. (8.1)
and (8.3)] and the SQUID ratchet [Eq. (8.6)], all the eﬀects found for the
rocked feedback ratchet have their counterparts in the extensively studied
SQUID ratchet. However, it is important to emphasize that the tilt appears
in our results not as an a priori bias, but as part of an eﬀective description
of the eﬀects of the feedback.
Here, we discuss the results for the diﬀerent regimes obtained by perform-
ing numerical simulations of the Langevin equation. We shall ﬁrst discuss
the case of zero temperature and later the case of nonzero temperature.
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Figure 8.2: (Color online) One-particle case. Flux for the deterministic (zero
temperature) rocked feedback ratchet as a function of the amplitude A of the
rocking and frequencies Ω = 1, 50, 200 for the ratchet potential of Fig. 8.1.
Units: V0 = 5, L = 1, γ = 1.
In the deterministic case of zero temperature there is no diﬀusion and
only the rocking force can help the particle to cross the ﬂat regions of the
eﬀective potential Veff (see Fig. 8.1). This makes the ﬂux strictly zero for
small amplitudes such that the particle cannot overcome the ﬂat part of the
eﬀective tilted potential; see Fig. 8.2. For higher amplitudes the ﬂux exhibits
remarkable characteristic eﬀects. Our simulations show that the determinis-
tic ﬂux is quantized and it presents a step-like structure, a well-known eﬀect
for open-loop rocking ratchets [26–28]. This structure is specially clear for
the frequency Ω = 50 in Fig. 8.2. The ﬂux quantization is owing to the
synchronization with the phase of the periodic driving (see [26–28] for de-
tails). Its step-like structure presents a self-similar structure when successive
zoom-in views are performed, which is known as Devil’s staircase [19,28].
Let us now discuss the case of nonzero temperature. A ﬁnite thermal
noise leads to particle diﬀusion, which provides another mechanism to over-
come the ﬂat regions. This diﬀusion makes that the quantized step-like
structure for the ﬂux is smeared and ﬁnally wiped out. On the other hand,
a surprising eﬀect is found for this case, namely a ﬂux increase when the
feedback policy and the rocking forcing are both present. Unexpectedly,
the resulting ﬂux is greater than the sum of the ﬂux values due to each
separated eﬀect, as we show in Fig. 8.3. In fact, the synchronization of the
driving force with the feedback mechanism gives positive large ﬂuxes even
for the case of negative ﬂuxes for the pure rocking, i.e. with the ratchet
potential always on (compare, for instance, curves for A = 40 in top and
bottom panels of Fig. 8.3, or curves for Ω = 100 in panels of Fig. 8.4).
Therefore, adding an external ﬂuctuating force to the maximization of the
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instant velocity feedback protocol allows us to improve the performance of
the system in a nontrivial way which to our knowledge has not been pre-
viously reported. This fact is not only relevant from a theoretical point of
view, but also for experimental ratchet devices designed to maximize the
ﬂux [4,11].
Further insight on the behavior observed in the top panels of Figs. 8.3
and 8.4 can be obtained studying the fast driving regime. In this regime, it
is useful to introduce a slow variable y(t) such that the position x(t) can be
written as x(t) = y(t)+ψ(t), where ψ(t) = r sin(Ωt) is the fast contribution
due to the fast driving, and r := A/(γΩ). When the driving is fast enough,
a large number of oscillations in ψ(t) take place before a signiﬁcant change
in y(t) occurs; thus we can proceed to the adiabatic elimination of the fast
variable ψ(t) by averaging it over time. This procedure leads to an eﬀective
equation for the slow variable
γy˙(t) = F¯eff(y(t)) + ξ(t), (8.8)
where F¯eff(y) = −V¯ ′eff(y), with
V¯eff(y(t)) :=
1
T
∫ T
0
Veff(y(t) + ψ(s)) ds. (8.9)
This eﬀective potential allows us to give a closed-form expression for the
ﬂux [1],
〈x˙〉 =
LkBT
[
1− e(V¯eff(L)−V¯eff(0))/kBT
]
γ
∫ L
0 dx
∫ x+L
x dy e
(V¯eff(y)−V¯eff(x))/kBT
. (8.10)
Note that the potential V¯eff(y(t)) only depends on the characteristics of
the driving force through the quotient r = A/(γΩ), and hence the same is
true for the ﬂux obtained within this fast driving regime. This approach
is known as the vibrational mechanics scheme [36]. It has been success-
fully applied to the characterization of the so called vibrational resonance
in bistable systems, both in the absence [37–39] and presence [40] of noise,
as well as to the study of harmful eﬀects (supression of the ﬁring activity)
of strong, high-frequency ﬁelds on the response of excitable systems [41].
In the context of ratchets, it has been used in the study of the eﬀects of
high frequency modulation on the output of Brownian particles moving in
periodic one-dimensional substrates under the action of low frequency input
signals [42, 43]. The results obtained with this vibrational mechanics pro-
cedure are valid when the rocking force has frequencies much larger than
the rest of characteristic frequencies of the system [36]. The average in
Eq. (8.9) makes the original potential barriers appear eﬀectively lowered
and ﬂattened, eventually dissappearing as the ratio r increases. In partic-
ular, in our system, the periodic part of the one-particle eﬀective potential
Veff(x) = V
per
eff (x) − V0x/L becomes smoother and smoother as an eﬀect of
128CHAPTER 8. ROCKING FEEDBACK CONTROLLED RATCHETS
 4
 4.2
 4.4
 4.6
 4.8
 5
 5.2
 0  50  100  150  200  250  300
Fl
ux
Ω
A=200
A=40
A=10
A=2
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0  50  100  150  200  250  300
Fl
ux
Ω
A=200
A=40
A=10
A=2
Figure 8.3: (Color online) One-particle case. Top panel: Flux 〈x˙〉 versus
frequency Ω for the rocked feedback ratchet. The horizontal solid line stands
for the pure feedback ratchet —without rocking, i.e. A = 0.— Bottom panel:
Flux 〈x˙〉 versus frequency Ω for the pure rocking ratchet —without feedback
ﬂashing, i.e. α(t) = 1.— We have used the ratchet potential of Fig. 8.1.
Units: kBT = 1, L = 1, γ = 1.
the averaging process as r growths, and for large r only the linear term sur-
vives in the eﬀective potential, giving a ﬂux value of V0/(Lγ). Top panels of
Figs. 8.3 and 8.4, and Fig. 8.5 show how this value is reached for large am-
plitudes. Indeed, this is the largest value of the ﬂux that has been obtained
in a ratchet device without an a priori bias; see Fig. 8.6.
The previous analysis also provides predictions on the dependency of
the ﬂux with the amplitude and frequency of the driving force. Within the
vibrational regime, if the frequency is increased for a ﬁxed amplitude, i.e. r
is decreased, then the ﬂux will decrease until the value of the pure feedback
ratchet (see top panel of Fig. 8.3 and Fig. 8.5). Note that the values of the
ﬂux corresponding to low frequencies can be explained with the adiabatic
description in Eq. (8.7). On the other hand, if the amplitude is increased
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Figure 8.4: (Color online) One-particle case. Top panel: Flux 〈x˙〉 versus
amplitude A for the rocked feedback ratchet. The pure feedback ratchet
—without rocking— corresponds to the point A = 0. Bottom panel: Flux
〈x˙〉 versus amplitude A for the pure rocking ratchet —without feedback
ﬂashing, i.e. α = 1.— We have used the ratchet potential of Fig. 8.1. Units:
kBT = 1, L = 1, γ = 1.
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Figure 8.5: Flux 〈x˙〉 versus r = AγΩ for the one-particle rocked feedback
ratchet. For increasing frequencies the values of the ﬂux tend to the curve
of the vibrational approximation. We have used the ratchet potential (8.4)
with V0 = 5. Units: kBT = 1, L = 1, γ = 1.
for a ﬁxed frequency, i.e. r is increased, then the ﬂux will increase from the
value of the pure feedback ratchet up to the maximum value V0/(Lγ) (see
top panel of Fig. 8.4 and Fig. 8.5).
The eﬀective potential V¯eff has allowed us to describe the dynamics in
the vibrational regime. We have compared the results obtained directly
from Eqs. (8.9) and (8.10) with numerical simulations of the Langevin equa-
tion (8.1), with a good agreement for the fast driving regime (Fig. 8.5). This
stress again the signiﬁcance of the vibrational approach that has been re-
vealed as a useful approach for both qualitative and quantitative predictions.
On the other hand, we have found that ﬂuxes greater than V0/(Lγ) can be
attained outside the vibrational regime in the quasideterministic regime, i.e.
for large values of the potential height and the driving force amplitude. [For
example, the ratchet potential (8.4) with V0 = 40, and a rocking force with
A = 160 and Ω = 290 gives 〈x˙〉 ≃ 43 in units kBT = 1, L = 1, and γ = 1].
This result is in accordance with the results found in Ref. [29] for a tilted
rocking ratchet in the quasideterministic regime.
8.4 Collective ratchet
The dynamics of the collective ratchet compounded of more than one par-
ticle diﬀers signiﬁcatively from that of the one-particle ratchet discussed
before. For collective closed-loop ratchets the feedback eﬀectively couples
the particles with each other and no simplifying description in terms of an
eﬀective potential has been found.
The behavior of the deterministic (zero temperature) collective ratchet
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is similar to that of the one-particle ratchet, including the quantization of
the ﬂux and the step-like structure commented in Sec. 8.3. We shall now
focus in the nonzero temperature case for few- and many-particle collective
ratchets where important diﬀerences emerge.
In the few particle case the maximum averaged center-of-mass ﬂux is
achieved for ﬁnite amplitudes and frequencies of the rocking force. Con-
trary to the one-particle case, the ﬂux diminishes as the amplitude increases
over its optimal value. On the other hand, we point out that for collective
ratchets the maximum ﬂux diminishes with the number of particles N . For
a critical number of particles the dependence of the ﬂux with N practically
disappears, indicating the transition to the many-particle case; see Fig. 8.6.
The value for this N -independent maximum ﬂux that is obtained in the
many-particle case coincides with the maximum ﬂux obtained in the corre-
sponding rocked ﬂashing ratchet (open-loop). This coincidence is analogous
to the coincidence between the maximum ﬂux for the threshold protocol
in the many-particle case and the maximum ﬂux obtained from the corre-
sponding ﬂashing ratchet [16] (see also Fig. 8.6). Both of these coincidences
can be interpreted as a consequence of the fact that these feedback protocols
only use one bit of information about the system. This fact together with
the increase of degrees of freedom of the system as N increases, makes that
for systems with a large number of particles those feedback protocols cannot
signiﬁcantly beat their open-loop counterparts. In the following we discuss
the interesting cooperative eﬀects appearing in the many-particle case.
In the many-particle case, the force per particle due to the ratchet po-
tential, f(t) (deﬁned in Sec. 8.2), has a quasideterministic evolution, as
ﬂuctuations in f(t) are subdominant. The analysis of f(t) has revealed to
be very helpful to understand the dynamics. For the pure feedback ratchet
(without rocking) with many particles the system dynamics gets trapped
with the potential ‘on’ or ‘oﬀ’ because the force ﬂuctuations responsible of
the switchings are negligible [5]. Consequently, the system dynamics is near
equilibrium most of the time and the net force is nearly zero. This implies an
average asymptotic center-of-mass velocity 〈x˙CM 〉 tending to zero as N in-
creases [5]. However, the introduction of the driving force allows the system
to avoid this trapping and can result in an increase of the ﬂux.
Let us ﬁrst discuss the cases of frequencies Ω of lower or similar order
to 2π/Tf , with Tf the quasiperiod of f(t) for the pure feedback ratchet [5].
The maximum values of the ﬂux in the many-particle case are obtained in
this low frequency regime. When the driving force is added, a complex
synchronization appears between the quasideterministic dynamics of f(t)
and the driving force A cos(Ωt). We show in Fig. 8.7 (top panel) a typical
time evolution of the forces for this case. The value of the ﬂux depends on
the details of this synchronization and it shows local maxima and minima
when the system’s parameters are tuned; see bottom panel of Fig. 8.7. For
the ratchet of this Figure the maximum ﬂux 〈x˙CM 〉 ≃ 2.1 is achieved for
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Figure 8.6: Maximum center-of-mass ﬂux versus number of particles N for
the optimal rocked feedback ratchet (×), the optimal threshold protocol
(◦), the instant maximization protocol —pure feedback— (+), the optimal
rocked ﬂashing ratchet (dotted line), the optimal periodic protocol (dashed
line), and the optimal rocking ratchet —pure rocking— (solid line). We
have used the ratchet potential (8.4) with V0 = 5. Units: kBT = 1, L = 1,
γ = 1.
a driving force of amplitude A ≃ 20 and frequency Ω ≃ 55, expressed in
units kBT = 1, L = 1, γ = 1. We want to call the attention to the fact
that this frequency coincides with the characteristic frequency of the optimal
threshold protocol [16] and of the optimal ﬂashing ratchet Ω = 2π/0.11 ≃ 57.
The maximum ﬂux for the many-particle rocked feedback ratchet is reached
when the rocking force has this characteristic frequency and pushes forward
during the oﬀ period and backwards during the on period. This makes
that the ratchet potential only hinders the backward pushes of the rocking
force. Contrary to the one-particle case, the ﬂux diminishes as the amplitude
increases over its optimal value; compare Fig. 8.4, top panel, and Fig. 8.7,
bottom panel.
On the other hand, in the regime of large frequencies (Ω ≫ 2π/Tf ) the
pattern of f(t) resembles the pattern for the pure feedback ratchet [5], but
modulated by the high frequency signal (Fig. 8.8). For moderate values
of the amplitude of the rocking, the system behaves more or less as if the
ﬂuctuations were increased. Therefore, an enlargement of the ﬂux is possible
for appropriate amplitude of the driving force that succeeds in preventing
the trapping similarly to the so-called threshold protocol [15,16]. We show
in Fig. 8.8 this resonantlike eﬀect for this regime. We note that for small
amplitudes A the system is not able to avoid trapping, while for too large
amplitudes the characteristic quasideterministic f(t) pattern is erased and
the ﬂux goes to zero.
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Figure 8.7: (Color online) Low and medium frequency rocking in the many-
particle case (N = 104). Top panel: Time evolution of the force f [Eq. (8.2)]
for the rocked feedback ratchet (thick red line) and for the pure rocking
ratchet (thin blue line), both with a rocking force (dashed line) of amplitude
A = 10 and frequency Ω = 20. Bottom panel: Flux 〈x˙CM 〉 versus amplitude
and frequency for the rocked feedback ratchet. We have used the ratchet
potential (8.4) with V0 = 5. Units: kBT = 1, L = 1, γ = 1.
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Figure 8.8: (Color online) Many-particle case (N = 105) high-frequency
rocking (Ω = 1000) for the ratchet potential (8.4) with V0 = 5. Top panel:
Evolution of the force f [Eq. (8.2)] for the feedback ratchet rocked with a
high-frequency rocking force of amplitude A = 1 compared with the av-
erage force
∑N
i=1 F¯i/N with F¯i given by Eq. (8.12). We illustrate in the
inset the modulation of f(t) (thick red line) due to the high-frequency rock-
ing (thin green line). Bottom panel: Flux 〈x˙CM 〉 versus A/(γΩ) for two
high-frequency rockings compared with the prediction of the vibrational ap-
proximation [Eqs. (8.11), (8.12)]. Units: kBT = 1, L = 1, γ = 1.
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As in the one-particle ratchet, a vibrational regime appears when the
displacements induced by the driving force are faster than the eﬀects of the
other terms. This is shown in the bottom panel of Fig. 8.8. In this panel,
the dependence of the ﬂux on the ratio r = A/(γΩ) for two diﬀerent high-
frequency rocking forces is compared with the ﬂux obtained by assuming
an eﬀective dynamics deﬁned as follows. As for the case N = 1, we in-
troduce the slow variables yi(t) = xi(t) − ψ(t), with ψ(t) = r sin(Ωt) the
displacements induced by the fast driving. Numerical simulations conﬁrm
that the dynamics in this regime is governed by the slow variables verifying
the following averaged evolution equations:
γy˙i(t) = F¯i(y1(t), . . . , yN (t)) + ξi(t), (8.11)
where
F¯i(y1, . . . , yN ) =
1
T
∫ T
0
ds α(y1 + ψ(s), . . . , yN + ψ(s))
×Fi(y1 + ψ(s), . . . , yN + ψ(s)),
(8.12)
with α given by Eq. (8.3). This implies as before that within this regime
the ﬂux only depends on the characteristics of the driving force through the
quotient r = A/(γΩ). We have numerically checked this for the few and
the many-particle cases with high frequency driving forces, ﬁnding a better
agreement in the few-particle case. However, we have also found a good
agreement in the many-particle case for small values of the rocking amplitude
(see Fig. 8.8 bottom) when
∑N
i=1 F¯i/N is a good average description of the
force f(t) (see Fig. 8.8 top). In addition to computations with the ratchet
potential (8.4), we have also performed computations with other potentials
and found analogous results.
8.5 Concluding remarks
In this paper we have studied the eﬀects of rocking a feedback ratchet. The
interplay between the rocking and the feedback policy gives an intriguing
rich dynamics that we have analyzed and discussed.
For the one-particle rocked feedback ratchet we have found an eﬀective
description in terms of a tilted rocking ratchet. Our simulations for rocked
feedback ratchets show a relevant eﬀect, namely, the magniﬁcation of the
ﬂux with respect to both the pure rocking and the pure feedback. That is,
the rocked feedback ratchet is able to give ﬂuxes even larger than the sum
of the two ﬂuxes separately. At this point, we remark that one of the main
advantages of feedback ratchets over their open-loop counterparts is their
ability to enlarge the particle ﬂux, as it has been proved theoretically [5] and
experimentally [11]. In that sense, the introduction of the ﬂuctuating force
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in feedback ratchets provide a way to further enhance the ﬂux performance.
In fact, the one-particle rocked feedback ratchet studied here gives the max-
imum ﬂux that has been achieved in a ratchet device without an a priori
bias (see Fig. 8.6). This improvement in the ﬂux performance is relevant
for nanotechnological applications of the ratchets. In addition, the observed
dependence of the ﬂux on the frequency and amplitude of the rocking signal
has been explained for the whole range of parameters of interest.
The rocking term also helps to enlarge the ﬂux in the few- and many-
particle case, as we have shown in Fig. 8.6. We have numerically shown the
dependence of the ﬂux with the amplitude and frequency of the driving force
for these collective ratchets. The details of this dependence follow from the
synchronization between the driving force and the feedback. In addition,
we have found a new resonantlike eﬀect when the amplitude of the rocking
is tuned in the regime of high-frequency signals. This later eﬀect can be
viewed as similar to an eﬀective enlargement of the ﬂuctuations in the net
force, which prevents the trapping of the dynamics near equilibrium and
results in an increase of the ﬂux.
To sum up, we have proposed and discussed a new closed-loop ratchet
that is able to perform better than other known ratchets as a consequence
of the nontrivial interplay of the feedback scheme and the rocking force.
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We study a feedback control version of the ﬂashing Brownian ratchet,
in which the application of the ﬂashing potential depends on the state of
the particles to be controlled. Taking the view that the ratchet acts as a
Maxwell’s demon, we study the relationship that exists between the per-
formance of the demon as a rectiﬁer of random motion and the amount
of information gathered by the demon through measurements. In the con-
text of a simple measurement model, we derive analytic expressions for the
ﬂux induced by the feedback ratchet when acting on one particle and a few
particles, and compare these results with those obtained with its open-loop
version, which operates without information. Our main ﬁnding is that the
ﬂux in the feedback case has an upper bound proportional to the square-
root of the information. Our results provide a quantitative analysis of the
value of information in feedback ratchets, as well as an eﬀective description
of imperfect or noisy feedback ratchets that are relevant for experimental
applications.
PACS numbers: 05.40.-a, 89.70.+c, 02.30.Yy
9.1 Introduction
Thermal ratchets or Brownian motors can be viewed as controllers that act
on stochastic systems with the aim of inducing directed motion through
the rectiﬁcation of ﬂuctuations [1–7]. In most cases, the system to be con-
trolled is modelled as a collection of Brownian particles undergoing Langevin
dynamics, and the control action—that is, the rectiﬁcation mechanism—is
implemented by applying random or deterministic time-dependent pertur-
bations to the particles. In this context, one can distinguish, as is common
in control theory [8], two types of ratchets: (i) open-loop ratchets, which
are ratchets that apply a rectifying potential independently of the state of
the system to be controlled; (ii) closed-loop or feedback ratchets, whose rec-
tiﬁcation action on a system has an explicit dependence on that system’s
evolution in time.
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Examples of open-loop ratchets include the ﬂashing ratchet [2,3] and the
rocking ratchet [1,3]. An example of closed-loop ratchet based on the ﬂash-
ing ratchet was proposed in [6] (see also [7]). This feedback ﬂashing ratchet
could be implemented experimentally by monitoring colloidal particles sus-
pended in solution and by exposing the particles to a saw-tooth dielectric
potential as in [9], but with the potential turned on and oﬀ depending on par-
ticles’ state. The feedback ratchet of [6] has also been proposed as a mech-
anism to explain the stepping motion of a two-headed motor protein [10].
In a more general context, recent experiments have shown that information
about the location of a macrocycle in a rotaxane—an organic molecule with
a ring threaded onto an axle—can be used to induce direct transport away
from thermal equilibrium [11]. The operation of such a molecular ratchet
is information-dependent, as it relies on knowledge of the position of the
ring. The use of information is also relevant in other chemical and biological
ratchet-like systems [12].
The main motivation for studying closed-loop ratchets is that they have
the potential to perform better as rectiﬁers of motion than open-loop ratch-
ets, thereby opening the possibility of improving the technological appli-
cations of ratchets. Our goal in this paper is to establish a quantitative
comparison between closed- and open-loop ratchets that explicitly focuses
on what distinguishes them, namely the use of information. This is done in
three steps using the feedback ratchet of [6] as a case example. First, we
show how the information used by this ratchet can be quantiﬁed (Sec. 9.2).
Then we study how the performance of that ratchet, measured by the mag-
nitude of the ﬂux of particles that it induces, varies as a function of the
amount of information used in the ratchet eﬀect (Sec. 9.3). The results ob-
tained are discussed in Sec. 9.4 and compared with those obtained with the
open-loop version of the ﬂashing ratchet, which operates without informa-
tion. In Sec. 9.4, we also discuss the performance of the feedback ratchet as
a function of the correlation established between the controlled system and
the controller, and brieﬂy discuss other performance measures for feedback
ratchets, including the power output and the thermodynamic eﬃciency. The
results that we obtain are in the end speciﬁc to the feedback ratchet of [6],
but the method that we describe, which is inspired from Maxwell’s concept
of thermodynamic demons [13], information theory [14] and the work of one
of us [15], is general and can be applied to other feedback ratchets and other
control systems.
9.2 Feedback ratchet and information
The model of feedback ratchet that we study is constructed as follows [6].
We consider a system of N particles with positions xi(t), whose evolution is
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described by a set of overdamped Langevin equations:
γx˙i(t) = α(t)F (xi(t)) + ξi(t); i = 1, . . . ,N. (9.1)
Here, γ is the friction coeﬃcient related to the diﬀusion coeﬃcient D through
Einstein’s relation D = kBT/γ, and ξi(t) are Gaussian white noises of zero
mean satisfying the ﬂuctuation-dissipation relations 〈ξi(t)ξj(t′)〉 = 2γkBTδij
δ(t− t′). All the particles are subjected to the same potential force F (x) =
−V ′(x), derived from the following asymmetric, saw-tooth potential:
V (x) =
{
xV0
aL if 0 ≤ xL ≤ a
V0 − V01−a
(
x
L − a
)
if a < xL ≤ 1,
(9.2)
which is made periodic by the condition V (x + L) = V (x); see Fig. 9.1(a).
Finally, α(t) is a control parameter that switches the potential on (α = 1) or
oﬀ (α = 0). In the open-loop ﬂashing ratchet, the value of α(t) is typically
changed periodically in time, whereas in the feedback ratchet of [6], α(t) is
set to 1 if the net force
f(t) =
1
N
N∑
i=1
F (xi(t)) (9.3)
applied to the particles is positive; otherwise, α(t) = 0. Thus α(t) =
Θ (f(t)), where Θ(x) is the Heaviside function. This feedback control strat-
egy is the best possible strategy for maximizing the average velocity of one
particle, but not the best strategy when it comes to more than one particle.
This can be understood by noting that the system’s dynamics tends to get
trapped as N → ∞, with the consequence that the particle ﬂux decreases
to zero in this limit [6]. By contrast, the open-loop ratchet induces a ﬂux of
particles which is independent of the number of particles.
For the remaining, it is useful to picture the ratchet as a Maxwell’s
demon [13] which rectiﬁes the motion of the Brownian particles by repeatedly
estimating the sign of f(t), and by subjecting the particles to the on or oﬀ
potential depending on the value of the sign measured. When selecting
the potential at a given time t, the demon uses only the sign of f(t) or,
equivalently, α(t) at time t. It does not use past information about f(t),
nor does it use any detailed information about the positions of the particles.
Accordingly, what should be quantiﬁed as the relevant information used by
the feedback ratchet is the information content or variability of α(t), given
by its entropy
I = H(b) = −b log2 b− (1− b) log2(1− b), (9.4)
where b represents the probability that f(t) is negative. The information I
is measured in bits, and represents the average information content of α(t)
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Figure 9.1: (a) Ratchet potential. (b) Corresponding eﬀective potential in
the case of one particle for three values of the noise level p. The potentials
are plotted for V0 = 5 and a = 1/3. Units: L = 1, D = 1 and kBT = 1.
in that it corresponds to the average number of bits needed to store the
random outcomes of α(t) [14].
Since our goal is to study the performance of the demon as a function of
I, we need to supplement our measure of information with a way to vary that
information. This is accomplished by introducing noise in the estimation of
f(t). It should be said that noise is always present in control systems in the
measurement step, in the transmission of the measurement information to
the controller, or even in the control-actuation step. Moreover, adding noise
to a ratchet model can provide an eﬀective way of describing an imperfect
feedback controlled ratchet, such as one plagued by time delays [16].
Here we assume that there is a noise in the estimation of f(t), which
leads the demon to wrongly estimate the sign of f(t) with a probability
p ∈ [0, 1/2], thereby leading it to apply the wrong potential with probability
p. Thus, when f(t) ≥ 0, the demon inadvertently switches oﬀ the potential
with probability p, resulting in an eﬀective on potential Veff,on(x) = (1 −
p)V (x). Conversely, when f(t) < 0, the demon inadvertently switches on the
potential with probability p, resulting in an eﬀective oﬀ potential Veff,off(x) =
pV (x). The combination of these two situations leads, in eﬀect, to having
the following “noisy” control strategy:
αeff(t) = (1− p)Θ(f) + pΘ(−f). (9.5)
From the point of view of information theory, the noisy measurement
of the sign of f(t) is equivalent to a noisy transmission channel known as
the binary symmetric channel [14]. The average amount of information
transmitted through this channel is measured in terms of a quantity known
as the mutual information (see [14] for a general deﬁnition of this quantity).
In our case, the mutual information can be calculated exactly (see Sec. 8.1.4
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of [14]), and has for expression
I = H(q)−H(p), (9.6)
where H is, as in Eq. (9.4), the binary entropy function, p is the noise
level, and q is the probability that the corrupted sign of f(t) is negative. In
terms of the probability b that the actual sign of f(t) is negative, we have
q = (1− p)b+ p(1− b). Note that b depends in general on the number N of
particles, the characteristics of the ratchet potential V (x), as well as p, so
that I is a function of all these parameters.
9.3 Results
The noise model that we consider is such that the ratchet operates with
maximum information when p = 0, in which case I = H(b) ≤ 1, and
with minimum information (I = 0) when p = 1/2. To study the exact
performance of the ratchet in and in between these two regimes, we derive
in this section the expression of the ﬂux of rectiﬁed particles as a function
of p, and rewrite this expression as a function of I using Eq. (9.6). Both the
cases of one particle and a few particles are considered.
9.3.1 One-particle case
For a single controlled particle, the net force is simply f(t) = F (x(t)),
with x(t) the position of the particle. Recalling the form of the saw-tooth
potential deﬁned in Eq. (9.2), we have that f(t) < 0 for x ∈ (0, aL), and
f(t) > 0 for x ∈ (aL,L). As a result, the eﬀective control parameter αeff(t)
can be rewritten as
αeff(x) =
{
p if 0 < xL ≤ a
1− p if a < xL ≤ 1.
(9.7)
From this expression, we obtain an exact analytical expression for the aver-
age ﬂux 〈x˙〉 of the particle by solving the Fokker-Planck equation associated
with the eﬀective force Feff(x) = αeff(x)F (x) that derives from the eﬀective
control potential depicted in Fig. 9.1(b). The result in the stationary regime
is
〈x˙〉 = p
2(1− p)2V 20 A
AE −B+B− , (9.8)
with
A = 1− e(2p−1)V0
B± = e±pV0 [a(1− p) + p(1− a)]− e±(2p−1)V0p(1− a)− a(1− p)
E = a2(1− p)2(1− pV0 − e−pV0)
+ap(1− a)(1− p)(1− e−pV0)[1− e(1−p)V0 ]
+p2(1− a)2[1− e(1−p)V0 + (1− p)V0], (9.9)
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Figure 9.2: (a) Stationary ﬂux as a function of the noise level p for the
potential heights V0 = 1 and V0 = 5 in the one particle case. (b) Stationary
ﬂux as a function of the information I. Units: L = 1, D = 1 and kBT = 1.
in units where L = 1, D = 1, and kBT = 1. We have checked that this result
is correct by performing Langevin simulations of the feedback ratchet. As
seen in Fig. 9.2(a), the ﬂux is maximum for p = 0 and decreases monotoni-
cally to zero as p goes to 1/2.
To transform the expression of 〈x˙〉 shown above into a function of I, we
need to invert the expression of I shown in (9.6) to obtain p as a function
of I. This requires the expression of b, which is obtained by integrating
over the space interval [0, aL] the stationary distribution of the eﬀective
Fokker-Planck equation,
b =〈x˙〉
(
a
pV0
)2{
(1− e−pV0)
[
1+
1− epV0 − epV0(1− e−V0(1−p)) (1−a)p(1−p)a
e−V0(1−2p) − 1
]
− pV0
}
,
(9.10)
with 〈x˙〉 given in (9.8), and units L = 1, D = 1, and kBT = 1. This inver-
sion gives the exact result for 〈x˙〉 versus I, which is plotted in Fig. 9.2(b).
Unfortunately, we cannot provide a closed-form expression of 〈x˙〉(I) be-
cause p(I) seems to have no closed-form expression. However, it is possible
to derive a useful approximation of the exact numerical result reported in
Fig. 9.2(b). Indeed, we can expand I(p) to second order in p around the
minimum located at p = 1/2 to obtain
p(I) ≈ 1
2
−
√
I ln 2
8b(1 − b) , (9.11)
assuming that b does not depend on p. Then, for small potentials, i.e.,
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V0 ≪ kBT , we have b ≈ a and
〈x˙〉 ≈ V0
Lγ
(1− 2p) (9.12)
from Eq. (9.8), so that
〈x˙〉 ≈ V0
Lγ
√
I ln 2
2a(1− a) . (9.13)
This approximation is a priori valid only in the regime where I ≪ 1 and
V0 ≪ kBT , but Fig. 9.2(b) shows that it is accurate over the whole range of
I even when V0 ≈ kBT . An additional beneﬁt of Eq. (9.13) is that it is an
upper bound on 〈x˙〉 versus I for any value of I and any potential height V0.
This follows because the right-hand side of (9.12) is an upper bound on the
exact result shown in Eq. (9.8) [18]; see Fig. 9.2.
9.3.2 Few-particle case
Approximations similar to those given in (9.12) and (9.13) can also be de-
rived for the case where more than one particle is controlled by the feedback
ratchet. In the case of a few particles, the net force has a distribution ρ(f)
which can be approximated by a Gaussian distribution,
ρ(f) ≈ 1√
2πΣ2
e−
f2
2Σ2 , (9.14)
having a zero mean and variance
Σ =
V0
L
√
a(1− a)N . (9.15)
This Gaussian approximation is derived under two basic assumptions [6]: (i)
the positions of the particles are statistically independent; (ii) the probabil-
ity of ﬁnding a particle in a negative force interval (for example [0, aL]) is a.
It can be shown that these two assumptions are veriﬁed for small potential
even in the presence of noise (i.e., p 6= 0).
Using the approximation shown in (9.14), we can obtain an approximate
expression for the average center-of-mass velocity 〈x˙cm〉 as a function of the
transmission error p using the relation
〈x˙cm〉 ≈ 1
γ
∫ ∞
−∞
αeff(f)fρ(f)df, (9.16)
with αeff(f) given by Eq. (9.5). In our case, we ﬁnd
〈x˙cm〉 ≈ V0
Lγ
√
2πa(1− a)N (1− 2p). (9.17)
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We have compared this results with Langevin simulations and found good
ﬁts for small potentials. For p = 0, the results of [6] for 〈x˙cm〉 is recovered.
In addition, we have veriﬁed numerically that Eq. (9.17) is an upper bound
of the exact ﬂux for any given potential height.
To turn the expression in (9.17) into an expression involving the infor-
mation I, we use the approximation shown in (9.11) again to obtain
〈x˙cm〉 ≈ V0
Lγ
√
2πa(1− a)N
√
I ln 2
2b(1 − b) , (9.18)
with b the probability of having a negative force in the few particle case.
This probability can be approximated as
b ≈
N∑
n>aN
(
N
n
)
an(1− a)N−n (9.19)
using the same assumptions as those involved in the Gaussian approximation
for ρ(f). The resulting approximation for 〈x˙cm〉 is similar to the approxima-
tion derived for the one-particle ratchet in that it is a good approximation
for small values of the potential height, in addition to being an upper bound
on the ﬂux for any given potential height. The latter property was checked
numerically. The accuracy of the approximation for the probability b was
also checked numerically.
9.4 Discussion
(1) The two approximations shown in (9.13) and (9.18) express the perfor-
mance of the ratchet demon as a function of the information I that the
demon gathers through the noisy measurement of α(t). Overall, we see
from these results that the ﬂux induced by the demon is maximum when
it has maximum information, i.e., I = H(b), and is zero when it has zero
information. This applies both for the one-particle and few-particle ratch-
ets. In both cases, we further have that the ﬂux decreases monotonically
as I decreases, and that the ﬂux is approximately proportional to
√
I. The
proportionality constant entering in this relation depends on the system’s
characteristics, and shows, in the case of a few particles, an N dependence
that has the eﬀect of reducing the ﬂux as the number of particles is increased.
This extra reduction of the ﬂux is related to the fact that the ﬂuctuations
of the force have a smaller amplitude as N grows.
The decrease of ﬂux directly associated with the decrease of information
can be explained by noting again that the on and oﬀ potentials are partially
‘mixed’ or randomized by the noise. This is particularly evident when p =
1/2, i.e., when I = 0. In this case, the demon has a completely random
estimate of the sign of f(t) which is uncorrelated with its true sign; hence
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I = 0. With the random value of the sign, the demon then applies a random
potential to the particles, thereby injecting the noise of the estimation back
into the motion of the particles. Such a feedback of estimation noise is often
encountered in real control systems, and can be counteracted in various
ways. The most common is to rely on past measurements of the controlled
system to better estimate its actual state (ﬁltering) [8]. For our demon, this
would mean acting with memory of past measurements of the sign of f(t),
and error-correcting those measurements to avoid inferring the wrong value
of the sign of f(t).
(2) The expressions for the center-of-mass velocity as a function of the
noise level p or of the information I can be rewritten in terms of the corre-
lation
C = 〈sgnf sgnf˜〉, (9.20)
where sgnf is the real sign of the net force that the particles would feel if
the potential were on, while sgnf˜ is the value that the controller receives.
This correlation can be computed by using
C = P++ + P−− − P+− − P−+, (9.21)
where Pij is the joint probability that the real net force f is positive (i = +)
or negative (i = −) and that the controller receives a positive (j = +) or
negative (j = −) net force f˜ . This joint probability is easily computed
knowing that sgnf is diﬀerent from sgnf˜ with probability p. Thus we have
P−+ = bp, P−− = b(1− p), P+− = (1− b)p and P++ = (1− b)(1− p), where
b is the probability of sgnf being negative, so that
C = 1− 2p. (9.22)
Using this relation in Eqs. (9.8), (9.12) and (9.17), we obtain the expres-
sions for the center-of-mass velocity as a function of the correlation C. In
particular, for small potentials, we obtain
〈x˙cm〉 ≈ V0
Lγ
C (9.23)
for one particle, and
〈x˙cm〉 ≈ V0
Lγ
√
2πa(1 − a)N C (9.24)
for few particles.
As for Eqs. (9.12) and (9.17), the expressions shown above are upper
bounds for the center-of-mass velocity for all potential heights, which show
that the ﬂux performance is reduced when the correlation between the con-
trolled system and the controller decreases. This loss of correlation is always
present in physical systems, and can be due to noise in the measurement
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of f(t) or in the transmission of this measurement to the controller. In
this sense, the expressions shown in (9.23) and (9.24) can be thought of as
describing a noisy feedback ratchet for which all the noise sources are eﬀec-
tively described by C. Such an eﬀective description in terms of C can be
used, in addition, to model other imperfect feedbacks, such as time-delayed
feedbacks [16]. In the latter case, f˜ = f(t − τ), where τ is a positive time
delay, implying a loss of correlation between the actual force f = f(t) and
the applied force f˜ .
Time delays are expected to be present in the experimental implementa-
tion of the feedback ratchet mentioned in the introduction, in which colloidal
particles suspended in a solution are monitored and exposed to a saw-tooth
dielectric potential. The previous discussion can directly be applied to this
situation by computing C from the time series of f(t) and the delayed signal
f(t− τ), allowing the use of Eqs. (9.23) and (9.24) to predict the eﬀects of
time delays on the ﬂux. The present noisy feedback model could also be
useful as an eﬀective description of the operation of an imperfect feedback
loop in other ratchet-like systems [10,11].
(3) Experimental implementations of feedback ratchets are unavoidably
imperfect and noisy due to the aforementioned time delays and other exper-
imental imperfections. These real-world limitations can be modelled, to a
ﬁrst level of approximation, by an eﬀective noise level p acting at the level
of estimation. With this in mind, one can use our noisy feedback ratchet
model as a valuable eﬀective model for estimating the improvement in ﬂux
that can be obtained in experimental implementations, such as those pro-
posed in [6, 16, 17]. The authors of [17], for example, propose a feedback
ratchet based on a scanning line optical trap. From the relevant parameters
of their experimental set-up they found a probability of 1% of calculating
the wrong sign of f(t), and an information content of about I = 0.9 bits.
Using the results presented here, they obtain that no more than 95% of the
maximum gain achieved by the feedback strategy can be observed for that
real system. The experimental realization of this system is currently under
way [17].
(4) In general, the ﬂux generated by the open-loop ratchet is much
smaller than the ﬂux generated by the feedback ratchet [6]. For the saw-
tooth potential considered here, the optimal open-loop protocol generating
the largest ﬂux is the periodic protocol with on-potential time Ton and oﬀ-
potential time Toff. For V0 = 5kBT and a = 1/3, the optimal values of these
times are Ton ≈ 0.06 and Toff ≈ 0.05, in units where D = 1 and L = 1,
yielding 〈x˙cm〉open ≈ 0.3. For the one-particle case, we have by comparison
〈x˙cm〉closed ≈ 4.3 when I is maximum. For other values of I, the previous
results for one and for few particles state that the center-of-mass ﬂux 〈x˙cm〉
is upper-bounded by M
√
I , where M is a constant depending on the sys-
tem’s characteristics; this upper-bound is also greater than the open-loop
value for most values of I. Therefore, we can write
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〈x˙cm〉closed − 〈x˙cm〉open ≤M
√
I. (9.25)
The feedback protocol that we have considered, which performs an in-
stantaneous maximization of the center-of-mass velocity [6], is the optimal
protocol that maximizes the ﬂux in the one particle case for a noiseless
channel (p = 0). We expect this protocol to give a ﬂux close to the max-
imum possible value in the few particles case and in the presence of noise
with a memoryless protocol (note that protocols with memory can perform
error correction). Therefore, we expect Eqs. (9.13) and (9.18) to be up-
per bounds of the maximum ﬂux that can be obtained with a memoryless
closed-loop control protocol that uses an amount of information I about the
system. Similarly, the inequality shown in Eq. (9.25) is expected to set an
upper-bound on the maximum improvement that can result from changing
an open-loop protocol to a memoryless closed-loop protocol. This, at least,
is the case for one particle, as the instant maximization protocol is optimal
when applied to one particle. For the few particle case, we expect the in-
equality to hold, although it could be violated by protocols other than the
one considered here, as these could potentially be more eﬃcient.
(5) We have focused here on proving an upper bound for the particle ﬂux
because this quantity can readily be measured in experimental realizations of
feedback ratchets [17]. In a recent paper [19], written after the present one,
an analogous upper bound was derived for the power output of a feedback
ratchet, based on the results and techniques presented here. The diﬀerence
between the particle ﬂux and the power output is that the latter quantity
requires that we impose a constant load force against the ﬂux so as to
compute the work done against the load; see [19] for more details.
(6) Another important performance measure for ratchets is the eﬃ-
ciency [20]. For the computation of this quantity, it is important to note
that feedback ratchets have an extra energy input compared to open-loop
ratchets, related to the fact that information has an energy cost [13]. This
energy cost, known as Landauer’s erasure cost because it is incurred when
information is erased, eﬀectively prevents Maxwell’s demon-type engines,
like feedback ratchets, to have eﬃciencies greater than one (as required by
the second law of thermodynamics) [13]. The calculation of this energy cost
requires the computation of the mutual information between the controlled
system and the controller, conditioned on the past history of the controller’s
evolution [15, 21]. The role of the conditioning is to take into account the
correlations between the measurements, and to avoid redundancies in the
computation of the entropy reduction. The conditioning is also consistent
with the fact that the controller’s measurement record, seen as blocks of
bits, must be compressed before it is erased in order to minimize the erasure
cost; see Ref. [22].
(7) We have not addressed the many particle case, i.e., the case where
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the ﬂuctuations in the net force are smaller than the typical values of the
net force. The reason for this omission is that, in the many particle case, the
maximum increase of performance that results from changing the optimal
open-loop protocol to a closed-loop protocol is negligible.
9.5 Summary
In summary, we have quantiﬁed the information gathered by a feedback
control ratchet, and have derived analytical upper bounds, expressed as a
function of the information, which establish limits on the diﬀerence between
the ﬂux of particles created by a closed-loop, ﬂashing ratchet and the ﬂux
created by its open-loop version. These bounds provide a direct evaluation
of the performance of the feedback ratchet as a function of the information
that it uses, and make more precise the idea that feedback ratchets act
like Maxwell’s demons that use information about the state of particles to
rectify the particles’ motion. In addition, the analytic results found for the
ﬂux are useful in that they provide an eﬀective description of a feedback
ﬂashing ratchet aﬀected either by noise in the measurement process or other
imperfections in the feedback mechanism. This eﬀective description is useful
for predicting the results of experimental realizations of feedback ratchets,
as any experimental realization is subjected to noises, delays, and other
imperfections in the feedback.
Acknowledgments
This work was supported by MCYT (Spain) (Grants BFM2003-02547/FISI,
FIS2005-24376-E, and FIS/2006-05895), and by the ESF program STOCH-
DYN. M.F. acknowledges support from UCM (Spain) through the grant
Beca Complutense. H.T. was supported by NSERC (Canada), the Royal
Society, and HEFCE (England).
154 CHAPTER 9. INFORMATION AND FLUX IN A FEEDBACK. . .
Bibliography
[1] M. O. Magnasco, Phys. Rev. Lett. 71, 1477 (1993).
[2] A. Ajdari and J. Prost, C. R. Acad. Sci. Paris II 315, 1635 (1993).
[3] R. D. Astumian and M. Bier, Phys. Rev. Lett. 72, 1766 (1994).
[4] P. Reimann, Phys. Rep. 361, 57 (2002).
[5] H. Linke, Appl. Phys. A 75, 167 (2002).
[6] F. J. Cao, L. Dinis, and J. M. R. Parrondo, Phys. Rev. Lett. 93, 040603
(2004).
[7] L. Dinis, J. M. R. Parrondo, and F. J. Cao, Europhys. Lett. 71, 536
(2005); M. Feito and F. J. Cao, Phys. Rev. E 74, 041109 (2006).
[8] R. F. Stengel, Optimal Control and Estimation (Dover, New York,
1994). See also J. Bechhoefer, Rev. Mod. Phys. 77, 783 (2005).
[9] J. Rousselet, L. Salome, A. Ajdari, and J. Prost, Nature 370, 446
(1994).
[10] M. Bier, Biosystems 88, 301 (2007).
[11] V. Serreli, C.-F. Lee, E. R. Ray, and D. Leigh, Nature (London) 445,
523 (2007).
[12] E. A. Kay, D. A. Leigh, and F. Zerbetto, Angew. Chem. Int. Ed. 46,
72 (2007).
[13] H. S. Leﬀ and A. F. Rex, Maxwell’s Demon: Entropy, Classical and
Quantum Information, Computing (Institute of Physics, Bristol, 2003).
[14] T. M. Cover and J. A. Thomas, Elements of Information Theory (John
Wiley, New York, 1991).
[15] H. Touchette and S. Lloyd, Phys. Rev. Lett. 84, 1156 (2000); Physica
A 331, 140 (2004).
155
156 BIBLIOGRAPHY
[16] M. Feito and F. J. Cao, Phys. Rev. E 76, 061113 (2007).
E. M. Craig, B. R. Long, J. M. R. Parrondo, and H. Linke, Europhys.
Lett. 81, 10002 (2008).
M. Feito and F. J. Cao, Physica A 387, 4553 (2008).
[17] E. M. Craig, N. J. Kuwada, B. J. Lo´pez, and H. Linke, Ann. Phys. 17,
115 (2008).
[18] The upper bound on 〈x˙〉, taken as a function of p, was veriﬁed numer-
ically.
[19] M. Feito and F. J. Cao, Eur. Phys. J. B 59, 63 (2007).
[20] J. M. R. Parrondo, J.M. Blanco, F. J. Cao, R. Brito, Europhys. Lett.
43, 248 (1998).
[21] F. J. Cao, M. Feito, Thermodynamics of feedback controlled systems,
arXiv:0805.4824 (2008).
[22] W. H. Zurek, Phys. Rev. A 40, 4731 (1989); Nature 341, 119 (1989).
Chapter 10
Information and maximum
power in a feedback
controlled Brownian ratchet
157
158 CHAPTER 10. INFORMATION AND MAXIMUM POWER IN. . .
THE EUROPEAN PHYSICAL JOURNAL B 59, 63 (2007)
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Closed-loop or feedback controlled ratchets are Brownian motors that
operate using information about the state of the system. For these ratch-
ets, we compute the power output and we investigate its relation with the
information used in the feedback control. We get analytical expressions for
one-particle and few-particle ﬂashing ratchets, and we ﬁnd that the maxi-
mum power output has an upper bound proportional to the information. In
addition, we show that the increase of the power output that results from
changing the optimal open-loop ratchet to a closed-loop ratchet also has an
upper bound that is linear in the information.
PACS numbers: 05.40.-a, 89.70.+c, 02.30.Yy
10.1 Introduction
Brownian ratchets have been studied in diﬀerent contexts due to their theo-
retical importance in non-equilibrium statistical mechanics and their poten-
tial relevance for applications in disciplines like nanotechnology, condensed
matter or biology [1–4]. Many studies deal with the performance of these de-
vices (see refs. [1,5] for comprehensive reviews) concentrating on open-loop
ratchets, as those obtained ﬂuctuating an uniform external force (rocking
ratchets [6,7]), or an external asymmetric potential (ﬂashing ratchets [6,8]),
either randomly or periodically. On the other hand, closed-loop or feedback
controlled ratchets, as the so-called instant maximization protocol [9] and
the threshold protocol [10], use information of the state of the system to
operate. The feedback ratchet of [9] has been recently proposed as an ef-
fective model to describe the stepping motion of the two-headed kinesin [3].
Other ‘information-dependent’ rectiﬁcation mechanism have been recently
proposed to model certain chemical and biological systems [4].
The previous works [9–11] about closed-loop ratchets focussed on the
study of the ﬂux and its maximization. In particular, it has been shown that
the increase of the ﬂux performance when the optimal open-loop control is
changed to a closed-loop control has an upper bound proportional to the
square root of the information used by the controller [11].
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In this paper, we consider another measure of the performance, viz.
the power output, with the aim of getting further insight in the relation
between information and the increase of performance in a system with ther-
mal ﬂuctuations. We oppose to the ﬂux a constant load force [12] in order
to compute the potential energy gain by the particles thanks to the action
of the controller. The generalization of the methods developed in [11] al-
low us to obtain the relations between the maximum power output and the
information that the controller uses.
10.2 The model
The collective feedback ratchet that we investigate has two basic ingredients,
namely, N Brownian particles and a controller. The controller acts on the
particles switching on and oﬀ a potential V (x) according to the control
policy and to the information received about the state of Brownian particles
through a noisy channel.
Speciﬁcally, we consider N overdamped Brownian particles at tempera-
ture T in a piecewise linear saw-tooth potential
V (x) =
{
xV0
aL if 0 ≤ xL ≤ a,
V0 − V01−a
(
x
L − a
)
if a < xL ≤ 1,
(10.1)
of height V0, asymmetry parameter a, and period L, i.e. V (x) = V (x+ L).
The potential is switched on and oﬀ according to the instant maximization
of the center-of-mass velocity protocol (see ref. [9]), which switches on the
potential only when the net force due to the potential on the particles would
be positive. In order to obtain work from the system operation we oppose to
the ﬂow of particles an homogeneous static force Fext; thus, the total force
acting on the particles when the potential is on is Ftot(x) = F (x) − Fext,
with F (x) = −V ′(x), and Ftot(x) = −Fext when the potential is oﬀ. The
state of the system is described by the positions xi(t) of the particles that
satisfy the Langevin equations
γx˙i(t) = α(t)F (xi(t))− Fext + ξi(t); i = 1, . . . ,N, (10.2)
where γ is the friction coeﬃcient (related to the diﬀusion coeﬃcient D
through Einstein’s relation D = kBT/γ) and ξi(t) are Gaussian white noises
of zero mean and variance 〈ξi(t)ξj(t′)〉 = 2γkBTδijδ(t−t′). The dichotomous
function α(t) [α = 0 (potential oﬀ) or α = 1 (potential on)] implements the
action of the controller. The control policy uses the information received
from the system through a noisy channel that we model with a binary sym-
metric channel [13]. This channel passes the sign of the net force
f(t) =
1
N
N∑
i=1
F (xi(t)) (10.3)
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to the controller with an error probability p known as the noise level of
the channel, so when f(t) > 0 (< 0) the controller switches on (oﬀ) the
potential with probability 1 − p. Therefore, the feedback protocol and the
noisy channel lead to the eﬀective control policy
αeff(t) = (1− p)Θ(f) + pΘ(−f), (10.4)
with Θ the Heaviside function [Θ(x) = 1 if x > 0, else Θ(x) = 0]. This
eﬀective control policy is equivalent to the protocol of instant maximization
through a noisy channel provided many measurement and control actions
are performed in the characteristic time of the system evolution, which is
the case we consider here.
Our aim is to study the dependence of the maximum power output with
the information. On one hand, the average information transmitted through
the noisy channel is quantiﬁed in terms of the mutual information [13] that
the controller gets from the state of the system. Our case —the noisy mea-
surement of the sign of the net force— is equivalent to a noisy channel called
the binary symmetric channel in information theory. For this case the mu-
tual information can be computed (see sec. 8.1.4 of [13]), and it is given (in
bits) by
I = H(q)−H(p), (10.5)
with H(x) = −x log2 x − (1 − x) log2(1 − x), q = (1 − p)b + p(1 − b) the
probability that the controller receives a negative sign, and b the probability
that the actual sign of the net force is negative. Therefore, the information I
that the controller gets about the system is greatly determined by the noise
level p of the channel; the maximum information is reached for p = 0 and it
is at most 1 bit, while for p = 1/2 the channel becomes completely random
and no information of the system is received by the controller. When the
probability b does not depend on p, the relation between the noise level p
and the information I can be easily expanded around p = 1/2 and reads
I(p) =
1
ln 2
∑
k even
2k
k(k − 1)
[
1− (1− 2b)k
](
p− 1
2
)k
. (10.6)
Inverting this relation to leading order we get for p < 1/2 the result [11]
p ≃ 1
2
−
√
I ln 2
8b(1− b) . (10.7)
On the other hand, a positive power output is obtained when there is a net
ﬂux against the load Fext that tilts the potential. In the stationary regime
the center-of-mass moves with a mean velocity 〈x˙cm〉 and then the average
power output (work obtained per unit time) is given by
P = Fext〈x˙cm〉. (10.8)
We ﬁrst analyze the dependence of the power output with the informa-
tion for the case of one particle and later for the few-particle ratchet.
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Figure 10.1: Eﬀective potentials for one particle and noise levels p = 0, 1/4,
and 1/2 with V0 = 5 and a = 1/3. Left panel without external load, and
right panel with external load Fext = 1. Units: L = 1, D = 1, and kBT = 1.
Note that for p = 1/2 the eﬀective potential is equal to V (x)/2 + Fextx.
10.3 One particle
We start with the one particle case (N = 1) where an eﬀective potential that
includes the eﬀects of the load, the control protocol, and the binary symmet-
ric channel can be constructed. The system dynamics can be viewed as the
result of the action of the periodic eﬀective force Feff(x) = αeff(x)F (x)−Fext
that derives from an eﬀective potential. Using units L = 1 and kBT = 1,
this eﬀective potential can be written in terms of K := pV0 + Fexta and
M := (1− p)V0 − Fext(1− a) as
Veff(x) =
{
xK
a if 0 ≤ x ≤ a,
K −M x−a1−a if a < x ≤ 1
(10.9)
in the interval [0, 1], and outside Veff(x) = Veff(y)+(x−y)Veff(1), with y ≡ x
mod 1, y ∈ [0, 1]. eq. (10.9) and ﬁg. 10.1 show that the eﬀect of increasing
the noise level p is to diminish in the eﬀective potential the average tilt that
induces a positive ﬂux, while the eﬀect of increasing the load Fext is to tilt
the eﬀective potential opposing the positive ﬂux.
Solving the stationary Fokker-Planck equation for this eﬀective potential
the stationary mean velocity for one particle is obtained (in units L = 1 and
kBT = 1):
〈x˙〉 = DK
2M2A
AE −B+B− , (10.10)
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with
A := 1− eK−M ,
B± := [aM + (1− a)K]e±K
− (1− a)Ke±(K−M) − aM,
E := a2M2(1−K − e−K)
+ a(1− a)KM(1 − eM )(1− e−K)
+ (1− a)2K2(1 +M − eM ).
For p < 1/2, there is a positive current for forces smaller than the “stop-
ping force” Fstop (the one that leads to the cancellation of the velocity), so a
work is done against the load for Fext ∈ (0, Fstop). For p = 1/2, the stopping
force is zero, because no positive ﬂux is obtained even in the absence of the
external load. Our noisy control acts instantaneously, i.e. in a time scale
much faster than the characteristic times of the system [(aL)2/(2D) for the
diﬀusion time and γ(1 − a)2L2/V0 for the characteristic time of the drift
induced by the potential]. Thus, for p = 1/2 the potential V (x) is randomly
switched on and oﬀ very fast and the particle just feels the average poten-
tial. This implies that the eﬀective potential in absence of the load, namely
V (x)/2 (see ﬁg. 10.1), is not tilted, giving a zero ﬂux for the p = 1/2 case
for zero load. Therefore, in order to get work the noise level of the channel
should be p ∈ [0, 1/2) and the value of Fstop is obtained equating eq. (10.10)
to zero,
Fstop =
V0
L
(1− 2p). (10.11)
Substituting eq. (10.10) in eq. (10.8) we get the analytical expression for
the power output in the one-particle ratchet. The dependence with the load
is plotted in ﬁg. 10.2 for noise levels p = 0, p = 1/4, and p = 1/2. The
positive regions correspond to the system doing work against the external
force. The load F ∗ext that maximizes the power output lies between 0 and
Fstop and it is given by the condition
∂P
∂Fext
(F ∗ext) = 0. (10.12)
In general, it is a function of the noise level of the binary symmetric channel
and it also depends on the physical parameters of the potential, V0 and a.
The condition (10.12) gives a transcendental equation for F ∗ext that can be
numerically solved in order to obtain the maximum power output,
Pmax = P (F
∗
ext). (10.13)
This equation gives the dependence of the maximum power with the noise
level p, which is related with the information I through eq. (10.5). This
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Figure 10.2: Power output versus the load for V0 = 5 and a = 1/3 in the
one particle case [eqs. (10.8) and (10.10)]. Units: L = 1, D = 1, kBT = 1.
last equation requires to compute b, which can be obtained integrating over
the space interval [0, aL] the stationary distribution of the Fokker-Planck
equation for the eﬀective potential (10.9),
b = 〈x˙〉
( a
K
)2{(
1− e−K) [1+
1− e−K + (1− a)(1 − e−M )K/(aM)
e−K − e−M
]
−K
} (10.14)
(units L = 1, D = 1, kBT = 1). Therefore, the combination of eqs. (10.5),
and (10.12-10.14) permits to obtain the (implicit) exact dependence of the
maximum power developed by the Brownian motor as a function of the
information gathered by the controller (see ﬁg. 10.3).
We analyze now the regime of small potentials in the one particle case.
For small potentials (V0 . kBT ) the value of the external force that maxi-
mizes the power is also small [remember eq. (10.11) and the fact that F ∗ext <
Fstop]. In this regime, the velocity (10.10) reduces to 〈x˙〉 ≃ D(M −K), or,
recovering units,
〈x˙〉 ≃ (1− 2p) V0
γL
− Fext
γ
. (10.15)
We see that there are two contributions to the velocity: the current eﬀect
due to the white thermal noise and the control through the binary channel,
(1− 2p)V0/(γL), and the net drift due to the load, −Fext/γ. We highlight
that for small potentials (and loads) these two eﬀects appear uncoupled, and
the result is independent of the asymmetry of the potential. This indepen-
dency of the asymmetry for small potentials can be understood realizing that
in this case the eﬀective potential is well approximated by a ﬂat potential
with the same average slope, i.e., Veff(x) ≃ [−V0(1− 2p)/L+ Fext]x.
164 CHAPTER 10. INFORMATION AND MAXIMUM POWER IN. . .
 0
 2
 4
 6
 8
 10
 12
 14
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
P
m
a
x
I
V0=10
V0=5
V0=2
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Applying eq. (10.12) to the power output computed using eq. (10.15) we
obtain
F ∗ext =
V0
2L
(1 − 2p) = Fstop
2
, (10.16)
and then the power output is
Pmax =
F ∗2ext
γ
=
V 20
4γL2
(1− 2p)2. (10.17)
On the other hand, for small potential heights b ≃ a, and using eq. (10.7)
we get
Pmax ≃ R1I, (10.18)
with R1 a constant that depends on the physical parameters of the system,
R1 =
V 20 ln 2
8γL2a(1− a) . (10.19)
Notice that the dependence on the asymmetry a does appear here because
it determines the relation between p and I [eq. (10.7)], as b ≃ a for small
potentials.
Therefore, eq. (10.17) indicates that for small potential heights and small
values of the information (i.e., p ∼ 1/2) the maximum power is approxi-
mately directly proportional to the information gathered. In addition, we
have numerically checked that eq. (10.18) gives an upper bound of the max-
imum power for any potential height V0 and for any value of the information
I.
A better approximation for the dependence of the maximum power out-
put with the information can be found using the result of inverting eq. (10.6)
up to fourth order,
Pmax ≃ S1(−1 +
√
1 + S2I), (10.20)
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Figure 10.4: Maximum power output in the one particle case as a function
of the information for V0 = 1 and a = 1/3, and comparison with the upper
bound (10.18) and the better upper bound (10.20). Units: L = 1, D = 1,
kBT = 1.
with
S1 =
3V 20
4γL2
1− (1− 2a)2
1− (1− 2a)4 ; S2 =
4
3
1− (1− 2a)4
[1− (1− 2a)2]2 ln 2, (10.21)
which is also an upper bound of Pmax for any potential and information val-
ues. In ﬁg. 10.4 these upper bounds [eqs. (10.18) and (10.20)] are compared
with the exact result for V0 = kBT .
10.4 Few particles
Let us now study a collective ratchet composed of a few particles and show
that the results are similar to those in the one particle case. Summing and
averaging the Langevin equations (10.2), the average velocity of the center-
of-mass in the stationary state can be written as
γ〈x˙cm〉 = 〈αeff(f)f〉 − Fext. (10.22)
An approximate solution can be found assuming, as in [9, 11], that: (i) the
position of the particles are statistically independent, and (ii) the probability
of ﬁnding a particle in a negative force interval (for example [0, aL]) is a.
These assumptions are veriﬁed for small potentials and small loads even in
the presence of noise, and they imply that the probability distribution for f
is approximately Gaussian,
ρ(f) ≃ 1√
2πΣ2
e−f
2/(2Σ2), (10.23)
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with Σ the amplitude of the ﬂuctuations of the net force, given by Σ =
V0
L
√
a(1−a)N (see ref. [9]). Following [11], we get for the center-of-mass velocity
〈x˙cm〉 ≃ Σ
γ
√
2π
(1− 2p)− Fext
γ
. (10.24)
This result is the sum of the center-of-mass velocity without the external
load [11] plus the drift −Fext/γ due to the external load. We see that, like
in the one particle case, these two eﬀects are decoupled for small poten-
tial heights. The expression (10.24) agrees with the results of numerical
simulations of the stochastic evolution equations (10.2).
Applying eqs. (10.8) and (10.12), it can be shown that the maximum
power is reached for
F ∗ext =
V0
L
√
8πa(1 − a)N (1− 2p) (10.25)
and takes the value
Pmax =
V 20
γL28πa(1− a)N (1− 2p)
2, (10.26)
or simply Pmax = F
∗2
ext/γ. Therefore, we also have in the regime of few parti-
cles (and small potentials) that the maximum power is at ﬁrst approximation
directly proportional to the information,
Pmax ≃ RNI. (10.27)
In the previous expression, the constant RN depends only on the physical
parameters of the system, in particular the number of particles N ,
RN =
V 20 ln 2
γL216πa(1 − a)b(1− b)N , (10.28)
where b can be calculated for small potentials and loads,
b =
N∑
n>aN
(
N
n
)
an(1− a)N−n, (10.29)
using the same assumptions that lead to the Gaussian approximation for
ρ(f). We have checked numerically that eq. (10.27) is an upper bound for
the maximum power output in the few particles case. Again, as in the
one-particle ratchet, a linear upper bound has been found for the maximum
power output that the system can get using a certain amount of information
I.
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10.5 Correlation
The previous expression of the diﬀerent physical magnitudes of the system
in terms of the noise level p can be recast in terms of a correlation C that we
introduce in this section. The main underlying idea is that the presence of
noise in the control induces a decorrelation between the relevant magnitudes
of the control policy. In the instant maximization of the center-of-mass
protocol [9] the switching of the potential only depends on the sign of the
net force, namely sgnf , and the presence of noise in the control implies that
the controller does not use the actual value sgnf but a value sgnf˜ . The
correlation between these quantities,
C = 〈sgnf sgnf˜〉, (10.30)
can be written as
C = P++ + P−− − P+− − P−+, (10.31)
where P+− is the join probability of having sgnf = +1 while the controller
receives sgnf˜ = −1, and analogously for the other joint probabilities. As in
our system sgnf˜ is diﬀerent from sgnf with probability p (the noise level)
these joint probabilities can be easily computed by noting that P−+ = bp,
P−− = b(1− p), P+− = (1− b)p and P++ = (1− b)(1− p), with b the proba-
bility of sgnf being −1. Therefore, the correlation can be parameterized in
terms of the noise level p as
C = 1− 2p. (10.32)
In other words, the eﬀect of the noise is to decrease the correlation C, which
has its maximum value (C = 1) for zero noise and its minimum (C = 0) for
a completely noisy policy, p = 1/2.
Finally, using eq. (10.32), the relations derived in previous sections can
be restated in terms of the correlation. For example, eqs. (10.17) and (10.26)
reads
Pmax =
V 20 C
2
4γL2
, (10.33)
(one particle case), and
Pmax =
V 20 C
2
γL28πa(1 − a)N , (10.34)
(few particles case).
This reformulation helps to understand the physical meaning of the re-
lations derived in the previous sections giving a complementary view. In
addition, it indicates that the noisy control considered can give an eﬀective
description of other feedback ratchets with an imperfect operation of the
feedback control. For instance, this eﬀective description has been shown to
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be valid in time-delayed feedback ratchets consisting of few particles [14],
where f = f(t), f˜ = f(t− τ) (with τ being the time-delay), and the corre-
lation can be computed just from the time series of the net force f(t).
10.6 Comparison with open-loop protocols
The instantaneous maximization of the center-of-mass velocity is the opti-
mal protocol to maximize the power output in the one particle case for a
noiseless channel (p = 0). Thus, we also expect this protocol to give a power
output close to the maximum possible value in the few particles case and in
the presence of noise with a memoryless protocol (note that protocols with
memory can perform error corrections). Therefore, we expect eq. (10.18)
and eq. (10.27) to be upper bounds of the maximum power output that can
be obtained with a memoryless closed-loop protocol that uses an amount of
information I about the system.
In addition, the maximum power output obtained with open-loop proto-
cols is much smaller than that obtained with eﬃcient closed-loop protocols.
For instance, for the saw-tooth potential with parameters V0 = 5kBT and
a = 1/3, the periodic protocol with optimum periods Ton ≃ 0.06L2/D and
Toff ≃ 0.04L2/D gives a small maximum power P openmax ≃ 0.04V 20 /(γL2),
which is reached for a load F ∗ext ≃ 0.25V0/L. In contrast, the closed-loop
one-particle ratchet yields a maximum power P closedmax ≃ 5.1V 20 /(γL2) for
F ∗ext ≃ 2.4V0/L when it works without noise in the channel. Therefore, the
linear eqs. (10.18) and (10.27) are also good estimates of the maximum im-
provement that can be attained changing from the optimal open-loop control
to a closed-loop protocol, i.e.,
P closedmax − P openmax ≤ RI, (10.35)
whereR is a constant depending on the system’s characteristics; see eqs. (10.19)
and (10.28).
10.7 Concluding remarks
In this article we have analyzed the relation between the information about
the state of the system used by the controller and the power output in a
feedback controlled ratchet. We have obtained exact analytic results for one-
particle ratchets, and also approximate simple expressions for the maximum
power output in both one-particle and few-particle ratchets. Moreover, we
have found that the increase of the maximum power output when we change
from the optimal open-loop protocol to a closed-loop protocol has an upper
bound proportional to the information used by the controller. Also an upper
bound proportional to the information was found in [15] for the entropy
reduction in a general closed-loop controlled system. The result obtained in
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the present paper for the maximum power output is the analog upper bound
of the one found in [11] for the ﬂux, but with the important diﬀerence that
the upper bound for the ﬂux was proportional to the square root of the
information.
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We compute the entropy reduction in feedback controlled systems due
to the repeated operation of the controller. This was the lacking ingredi-
ent to establish the thermodynamics of these systems, and in particular of
Maxwell’s demons. We illustrate some of the consequences of our general re-
sults by deriving the maximum work that can be extracted from isothermal
feedback controlled systems. As a case example, we ﬁnally study a simple
system that performs an isothermal information-fueled particle pumping.
PACS numbers: 89.70.Cf, 05.20.-y
11.1 Introduction
Controllers are ubiquitous in science and technology with a number of pur-
poses such as stabilizing unstable dynamics or increasing the performance [1].
Furthermore, many real systems in nature can be modeled as a system plus
a controller. A controller is an external agent whose action is to modify
the evolution of the system with a purpose. Feedback or closed-loop con-
trollers use information about the state of the system. The feedback is the
process performed by the controller of measuring the system, deciding on
the action given the measurement output, and acting on the system. On
the contrary, an open-loop controller operates on the system blindly, i.e.,
without information of its state. Although it is intuitively clear that the
information about the state of the system can be used to improve the per-
formance, there are still open questions on the connections between feedback
control theory and information theory (see Ref. [1]). In particular, the un-
derstanding of the thermodynamics of feedback control is still incomplete.
Much of the progress in the solution of this problem has come from the study
of Maxwell’s demon [2]. This is a being that gathers information about a
system and is able to decrease the entropy of the system without performing
work on it. The seminal work of Szilard [3] contains the basic ingredients of
the trade oﬀ between information theory and thermodynamics, which is pre-
cisely stated in Landauer’s principle: The erasure of 1 bit of information at
temperature T implies an energetic cost of at least kBT ln 2 [4]. Bennett [5]
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pointed out that Landauer’s principle is the key to preserving the second
law of thermodynamics in feedback systems, as the controller must erase its
memory after each cycle to allow the whole system to truly operate cycli-
cally. How to achieve the shorter description for the memory record of the
controller in order to minimize the energetic erasure cost was established by
Zurek [6] by using an algorithmic complexity approach. On the other hand,
Lloyd used in [7] a diﬀerent point of view —that of the feedback controlled
system. From this approach the eﬀect of the interaction of the controller
with the system is to reduce the entropy of the system, due to the additional
determination of the macrostate of the system through the information ob-
tained from it. More recently, Touchette and Lloyd [8] have computed the
maximum additional reduction in entropy attainable in one control action
when a feedback control is used instead of an open-loop control.
In this paper we also consider the point of view of the feedback con-
trolled system. The thermodynamics of the interactions of the system with
the controller and the environment are well studied for the heat and work
exchanges. However, a complete understanding of the entropy reduction in
the system due to its interaction with the feedback controller is still lack-
ing. We solve here this problem and show how to compute this entropy
reduction after one or several control steps. This result allows us to estab-
lish the thermodynamics of feedback controlled systems without assuming
Landauer’s principle. Several concepts and quantities deﬁned in information
theory [9] emerge naturally as one computes this entropy reduction. For the
deﬁnition of the entropy we will use kB = 1 and natural logarithms. This
implies that the information quantities that naturally appear will be in nats
(ln 2 nats = 1 bit).
In the next section we compute the entropy reduction in a general feed-
back controlled system due to the repeated operation of the controller. The
result allows us to establish the thermodynamics of feedback controlled sys-
tems. In Sec. 11.3, we illustrate some of the consequences of our general
result by deriving the maximum work that can be extracted from isother-
mal feedback controlled systems. In Sec. 11.4, we show the applicability
and usability of the results in a simple dynamical system, a Markovian par-
ticle pump that is able to extract useful work from the entropy reduction
due to the information used by an external feedback controller. Finally, we
summarize the results of the paper in Sec. 11.5.
11.2 Entropy reduction in feedback controlled sys-
tems
Let us call Xk := X(tk) the macrostate of a general dynamical system
at the kth control step of the controller (at time tk). In a feedback con-
trolled system the control step involves several operations by the controller:
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measuring the system, deciding the control action to take given the mea-
surement output, and acting on the system following the selected control
action. Therefore, the control action is the modiﬁcation of the evolution of
the system made by the external agent that we shall call the controller. The
controller can perform several control actions on the system. By C1 = c we
denote that, at the ﬁrst control step, the controller has chosen to perform
the action labeled by c. (It is not a speciﬁcation of the state of the con-
troller.) As the control actions are decided at their respective control steps,
Ck represents only the decision taken at the kth control step.
Initially the entropy of the system is S0, which is ﬁxed by the probabil-
ities pX0(x) of each possible microstate x at time t = 0. Subsequently, the
system evolves with an entropy change from S0 to S
b
1, which is the entropy
just before the ﬁrst control step. It is given by the statistical entropy
Sb1 = −
∑
x∈X
pX1(x) ln pX1(x) =: H(X1), (11.1)
with X as the set of possible microstates of the system. At time t1 the
controller measures the state of the system. The result of this measurement
determines, at least partially, the action the controller will take. The addi-
tional information on the system provided by the measure further determines
the system macrostate [7], i.e., it deﬁnes a submacrostate that contains only
microstates compatible with the measured value. However, from the point
of view of the system, each set of measurement outputs that leads to the
same control action can be considered as deﬁning a single submacrostate of
the system, because the controller in its action on the system ignores the
diﬀerences inside these sets. Thus, if the measurement implies a control
action C1 = c, the entropy of the system decreases to
H(X1|C1 = c) := −
∑
x∈X
pX1|C1(x|c) ln pX1|C1(x|c). (11.2)
Therefore, the average entropy after the ﬁrst control step can be obtained
by averaging over the set C of all possible control actions,
Sa1 =
∑
c∈C
pC1(c)H(X1|C1 = c) =: H(X1|C1). (11.3)
Hence the average variation in the entropy at the ﬁrst step is
∆S1 = S
a
1 − Sb1 = H(X1|C1)−H(X1) =: −I(X1;C1), (11.4)
i.e., it is the (minus) mutual information [9] between X1 and C1.
Let us describe one more step. Each of the previous |C | submacrostates
of the system with entropyH(X1|C1 = c) evolves to give an entropyH(X2|C1 =
c) just before the second control step. Following the second control step, each
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one of these submacrostates of the system give |C | more submacrostates.
The entropy of the system given that C1 = c and C2 = c
′ is H(X2|C2 =
c′, C1 = c). Therefore, the average entropy of the system after the second
step is
Sa2 =
∑
c,c′∈C
pC2C1(c
′, c)H(X2|C2 = c′, C1 = c)
= H(X2|C2, C1),
(11.5)
and the average variation in the entropy at this second control step is ∆S2 =
Sa2−Sb2 = H(X2|C2, C1)−H(X2|C1) = −I(X2;C2|C1). This conditioning of
the mutual information shows that the entropy of the system is only reduced
by the new information.
Analogously we get for the average entropy reduction in the kth step
∆Sk = −I(Xk;Ck|Ck−1), where Ck−1 stands for Ck−1, Ck−2, . . . , C1. Using
the properties of mutual information [9], this average entropy reduction can
be written as
∆Sk = −I(Xk;Ck|Ck−1) = −I(Ck;Xk|Ck−1)
= −H(Ck|Ck−1) +H(Ck|Ck−1,Xk).
(11.6)
Finally, we ﬁnd that the total average entropy reduction due to the in-
formation used in M control steps is ∆Sinfo =
∑M
k=1∆Sk, i.e.,
∆Sinfo = −
M∑
k=1
I(Ck;Xk|Ck−1). (11.7)
This general result indicates that this entropy reduction can be computed
in terms of the joint probabilities for the state of the system and the control
actions history. Using Eq. (11.6) and the chain rule for H (see Ref. [9]), we
rewrite the last equation as
∆Sinfo = −H(CM) +
M∑
k=1
H(Ck|Ck−1,Xk). (11.8)
Equation (11.7), or equivalently Eq. (11.8), is a central result of this pa-
per. As a consistency check, note that for open-loop controlled systems the
controller acts independently of the state of the system and it gets no infor-
mation of it. Thus, H(Ck|Ck−1,Xk) = H(Ck|Ck−1), which gives ∆Sinfo = 0
after applying the chain rule in Eq. (11.8), as expected. Note also that the
mutual information in Eq. (11.7) between the system and the control actions
is conditioned by the past control actions. This reﬂects that the correlations
between measurements limit the attainable entropy reduction. Therefore,
the entropy reduction inM consecutive measurements is equal or lower than
in M independent measurements.
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11.2.1 Deterministic feedback controllers
A relevant class of closed-loop controllers is deterministic feedback con-
trollers. For them the control action is determined without uncertainty
by the state of the system and the control actions history. Therefore
H(Ck|Ck−1,Xk) = 0, (11.9)
and the entropy reduction in Eq. (11.8) simpliﬁes to ∆Sinfo = −H(CM),
which can be computed by just using the joint probability pC1,...,CM (c1, . . . , cM ).
Consequently, the average entropy reduction after a large number of control
actions is given by the entropy rate H¯(C ) of the stochastic process describing
the control actions:
lim
M→∞
∆Sinfo
M
= lim
M→∞
−H(CM )
M
=: −H¯(C ). (11.10)
For a system and control dynamics without explicit dependencies in time,
this average entropy reduction coincides with the asymptotic entropy reduc-
tion in one step [9], that is, limM→∞∆Sinfo/M = limM→∞∆SM .
11.2.2 Non-deterministic feedback controllers
Feedback controllers satisfying Eq. (11.9) are error free. On the other hand,
controllers aﬀected by some source of error are common in real systems.
In this case the decorrelation between the control actions and the state of
the system reduces the attainable entropy reduction; see Eq. (11.8). For
instance, consider a feedback controller with two possible actions, say “on”
and “oﬀ”, for which the system state and the previous control actions history
determine which one of the actions is taken with probability 1− ǫ. For this
system, H(Ck|Ck−1,Xk) = Hb(ǫ), with Hb(ǫ) as the binary entropy function
Hb(ǫ) := −ǫ ln ǫ− (1− ǫ) ln(1− ǫ), and Eq. (11.8) gives
lim
M→∞
∆Sinfo
M
= −H¯(C ) +Hb(ǫ). (11.11)
This shows that errors in the control operation limit the attainable entropy
reduction.
11.2.3 Discussion
The new relation (11.7) sets the entropy reduction in the controlled system
due to the information used by the external agent that operates on it. The
reformulation of this relation as Eq. (11.8) allows us to understand the av-
erage entropy reduction per control step as two competing contributions: a
negative term accounting for the entropy rate of the control actions, and a
positive term accounting for the decorrelation between the controller actions
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and the state of the system. This decorrelation can arise, for instance, from
errors in the operation of the controller [see Eq. (11.11)]. These new rela-
tions, Eqs. (11.7) and (11.8), also show how the past control action history
must be taken into account to avoid redundancy in the computation of the
entropy reduction. They are consistent with the Zurek’s computational in-
terpretation of the controller as a memory record whose blocks occupied by
past measurements must be compressed before the erasure process [6,10]. On
the other hand, when only one control step is considered, Eq. (11.7) reduces
to Eq. (11.4), which gives the well-known Landauer’s energetic cost due to
information [2], kBTI(X1;C1) (recovering units), also found for quantum
systems [11].
The statement of the entropy reduction in terms of the control actions is
an important point of this paper. It allows one to give a reachable bound for
the eﬃciency. (If the controller performs the same action for two diﬀerent
measured values, the bound found for the eﬃciency considering the entropy
reduction in terms of the measure could be nonreachable.) Note also that
the overall reduction in the entropy of the system due to feedback control
is expressed in terms of physical quantities and it can be computed without
knowledge of internal details of the controller. In addition, this approach
also allows one to compute the maximum entropy reduction attainable with
a nondeterministic feedback control, Eq. (11.11), giving a reachable bound.
The entropy reduction in the system due to the information used by the
controller is a fundamental ingredient in the thermodynamics of feedback
controlled systems. It is the key to improving the performance in these
systems compared with their open-loop counterparts. Once this entropy re-
duction is understood and we know how to compute it [Eqs. (11.7) or (11.8)],
the thermodynamics of feedback controlled systems is complete. In partic-
ular, we show in the next section how to compute thermodynamic relations
for an isothermal feedback controlled system.
11.3 Application: Isothermal feedback controlled
systems
We study in this section the implications of the previous results for the case
of an isothermal feedback controlled system.
A general isothermal feedback controlled system is a system that is cou-
pled to a feedback controller, to a thermal bath of temperature T , and to
another external system on which it does work. When the system is oper-
ated cyclically, the initial state is recovered after a cycle, and the variations
in internal energy and entropy of the system in the cycle are zero. Dur-
ing such a cycle the system releases a quantity of heat Q to the thermal
bath and does work W on the external system. The transfer of the internal
energy of the controller ∆Ucont to the system is given by the ﬁrst law of
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thermodynamics,
∆Ucont +Q+W = 0. (11.12)
On the other hand, the second law of thermodynamics gives
T∆Scont +Q ≥ 0, (11.13)
with ∆Scont as the entropy increase in the controller. Combining both rela-
tions we get the inequality
W ≤ −∆Ucont + T∆Scont = −∆Fcont, (11.14)
where ∆Fcont is the variation in the Helmholtz free energy of the controller
in the cycle. From this relation it is natural to deﬁne the eﬃciency of a
feedback controlled system as
η =
W
−∆Fcont . (11.15)
In addition, if the controller only interacts with the system and without
heat transfer, we have ∆Scont ≥ −∆Sinfo, i.e., the increase in entropy of the
controller should be greater than or equal to the reduction in the entropy of
the system due to the actions of the controller. This implies that the maxi-
mum eﬃciency that can be attained with an isothermal feedback controlled
system is
η =
W
−∆Ucont − T∆Sinfo , (11.16)
where W is the work extracted from the system, −∆Ucont is the work done
by the controller on the system, and ∆Sinfo is the entropy reduction in the
system due to the information-dependent operation of the controller, which
can be computed with Eq. (11.7).
11.4 Example: Markovian particle pump
We shall illustrate how to apply our results in a simple dynamical system, a
Markovian particle pump, which is able to extract useful work from the en-
tropy reduction due to the information about the system used by an external
feedback controller. Consider a particle in a one-dimensional lattice that is
in contact with a thermal bath at temperature T . An external controller
can activate reﬂecting barriers separated by a distance L with n lattice sites
between two consecutive barriers; see Fig. 11.1. For the discussion of this
example we will consider units of kBT = 1 and L = 1. In the absence of
external forces, the particle jumps to the left or to the right site with the
same probability, 1/2, at each time step. Now let us have a force f pointing
in the negative direction. The probability of jumping to the right decreases
and becomes α := 1/(1 + ef/n), as follows from detailed balance. We aim
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Figure 11.1: Illustration of the Markovian particle pump with n = 2 lattice
sites between barriers. This is a simple feedback controlled system that
extracts useful work from the entropy reduction due to the information
about the system used by the external feedback controller.
to move the particle to the right (against the force). For this purpose the
controller measures the particle location and consecutively raises from left
to right the reﬂecting barriers to trap the particle further and further to
the right. The next barrier to the right is raised when the measurement
indicates that the particle has crossed to the righthand side. This implies
that when the particle moves to the left until the raised barrier location it
ﬁnds a reﬂecting boundary condition, while the particle has no bounds to
its displacements to the right.
This deﬁnes a deterministic feedback control that pumps the particle
by using information about the location of the jumping particle. We stress
that a blind open-loop control strategy for the lifting of the barriers cannot
achieve direct ﬂux against the load. In addition, our closed-loop controller
does not introduce any extra energy in the system. Thus, the entropy re-
duction in the system thanks to the information-gathering operation is the
only responsible for the pumping. In particular, we highlight that a naive
deﬁnition of eﬃciency as η = W/(−∆Ucont) is meaningless for engines that
work due to an information-dependent operation. Our general results allow
us to compute the maximum possible eﬃciency of this pump as a case ex-
ample, not only in the quasistatic regime (large time intervals between two
operations of the controller) but also when it is operated non-quasistatically
(for instance every time step).
Let us ﬁrst compute the maximum eﬃciency attainable when the con-
troller operates every time step. We consider the particle initially at the
origin with the reﬂecting barrier to the left raised. At time tk the controller
takes the value Ck = 1 when the next right barrier is raised or Ck = 0 if
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the barrier remains oﬀ. As the feedback control in this example satisﬁes
the deterministic condition (11.9), the average entropy reduction per step
is given by Eq. (11.10). Furthermore, in order to simplify the computa-
tion of the entropy rate, it is useful to change to a description in terms
of a new stochastic process C˜, with C˜s deﬁned as the number of steps be-
tween the raise of the barrier s − 1 and that of the barrier s (ﬁrst passage
time). For example the event (C1, . . . , C7) = (0, 0, 0, 1, 0, 0, 1) corresponds
to the event (C˜1, C˜2) = (4, 3). It is clear that we can establish a one-to-one
correspondence between C and C˜, as both represent univocally the control
actions history. Calling 〈τ〉 as the average ﬁrst passage time through the
next barrier position, we have that Eq. (11.10) reads
lim
t→∞
T∆Sinfo
t
= lim
t→∞
−H(Ct)
t
= lim
s→∞
−H(C˜s)
s〈τ〉 . (11.17)
[That is, H¯(C ) = H¯(C˜ )/〈τ〉.] As the new tilde variables are independent
and identically distributed we have H(C˜s) = sH(C˜1). Thus,
lim
t→∞
T∆Sinfo
t
=
−H(C˜1)
〈τ〉 =
∑∞
k=1 pτ (k) ln pτ (k)∑∞
k=1 kpτ (k)
, (11.18)
where pτ (k) is the probability mass function of the ﬁrst passage time being
τ = k. This asymptotic value, Eq. (11.18), is reached in a characteristic time
〈τ〉. The probability pτ (k) can be obtained from the transition probabilities
between the states of the jumping particle.
On the other hand, the average potential increase is W = f/〈τ〉. There-
fore, the maximum eﬃciency attainable at this nonquasistatic regime is ob-
tained from Eq. (11.16) that reads
ηnq =
f
H(C˜1)
. (11.19)
11.4.1 One lattice site between consecutive barriers
For instance, for the case with a single lattice site between two barriers
pτ (k) = α(1 − α)k−1, implying H(C˜1) = Hb(α)/α and 〈τ〉 = 1/α. Thus,
the average entropy reduction per step is Hb(α), and the average potential
increase is W = f/〈τ〉 = αf . Finally, the maximum eﬃciency attainable at
this nonquasistatic regime is ηnq = αf/Hb(α). This result for the model with
a single site between two consecutive barriers can also be obtained without
using Eq. (11.18). For this simple case operation steps at diﬀerent times are
independent and T∆Sk = −H(Ck) with pCk(1) = α. This gives an entropy
reduction per step Hb(α). On the other hand, the average potential energy
gain per step is αf because the particle gains an energy f with probability
α. In view of these considerations we recover ηnq = αf/Hb(α).
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11.4.2 Several lattice sites between consecutive barriers
As α is the probability of jumping to the right, the probability of the ﬁrst
passage time being τ = k is obtained from the probability pXk−1(n) of
ﬁnding the particle at site n (just to the left to the ﬁrst barrier) at instant
time k− 1 as pτ (k) = αpXk−1(n). To evaluate this probability we only need
to know the transition probabilities of jumping between the diﬀerent spatial
positions (see Fig. 11.1). We shall call Π as the matrix such that its (i, j)th
entry is the probability pj→i of jumping from the j site to the i site. Then,
for the particle pump with n sites between barriers, Π is the n×n tridiagonal
matrix
Π =

1− α 1− α
α 0
. . .
α
. . . 1− α
. . . 0 1− α
α 0

. (11.20)
Assuming that the particle is initially situated at the origin, the probability
pXk−1(n) is given by the (n, 1)th element of the (k−1)th power of Π. Hence,
pτ (k) = αΠ
k−1(n, 1). (11.21)
For instance, for n = 1 we recover pτ (k) = α(1−α)k−1, with α = 1/(1+ef ).
For n = 2 we get, after some straightforward calculus, pτ (k) = a(b
k−1
+ −
bk−1− ), where a := α
2/
√
1 + 2α− 3α2 and b± := (1−α±
√
1 + 2α − 3α2)/2,
with α = 1/(1 + ef/2).
Once the probabilities pτ (k) are obtained, the entropy reduction and
the eﬃciency can be computed with Eqs. (11.18) and (11.19) respectively.
We plot in Fig. 11.2 this entropy reduction limt→∞ T∆Sinfo/t for the par-
ticle pump with n = 5 lattice sites between barriers, together with the
time dependence of the average entropy reduction per time step obtained
by means of computer simulations of the dynamics in the maximum mea-
surement regime. As expected, this time evolution tends to the theoretical
asymptotic value in a characteristic time of order 〈τ〉 =∑∞k=1 kpτ (k).
The numerical results in Fig. 11.2 have been obtained evolving the parti-
cle distribution according to the known transition probabilities. The entropy
reduction in each measurement is given by the entropy diﬀerence between
the particle distributions before and after the measurement. After the mea-
surement we keep one of the two possible particle distributions chosen ran-
domly with the probability of the corresponding measurement output, and
we evolve this particle distribution until the next measurement. Following
this procedure we have performed several realizations of the control actions
history, and thereafter we have performed an average over realizations to
obtain the average entropy per time step as a function of time. For these
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Figure 11.2: Average entropy reduction per time step as a function of time
for the particle pump with n = 5 lattice sites between barriers: numerical
simulations (+ signs) and asymptotic value (dashed line). The asymptotic
value is approached in a characteristic time of the order of the mean ﬁrst
passage time 〈τ〉. Force f = 1. Units kBT = 1 and L = 1.
simulations we have considered n = 5 lattice sites and force f = 1 (in units
of kBT = 1 and L = 1) or equivalently α = 1/(1 + e
1/5) ≈ 0.45.
11.4.3 Quasistatic regime
To conclude the analysis of the illustrating example, the Markovian particle
pump, we shall compute its maximum eﬃciency in the quasistatic regime.
Consider again the particle initially situated at the origin. As the time
between measurements is large enough, the system has reached equilibrium
when the controller measures at a time t ≫ 1. Hence pXt(m) = (1 −
e−f/n)e−fm/n and the jumping particle is at the righthand side of the next
barrier with probability
∑
m>n pXt(m) = e
−f . On the other hand, when the
barrier is raised the system gains a potential energy f . Thus, the entropy
reduction due to information is Hb(e
−f ), while the potential energy gained
in one step is fe−f . Therefore the maximum eﬃciency for the quasistatic
operation of the Markovian particle pump is ηq = fe
−f/Hb(e−f ). We note
that 0 < ηnq < ηq < 1, as expected.
In order to compare with results in Fig. 11.2 note that for the same
parameter values a measurement step in the quasistatic regime reduces the
entropy on average an amount Hb(e
−1) ≈ 0.66. However, a measurement
step in the quasistatic regime requires many evolution time steps resulting
in a very low entropy reduction per time step.
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11.5 Conclusions
In this paper we have addressed the thermodynamics of closed-loop con-
trolled systems, focusing on what characterizes them, namely, the use of
information. Our results show explicitly how to calculate the entropy re-
duction due to information, Eq. (11.7) or (11.8). Therefore, they allow one
to compute the thermodynamic quantities and their relations for feedback
controlled systems. In particular, we have calculated the thermodynamic
relations for isothermal feedback controlled systems, Eqs. (11.12)–(11.14),
and also the maximum eﬃciency attainable, Eqs. (11.15) and (11.16). As a
case example, we have shown how to apply our general results to a simple
system that performs an isothermal information-fueled particle pumping,
for both a maximum measurement regime and a quasistatic regime. The
results presented in this paper allow one to study the thermodynamics of
many other feedback controlled systems. It will be particularly interesting
to obtain the thermodynamics of feedback ﬂashing ratchets that have been
studied theoretically [12], and recently realized experimentally [13].
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Parte III
Discusio´n, conclusiones y
cuestiones abiertas
189

191
Esta Parte III de la tesis contiene dos cap´ıtulos. En el primero de ellos,
cap´ıtulo 12, presentamos una discusio´n global que integra los cap´ıtulos ante-
riores e incide sobre los resultados principales que hemos obtenido as´ı como
sobre sus implicaciones. En el u´ltimo cap´ıtulo, cap´ıtulo 13, presentamos las
conclusiones de la tesis y destacamos los objetivos alcanzados y tambie´n
algunas cuestiones abiertas y posibles trabajos futuros.
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Discusio´n
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194 CAPI´TULO 12. DISCUSIO´N
En esta tesis hemos presentado nuestros resultados originales [1–8] sobre
ratchets con control retroalimentado y sistemas generales con control retro-
alimentado. Las ratchets, y espec´ıﬁcamente las ratchets de ciclo cerrado, han
demostrado ser relevantes por sus implicaciones fundamentales para la f´ısi-
ca estad´ıstica fuera del equilibrio y tambie´n por sus aplicaciones en biolog´ıa
y nanotecnolog´ıa; ve´anse, por ejemplo, los art´ıculos de revisio´n [9–11]. Las
ratchets retroalimentadas han sido recientemente sugeridas como un me-
canismo capaz de explicar el movimiento de pasos de la kinesina de doble
cabeza [12] y esta´n tambie´n presentes en otros motores moleculares activa-
dos qu´ımicamente [13–15]. Por lo tanto, nuestros resultados, que implican
un entendimiento ma´s profundo de estos sistemas, son importantes tanto
desde una perspectiva teo´rica como por sus posibles aplicaciones en biolog´ıa
y nanotecnolog´ıa.
Hemos adoptado un enfoque teo´rico a las ratches brownianas retroali-
mentadas combinando me´todos anal´ıticos y nume´ricos y la discusio´n de sus
implicaciones [1–6, 8]. Tambie´n hemos resuelto algunos problemas abiertos
sobre sistemas generales con retroalimentacio´n [7, 16, 17]. En concreto, los
cap´ıtulos 5, 6, 7, 8, 9 y 10 han tratado con ratchets retroalimentadas y
corresponden, respectivamente, a nuestros trabajos [1–4,6,8]. La Parte II de
la tesis se culmina con el cap´ıtulo 11, donde se han estudiado sistemas con
control retroalimentado de manera general, y corresponde a nuestro art´ıcu-
lo [7].
La primera cuestio´n que uno se plantea sobre las ratches retroalimenta-
das es si proporcionan alguna ventaja sobre sus correspondientes versiones
de ciclo abierto. La respuesta es aﬁrmativa. Gracias al uso de la informacio´n
sobre el sistema, las ratchets retroalimentadas o de ciclo cerrado pueden
disen˜arse para dar mayores rendimientos que las ratchets de ciclo abier-
to. En la presente tesis hemos investigado la dina´mica y el rendimiento de
diferentes pol´ıticas de retroalimentacio´n, e.g. el llamado protocolo de umbra-
les (cap´ıtulo 5). Hemos obtenido resultados anal´ıticos y nume´ricos para las
principales magnitudes de estas ratchets retroalimentadas y hemos discutido
diferentes reg´ımenes dependiendo del nu´mero de part´ıculas del sistema. En
particular, para el protocolo de umbrales hemos mostrado que la ratchet re-
troalimentada colectiva compuesta por un nu´mero cualquiera de part´ıculas
puede alcanzar valores para el ﬂujo iguales o mayores que los valores de la
ratchet de ciclo abierto o´ptima.
El estudio de las ratchets retroalimentadas nos ayuda a ganar conoci-
miento en los feno´menos no lineales y fuera del equilibrio. En este sentido,
hemos obtenido efectos imprevistos y sorprendentes cuando se aplica una
fuerza perio´dica al sistema con control retroalimentado. Esta rocking rat-
chet retroalimentada ha revelado una dina´mica rica que exhibe un re´gimen
vibracional y efectos de tipo resonante. Adema´s este sistema es tambie´n im-
portante por s´ı mismo puesto que da el ma´ximo ﬂujo que se ha alcanzado
en un dispositivo ratchet sin un sesgo a priori, tal y como hemos mostrado
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anteriormente (cap´ıtulo 8).
Hemos resuelto otra cuestio´n importante, la viabilidad de implementar
experimentalmente ratchets con protocolos de ciclo cerrado. Este es un pun-
to crucial para realmente sacar partido de los beneﬁcios en el rendimiento
de las ratchets de control retroalimentado. En los dispositivos reales la me-
dida del estado del sistema y la accio´n de control no son instanta´neas. Por
el contrario, siempre hay un retardo temporal debido a limitaciones f´ısicas
en la velocidad de transmisio´n y procesamiento de la informacio´n. Hemos
estudiado los efectos de un retardo temporal en el mecanismo de control
retroalimentado para mostrar que los protocolos de ciclo cerrado continuan
mejorando a los de ciclo abierto para una y varias part´ıculas siempre que
los retardos sean menores que los tiempos caracter´ısticos de la dina´mica
del sistema (cap´ıtulos 6 y 7). Hemos encontrado y explicado dos efectos
adicionales sorprendentes relativos a la ratchet retroalimentada con retar-
do compuesta por muchas part´ıculas. Primero, que la presencia de retardo
puede aumentar el rendimiento sobre la ratchet retroalimentada sin retardo
(cap´ıtulo 6), y segundo, se pueden inducir inversiones de corriente en las
ratchet colectivas variando el retardo temporal cuando la asimetr´ıa del po-
tencial ratchet y el protocolo con retroalimentacio´n favorecen transportes en
direcciones opuestas (cap´ıtulo 7). Adema´s, la presencia del retardo lleva a
la aparicio´n de reg´ımenes dina´micos con distintas soluciones cuasiperio´dicas
(multiestabilidad). Para muchas part´ıculas y retardos grandes la dina´mi-
ca del protocolo de maximizacio´n instanta´nea con retardo es similar a la
dina´mica de la solucio´n para el protocolo de umbrales que tiene el mismo
quasiperiodo caracter´ıstico.
Aparte de retardos temporales, en los dispositivos reales pueden apare-
cer otros ruidos. Hemos estudiado el rendimiento del sistema bajo la pre-
sencia de ruido en el mecanismo de retroalimentacio´n (cap´ıtulos 9 y 10).
Los resultados anal´ıticos que hemos encontrado para el ﬂujo han sido usa-
dos para comprobar la viabilidad de una realizacio´n experimental de las
ratchets retroalimentadas antes de su implementacio´n [10]. Recientemente
se ha realizado experimentalmente una ratchet con control retroalimentado
usando una trampa o´ptica [18]; los resultados de este experimento muestran
un buen acuerdo con nuestros ca´lculos teo´ricos.
Para comprender completamente las ratchets de control retroalimentado
es necesario un estudio espec´ıﬁco centrado en lo que las distingue de sus
ana´logas de ciclo abierto, es decir, el uso de la informacio´n. Para ello hemos
calculado las relaciones entre la informacio´n recogida por el controlador por
paso y el rendimiento de las ﬂashing ratchets retroalimentadas (cap´ıtulos 9
y 10). Hemos obtenido estas relaciones para una ratchet con el protocolo de
ciclo cerrado o´ptimo para una part´ıcula y su generalizacio´n a varias part´ıcu-
las. Estas relaciones muestran que el aumento ma´ximo que puede obtenerse
en el ﬂujo al pasar del protocolo de ciclo abierto o´ptimo a un protocolo de
ciclo cerrado esta´ acotado por una cantidad proporcional a la ra´ız cuadrada
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de la informacio´n recibida en cada paso (cap´ıtulo 9). Por otra parte, he-
mos estimado que el aumento ma´ximo que puede obtenerse en la potencia
de salida tiene una cota superior proporcional a la informacio´n por paso
(cap´ıtulo 10). Estas cotas nos indican las limitaciones en el aumento de ren-
dimiento que hay dada una cantidad de informacio´n. Adema´s, constituyen
un ejemplo del tipo de relaciones que puede proporcionar una teor´ıa general
sobre las conexiones entre la informacio´n y el control retroalimentado.
Tambie´n hemos comparado el rendimiento entre las ratchets colectivas
con control retroalimentado compuestas por muchas part´ıculas y sus versio-
nes de ciclo abierto. Tanto para la ratchet retroalimentada con el protocolo
de umbrales como para la ratchet retroalimentada con balanceo (rocking)
hemos mostrado que sus ﬂujos ma´ximos tienden a valores constantes confor-
me aumenta el nu´mero de part´ıculas N . Estos valores independientes de N
coinciden con los valores ma´ximos que se obtienen en las correspondientes
ratchets de ciclo abierto, i.e., el protocolo perio´dico o´ptimo para el protocolo
de umbrales, y la ﬂashing ratchet con balanceo para la ratchet retroalimen-
tada con balanceo. Ambas coincidencias se pueden entender teniendo en
cuenta que los protocolos de ciclo cerrado considerados so´lo usan un bit de
informacio´n del sistema, lo que no es suﬁciente para obtener una ventaja
signiﬁcativa de la retroalimentacio´n debido al gran nu´mero de grados de
libertad para un gran nu´mero de part´ıculas. Por lo tanto, estos protocolos
con retroalimentacio´n no pueden mejorar signiﬁcativamente a sus ana´logos
de ciclo abierto para un nu´mero elevado de part´ıculas.
Hay escalas de tiempo caracter´ısticas comunes para estas ratchets colec-
tivas que dan lugar al mismo ﬂujo ma´ximo para el caso de muchas part´ıculas.
Para la ﬂashing ratchet de ciclo abierto el ﬂujo ma´ximo se alcanza cuando
el tiempo con el potencial apagado es del orden del tiempo caracter´ısti-
co que lleva difundir la distancia aL de la parte creciente del potencial,
Toff ∼ a2L2/(2D), y cuando el tiempo con el potencial encendido es del or-
den del tiempo caracter´ıstico que lleva deslizarse por la parte decreciente
del potencial, Ton ∼ γ(1 − a)2L2/V0. Aqu´ı a es el para´metro de asimetr´ıa
del potencial ratchet, L es el periodo espacial, V0 la altura del potencial,
D el coeﬁciente de difusio´n y γ el coeﬁciente de friccio´n. Para el protocolo
de ciclo cerrado de umbrales los umbrales o´ptimos en el caso de muchas
part´ıculas son aquellos que hacen que el potencial este´ encendido t´ıpicamen-
te un tiempo Ton y apagado t´ıpicamente un tiempo Toff, lo que conduce a
soluciones con un cuasiperiodo T = Ton + Toff (cap´ıtulo 5). Adema´s, para el
protocolo de maximizacio´n instanta´nea con retardo en el control observamos
que para el re´gimen de muchas part´ıculas el ﬂujo ma´ximo se obtiene para
un retardo no nulo, y que el retardo o´ptimo es τ = T que estabiliza una so-
lucio´n de cuasiperiodo T (cap´ıtulos 6 y 7). Tambien la frecuencia o´ptima de
forzado en la ratchet retroalimentada con balanceo para muchas part´ıculas
resulta ser Ω = 2π/T , que consigue estabilizar soluciones de cuasiperiodo T
(cap´ıtulo 8). Por lo tanto, estas escalas de tiempo, Ton y Toff, son las escalas
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de tiempo caracter´ısticas de relajacio´n y difusio´n de las ratchets colectivas
con muchas part´ıculas y determinan los valores o´ptimos para los para´metros
de distintos protocolos.
Para ahondar en la relacio´n entre informacio´n y rendimiento hemos es-
tudiado sistemas con control retroalimentado generales (no so´lo restringidos
a ﬂashing ratchets retroalimentadas); vid. cap´ıtulo 11. Los sistemas con con-
trol retroalimentado se disen˜an habitualmente con la ﬁnalidad de incremen-
tar el rendimiento del sistema por medio de la informacio´n sobre el estado
del sistema recogida por el controlador. Por lo tanto, la cuestio´n natural
que surge es cua´nto se puede aumentar el rendimiento con una cierta can-
tidad de informacio´n, o dicho de otra forma, cua´les son los l´ımites a este
aumento del rendimiento. En u´ltima instancia, esta cuestio´n esta´ relaciona-
da con el establecimiento de la termodina´mica de los sistemas con control
retroalimentado. El caso de una sola operacio´n del controlador se ha estu-
diado extensamente en el contexto de los demonios de Maxwell y en teor´ıa
de la computacio´n [17], y las cantidades termodina´micas fundamentales se
conocen bien. Sin embargo, el caso de operaciones repetidas presenta nuevos
ingredientes, que nosotros hemos tratado en el cap´ıtulo 11. Para operaciones
del controlador repetidas y que esta´n descorrelacionadas, el sistema se com-
porta como si estuviese sujeto a una sucesio´n de operaciones independientes
unas de otras y, por consiguiente, los resultados previos bien conocidos se
pueden aplicar sin mayor diﬁcultad. Sin embargo, para operaciones del con-
trolador repetidas y que esta´n correlacionadas aparecen nuevos puntos clave
fundamentales que hemos discutido en detalle. Hemos mostrado que la re-
duccio´n de entrop´ıa debida a la informacio´n viene dada por la informacio´n
mutua entre el sistema y el estado del controlador condicionada a la his-
toria pasada de la evolucio´n del controlador. Este ca´lculo de la reduccio´n
de entrop´ıa era el ingrediente que faltaba para establecer la termodina´mi-
ca de los sistemas con control retroalimentado. En particular, ello nos ha
permitido calcular la eﬁciencia ma´xima de un sistema retroalimentado iso-
termo. Nuestros resultados allanan el camino para obtener las relaciones
termodina´micas para otros sistemas con control retroaliementado, en par-
ticular para las ratchet brownianas retroalimentadas. Discutiremos e´ste y
otros problemas abiertos en el cap´ıtulo 13.
En resumen, en esta tesis hemos resuelto cuestiones esenciales relativas
a las ratchets brownianas retroalimentadas y a los sistemas generales con
control retroalimentado. Hemos analizado la dina´mica y el rendimiento de
ratchet con control retroalimentado, y tambie´n co´mo la presencia de ruidos
y de retardos temporales puede afectarles. El uso de conceptos de teor´ıa de
la informacio´n nos ha permitido alcanzar una profunda comprensio´n de las
ratchets y de sistemas ma´s generales que son controlados con retroalimen-
tacio´n.
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Esta tesis contiene nuestros resultados [1–8] sobre ratchets brownianas
retroalimentadas y sistemas generales con control retroalimentado. En ella
hemos alcanzado con e´xito los objetivos propuestos y descritos en la sec-
cio´n 4.3.
El primer objetivo era investigar las ratchets retroalimentadas centra´ndo-
nos en su capacidad para dar un mayor rendimiento que las ratchets de ciclo
abierto. Para alcanzar este objetivo hemos propuesto y estudiado protocolos
de control que presentan un incremento signiﬁcativo en el ﬂujo y la potencia
de salida ma´xima. Estas ratchets de ciclo cerrado han revelado una dina´mica
rica con sorprendentes efectos tales como multiestabilidad, re´gimen vibra-
cional, comportamientos de tipo resonante y otros efectos colectivos que
conducen a un mejor entendimiento de los feno´menos no lineales y de fuera
del equilibrio en f´ısica estad´ıstica.
El segundo objetivo de la tesis era dilucidar la viabilidad de dispositivos
reales capaces de implementar ratchets retroalimentadas con un alto rendi-
miento. Hemos mostrado la viabilidad de estos dispositivos teniendo para
ello en cuenta la presencia de retardos temporales y otros ruidos indeseados
que pueden aparecer en un control realista. Nuestras predicciones se han
visto conﬁrmadas con la reciente realizacio´n experimental de una ﬂashing
ratchet con control retroalimentado por parte de un grupo experimental [9],
lo que adema´s ha veriﬁcado la ventaja en el rendimiento de las ratchets de
ciclo cerrado sobre sus ana´logas de ciclo abierto.
Nuestro tercer objetivo era cuantiﬁcar el rendimiento de las ratchets
retroalimentadas en te´rminos de la informacio´n por paso usada en el control.
Hemos logrado este propo´sito estableciendo expresiones expl´ıcitas para el
ﬂujo y la potencia ma´xima en funcio´n de la informacio´n. Nuestros resultados
nos permiten comparar las ratchets de ciclo abierto y cerrado basa´ndonos
en la informacio´n, que es el punto clave que las diferencia.
Finalmente, hemos abordado el cuarto objetivo de investigar la termo-
dina´mica de sistemas generales retroalimentados computando la reduccio´n
de entrop´ıa alcanzable gracias a la informacio´n usada en el caso de que el
controlador opere repetidamente sobre el sistema. Hemos mostrado de for-
ma expl´ıcita co´mo calcular esta reduccio´n de entrop´ıa y, consiguientemente,
co´mo establecer la termodina´mica de los sistemas con control retroalimen-
tado.
El presente trabajo proporciona respuesta a cuestiones sobre la dina´mi-
ca y el rendimiento de las ratchets brownianas retroalimentadas y de los
sistemas generales con control retroalimentado, y aclara la relacio´n de sus
rendimientos y la termodina´mica con magnitudes y conceptos de la teor´ıa de
la informacio´n. Sin embargo, quedan todav´ıa por resolver algunas cuestiones
que permanecen abiertas. Vamos a discutirlas.
Hemos visto que la introduccio´n de pol´ıticas de retroalimentacio´n ade-
cuadas en ﬂashing ratchets colectivas mejora el rendimiento del sistema para
un nu´mero ﬁnito de part´ıculas. En concreto, el protocolo de maximizacio´n
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instanta´nea [10] es el protocolo o´ptimo para ratchets de una sola part´ıcula,
tal y como hemos demostrado en [5]. Sin embargo, esta estrategia ‘avariciosa’
no es o´ptima para la versio´n colectiva de la ratchet con N > 1 part´ıculas.
Hacemos notar aqu´ı que en los llamados juegos prado´jicos tambie´n se ha
visto que esta clase de maximizacio´n a corto alcance no siempre es o´pti-
ma [11, 12]. Por otra parte, en el l´ımite de inﬁnitas part´ıculas no puede
obtenerse ninguna ventaja sobre las estrategias de ciclo abierto. Nuestros
resultados tambie´n muestran que el protocolo de umbrales [1, 13] con um-
brales adecuados es o´ptimo para N = 1 y N →∞, y da valores altos del ﬂujo
para nu´meros intermedios de part´ıculas. Es interesante sen˜alar que una opti-
mizacio´n exacta en el marco de un sistema discreto tipo ratchet ha revelado
que el protocolo o´ptimo es de hecho una especie de operacio´n de umbra-
les [12]. A pesar de los avances que representan estas respuestas parciales,
el problema fundamental —cua´l es el protocolo o´ptimo para una ﬂashing
ratchet colectiva retroalimentada— no se ha resuelto. No hay ningu´n estu-
dio sistema´tico sobre la maximizacio´n del ﬂujo en estos sistemas que use
te´cnicas propias de la teor´ıa de control o´ptimo como por ejemplo la ver-
sio´n estoca´stica del principio del ma´ximo de Pontryagin o la programacio´n
dina´mica de Bellman [14]. Por otra parte, subrayamos que an˜adiendo una
perturbacio´n externa a la ﬂashing ratchet retroalimentada puede aumentar-
se el ﬂujo del sistema, como ocurre, por ejemplo, cuando balanceamos una
ﬂashing ratchet retroalimentada con amplitud y frecuencia adecuadas [8].
Finalmente, apuntamos a que a d´ıa de hoy tampoco hay estudios sobre los
efectos de inercia en ratchets con retroalimentacio´n. Estas investigaciones
ampliar´ıan la comprensio´n de las ratchets con control retroalimentado.
Otras cuestiones abiertas conciernen al establecimiento de l´ımitaciones
al rendimiento de sistemas generales con control retroalimentado a la luz de
la teor´ıa de la informacio´n. Hemos estudiado sistemas con retroalimentacio´n
desde la perspectiva del sistema que es controlado, y hemos cuantiﬁcado la
reduccio´n de entrop´ıa ma´xima que se puede obtener con una actuacio´n repe-
tida del controlador retroalimentado [7]. Aunque hemos establecido de esta
manera la termodina´mica de los sitemas con control retroalimentado [7], vid.
cap´ıtulo 11, hay au´n cuestiones por resolver. Por ejemplo, las conexiones pre-
cisas entre estos resultados recientes y el enfoque basado en la complejidad
algor´ıtmica adoptado por Zurek [15, 16], que estudio´ la actuacio´n repetida
del controlador desde la perspectiva del sistema ma´s el controlador. El enfo-
que de Zurek proporciona cua´l es el mı´nimo coste energe´tico para borrar un
dispositivo de memoria que almacena las medidas procesadas por el contro-
lador. Se expresa en te´rminos de la complejidad algor´ıtmica de la secuencia
almacenada, que esta´ relacionada con el espacio de memoria que ocupar´ıa la
secuencia una vez que ya ha sido comprimida de forma o´ptima. Este coste
energe´tico mı´nimo establece restricciones termodina´micas que conducen a la
ma´xima reduccio´n de entrop´ıa para el sistema. Otra cuestio´n abierta es la
aplicacio´n y extensio´n de nuestros resultados para encontrar limitaciones a
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otras medidas del rendimiento de los sistemas con control retroalimentado.
La aplicacio´n de los resultados del cap´ıtulo 11 a ﬂashing ratchets retro-
alimentadas no se ha hecho todav´ıa. Esto permitir´ıa calcular la reduccio´n
ma´xima de entrop´ıa que se puede alcanzar en ﬂashing ratchets con retroali-
mentacio´n y establecer la termodina´mica de estos sistemas relevantes tanto
teo´rica como tecnolo´gicamente. Previamente, en los cap´ıtulos 9 y 10, he-
mos encontrado cotas para el incremento del rendimiento —medido por el
ﬂujo [6] y la potencia de salida [2]— gracias a la informacio´n usada por el
controlador. Estas relaciones se expresaron en funcio´n de la informacio´n por
actuacio´n. Sin embargo, como reexpresarlas en funcio´n de la cantidad total
de informacio´n por unidad de tiempo, i.e., computando so´lo la informacio´n
no redundante por unidad de tiempo, sigue siendo una cuestio´n abierta. Es-
ta reformulacio´n es la clave para poner esos resultados en relacio´n con los
encontrados para la reduccio´n de entrop´ıa en sistemas generales con control
retroalimentado [7].
Para concluir, subrayamos que los sistemas con control retroalimenta-
do, y espec´ıﬁcamente las ratchet brownianas retroalimentadas, constituyen
actualmente un campo con implicaciones notables para la estad´ıstica f´ısica
fundamental y su relacio´n con la teor´ıa de la informacio´n, y tambie´n con apli-
caciones en biolog´ıa y nanotecnolog´ıa. Nuestros resultados originales [1–8]
profundizan en el conocimiento de estos sistemas y esta´n despertando un in-
tere´s creciente entre los f´ısicos tanto teo´ricos como experimentales [9,17–28].
En esta tesis no so´lo hemos resuelto cuestiones fundamentales en este campo,
sino que adema´s hemos planteado nuevos y apasionantes problemas abiertos
que deseamos abordar en el futuro.
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