Abstract. We prove the C ∞ regularity for some complex Monge-Ampère equations with boundary data equal to +∞.
Introduction
Cheng and Yau in [C-Y] considered the following problem:
(1.1) det(u pq ) = ge Ku in Ω, lim z→z 0 u(z) = +∞ for every z 0 ∈ ∂Ω,
where Ω is a strictly pseudoconvex domain with C ∞ boundary (or some more general non-compact Kähler manifold), K > 0 and g ∈ C ∞ (Ω) is a positive function. They proved that problem (1.1) has a unique plurisubharmonic solution u of class C ∞ . This immediately gives a complete Kähler-Einstein metric on Ω.
We will consider a more general problem than (1.1), i.e.
(1.2) det(u pq ) = gf (u) in Ω, lim z→z 0 u(z) = +∞ for every z 0 ∈ ∂Ω,
where Ω and g are as above, and f ∈ C(R) ∩ C ∞ ((τ, +∞)) for some τ ∈ R ∪ {−∞} such that f = 0 on (−∞, τ) and f > 0 on (τ, +∞). We will show (see Theorem 2.1) the existence of a smooth solution for functions f satisfying some technical conditions, which are fulfilled for example if f (t) = e e · · · e t with τ = −∞ and if f (t) = t p for p > n, f (t) = t n + t n+1 , and f (t) = t n (log(t + 2)) 2n with τ = 0. This article is organized as follows. In section 2 we formulate the main theorem, and we give the proof of it in sections 3-5. In sections 6 and 7 we obtain something more about the case f (t) = t p .
Main theorem
Let us first consider the following condition: W1: the function
where F is such that F = f , is well defined for x large enough.
It is easy to check (see [G-P] ) that condition W1 implies
f (x) = 0.
Ivarsson and Matero proved in [I-M] that if Ω = B = {z : |z| < 1}, g depends only on |z|, τ = −∞ and f satisfies condition W1, then problem (1.2) has a plurisubharmonic solution u ∈ C ∞ (B). For Ω strictly pseudoconvex with the boundary of class C ∞ Ivarsson proved in [I] 
and the condition
n+1 for x large enough, then problem (1.2) has a plurisubharmonic and locally Lipschitz solution u.
Let us put
then by the condition W1, it is well defined. Let T = (Φ −1 (sup Ω (−w)), +∞). To formulate the main theorem we will also consider the following two conditions: W2:
W3:
There exist α, β, γ ≥ 1 such that on T we have
Now we can formulate the main theorem: Note that if τ = −∞ or f (τ +x) ≤ Cx n for x in some interval [0, ε] , then condition W2 is satisfied. Otherwise, for ε small enough it is satisfied in εΩ = {εz : z ∈ Ω} if we also change g to g • S, where S(z) = z ε . Theorem 3.1 in [M] claims the existence of a smooth solution to a similar problem for the real Monge-Ampère equation without any condition on f near τ . We believe however that the proof only works if f is replaced by λf , where λ is a constant such that the condition analogous to W2 holds. So it seems to be natural (in the complex and real cases) to assume something like W2. We will see that it enables us to construct a solution u > τ.
We believe that assumption W3 in Theorem 2.1 is in fact superfluous. However the author was unable to prove a priori estimates without this condition. To see that many functions satisfy this condition, note that for positive and increasing f and x > 1 we have
Approximating sequence
In the same way as in [M] (in the real case) we will define an increasing sequence of plurisubharmonic functions approximating the solution of problem (1.2). Let
where k is such that the set Ω k is a strictly pseudoconvex domain of class C ∞ ) and let u k be the solution of the following Dirichlet problem:
The following lemma is an easy consequence of the comparison principle.
So V is a smooth plurisubharmonic function, and we can compute
By the comparison principle u k ≥ ϕ, and from this (again using the comparison principle) we obtain u k+1 ≥ u k .
A priori estimates
In this section we shall prove that u k and u k are locally bounded, and our estimate will be independent of k.
Differentiating (the logarithm of) the equation det(u pq ) = gf (u) twice we get the following formulas, which are very useful in the theory of regularity of the Monge-Ampère equation:
where k = 1, . . . , n and (u pq ) is the inverse transposed matrix of (u pq ). We will
Functions u k are plurisubharmonic; hence L is elliptic and we can apply the maximum principle.
In a similar way as in [I] (or in the real case in [M] ) we will prove the following lemma:
Proof. Let W = (−Ψ)
−1 and H = W •(Kw), where K > 0 (small enough so that H is well defined) will be specified later. Then W > 0 is smooth,
So H is a smooth plurisubharmonic function, and we can compute
By (2.1), for K small enough we have det(H pq ) ≤ gf (H). So by the comparison principle we obtain u ≤ H.
Lemma 4.2. There exists a constant C independent of k (it may depend on Ω, f and g) such that
Proof. Since u k ≥ ϕ, on ∂Ω k we have (as in [I] )
Let r ∈ {1, . . . , 2n}. To estimate (u k ) x r let us consider the function η = (u k ) x r + Kf 1/n (k)|z| 2 . If η attains a maximum on the boundary, then the proof is complete, so we may assume that η attains maximum at z 0 ∈ Ω k . We can also assume that (u k ) x r (z 0 ) ≥ 0. By (4.1) and because f is increasing, we have at z 0
for K large enough. By the maximum principle we obtain (4.3).
Lemma 4.3. If conditions W1-W3 are fulfilled, then there are constants N and
Proof. Let c 0 , c 1 , c 2 , . . . be constants depending only on Ω, w C 2,1 , f and g. For simplicity in what follows we will write u instead of u k , Ω instead of Ω k and η instead of η • u (or η(u) ).
We will show that for N big enough the function Λ = max i∈{1,...,n}
where λ i are eigenvalues of the matrix (u pq ), is bounded . The proof will be divided into two parts: first we will estimate Λ on the boundary and then inside. 
For l = 1, . . . , 2n − 2 we consider
where
Thus using (4.1) and the Schwarz inequality we can calculate
We have
; hence (also using the inequality between arithmetic and geometric means and Lemma 4.2) for some A < c 6 (f 2/n (k) + sup Ω f ) we obtain Lw l > 0.
Let S ε be the connected component of the set {z ∈ Ω : x 2n−1 < ε} such that 0 ∈S ε . For well chosen (small enough and independent of k and z 0 ) ε > 0 and for every z ∈ ∂S ε we have
Then, since T l u = 0 on ∂Ω ∩ ∂S ε , we have
and by Lemma 4.2
Hence choosing suitable B < c 12 (f 2/n (k) + sup Ω f ) we obtain w l ≤ 0 on ∂S ε . From the maximum principle w l ≤ 0 holds on the whole of S ε . This implies that w lx 2n−1 < c 13 (f 2/n (k) + sup Ω f ). By Lemma 4.2 and condition W3 we obtain (4.5) |u pn | < c 14 f N for some N > 0.
In our coordinates at 0 we can write the Monge-Ampère equation in the form
Solving this and using (4.4) we can calculate
By Lemma 3.1 there exists a constant ν > 0 such that fg > ν on Ω. So using the inequality between arithmetic and geometric means, we can estimate
and then from the Hopf Lemma there exists a constant µ > 0 such that u x 2n−1 > µ. Thus, using (4.4), (4.5) and (4.6) we conclude that
Part II: Function Λ is bounded inΩ. Assume that a maximum of the function Λ is attained at z 0 ∈ Ω (otherwise we are done). After a linear change of variables we can assume that at z 0 the matrix (u pq ) is diagonal and u 11 = max k∈{1,...,n} λ k . Let h = u 11 f −N e |z| 2 . Then the function h also attains a maximum at z 0 and h(z 0 ) = Λ(z 0 ). From now on all formulas are assumed to hold at z 0 . We may assume that (4.7) h ≥ Ce |z 0 | 2 for some (big enough) C > 0, which will be specified later, and that Since h p = 0 for p = 1, . . . , n, we obtain (4.10) u p11 = u 11 (N f u p f −z p ).
We will estimate the following expression from below: and from the comparison principle u is dominated from above by any solution of problem (1.2) which gives the statement.
