In this paper, for contributing to solve the problems of one-sided, or two-sided approximation, a constructive enclosure approximation (having representable lower and upper bounds) of a continuous function of many variables by piecewise linear functions is provided. A theorem of a representation like Kolmogorov's superposition theorem of continuous functions of many variables is provided, and a theorem of a constructive piecewise linear enclosure of a continuous function of many variables is also provided. By using an implementation of the theorems on Maple, the examples of piecewise linear enclosures of a polynomial and a transcendental function of three variables are obtained.
Introduction
The representation and approximation problems of piecewise linear functions have been studied in a variety of fields such as numerical analysis, system modelling, circuit synthesis, nonlinear identification and control, as examples of [1] [2] [3] [4] [5] [6] [7] and so on. In [8] we proposed a derivation of piecewise linear differential equations from nonlinear systems, with multiplication terms by using identities of products. Especially we concretely presented identities of products of n variables obtained by heuristic method that rewrite products of n variables as additions of n-th power functions from n = 2 until n = 5. As an example, the identity of n = 4 is described in Eq. (1).
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(·) 4 binary pattern sign of (·) 4 (x + y + z + w) 4 000 + (x + y + z − w) 4 
001
− (x + y − z + w) 4 
010
− (x + y − z − w) 4 
011
+ (x − y + z + w) 4 
100
− (x − y + z − w) 4 
101
+ (x − y − z + w) 4 
110
+ (x − y − z − w) 4 
111
− form of the identities. Then we only found the remarkable feature such that the law of signs of the identities as Table I indicates typical binary numeral system patterns. In [9] , we reported a theorem of the identity that rewrites a product of n variables as additions of n-th power functions, and showed a representation of continuous functions of many variables as superposition of polynomials of one variable and addition in a similar manner as [36] in an oral presentation. Their convincing proofs were not published. In [10] , we provided a theorem of piecewise linear enclosures of polynomials as an application of theorem of the identity. The proof of the theorem of the identity still has not been published because of limitations of space. Approximation theory has long considered the closely related problems of one-sided approximation and twosided approximation [11] [12] [13] . If piecewise linear enclosures (having representable lower and upper bounds) of ψ pq (x p ) and χ q (·) in Kolmogorov's Theorem [36] can be determined concretely, then the rigorous enclosures of sets of solutions to nonlinear system equations or computation nonlinear problems can be obtained. Nonlinear systems in a variety of fields can be analysed precisely, and then the piecewise linear enclosures are significantly contributed to solve the problems of one-sided approximation and two-sided approximation. Further, in computer graphics [14] [15] [16] [17] , surface enclosures (having the pairs of simpler approximations that sandwich the surfaces) by the piecewise linear enclosures are useful to support collision detection, re-approximation for format conversion, meshing with tolerance, or silhouette detection.
However, piecewise linear enclosures of continuous functions have been seldom studied. In two sided piecewise linear approximations, subdividable linear efficient function closures (slefes) were provided, as a low-cost technique yielding piecewise linear bounds that sandwich nonlinear functions [14] [15] [16] . for the surface enclosures [17] , the piecewise bilinear enclosures for bivariate polynomials in tensor-product Bézier form are also derived [14] [15] [16] .
In this paper, the main purpose is to provide a constructive enclosure approximation of a continuous function of many variables by piecewise linear functions, for contributing to solve the problems of one-sided approximation and two-sided approximation. First, we regard the theorem of the identity in [9] and [10] as a lemma. With detailed proof, we present the lemma of the identity that rewrites a product of n variables as additions of n-th power functions, and provide a theorem of a representation like Kolmogorov's Theorem [36] as an application of the lemma of the identity. We also provide a theorem of a polynomial enclosure of a continuous function of many variables. Secondly, as an application of the theorem of the representation, we provide a theorem of a piecewise linear enclosure of a polynomial of many variables, and a theorem of a piecewise linear enclosure of a continuous function of many variables. Thirdly, we make several remarks about these theorems. We also present the examples of piecewise linear enclosures of a polynomial and a transcendental function of three variables for imagining the application of these theorems in rigorously analysing nonlinear systems. Especially by using a cubic Bézier segment, we compare the constructive enclosure approximation and subdividable linear efficient function enclosures (slefes). Finally, we summarise the principal results and the future work.
In the following, let Z be set of integer numbers, Z + be set of non-negative integer numbers, and R be set of real numbers. Further let Q = {x = (x 0 , . . . ,
An identity of a product
This section presents Lemma 1 of the identity that rewrites a product of n variables (n ≥ 2, n ∈ Z + ) as additions of n-th power functions.
Lemma 1 (Identity of a product) The identity that rewrites a product of n variables (n ≥ 2, n ∈ Z + ) as additions of n-th power functions is as given below:
where r(α, β), α, β(≥ 1) ∈ Z + means the remainder of the division of α by β such that r(α, β) = α − β α β [20] .
Proof The proof of the identity of Lemma 1 uses the Multinomial Theorem [33] and an induction on n. In Eq. (3), we remark the property of Eq. (4) below.
holds, because σ n ( j) = r( j 2 n−1 , 2). Using the Multinomial Theorem, we obtain every multinomial coefficient of each term x
Using Eqs. (4), (6), we have the recurrence formula of Q(n, K n ) and Q(n − 1, K n−1 ), n ≥ 2, n ∈ Z + as Eqs. (8), (10) . Further we obtain the general term of Q(n, K n ), n ≥ 2, n ∈ Z + as Eqs. (9), (10) .
n−1 · n!. Thus to prove Lemma 1, except for the coefficient of the term
(k i +1) ) = 0 holds. Hence using Eq. (9), we have the relations:
Thus from the preceding discussion, Lemma 1 is proved.
A representation of a function of many variables as superpositions by using the identity of a product
In this section, using Lemma 1, we improve the representation in [10] to build an enclosure of a continuous function of m variables. Weierstrass's Approximation Theorem provides that every continuous function of m variables on a bounded set can be approximated to arbitrary accuracy by a polynomial in m variables [21] .
m , may be approximated uniformly by the polynomials.
Bernstein polynomials that are used to prove Weierstrass's approximation theorem, are well known to be not good at approximating continuous functions. Since the convergence of Bernstein polynomials is in general very slow, these polynomials are not very useful for computational purposes [26] . However, in [27] , pp. 44-46, by Trefethen, it is pointed out that Weierstrass's approximation theorem established that even extremely non smooth functions can be approximated by polynomials, function like x sin(x −1 ), or (11) is called convolution with an approximation identity [22] . (11) is given as a polynomial of total degree 2 · m · n in m variables in Eq. (14), [21, 22] .
where each of γ j 0 ··· j m−1 ∈ R is a constant. We define J n 0m , J n 1m , andJ n m as follows:
Then Eq. (14) is rewritten as Eq. (20).
As an example, P 2 (x 0 , x 1 , x 2 ) of a polynomial of total degree 12 in 3 variables is described in Eq. (21).
Finally applying the identity of Lemma 1 to P n (x 0 , · · · , x m−1 ) of Eq. (20), we summarise Theorem 1 as Kolmogorov's theorem. Remark that each of 
Theorem 1 (Superposition
where each of γ j 0 ··· j m−1 is a constant.
Theorem (Kolmogorov's Theorem (1957) [36] ) For any integer n ≥ 2 there are continuous real functions
where χ q (·) are continuous real functions. The original proof of this theorem is not constructive. ψ pq (x p ) and χ q (·) have still been pursued to be determined concretely [37] .
A polynomial enclosure of a continuous function of many variables
This section presents Theorem 2 of a polynomial enclosure of a continuous function. The fundamental part of the proof of Theorem 2 is based on [23] .
Theorem 2 (Polynomial enclosure of a continuous function)
Let a function f of m variables x = (x 0 , . . . , x m−1 ) : Q e → R be a Lipschitz continuous function on Q e with Lipschitz constant : L f in Lipschitz Continuity [31, 32] . For arbitrarily small , if choose a θ < L f in the interval 0 < θ < 1, then the polynomial P n (x) of Eq. (22) in Theorem 1 approximates f (x) with the error bounds of Ineq. (24) , where M f is the maximum of | f | for Q e . There also exists a polynomial enclosure of
(See an enclosure notation in [24] ).
Proof The proof of Theorem 2 consists of two parts. In part 1, the iterated convolution inequalities from Ineq. (25) -Ineq. (27) are proved as [23] .
The integral of g n (u) in Eq. (28) and its relations from Eqs. (29) - (31) are obtained from [23] .
By using Eqs. (28) - (31) (33) .
where the positive number θ, 0 < θ < 1 is chosen below.
The integral I i2 is transformed as the following equation.
Since f (x) is Lipschitz continuous on Q e : | f (x 0 , . . . , (x 0 , . . . , x i , . . . , x m−1 ), (x 0 , . . . , x i + v 
Hence,
holds.
also holds. Furthermore, since M f is the maximum of | f (x)| for Q e , we obtain
Therefore,
Thus from the preceding discussion, Ineq. (25 From Inequality (25) ,
For i = 1, . . . , m − 2, we suppose that
From the integration of both sides of Ineq.(41), 
Thus by a mathematical induction, for each i = 0, . . . , m − 1, Ineq. (43) is proved.
Since P n (x 0 , · · · , x m−1 ) = p m−1,n (x 0 , . . . , x m−1 ) holds, we have the relation as follows:
Thus from the preceding discussion, Theorem 2 is proved.
A piecewise linear enclosure of a continuous function of many variables
In this section we improve the piecewise linear enclosure of a polynomial of total degree 2 · m · n in m variables in [10] to build an enclosure of a continuous function of m variables.
A piecewise linear approximation
Let f : [a, b] → R be a continuous function, where [34] .
The continuous piecewise linear interpolant π h f ∈ V h of a given continuous function f (x) for x ∈ [0, 1] ⊂ I is defined by
For another partition
i=−1 such that I is partitioned into N + 2 sub-intervals I i = (x i−1 , x i ) of length h i = x i − x i−1 ,i = 0, . . . , N + 1 with mesh h (x) = h i for x ∈ I i , a partition transformation from h to h is defined by
An piecewise linear enclosure of n-th power functions
In this subsection, we improve the piecewise linear enclosure of n-th power function in [10] to add the enclosure error bounds.
Theorem 3 (Piecewise linear enclosure of n-th power function) Let N u(n) , (N u(n) ∈ Z + ) be the partitioned subinterval number of I, and
be the partition sequence in I such that
Then for a n-th power function : x n , n ≥ 2, n ∈ Z + , x ∈ [0, 1] ⊂ I, the following are obtained.
(1) A piecewise linear interpolant π h u(n) x n of x n with the upper bounds, is described by
(2) Another partition sequence
, is determined as
(3) A piecewise linear interpolant π h l(n) x n of x n with the lower bounds, is described by
There exists a piecewise linear enclosure of x n , i.e.
with the error bounds of Ineq. (50) and Ineq.(51).
Proof In this proof, for easily understanding, we use the figure quadrants in Figs For (2), using the mean value theorem, we find c i ∈ R, 
For (3), as mentioned above, we can obtain that π h l(n) x n ≤ x n for x ∈ [0, 1] ⊂ I from Theorem 5.4.1 [22] , p. 178.
For (4), since
n − x n | holds. Hence Ineq.(50) and Ineq.(51) are verified. Through the preceding discussion, Theorem 3 is proved.
From Theorem 3, for either odd or even number of n, n(≥ 2) ∈ Z + , and 
where λ = −1, or 1 and each of γ j 0 ··· j m−1 is a constant. (52) is applied to the second term
holds. (22) of Theorem 1. Through the preceding discussion, Theorem 4 is proved. 
where P n (x) is the polynomial of Eq. (22) in Theorem 1. λ = −1, or 1 and each of γ j 0 ··· j m−1 is a constant.
Remarks about theorems, and examples of piecewise linear enclosures of continuous functions
In this section, we make several remarks about the theorems. We also present the examples of piecewise linear enclosures of a polynomial, and a continuous function. 
Applications of the theorems
Approximation theory has long considered the closely related problems of one-sided approximation and twosided approximation [11] [12] [13] . For a Lipschitz continuous function of many variables, a piecewise linear enclosure approximation with an arbitrary error is constructively and automatically provided by Theorem 5. For a polynomial of many variables, without any conditions, a piecewise linear enclosure approximation with an arbitrary error is more easily provided by Theorem 4. The method of Theorem 4, or Theorem 5 is contributed to solve the problems of one-sided approximation and two-sided approximation. Further, in computer graphics, surface enclosures by the piecewise linear approximations of Theorem 4 and Theorem 5 are considered to be useful to support collision detection, re-approximation for format conversion, meshing with tolerance, or silhouette detection.
Advantages of the theorems
In two sided piecewise linear approximations for the surface enclosures [17] , the piecewise bilinear enclosures for bivariate polynomials in tensor-product Bézier form are derived by slefes [14] [15] [16] . Since slefes uses control points of spline curves, slefes is very effective for constructing the piecewise linear enclosures of spline curves. To the contrary, for every polynomial of many variables, without any conditions, the method of Theorem 4 directly and constructively provides a piecewise linear enclosure with an arbitrary error. Even for a Lipschitz continuous function of many variables, if the only inequality condition of Theorem 5 is satisfied, then the method of Theorem 5 also directly and constructively provides a piecewise linear enclosure with an arbitrary error. Since two error bounds of the piecewise linear enclosure by slefes and by these theorems are almost same order as mentioned below, these theorems are certainly suitable for a practical use.
Advantages of nonuniform piecewise linear enclosures
The method of Theorem 4, or Theorem 5 is not uniform piecewise linear approximations. For instance, in case of two variables, each piecewise linear surface is deformed by the form of the power functions, e.g. 
An example of a piecewise linear enclosure of a polynomial
In this section, as an example, a cubic Bézier segment : B c (x) as shown in [14] [15] [16] , is highlighted . We compare the piecewise linear enclosure of B c (x) based on Eq. (52) and subdividable linear efficient function enclosures (slefes) for B c (x) as a low-cost technique yielding piecewise linear bounds that sandwich nonlinear functions [14] [15] [16] . 
In the case (1) 
|B cl (x) − B c (x)| ≤ C l = max{6 · C u(3) , 9 · C l(2) } < max{0.1147, 0.06251} = 0.1147.
In the case (2) |B cu (x) − B c (x)| ≤ C u = max{6 · C l(3) , 9 · C u(2) } < max{0.03123, 0.01563} = 0.03123,
|B cl (x) − B c (x)| ≤ C l = max{6 · C u(3) , 9 · C l(2) } < max{0.02995, 0.01563} = 0.02995.
B cu (x) and B cl (x) are obtained as the sum of the piecewise linear enclosure of −6 · x 3 and 9 · x 2 from Eq. (52). The error bounds of the enclosure of B c (x) can be also obtained as the sum of the error bounds of the enclosures of −6 · x 3 and 9 · x 2 as mentioned above, where the error bounds of the enclosures of −6 · x 3 and 9 · x 2 are four significant figures rounded upward. On the other hand, the piecewise linear enclosure of B c (x) by slefes with 6 linear segments [14] is illustrated in Fig. 4 . The lower and upper error bounds of slefes for B c (x) with 6 segments are directly calculated by using the example of B c (x) and another basis : [A 1 , A 2 ] in [14] . The lower and upper error bounds of slefes for B c (x) with 12 segments are estimated by the trend such that after one subdivision at the midpoint, the error bounds of slefes is roughly 1/4 of the error bounds of the unsubdivided slefes [14] [15] [16] . The results of those error bounds are shown in Table II .
Remark that the number of linear segments of [B cl (x), B cu (x)] means When f (x) is approximated by P 2 (x) that is a polynomial of total degree 12 in 3 variables as Eq. (21), f (x) has the following piecewise enclosure of f (x) ∈ [− 2. The error bounds of the enclosure approximation of a continuous function of many variables is considered to be almost same order of the error bounds of slefes method. This enclosure approximation is certainly suitable for a practical use. 4. We will apply Theorem 5 to obtain a solution set enclosure of an implicit form of a composition map [28, 29] . Theorem 5 will be applied to construct piecewise linear differential inclusions and piecewise linear Lyapunov functions for a rigorous analysis of nonlinear systems.
