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ABSTRACT 
We define ad study generalized pencil eigenvalues for a pencil PCS, T) of real 
symmetric matrices S and T. This a!lows us to fhd a!! occurring inert-h among pencil 
members aS + bT theoretically and numerically. Computed examples based on a 
MATLAB code are included. 
I. INTRODUCTION 
We shall consider two real symmetric matrices S = S’ E Wx n, jlp = T ’ 
E [WnXn for n > 3 throughout this paper. Associated with two such matrices 
is a linear manifold, called +he pencil P( S, T) = (as + bT 1 a, b E 081, that is 
a subspace of real symmetric matrix space. Bairs and pencils of symmetric 
matrices have been studied for over a hundred years; see, e.g., the 
phies in [8], [Q], or [6]. 
Possibly the earliest pencil inertia result is due to 
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THEOREM 1. P( S, T) contains a positive definite matrix 
x’Txfirx E W implies x = 0 E RF 
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e ~xtre~nal nemia of a pencil such as being a 
s we were in [B, 71, but in the whole range of 
shall use a convexity result of 
d Taussky’s proof [s] of Finsler’s theorem. 
Thus motivated, we ean introduce generalized pencil eigenvalues and de- 
scribe a HABIB program that till determine all i~e~ias of a real s~rnet~c 
matrix pencil PCS, T), nurn~~~~ly. 
THEOREM 2 (Brickman, 1964 [l]). The set R(S, T) = ((x%x, x’Tx) E 
IP I Me = 1, x E Rn) is convexfor n >, 3 and all S = S’, T = T’ E RnXn. 
Clearly either (0,O) E R(S, T) or (0, 0) E R(S, T 1. If (0, 0) E R(S, T), 
then by Rnsiza’s theorem {Theorem l), the pencil PCS, T) must contain a 
positive definite matrix. In fact Finsler’s theorem can be proved via Brick- 
man’s convexity result, as shown by Taussky [5] in 1967. We shall repeat 
Taussky’s proof here because it will serve as an introduc~on to ge~e~~Zi~~~ 
~e~Gi~ eige~~~Z~e~, to be introduced below: 
T~~s~~~‘s proof of Finder’s theorem Clearly, if aS + bT is positive definite 
for some a, b E II%, then ax ‘Sx + bx’Tx > 0 for all x # 0 and thus X’SX = 0 
= x ‘TX implies x = 0. 
The converse relies on the Hahn-Banach theorem. If X’SX = 0 = x ‘TX 
implies x = 0, then (0,O) G R( S, T). Since Rf S, T) is convex (for n 3 3) by 
Theorem 2, it can be separated by a line from (0, 0) E R2. W0LG this line I 
can be translated to pass through the origin. If we consider the line that is 
perpendicular to Z and choose a nonzero real pair (a, b) on it on the same 
side as R(S, T), then the angle between the lines (0,O) , ( a, b) and 
(0,O) , ( x3x, x’Tx) must be acute, i.e., its cosine must be positive. But 
cos Q(a, b), (x’sx, x’Tx)) = 
ax’Sx + bx’Tx 
114% b) IIK x’Sx7 x’Tx) II 
x’(aS +- bT)x 
= >O for all lfxllg = 1. 
Pas 
Taking x ttith II 
ecific 
last ine¶uali~, i.e., the 
atrix in ~(S, 
ere is la 
ing lines of R(S, 2’). 
+ bT, as long as (a, bJ 
S, T) that is bounded b 
to those supporting R(S, T ). If (a, b) is chosen in 
aS + bT will be negative definite. TFhe question of 
given pencil P(S, T) thus hinges on determining 
aS + bT when P( S, T) is not necessarily a definite 
not lie in one of the definite sectors. 
When (a, b) + (0,O) 1’ res on the boundary of the above-described positive 
definite sector, then the vector (0,O) , ( a, b) is perpendicular to one support- 
ing line 1 of R(S, T) that contains the origin. Thus it follows that for such 
(a, b) * (0,O) th e matrix aS + bT must be properly positive semidefinite, 
and consequently aS + bT must be singular. 
ahe values (a, b) # (0,O) for which aS =I- bT has a nontrivial kernel till 
play a special role in studying pencil inertias. 
DEFINITION. A pair of real numbers (a, b) # (0,O) is called a general- 
ized pencil eigenvalue for P(S, T) if ker(aS + bT) # (0). 
If (a, b) # ((40) is a generalized pencil eigenvalue for P(S, T), then 
(as + bT)x = 0 for some x # 0. If a # 0 and S is nonsingular, then 
S’Tx = -(a/b)x, i.e., - a/b is a real eigenvalue of S - ’ T. ence by 
benign abuse of language we will subsequently call the ratio -a/b E R for 
b # 0 associated with the generalized pencil eigenvalues (a, b) of P(S, T) a 
generalized eigenvalue for the pencil. 
REMARK. Clearly all (a, b) # (0,O) on the boundary of the definite 
sectors for a pencil P(S, T) with (0,O) e R( S, T) are generalized pencil 
eigenvalues. for the pair S and T. 
Relations between inerti 
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S we define the inertick of S 
eigenvahres of S), (negative eigen- 
XAMPLE. Let S = diag(E0. - 10, - 10, - 10) and T = 
diag(-5,11, -12, -1). Then in S = inT = (1,3,0) and i&S) = i&T) 
= (3,1, O), while in(S + T) = (Z&2,0) = in(- S - T) and in(T - S) = in(S 
- T) = (2,2,0) as well. 
Clearly S - r T = diag( - 0.5, - 1.1,1.2,0.1), and thus the four pencil mem- 
bers S + 2T, corresponding to the generalized eigenvalue - 0.5 = - i, 
1.1s + T for - 1.1, - 1.2 S + T for 1.2, and S - 10T for 0.1, are the only 
singular matrices in P(S, T) except for the zero matrix, as follows readily 
from the theory. Figure 1 gives a plot for this example, The set W(S, T) is 
10 
5 
0 
-5 
indefinite pencil n -4 
escribed by the trangle with -k’s at the comers, 
+ K?‘; for more detaik, see the description of 
below. The pencil eigenvalues (a, b) are denoted by rays throu 
with the real eigenvalues of S- ’ T displayed by o’s at 
number of positive eigenvalues of aS + bT is denot 
each sector. 
Note that the inertia changes for this example are not monotone around 
the unit circle. 
However, for pencils PCS, I’) that contain a definite matrix, the inertia 
changes must be monotone: 
THEOREM 3. If PCS, T) contains a definite matrix, then there exist two 
complementan; half planes of lR2 in which the inertia of aS -I- bT changes 
monotonically as (a, b) moves along their respective unit semicircles. 
Proof. A pair of real symmetric matrices that admits a definite linear 
combination must be simultaneously diagonalizable to diag( eu,), diag( pi) (see 
e.g. [9]) by a real nonsingular congruence X’ . . X. By Sylvester’s law of 
inertia a§ + bT changes inertia precisely when a diag( pi 1 -I- h &ad pi) = 
X’(aS + bT )X does. This in turn happens whenever aai + bpi = 0 for one 
specific value of (a, b), i.e., at precisely n spots along the unit circle. 
as the inertia of pencil members changes from (n, 0, 0) to (0, n, 0) an 
along the unit circle for a definite pencil, we must have increasing monotonic- 
ity of the pencil inert& along one unit semicircle and decreasing monotonic- 
ity on the complementary one. 
A continuity argument will afford us a corollary on indefinite pencils. 
LEMMA 1. If aS + bT has the inertia (m, I, 0) for (a, b) on the unit 
circle, then there is a relatively open neighborhood JV of (a, b! on the unit 
circle such that all (a’, b’) ~Jtrgive a’s + b’T the sa,me inertia as a§ + bT. 
Proof. The eigenvalues of aS + bT, and hence t e nonzero ine 
depend continuously on (a, b). 
COROLLARY 11. If S and T admit on.ly 
(except for the zero matrix) and if SIT ha-s n 
the inertia of aS -I- bT cannot be monoto 
plane. 
ose indefinite pencils whose inertia 
monotonic for some unit semicircle, such as depicted for 
3. AN ALGORITHM FOR DETERMINING PENCIL INERTIA 
Our algorithm that determines pencil inertia consists of the following 
parts for a given pair S and T of real symmetric matrices of dimension n > 3: 
(A) We plot the b oundary curve of R(S, T), and for general interest 
denote the eigenvalues of S + iT by +. 
indefinite pencil n mm 3.0 
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FIG. 2. ~~~~~~O~Qnic encil inertia changes. 
IN IX PENCILS 
rom the boundary data on R(S, T) we determine anr 
nertia of the given pencil at the top of each plot toge 
dimension n. 
(C) In the same plot, we plot the rays (0, 0) , ( a, b) for which ker(aS t- 
bT) # (O), i.e., the generalized pencil eigenvalues for Simultane- 
ously we display the number of positive eigenvalues of attained in 
each sector. 
(D) As a check on accuracy, we plot the values (a, b) for which -a/b is 
a real eigenvalue of S -I T by 0 at the end of the rays in (Cl, provided S is 
nonsingular. 
Plotting R(S, T) in (A) can best be achieved following [3] by plotting 
W(S + iT), the standard numerical range of S + iT E CnXn. In fact it has 
been shown in [l] that for 11 2 3, W( S + iT) = R( S, T) for symmetric 
matrices S and T. We follow Johnson’s method in [3] verbatim to produce the 
i mdefinite Dencil 
FIG. 3. 
r rotations for 
zed pencil eigenvalues of 
t circle for inertia changes in 
Cholesky decomposition for 
each aS + bT to determine the local inertia, and bisection and interpolation 
techniques to obtain the desired generalized pencil eigenvalues up to a 
(reasonable) relative accuracy of 10 -7. For a description of several general 
symmetric matrix inertia finders see [ 111; for further applications thereof to 
systems of differential equations in mechanics, see [4]. 
We note that this linear algorithm does not rely on S being invertible and 
that it works well for any pair S, T of real symmetric matrices. In Figure 6 we 
plot the inertia changes for a pair S and T with S highi: singular. d 
definite aencil 
FIG. 5. pair whose pencil has constant 
20 
inertia (5, 
The matrices for our subsequent examples (Figures Z-5) are gener 
taken as random n X n symmetric matrices with elements uniformly 
tributed in [ - 20,201. Exceptions are duly note . The plots are meant t 
matrix. Note that the gap 
FIG. 6. Sing&r S and random T with nonmonotone inertia changes. 
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