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The electronic nematic phase occurs when the point-group symmetry of the lattice structure is
broken, due to electron-electron interactions. We study a model for the nematic phase on a square
lattice with emphasis on the phase transition between isotropic and nematic phases within mean
field theory. We find the transition to be first order, with dramatic changes in the Fermi surface
topology accompanying the transition. Furthermore, we study the conductivity tensor and Hall
constant as probes of the nematic phase and its transition. The relevance of our findings to Hall
resistivity experiments in the high-Tc cuprates is discussed.
PACS numbers: 71.10.Hf,72.15.Eb,72.80.Ga
I. INTRODUCTION
Recently, novel spatially inhomogeneous and/or
anisotropic phases have been found to occur in various
condensed matter systems. Similar to classical liquid
crystals,[1] these quantum phases can be classified ac-
cording to their broken symmetries. One such phase is
the smectic phase, often referred to as a stripe phase.
This phase can be viewed as an unidirectional charge den-
sity wave phase which spontaneously breaks translational
symmetry along one direction. Experimental evidence
for smectic phases has been found in several transition-
metal oxide compounds. In particular, a stripe crystal
phase has been observed in manganese oxide compounds
by electron diffraction.[2] Moreover, neutron scattering
experiments have provided indirect evidence for stripe
phases in the high-Tc cuprate superconductors.[3]
Another such phase is the nematic phase — an
anisotropic phase with broken rotational symmetry, but
with translational symmetry in tact. This phase can
be thought of as a smectic phase “melted” via the pro-
liferation of topological defects. Nematic phases have
been argued to be the source of the anisotropic trans-
port observed in quantum Hall systems in high Landau
levels[4, 5], and to be relevant to the high-Tc cuprate su-
perconductors as well.[6] However, an understanding of
the transition from the smectic to nematic phase due to
the proliferation of the topological defects still remains
to be achieved.
Recently, a complementary approach to studying the
nematic phase was suggested.[7, 8] In this approach, the
nematic phase is obtained from an isotropic liquid by
breaking rotational symmetry. In the continuum limit,
it was shown that the Goldstone mode resulting from
breaking rotational symmetry leads to non-Fermi liquid
behavior in the single-particle lifetime.[7] Exotic super-
conducting instabilities mediated by the collective mode
in the nematic phase were also studied.[9]
While the consequences of the nematic order in the
recent complementary approach were studied in Ref.
10, 11, we still lack an understanding of the phase tran-
sition between the isotropic and nematic phases. In this
work, we study a model for the nematic phase on a square
lattice, with emphasis on the phase transitions between
the isotopic and nematic phases. Furthermore, we study
the conductivity tensor and the Hall constant as probes
of nematic phase and its transition.
II. MODEL HAMILTONIAN AND PHASE
TRANSITIONS
The Hamiltonian we consider is
H =
∑
k
ξkc
†
kck +
∑
q
F2(q)Tr
[
Qˆ(q)Qˆ(−q)
]
. (1)
In Eq. 1, ξk is the single-particle dispersion; F2(q) is the
inter-electron interaction strength, which can be written
as
F2(q) =
F2
1 + κq2
;
Qˆ(q) is the quadrupole density tensor
Qˆ(q) =
1√
N
∑
k
c†
k+
q
2
(
cos kx − cos ky sin kx sin ky
sin kx sin ky cos ky − cos kx
)
c
k−
q
2
,
where N is the number of lattice sites. In what follows,
we take ξk to arise from a tight-binding model on a square
lattice with nearest-neighbor (t) and next-nearest neigh-
bor (t′) hopping integrals
ξk = −2t(coskx + cos ky)− 4t′ cos kx cos ky − µ ,
where µ is the chemical potential, and we have set the
lattice spacing to unity, a = 1.
Within a mean field approximation, we have the self-
consistency equations
〈Qxx〉 = 1
N
∑
k
(cos kx − cos ky)f(ξk) ,
〈Qxy〉 = 1
N
∑
k
(sin kx sin ky)f(ξk) , (2)
n =
1
N
∑
k
f(ξk) ,
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FIG. 1: The nematic order λ as a function of chemical poten-
tial, µ for |F2|/(2t) = 0.55 and t
′ = −0.4t (2t ≡ 1) at T = 0.
µ = −0.4 corresponds to the half filling, x = 0
where f(ξk) is the Fermi function, and n is the electron
density. The expectation values 〈Qxx〉 and 〈Qxy〉 lead to
a modification of the single-particle dispersion. Defining
λ = |F2|〈Qxx〉/(2t) and λ′ = |F2|〈Qxy〉/(4t′) , (3)
the single particle dispersion becomes
ξk = −2t [(1 + λ) cos kx + (1− λ) cos ky]
− 4t′(cos kx cos ky + λ′ sin kx sin ky)− µ . (4)
For given values of µ, F2, and t
′, we solved for λ, λ′ and
the density n = 1− x (x is the hole concentration) using
Eq. 2. For all values of the parameters we considered, we
found λ′ = 0.
In Fig. 1, we show the behavior of the nematic order
λ as a function of chemical potential, µ for F2/(2t) =
−0.55, t′ = −0.4t, and 2t ≡ 1 at T = 0. An important
feature of Fig. 1 is the sharp onset and offset of nematic
order at critical values of µ: µc = −0.57 and −0.94. The
free energy near the transition — −0.61 ≤ µ ≤ −0.53
and −0.96 ≤ µ ≤ −0.89 — shows three minima at finite
±λ and λ = 0. This indicates a region of coexistence
of the isotropic and nematic phases: it reflects the nega-
tive quartic term in the Ginzburg-Landau free energy.[12]
Hence, the transition between the isotropic and nematic
phases is first order. The electron density as a function
of µ shows a discontinuity at these critical values of µc,
which is a signature of the first order transition.
To better understand the behavior of the nematic or-
der, as well as the robustness of our result, we considered
the dependence of λ on the parameters F2 and t
′. Upon
increasing |F2|, we found the maximum value of λ to
increase. Also, increasing |F2| shifts the critical values
of µ, making the region over which nematic order exists
wider. Furthermore, we found an absence of nematic or-
der for all doping concentrations if |F2|/(2t) ≤ 6 × 10−3
(within the numerical precision) for t′ = −0.4t. By vary-
ing t′, we found the structure shown in Fig. 1 to shift.
In particular, when t′ = 0, λ is maximal at µ = 0 (i.e.
half-filling) and is a symmetric function of µ. This is a
consequence of the particle-hole symmetry present when
t′ = 0. Though the critical values of µ and the maximal
value of λ depend on the value of F2 and t
′, we would
like to stress that the qualitative features of the phase
transition between the isotropic and nematic liquids are
not sensitive to the choice of parameters. In what fol-
lows, we will present results for F2/(2t) = −0.55, and
t′ = −0.4t (2t ≡ 1). For small hole concentrations, this
gives a hole-like Fermi surface centered about (pi, pi) (see
Inset (a) of Fig. 3). Such a Fermi surface is consistent
with angle resolved photoemission spectroscopy[13] and
Hall constant measurements [14] in the high-Tc cuprates.
III. CONDUCTIVITY TENSOR AND THE
HALL CONSTANT
Above, we saw that the nematic phase occurs in a fi-
nite regime dopings. Furthermore, we found a dramatic
change in the Fermi surface topology upon developing
nematic order. (See the Inset of Fig. 3.) In this section,
we study the conductivity tensor to probe the nematic
order, as the conductivity tensor, especially the hall con-
ductivity is sensitive to the topology of the Fermi surface.
Within a Boltzmann equation approach, the longitu-
dinal conductivities are (in units where h¯ = 1)
σii = 2e
2 1
N
∑
k
(
− ∂f
∂ξk
)(
v2i τk
)
, (5)
where i = x or y, e is the electron’s charge, vi is the
component of the Fermi velocity along the i-axis, and τk
is the transport lifetime. In the presence of a magnetic
field H parallel to the zˆ-axis, the Hall conductivity is[15,
16]
σxy = 2e
3H
1
N
∑
k
(
− ∂f
∂ξk
)
(vyτk) (vk ×∇k)zˆ (vxτk) .
(6)
In what follows, we will report results for the case τk ≡
τ = const. Some discussion regarding the form of τk is
given in the following Section.
Using the single-particle dispersion in Eq. 4 with λ
determined from Eq. 2, we plot the conductivity tensor
vs. µ in Fig. 2. For comparison, the conductivity tensor
without nematic order (λ = 0) is shown as a dashed line.
When nematic order develops, the Fermi surface topol-
ogy changes dramatically. More specifically, the hole-
like Fermi surface with nematic order becomes an open
Fermi surface upon developing nematic order. In the ne-
matic state, the Fermi surface is rather flat along the
yˆ-direction. (See Inset (b) of Fig. 3.) Hence, the hole’s
motion along the xˆ-direction is enhanced, while it is sup-
pressed along the yˆ-direction. These changes in the Fermi
surface are reflected in the longitudinal conductivities,
Figs. 2(a) and 2(b) — σxx increases suddenly with the
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FIG. 2: The conductivity tensor as a function of chemical
potential µ for |F2|/(2t) = 0.55 and t
′ = −0.4t (2t ≡ 1).
(a) σxx vs. µ, (b) σyy vs. µ, and (c) the Hall conductivity
σxy vs. µ. σxx and σyy are in units of 2e
2(2t)2; σxy is in
units of 2e3H(2t)3. The dramatic change is due to the phase
transition to nematic state. The dashed lines indicate the
behavior of conductivities without the nematic order.
onset of nematic order (at µ = −0.57), while σyy shows a
sudden decrease. The Hall conductivity, Fig. 2(c), shows
a dramatic drop at µ = −0.57 as well. However, its
change is small compared with σxx and σyy. This occurs
because the Hall conductivity is not only sensitive to the
Fermi surface’s topology, but also its curvature.[15] As
shown by the dashed line in Fig. 2(c), the Hall conduc-
tivity already decreases fairly rapidly without nematic
order. The dotted lines at the transition indicate that
Boltzmann equation, Eq. 5 is not applicable near the
transition, since there are two phases with different den-
sities coexist.
Another quantity of interest is the Hall constant nH ,
which measures the number of charge carriers, and is
related to the Hall resistivity. For weak magnetic fields,
the Hall resistivity is
ρxy ≃ σxy
σxxσyy
=
1
nHec
H, (7)
which defines nH in terms of ρxy. For the case of a single-
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FIG. 3: Hall constant as a function of chemical potential, µ
for F2/(2t) = −0.55 and t
′ = −0.4t (2t ≡ 1). The dashed line
is the Hall constant without the nematic order. The inset
shows the the Fermi surface for the points labeled by arrows
in the main figure.
band Fermi liquid model with a circular (or elliptical)
Fermi surface, nH is the density of charge carriers per
unit cell i.e. the area of the Fermi surface.
In Fig. 3, we plot the Hall constant, nH as a function
of chemical potential, µ. For comparison, the Hall num-
ber without nematic order (λ = 0) is shown as a dashed
line. Notice the sharp drop of nH at µ = −0.57, where
nematic order becomes finite. It is expected that nH is
almost constant in the region where nematic order ex-
ists, −0.94 ≤ µ ≤ −0.57. This can be understood from
the conductivity tensor in Fig. 2 — the decrease of hole
motion along the y direction is compensated by the in-
crease of hole motion along x direction, giving a product
σxxσyy/σxy ∼ nH which is nearly constant.
IV. DISCUSSION
To begin with, our results for the phase transition
in Fig. 1 were obtained within a mean-field approxima-
tion. Once fluctuations about the mean-field state are
included, we expect the range over which the nematic
phase exists to be reduced. Furthermore, fluctuations
will reduce the value of λ. The effect of fluctuations on
the nature of phase transition will be addressed in near
future. Another approximation in our treatment was the
neglect of collective modes. In the continuum limit of
Eq. 1, the breaking of rotational symmetry leads to a
Goldstone mode; scattering from this Goldstone mode
gives rise to non-Fermi liquid behavior.[7] On a lattice,
however, this collective mode is gapped; we expect scat-
tering from the collective mode to have little effect on
the dc conductivities.
The subject of disorder deserves some discussion.
4Though disorder was introduced to understand the be-
havior of the conductivity through the transitions, we
did not address its effects on the transition between the
isotropic and nematic phases, nor did we address its con-
sequences on the nematic phase itself.[17] In the absence
of disorder, the mean-field treatment of the Hamiltonian
Eq. 1 gave the transition between the isotropic and ne-
matic phases to be first order. For systems that undergo a
first order transition without disorder, it was shown that
the system with quenched disorder could be mapped onto
a random field Ising model.[18] Based on this mapping,
it was shown that in d ≤ 2 dimensions, the coexistence
at the phase transition disappears for arbitrarily small
amount of disorder; in d > 2 dimensions this occurs
by the application of a finite amount of disorder. For
the transition in this work, however, there are gapless
fermions presents on both sides of the transition. There-
fore it is unclear to us how much the results obtained
from the mapping may apply. We hope to address these
issues in the future.
It is also important to note that the conductivity tensor
depends of the form of the transport scattering rate, and
hence on the disorder. Realistic models for disorder usu-
ally give transport scattering rates which are momentum
dependent. In particular, in most high-Tc materials, dis-
order is mainly due to the dopant ions, which lie outside
of the CuO2 planes. As a result, these dopant ions cause
primarily forward scattering. In the above discussion, we
described our results for the case τk ≡ τ . However, we
have also considered the case where τk ∼ |vk|. [12] Such
a form arises for out-of-plane disorder, causing primarily
forward scattering.[19] When λ = 0, we found the overall
features of nH to be very different from τk = τ . However,
the effect of the nematic order on the Hall constant gives
the same result as when τk ≡ τ — there is a sharp drop
in the Hall constant in the nematic phase compared with
the isotropic phase.
Our findings for the Hall constant have poten-
tial relevance to the experiments of the normal
state Hall resistivity in the high-Tc superconductor,
Bi2Sr2−xLaxCuO6+δ.[20, 21] In these experiments, the
Hall constant was measured in the normal state at low
temperatures, by suppressing superconductivity with a
large pulsed magnetic field of 60 T. They observed satu-
ration of the Hall constant at low temperatures, suggest-
ing conventional transport properties. However, the Hall
constant as a function of doping concentration shows a
maximum at x = 0.15, and decreased sharply in under-
doped regime. In overdoped regions, there is a regime
near optimal doping x ≃ 0.16, where the Hall constant
shows the dip — the decrease is about 20% (≃ 0.2) of its
maximum value (≃ 1.0) at x = 0.15. The dip of the Hall
constant around x = 0.16 becomes more pronounced at
low temperatures (< 1K). This suggests that the ne-
matic phase may be a candidate to explain the anomaly
observed in the Hall constant in high Tc cuprates.
In conclusion, to study the nematic phase we consid-
ered the Hamiltonian in Eq. 1 with quadrupolar density-
density interactions on a square lattice. Within a mean-
field analysis, we found the nematic phase to occur in
a finite region of dopings. Moreover, the transition be-
tween the isotropic and nematic phases was found to be
first order; a dramatic change in the Fermi surface topol-
ogy accompanied this transition. As the conductivity is
sensitive to the topology of the Fermi surface, we investi-
gated the effects of nematic order on transport. We found
the conductivity tensor and Hall constant to show sig-
nificant changes at the transitions between the isotropic
and nematic phases. If observed, such signatures would
give evidence for nematic order; it would give evidence
for the approach pursued in this paper as an appropri-
ate description of nematic phases in physical systems.
Finally, we discussed the effect of disorder and the scat-
tering from collective modes on the phase transitions and
on the transport properties at the transitions.
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