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number of contacts is defined as the number of MP domain residues. Number of contacts
and φ values are denoted below each conformation. (B) Close up of the interfacial site
between the β-barrel domain and the MP domain. Helical residues 220 to 232 are colored
yellow, MP β-hairpin residues 339 to 350 are colored magenta, and connector residues 48
to 53 and 299 to 307 are colored light blue. (C) Distribution of the number of residues of
the MP domain in contact with β-barrel helix over the dihedral angle, φ, for (top) the entire
MP domain, (center) the β-hairpin, and (bottom) the connector. (D)-(F) Number of MP
domain residues in contact with the β-barrel helix calculated from our REUS simulations
for (D) the entire MP domain, (E) the β-hairpin, and (F) the connector. . . . . . . . . . 92
7.4 Expression of AcrA variants and the co-expressed AcrB. . . . . . . . . . . . . . . . . 94
7.5 Distribution of conformational angles from equilibrium simulations. 250-ns equilibrium
simulations of free AcrA monomer in water starting from a site-1 bound conformation
from Ref [216]. Averages and standard deviations of θ, φ, and ψ were calculated from
each simulation. For “cryo-EM”, averages and standard deviations were calculated from
all conformations of AcrA in Refs. [216] and [206]. ∆φαH and ∆φMP are the changes
in the α-hairpin and MP components, respectively, of the dihedral angle, φ, relative to
the starting conformation. To calculate the ∆φ’s, we first aligned the β-barrel and lipoyl
domains from every frame to the starting conformation, then calculated the change in the
angles of the α-hairpin and MP domains along the β-barrel–lipoyl axis. It can clearly be
seen that large changes in φ are almost entirely due to motions of the MP domain. . . . . 97
7.6 2D PMFs of free and AcrB-bound AcrA. The free AcrA PMF is a 2D projection of the full
3D PMF. Cryo-EM coordinates from Refs. [216] and [206] are also plotted with a “1” or
a “2” for AcrA bound in site 1 or site 2, respectively. . . . . . . . . . . . . . . . . . 99
xv
A.1 Distribution of the committor function for 50 conformations near the free-energy maxi-
mum along the least free energy path. Each value of the committor was determined using
50 simulations of length 10 ps each. . . . . . . . . . . . . . . . . . . . . . . . . . 109
A.2 Number of peptide-peptide (black lines) and peptide-water (red lines) hydrogen bonds
during 50 ns equilibrium simulations of Ala10 in water. Top graph: α-helical starting
state. Bottom graph: extended starting state. . . . . . . . . . . . . . . . . . . . . . 110
A.3 Number of hydrogen bonds between the peptide backbone and water molecules for 2D
REMD-US simulations of Ala10 in water. . . . . . . . . . . . . . . . . . . . . . . 111
A.4 Average number of i, i + 4 hydrogen bonds for Ala10 during equilibrium folding and
unfolding simulations. Tracking the average number of hydrogen bonds between residues
1 and 5 (black), 2 and 6 (red), 3 and 7 (green), 4 and 8 (blue), 5 and 9 (magenta), and
6 and 10 (orange) as a function of simulation time, with extended (left graphs) and α-
helical (right graphs) starting states for a representative set of equilibrium simulations
where folding or unfolding was observed, respectively. . . . . . . . . . . . . . . . . 112
A.5 Average number of i, i + 4 hydrogen bonds for Ala10 during REMD-US simulations.
Tracking the average number of hydrogen bonds between residues 1 and 5 (top left), 2 and
6 (top right), 3 and 7 (middle left), 4 and 8 (middle right), 5 and 9 (bottom left) and 6 and
10 (bottom right) as a function of end-to-end distance and α-helical content. . . . . . . . 113
B.1 1D PMFs. 2D PMFs were integrated along each reaction coordinate to produce 1D PMFs
along the (left)Nhb and (right)RG coordinates for the (red) C36, (green) C22*, and (blue)
Drude-2013 force fields. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
B.2 Hydration and Folding Free Energies for Adjusted Drude-2013 Atomic Partial Charges.
Atomic partial charges for backbone amide and side chain hydroxyl groups in the Drude-
2013 model were adjusted to their C36 values. The partial charge of each atom was ad-
justed individually, denoted by (*), to its C36 value, while maintaining the net charge of its
chemical group at its Drude-2013 value. (A) Electrostatic component of the hydration free
energies for (red) NMA and (gold) Ser and (blue) Thr side chains with adjusted backbone
amide (for NMA) or side chain hydroxyl (for Ser and Thr) partial charges. The solid lines
show the target electrostatic component that would reproduce the experimental hydration
free energies. (B) Folding free energies of (magenta) GB1 and (green) Ala10 calculated
using reweighted REUS trajectories. The pink band gives the experimental folding free
energies of GB1 from Refs. [122] and [130]. The light green band gives folding free ener-
gies of Ala5 from Ref. [118], calculated by fitting MD simulations to experimental NMR
J-coupling parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
xvi
B.3 Free energies of GB1 Folding with adjusted Drude-2013 Lennard-Jones parameters. (A)
1D PMFs of GB1 along the Nhb coordinate for altered amide N and carbonyl O Lennard-
Jones parameters using 10-ps snapshots from last 5 ns/window of REUS simulations (see
Methods). (Left) Rmin,N-O reduced by up to 10%. (Right) Rmin,N/O-Water increased by up
to 10%. Lines are colored by ratio between new (R′min) and old (Rmin) parameters. (B)
Folding free energies calculated from 1D PMFs in (A) (see Methods). (Black, solid circles)
AdjustedRmin,N-O. (Black, open circles) AdjustedRmin,N/O-Water. (Pink band) Experimental
folding free energies of GB1 from Refs. [122] and [130]. . . . . . . . . . . . . . . . 120
B.4 Dipole moments. Dipole moments of GB1 calculated from REUS trajectories for C36
(left), C22* (center), and Drude (right). (Top) Dipole moment of entire protein. (Bottom)
Dipole moment of backbone. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
B.5 Dipole moments for each side chain of GB1. Dipole moments of each side chain of GB1
calculated from REUS trajectories for (left) C36, (center) C22*, and (right) Drude-2013
models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
B.6 Dipole moments of Drude backbone N-H and C=O bonds. (A) Magnitude of (top) N-H
and (bottom) C=O dipole moments for (left) native hydrogen-bonding residues (Glu42,
Thr44, Asp46, Thr51, Thr53, and Thr55) and (right) all other residues. For C36 and C22*,
N-H and C=O bonds have dipole moments of ∼1.88 D and ∼3.02 D, respectively. (B)
Angle of dipole moment relative to the bond vector (N→H for N-H bonds and (O→C for
C=O bonds). (C) Magnitude of atomic dipole from parent atom and Drude particle for N,
C, and O atoms. (D) Angle of atomic dipole moment relative to bond vector. . . . . . . 126
B.7 Folding free energy landscapes of Ala10. 2D PMFs calculated by REUS using (left) C36,
(middle) C22*, and (right) Drude-2013. A total of 204 windows were utilized and sim-
ulated for 12 ns/window and 20 ns/window for the Drude-2013 and C36/C22* systems,
respectively. The first 2 ns/window of each system was omitted when calculating the PMFs. 129
B.8 Free energies of Ala10 folding with adjusted Drude-2013 polarizabilities and Lennard-
Jones parameters. (A) 1D PMFs of Ala10 along the α coordinate for adjusted Drude-2013
(left graph) backbone amide N-H polarizabilities and partial charges and (right two graphs)
backbone amide N and carbonyl O Lennard-Jones parameters using 10-ps snapshots from
last 10 ns/window of REUS simulations (see Methods). For original Drude-2013 param-
eters (α′/α = 1 in the left graph), the PMF was also recalculated using this reduced data
set. (Solid lines) 1D PMFs for adjusted parameters, colored by ratio between new (α′
and R′min) and old (α and Rmin) parameters. (Black dashed line, left graph) 1D PMF for
C36 H atomic charges, qC36NH*. (Black dotted lines, left graph) 1D PMF for C36 N atomic
charges, qC36N*H. (B) Folding free energies calculated from 1D PMFs in (A) (see Methods).
(Red, upward-facing triangles) amide N polarizabilities. (Black, solid circles) Adjusted
Rmin,N-O. (Black, open circles) Adjusted Rmin,N/O-Water. (Light green band) Folding free
energies of Ala5 from Ref. [118], calculated by fitting MD simulations to experimental
NMR J-coupling parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
xvii
B.9 Hydrogen bonding stucture of GB1. Number of hydrogen bonds calculated from REUS
trajectories for C36 (right), C22* (center), and Drude (left). (Top group) Total number of
hydrogen bonds between the protein backbone and surrounding water molecules. (Bottom
group) Number of hydrogen bonds between residues (top) Asp46 and Thr51, (middle)
Thr44 and Thr53, and (bottom) Glu42 and Thr55. Hydrogen bonds are defined to be
occupied if the N–O distance is less than 3.4 Å and the N-H–O angles is less than 30◦. . . 131
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SUMMARY
Our understanding of the microscopic world inside of our own bodies has lead to as-
tronomical advances in medicine over the last century. As we’ve moved from the 20th
to the 21st century, however, our microscopes have become increasingly digitized. We
can now observe inside own cells through the 0’s and 1’s of our computers through the
power of molecular dynamics (MD) simulations. Molecular dynamics (MD) has become
an invaluable tool for microbiologists, as it provides infinitely reproducible, 100% sterile
laboratories for experimentation on the smallest components of life: individual atoms. The
late Klaus Schulten used to refer to MD simulations as a computational microscopic, and
with current hardware, the scope of our lenses as increased dramatically, enabling us to see
entire organelles and even viruses in perfect detail [1, 2]. Special purpose machines such
as Anton and Anton 2 now let us run this microscopic for extraordinary lengths of time,
computationally speaking [3, 4]. For this thesis, I will discuss one of the many common
ways to further enhance MD simulations that not only help us observe but also quantify a
wide variety biological and molecular phenomena.
Protein folding is one of the great unsolved problems of molecular biology. To this day,
we are still learning more and more about how even small structural motifs within a larger
protein fold, and the folding pathways of entire proteins that are more than a couple dozen
residues are still largely unknown or unexplored. In this thesis I will discuss the technique
of umbrella sampling (US) with MD simulations and utilize it to study the folding free
energy landscapes of two simple, model peptides: Ala10, used to model α-helix folding,
and GB1, used to model β-sheet folding. These simple peptides can produces surpris-
ingly complex and nuanced folding pathways. I performed some of the first assessments of
the widely used CHARMM force fields in their ability to accurately recover experimental
folding properties of these two peptides, and found that while they work quite well for α-
helices, they are far less accurate for β-sheets. I also observed the important role that water
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plays in the folding process, particularly in its ability to stabilize unfolded conformations
where the backbone is more exposed to the surrounding solvent. A delicate balance of hy-
drogen bonding strength is needed between the water and the peptide and the peptide with
itself. This was the most apparent with the Drude polarizable force field, where hydro-
gen bonding interactions with the backbone amide groups were too weak, both with water
and with the backbone carbonyl groups. While this helped to more accurately describe
the unfolded conformations compared to its fixed charged brethren, it lead to a significant
destabilization of the folded state. By fine tuning the amide polarizability, I was able to
recreate the correct folded fractions as expected from experiment.
I my applied my results for the GB1 β-hairpin peptide to a much larger β-sheet struc-
ture, the β-helical passenger domains of autotransporter proteins. These proteins are used
by pathogenic Gram-negative bacteria to secrete virulence factors out of the cell. It was
originally thought that the folding of this unique yet ubiquitous structure was the energy
source for this transport process, given the dirth of traditional energy sources at the outer
membrane. Although this theory has questioned, the environment at the outer membrane
along with physio-chemical properties of these β-helices suggest that they fold along a
vectorial pathway in vivo [5], much faster than the concerted pathway they take in vitro [6,
7]. Folding free energy landscapes calculated from self-learning adaptive umbrella sam-
pling (SLUS) [8] of multiple bands from both termini of the pertactin passenger domain,
a common model for used to study virulence factor secretion, reveal the overall lack of
stability throughout the helix when no other neighboring structures are present. Folding
one neighboring band, however, leads to downhill, cooperative folding events which prop-
agate through the helix, with the two terminal bands acting as the scaffolds. These results
suggest how the cell utilizes both the instability and cooperativity to quickly fold the helix
only during secretion, while preventing from unfolding otherwise.
Lastly, I also applied SLUS to another important biological question, that of protein
assembly. The AcrAB-TolC multidrug efflux pump in Escherichia coli is way of its main
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sources of antibiotic resistance, where it ejects antimicrobial drugs and other cytotoxic
agents from the cell before they reach their intended target. Conformational free energy
landscapes of the membrane fusion protein, AcrA, which is responsible for assembly of
this complex, reveals two main conformations, one of which is assembly compatible. Mu-
tational analysis and equilibrium simulations show that residue-residue contacts at an inter-
facial site between two of its domains that are known to interact with the inner membrane-
bound transporter, AcrB, disrupt pump assembly and function by affecting AcrA’s flexi-
bility. Free energy landscapes of AcrB-bound AcrA also reveal a conformational selection
binding mechanism in one of AcrB’s two binding sites, indicating that the two binding sites





From the germ theory of disease and the use of antiseptics to the discovery of penicillin
and the development of the first polio vaccine, the extension of man’s average lifespan
due to the evolution of modern medicine far outpaces any advantages gained through nat-
ural evolution over the same time span. Biomedical research is such an important factor
in today’s society that, outside of the Department of Defense, the National Institutes of
Health accounts for the largest share of federal funding for basic research in the US [9].
This also drives a $333 billion dollar pharmaceutical industry for developing, testing, and
marketing new drugs [10]. While many drugs on the market today were originally derived
or extracted from naturally occurring sources, more and more drugs are being designed to
fulfill a specific purpose. As most drug trials proceed by testing thousands upon thousands
of compounds, performing such tests computationally could drastically reduce the cost of
drug research by reducing the initial pool of compounds. Because of the economic advan-
tages, much work has been done in the late 20th and early 21st centuries to improve upon
current design schemes or to develop new ones.
Drugs work by targeting specific processes within the cell. This often involves enhanc-
ing or suppressing the activity of a protein, whether in the cells of the patient or the cells of
foreign invaders. In such cases, the drug molecules will bind to the protein of interest, thus
affecting its activity in the desired way. How do pharmacologists design drugs for specific
proteins? First, the structure of the protein is determined, typically by X-ray crystallogra-
phy. From this structure, one can predict where a drug molecule is likely to bind, called a
binding pocket. A computational procedure called “docking” determines how well a drug
molecule can bind in the binding pocket [11]. Libraries of thousands of drug molecules can
be reduced down to a hundred or so, effectively eliminating the first round of drug testing.
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Docking, however, does have its limitations. Proteins are inherently dynamical sys-
tems that exist within a highly complex environment. There is no guarantee that the crystal
structure represents a biologically accessible or relevant state. Also, new potential drug
binding sites could arise as the structure of the protein fluctuates that would not have been
observable with a single static image. Drug designers need a way to observe the dynamics
of the proteins to resolve these issues. Luckily, a well-established technique exists for such
a purpose: molecular dynamics (MD). MD approximates molecular motions using a clas-
sical ball-and-spring model and has become a standard computational tool for molecular
biologists, biophysicists, and pharmacologists. Although unable to describe certain quan-
tum mechanical phenomena known to be present in molecular systems, MD has proven to
be an efficient and accurate means of observing and quantifying biological systems.
While at first only capable of simulating small proteins for short amounts of time (think
hundreds of atoms for a couple of picoseconds), the scale of current MD simulations is as-
tounding, and the phenomena observed are quite extraordinary. The NIH Center for Macro-
molecular Modeling, for example, is constantly pushing the boundaries of MD, producing
some of the largest systems ever simulated, including the entire viral capsids of HBV and
HIV-1 (∼10 million atoms) [1] and the low-light adapted chromatophore of Rhodobacter
sphaeroides (∼100 million atoms) [2]. Special purpose machines, such as Anton and Anton
II from the D. E. Shaw Research group, also allow us to simulate biological systems on the
order of milliseconds [3]. Drug binding and unbinding can take on the order of minutes for
certain ligand-protein complexes [12]; so while MD may still be just scratching the surface
of biologically relevant timescales, techniques exist to “speed up” the simulations. D. E.
Shaw and colleagues recently demonstrated one such technique – temperature accelerated
molecular dynamics (TAMD) – to study how a ligand dissociates from a human adenosine
receptor [4]. They also identified mutants that did not affect ligand-binding affinities but
drastically affected ligand-dissociation kinetics [4]. Identification of such mutants would
not have been possible with typical site-directed mutagenesis experiments.
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For this thesis, I wish to tackle the global pandemic of antibiotic/antimicrobial resis-
tance using the power of molecular dynamics simulations [13, 14]. I intend to attack
this problem from two separate angles, by targeting two different proteins systems in
pathogenic Gram-negative bacteria. The first target is one of the most important and oldest
sources of resistance: multidrug efflux pumps [15]. These large protein complexes, which
span the cellular envelope, bind antimicrobial drugs and other harmful compounds in the
periplasm and cytoplasm of the cell, load them into their central “barrels,” and “shoot” them
out of the cell. By targeting these pumps and disabling them with so-called efflux pump
inhibitors (EPIs), we can revive the efficacy of drugs for which bacteria had previously
developed resistance [16, 17]. My work analyzes the flexibility of the central piece of the
complex, the so-called membrane fusion protein, which binds the two membrane-bound
components to complete the pump assembly complex. By manipulating its conformational
landscape via new drug molecules, I aim to obstruct pump assembly and/or function.
The second target are autotransporter proteins. This proteins primarily act as virulence
factors, which the bacteria use to attack other cells. The unique characteristic of autotrans-
porters that I wish to exploit is their structure: almost all known autotransporters, across
the bacterial kingdom, possess a particular helical structure that has been linked to how
the virulence factors are secreted from cell [6]. Its thought that the cell uses the folding of
this structure as an energy source to drive secretion as no other traditional energy sources
are available at its outer membrane [5]. If we can somehow halt or stall the folding pro-
cess of these autotransporters, we can prevent secretion of the virulence factors and prevent
infection. By targeting a such a ubiquitous structure, the hope is that novel drugs will
be effective against a broad range of bacteria and that it will be difficult for resistance to
develop. My work aims to quantify the folding energy of this structure, characterize its





2.1 Protein Structure and Protein Folding
Proteins are the workhorses of the cell. They perform or are involved in almost every
process that enables an organism to survive and reproduce. Proteins are essentially long
polymer chains, called peptides, composed mostly of a collection of 20 amino acids (see
Fig. 2.1), connected together via a peptide (C–N) bond. Each amino acid in the peptide
chain is referred to as a “residue,” and contains a common backbone and a residue-specific
side chain. The chemical properties of the side chains can vary widely, from hydrophobic
residues such as valine, leucine, and isoleucine, to charged residues such glutamine, argi-
nine, and lysine. Their physical properties can also vary, such as the extremely flexible
glycine or the rigged proline. Other residues enable more specific interactions, such as
the base-stacking capabilities of tryptophan, phenylalanine and histidine, or the creation of
disulfide bonds between neighboring cysteines. A peptide becomes a protein when all of
these individual residues and interactions work in concert to perform a specific function
within the cell.
A protein’s structure the three-dimensional coordinates of the atoms that comprise
the peptide is vital to its function within an organism [18]. Major advancements in the
determination of these structures occurred in the 1950s. After initial X-ray diffraction
experiments began to give insights into an ordered arrangements of the residues of proteins,
in 1951 Pauling predicted two important structural motifs: helices and sheets, which he
referred to as α and β structures, respectively [19, 20]. (Examples of these structures can
be seen in Figure 2.2.) Although his prediction of the α-helix was off from what we now
know to be the most prevalent of helices, α-helices and β-sheets have been found to be
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Figure 2.1: Amino acids. The 20 common amino acids, grouped by chemical properties.
the two most prevalent secondary structures in all proteins [21]. (Pauling would later win
the Nobel Prize in 1954 for his work on the nature of the chemical bond and its relation
to chemical structure). After Paulings work, the first high resolution crystal structures
of hemoglobin and myoglobin were published in 1958 by Perutz [22] and Kendrew [23],
respectively. This marked the first time we were able to determine and visualize a protein’s
entire three-dimensional structure and sparked a whole new wave of research in structural
molecular biology, with Perutz and Kendrew being jointly awarded the Nobel Prize in 1962
for their work.
The idea that proteins have a distinct structure leads to an obvious question: how does it
obtain that structure? This was a question posed by Levinthal at a spectroscopy conference
in Illinois in 1969 [24]. He proposed the following paradox: if there are on the order of 9100
possible configurations (a 100-residue protein with 3 possible conformations for the ψ and
φ dihedrals for each residue) for the typical protein, then it would take an astronomically
long time for a protein to randomly sample all of these configurations until it found the
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(a) (b)
Figure 2.2: Protein secondary structures. (a) α-helix of Ala10. (b) β-hairpin of GB1. Backbone hydrogen
bonds shown as dashed blue lines.
right one. He proposed that a protein may only sample a small fraction of that configuration
space before it finds its proper form. However, even sampling a small fraction of that space
– say 910 conformations – would take too long to completely sample randomly.
Therefore, there is probably some sort of pathway along an energy surface that a pro-
tein follows towards an energy minimum where the native state resides. This is indeed
how proteins fold, and much work since then has gone into determining this pathway for
a variety of proteins, and if there is any generalized folding pathway that exists for all, or
the majority of, proteins. The most prevalent theory is that a hydrophobic core exists at
the center of most proteins, the collapse of which is the first step in the folding process.
As the core collapses (or after it has fully collapsed), the internal hydrogen bonds or other
contacts which maintain the structure of the protein begin to align into the native structure.
Surface residues, which do not contribute to the structure, then maintain the protein inter-
action network within the cell. Another important driving force of folding is cooperativity.
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Cooperativity occurs when the formation of a local portion of the structure induces the for-
mation of the entire structure. This can both speed up folding and force proteins to avoid
other non-native folds which may be harmful, or at the very least wasteful, to the cell. An
example of cooperativity is Zimm-Bragg theory [25], which states that the formation of a
single turn in an α-helix lowers the free energy barrier for the next turn to form, creating a
cascading event in which each subsequent turn forms immediately after the previous one.
It is important to understand how proteins obtain their structure because protein mis-
folding can be very toxic to cells. Not only are misfolded proteins wasteful to the cell –
in terms of time, resources, and energy – but a misfolded protein can disrupt the protein
interaction network maintained by proteostasis. Additionally, misfolded proteins can also
aggregate within the cell, and possibly cause other correctly folded proteins to misfold
leading to further aggregation. One of the main theories for the cause of Alzheimers dis-
ease is the misfolding of the Aβ peptide, which can aggregate to form β-sheets with other
misfolded Aβ, creating long fibrils [26]. These fibrils then aggregate to form plaques in the
brain. One of the ways it is believed that Aβ is able to aggregate is that a misfolded Aβ can
cause correctly folded Aβ to unfold, creating a nucleation event which sparks the aggrega-
tion [27]. Many prion diseases act in a similar way, with the misfolding and aggregation of
prion proteins to form fibers in the brain, resulting in neurodegeneration [28].
2.2 Molecular Dynamics
Molecular dynamics (MD) is a why of simulating molecular systems by using a molecular
mechanics (MM) force field, which approximates the full quantum mechanical treatment
7
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For the CHARMM force field, the parameters are fitted to quantum chemistry calculations
and experimental data. More specifically, partial charges are calculated using interactions
with water molecules. The “bonds” term is for the bond lengths between atoms. The
“angles” term is for the angles between bonds. The “dihedrals” term is for rotations about
bonds. The “impropers” term governs the tetrahedral shape of 4-atom groups, typically
methyl (–CH3) groups. The “Urey-Bradley” term is a next-nearest-neighbor interaction,
which is an approximation of many-body quantum effects for bonded atoms. (Although
this is a poor approximation of quantum many-body effects, Urey-Bradley terms are kept
for hitorical purposes.) The first “nonbonded” term is a Lennard-Jones (6-12) potential,
which approximates the Pauli repulsive force due to overlapping electron orbitals at short
distances (r−12 term) and the van der Waals attraction at large distances (r−6 term). The
second “nonbonded” term is the Coulomb potential.
An important aspect of these types of additive force fields is that they are not polar-
izable, i.e. the charges are not affected by their environment. Polarizable force fields,
on the other hand, have such an ability. Examples of polarizable force fields include
AMOEBA [29], which introduces higher multipole terms in the Coulomb potential; the
CHARMM fluctuating charge model [30, 31]; and full quantum mechanical descriptions,
such as X-Pol [32]. One common thread among these polarizable models is that they are or-
ders of magnitude slower than traditional, non-polarizable models. The CHARMM Drude
polarizable force field is of particular interest due to its relatively low computational cost
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compared to other polarizable force fields [33]. Based on the classical drude oscillator,
each heavy (i.e. non-hydrogen) atom is split into a positive “parent” atom, representing
the positively charged nucleus, and a negative “drude” particle, representing the negatively
charged electron cloud surrounding the nucleus (Fig. 2.3). The drude particle is attached
to the parent atom via a stiff spring with equilibrium value set to the center of the parent
atom. The drude particles are given a mass of 0.4 AU and are kept at a temperature close
to absolute zero (1 K for my simulations) for stability purposes. Drude particles do not
interact via the Lennard-Jones potential, so an infinite hard wall potential is usually added
between 0.2 to 0.25 Å to avoid the so-called “polarization catastrophe,” wherein the drude
particle of one atom falls into the Coulomb potential of a neighboring atom. Converting
from the non-polarizable system to a drude polarizable system effectively doubles the total
number of atoms in the system, and simulating the drude model requires the timestep be
cut in half. So computationally, the efficiency of the drude model is about 1/4 that of the
non-polarizable CHARMM force fields, a great improvement over other polarizable force
fields.
The force on the i-th atom is then generated by the gradient of the MM potential, i.e.
F (i) = −∇(i)UMM, where ∇(i) is the gradient with respect to x(i). In order to couple
the system to a heat bath, a Langevin thermostat is used, resulting in a set of stochastic
differential equations given by
miẍ




with γ set to 5 ps−1 for simulations described here, T the target temperature, k the Boltz-
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Figure 2.3: CHARMM drude polarizable model. Drude polarizable model of lysine (left) and the SWM4-
NDP water model (right), in the van der Waals representation. Atom colors are as follows: (cyan) carbon,
(red) oxygen, (white) hydrogen, (dark blue) nitrogen, (light blue) drude particles, (orange) lone pair electrons.
A hydrogen bond between the carbonyl oxygen of the lysine backbone and the oxygen of the water molecule
is shown as a dashed red line.
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Molecular dynamics has been used to simulate systems ranging from small, isolated
peptides and proteins [34] to large membrane-bound systems involving many components
(including lipids, proteins and nucleic acids) [35] to entire virus capsules [36]. Not only
can we simulate a wide range of systems sizes, but due to the highly parallizable nature
of molecular dynamics (where calculations for small groups of atoms can be performed
independently), with dedicated supercomputers such as Anton [37], we can now simulate
these systems into the millisecond time range [38]. This has enabled us to view and mea-
sure events that occur closer to biological timescales, such as the folding, unfolding and
refolding of entire proteins, not just small structural motifs [39].
2.3 Free Energy Landscapes from Molecular Dynamics Simulations
The benefit of using molecular dynamics to study biological systems is that there is much
greater control of the system as well as a greater scope of analysis. The dynamics and
energetics of every single atom are at your disposal. This is not only useful for monitoring
and measuring your system, but you can also directly modify it in any way you choose.
Free energy methods for MD capitalize on these capabilities to enhance the efficiency of
free energy calculations. Without any external bias on the system, achieving an accurate
free energy landscape can difficult due to the presence of high energy barriers, which make
the probability of crossing these barriers very low on simulation timescales. Even if a
barrier crossing is observed during a simulation, sampling of the transition state at the peak
of that barrier will be very poor as the system spends very little time there, leading to a very
slow rate of convergence of the free energy.
One way to overcome these inefficiencies is to apply external biases to the system to
force it to cross barriers and spend more time sampling transition states. This is referred
to as “enhanced sampling.” The free energy is then calculated as a potential of mean force
(PMF), where the external biases are then removed during the analysis stage. A simple
method is to apply a force to push the system along the reaction pathway of your choice.
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For protein folding, this can be achieved by applying a constant (ideally slow) velocity
force along a particular reaction coordinate, ξ, using steered molecular dynamics (SMD).






where the Boltzmann weight of the equilibrium free energy, G, is simply the ensemble
average of the Boltzmann weight of the non-equilibrium work, W [40].
There are another class of of free energy methods that aim to flatten the energy land-
scape so that the system simply diffuses along the reaction coordinate. One such method
is metadynamics [41], which consists of adding Gaussian hills to the region of the free en-
ergy surface that has already been visited, pushing the system out of potential wells towards
transition states. Eventually enough Gaussians are added such that the free energy profile is
effectively flat, allowing the system to freely diffuse along the reaction coordinate. Adap-
tive biasing forces (ABF) works in similar manner [42, 43, 44]. Instead of adding Gaussian
hills to previously traversed regions, ABF simply adds cancels out the forces in that region.
First, the reaction coordinate is binned into small ∆ξ’s. In each bin the average force is
calculated, and as the number of samples in a bin reaches some threshold value (called
“fullSamples” in NAMD), the biasing force is slowly ramped up to the negative of the av-
erage force in that bin. After long enough sample, ABF will also produce an effectively flat
free energy surface for the system to diffuse across.
The method I use in the majority of my simulations is umbrella sampling (US). US
allows you to sample different regions of the reaction coordinate space independently, al-
lowing for high parallization of the simulations, which increases efficiency. Similarly to the
ABF method, you partition your reaction coordinate space into smaller windows. For each
window, a state corresponding to that window is created (often by SMD or ABF). The state
is then restrained to only sample a small region around the center of each window, allowing
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for some overlap with the neighboring windows. This is typically achieved by applying a
harmonic restraining force to the reaction coordinate, with equilibrium value given by the
center of the window. The Weighted Histogram Analysis Method (WHAM) [45] is then
used to reconstruct the PMF by examining the histograms from each window, removing the
bias from the harmonic restraint, and evaluating the overlapping regions between windows.
Another potential problem that can arise in free energy calculation methods is that
of orthogonal degrees of freedom. Free energy methods often rely on you to choose the
reaction coordinate, so it must be a priori known. True reaction pathways, however, tend
to be very complex and multidimensional [46, 47, 48, 49], so your enhanced sampling
technique may not be able to sample the true transition state and find new free energy
minima if you’ve only chosen one or two reaction coordinates along which to sample.
Replica exchange molecular dynamics (REMD) allows the system to traverse orthogonal
degrees of freedom by allowing neighboring windows to swap their harmonic restraints.
Originally developed as a temperature exchange, or parallel tempering, method [50], it
has been adapted to allow for the exchange of potential energy parameters (often referred
to as Hamiltonian exchange) [51]. Replica exchange umbrella sampling (REUS) is more




STATISTICAL MECHANICS AND ENHANCED SAMPLING TECHNIQUES
3.1 Free energy and probabilities
For systems at constant pressure and temperature, the NPT ensemble, the Gibbs free energy
of a system is given by
G = H − TS (3.1a)
= U + PV − TS (3.1b)
where H is the enthalpy, S is the entropy, T is the temperature, U is the potential energy, P












where k is the Boltzmann constant, with a value of 0.001987 kcal/mol. Z, the sum of
all the Boltzmann weights, is called the partition function. From Eq. 3.2, one can cal-
culate the free energy of each state by measuring its probability. This can be done by
simply counting the number of states that fall into state i over the course of the trajectory,
{r(t1), r(t2), r(t3), . . .}, and dividing by the total length of the trajectory. Due to the lim-
ited timescales in a typical MD simulation, it is often critical to introduce additional forces
into the system to drive it to a particular state. If we introduce biasing potentials, ∆U to
the system (U ′ = U + ∆U ), then the free energy of the unbiased system is simply the
biased free energy minus the bias potential. Alternatively, we can calculate the unbiased
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probabilities by reweighting the counts according to Eq. 3.2a:
count(ti) = e
∆U [r(ti)]/kT . (3.3)
3.2 Adaptive biasing forces (ABF)
Adaptive biasing forces (ABF) is a dynamic bias force that attempts to smooth out the free
energy surface (FES) over time [42, 43, 44, 52]. First the reaction coordinate, ξ, which is
generally a function of many atomic coordinates, xk, is broken down into small bins. Over
time as the system enters and re-enters a bin, ξ∗, the average force on the reaction within
that bin is calculated. To see how the average force is related to the free energy, first we
start with the definition of the free energy in integral form:
G(ξ∗) = − 1
kT
∫
e−H(p,x)/kT δ(ξ(x)− ξ∗)dpdx. (3.4)
The next step is referred to as thermodynamic integration (TI), where we measure the
















By noting that the derivative of the enthalphy, H , is just the force, we arrive at the average
force to be used as our bias:
dG
dξ
(ξ∗) = −〈Fξ|ξ∗〉 . (3.6)













where J is the Jacobian matrix of ξ with respect to the atomic coordinates. Eq. 3.7 can
be cumbersome to calculate in practice due to the spatial derivatives involved. A faster,
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time-derivative-based formula was later derived that can be much more easily calculated



















2ξ/∂x2k, andmk is the mass of the kth particle. Now, Eq. 3.8 is akin
to Newton’s Second Law, which MD programs already utilize to calculate the molecular
mechanical forces. For multiple reaction coordinates, ξ = (ξ1, ξ2, ξ3, . . .), the ABF biasing





















where Fi(tki ) is the ith force sample when ξ is in bin k and t
k
i is the time at which sample i
was collected.
The free energy, G(ξ), is then recovered by numerically integrating Eq. 3.6 over all the
bins of ξ. One usually sets the number of samples within each bin that must accumulated
before a good average can be calculated. The force is slowly turned on from 0 to the full
average over the course of this preset sampling threshold to maintain quasi-adiabaticity and
minimize the amount of non-equilibrium work added to the system.
3.3 Metadynamics
Another time-dependent biasing method is metadynamics [41]. Instead of calculating an














where W , σξi , and δt are parameters chosen to balance the speed of exploration of the
reaction coordinate coordinate space with the accuracy of the calculated FES, which is
approximated by:
G(ξ) ' −Vmeta(ξ) +K, (3.11)
where K is an arbitrary constant. Essentially, the system keeps adding small Gaussian hills
to the potential energy as the system moves about the reaction coordinate space to push
the system out of areas it has already explored. Once a particularly energy well as been
sufficiently explored, eventually the well will fill up with Gaussians to the point that the
system eventually diffuses to the next well, where the process begins again. After all the
wells have been filled, the resulting potential energy surface will be roughly flat, and the
system can easily diffuse across the entire FES.
Because the Gaussian hills in Eq. 3.10 get added regardless of how often an area is
explore, the average free energy calculated with Eq. 3.11 will never truly converge to the
true free energy, but instead will oscillate around the true value as the system travels back
and forth across the FES. To solve this problem, the weights of the Gaussian hills can
decrease if a particular area has already be sufficiently sampled [53]. The weight, W , in
Eq. 3.10 is now dependent on xi and t and takes the following form:
W → ωe−Vmeta(ξ,t)/k∆T δt, (3.12)
where Vmeta(ξ, t) is the value of the bias potential at ξ up to time t, ∆T is a temperature
that describes how quickly the bias force decays as more samples accumulate, and ω · δt is
some chosen initial height of the Gaussians. With these “well-tempered” weights, Eq. 3.11
converges smoothly to the true free energy [53].
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3.4 Umbrella sampling (US)
The method of “umbrella sampling” (US) was originally proposed in the context of Monte
Carlo simulations for fluid dynamics by Torrie and Valleau in 1977 [54]. The idea was to
calculate energy distributions or ensemble averages from a “system of interest” by instead
examining a reference system, assuming the relationship between the two systems was an-
alytically known. In molecular dynamics, it now refers to Eq. 3.3 where the bias, ∆U , is
a harmonic potential. More specifically, US involves many simulations with different har-
monic biasing potentials that are all centered at different points along your reaction coordi-
nate. By combining the trajectories from all simulations, one can cover the entire reaction
coordinate space of interest using many short simulations instead of one long simulation.
This high degree of parallelization is one of US’s many advantages over other enhanced
sampling techniques such as ABF or metadynamics. It also ensures a more uniform cov-
erage of the entire reaction coordinate space. ABF and metadynamics are useful for first
exploring the space, however, so they can used to seed the windows of an US simulation.
The data from each system is later combined together to recreate the FES. This is typically
done by the weighted histogram analysis method (WHAM), which will be discussed in the
next section, although other methods are available, such as the dynamical weighted his-
togram analysis method (DHAM) [55], the transition-based reweighting analysis method
(TRAM) [56], umbrella integration (UI) [57], and linear regression [58].
3.4.1 Weighted histogram analysis method (WHAM)
The weighted histogram analysis method (WHAM) recreates an unbiased FES from a col-
lection of K biased simulations, each with some combination of L biasing potentials, Ui,
and temperature Ti, by reweighting the trajectory counts according to Eq. 3.3. The Hamil-
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tonian and free energy of each simulation k can be written as




G{0},β = G{0},β −
L∑
i=1
λiUi(ξ) + C({λ}, β), (3.13b)
where {λ} is a set of weights within each simulation for each of the biasing potentials, C
is an arbitrary constant, and β = 1/kT . For a typical one-dimensional umbrella sampling
simulation, K = L, Ui(ξ) = 12ki(ξ − ξ0,i)
2 for set of ξ0’s, and λi = δi,j for simulation j.
Eq. 3.13 generates K arbitrary constants. These constants must be chosen such that
the FES from each simulation can be fitted together to create a single smooth surface.
























P{λ}j ,βj({U}, ξ), (3.14b)
where Ni({U}, ξ) is value taken by the histogram at values {U} and ξ during simulation i,
{U} is the set of biasing potentials, ni is the total number of points taken from simulation i,
and fi is the total (dimensionless) free energy of the ith simulation (fi = βiGi). To improve



























where V (l)i,t is the value of potential Vi at snapshot t in the l simulation. Eq. 3.15 is then
solved iteratively, starting with an initial guess for the fi’s, typically setting them all to
zero.
For a large number (>1000) of simulations, also called windows, this iterative pro-
cedure can take a prohibitive amount of time. Not only are there more fi’s that need to
be solved, the number of terms on the right hand side of Eq. 3.15 also increases with the
number of windows. To increase the convergence rate of this iterative scheme, one can
implement direct inversion in the iterative subspace (DIIS) [59].
In an iterative scheme, one aims to satisfy the following target equation:
Ri(f) = 0 ∀i = 1, . . . , K. (3.16)
Ri are residual functions, equal to − logZi(f)− fi, where f is a vector containing all the
fi’s, and Zi(f) is given by the r.h.s. of Eq. 3.15. The error on f is given by ||R(f)||,
andR(f) should optimally point in the direction that minimizes the error on f . In a direct
iterative scheme, this is done by updating the vector f with f −R(f), and recalculating
R(f). This procedure is repeated until ||R(f)|| < δ, where δ is some numerical tolerance.
R(f), however, does not always point in the proper direction, or does not have the right
magnitude, to reduce the error of f . Since ||R(f)|| is still a reliable measure of the error
of f , we can look for a different f̂ which does minimize the error.
In the DIIS scheme, the vector f̂ is a linear combination of basis vectors, f1, f2, . . . , fM ,
where M can be much less than the number of simulations, K. We now have M residual
vectors, Ri = R(fi), with the full residual vector a linear combination of the individual
residual vectors, R̂ =
M∑
i=1
ciRi. We wish to minimize the error, ||R̂||, with the restraint
M∑
i=1
ci = 1. (3.17)
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This can be solved using a lagrange multiplier, λ, resulting in the M equations,
M∑
i=1
(Ri ·Rj)ci = λ, (3.18)
that need to be solved simultaneously with Eq. 3.17. λ is another parameter, along with
the ci’s, that needs to be determined. Since Eq. 3.16 should be nearly linear near the true
solution, f ∗, f̂ =
M∑
i=1
cifi should be close to true solution. After f̂ is determined, a new
basis vector is found by
f (n) = f̂ + αR̂(f̂). (3.19)
To determine the basis set of vectors, fi, first start with a single vector (typically the
initial guess of zero for all f ’s). Usually we would like to limit our basis to some size, M .
So as new basis vectors are formed, old vectors may be discarded. The scheme for building
up the basis in this thesis is the one used in Zhang et al [59]. First determine the basis with
maximal error, fmax. If f (n) produces an error less than fmax, f (n) is added to the basis, or
if the basis is full, fmax is replaced by f (n). Otherwise, fmax is removed from the basis. If
the basis then becomes empty, the basis is restarted with f (n).
3.4.2 Replica exchange molecular dynamics (REMD) and umbrella sampling (REUS)
A common problem for most enhanced sampling simulations where a reaction coordinate
is being biased is the relaxation along orthogonal degrees of freedom (ODF), especially if
their relaxation times are slower than for your chosen reaction coordinate. One popular
method for speeding up the relaxation of ODEs is is the use of high temperatures. Replica-
exchange molecular dynamics (REMD) takes advantage of high temperatures while also
giving useful information at low temperatures. It works similarly to umbrella sampling
in that you have multiple replicas of the system at different temperatures (temperature
windows instead of reaction coordinate windows as in US) [50]. The key is to allow an
exchange of information between each window. This is accomplished by periodically ex-
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changing conformations of the system between neighboring windows. Just as in a Monte
Carlo walk through temperature space, the Metropolis criterion is used decide when win-
dow i and j should exchange their conformations:
P (i↔ j) = min{1, exp(−∆E)}, (3.20a)
∆E = (βi − βj)(E(qi)− E(qj)), (3.20b)
where replicas i and j are at temperatures Ti and Tj and have conformations qi and qi, re-
spectively, and P (i ↔ j) is the probability of exchanging conformations between replicas
i and j. If we let Ti > Tj (βi < βj), then the Metropolis criterion examines the energy
difference between conformations i and j. If E(qi) > E(qj) (∆E < 0), i.e., the higher
temperature replica is in a lower energy conformation, then the system always switches
them. Otherwise, the switch occurs with some probability given by the Boltzmann weight
of the energy difference. Since higher temperature replicas can more easily cross energy
barriers, they can more quickly find lower energy states that may be kinetically inacces-
sible at lower temperatures. The replica exchange scheme allows this those lower energy
conformations to “diffuse” down temperature space to the target temperature. A common
swapping scheme, known as the “even-odd” scheme, is to allow only neighboring temper-
atures to swap. Occasionally, you can also allow all replicas to randomly swap.
Replica exchange umbrella sampling (REUS) works in a very similar manner, except
the Metropolis criterion is used to swap conformations between neighboring US biasing
potentials instead of temperatures [51]. This gives rise to a modified equation for ∆E in
the Metropolis criterion:
∆E = β[(Ei(qi) + Ej(qj))− (Ei(qj) + Ej(qi))], (3.21)
where Ei and Ej are the energies from ensembles with biasing potentials Ui(ξ) and Uj(ξ),
respectively. For REUS, ∆E < 0 when the combined energies of replicas i and j are lower
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after swapping their conformations. Whereas the goal of REMD is to get the lowest energy
conformations in the target temperature, the goal of REUS is to lower the combined energy
of all the simulations since US covers the entire reaction coordinate space all at once.
The REUS method takes advantage of movement along ODFs from different areas of the
reaction coordinate space with low energy barriers along those orthogonal coordinates to
diffuse to regions with higher barriers. For optimal sampling and faster convergence of
the PMF, the exchange probability (Eq. 3.20a) should be ∼0.4 between all neighboring
windows [60].
3.4.3 Self-learning adaptive umbrella sampling (SLUS)
The umbrella sampling method can also be used to explore the FES in much the same
way ABF and metadynamics can. Bernèche and coworkers developed the Self-learning
adaptive umbrella sampline (SLUS) method to search only along low-energy paths [8]. A
free-energy cutoff must be chosen a priori such that only regions below this cutoff will
be explored. Some biological and/or chemical intuition is therefore needed to decide the
roughly what energies are physically relevant for your system.
The algorithm starts by first calculating the FES through normal umbrella sampling
simulations starting from some initial set of windows. Then a new set of windows is
spawned from those original windows which lie below the free energy cutoff. For this
reason, a regular grid of umbrella windows is typically needed. New umbrella sampling
simulations are then carried on the new windows. Starting states for these new windows can
be generated by searching through the previous neighboring windows for the state which is
closest to the umbrella window center. You can also search exclusively through the lowest
energy neighboring window [8]. The algorithm is repeated until no new windows can be
generated. You can also use a range of cutoffs where, once the algorithm stops with one
cutoff, you can advance the algorithm to a higher cutoff and repeat the procedure.
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CHAPTER 4
THERMODYNAMICS OF DECA-ALANINE FOLDING IN WATER
4.1 Introduction
Folding of proteins into organized three-dimensional structures capable of fulfilling a bi-
ological function is determined by the sequence of amino acids [18] and is believed to
proceed hierarchically [61, 62]. The emergence of secondary-structure elements consti-
tutes an early event in the chronology of folding [63], which prefaces the ultimate col-
lapse into well-defined, compact, functional entities. Formation of stretches of secondary
structure, the elementary bricks of the protein scaffold, therefore, represents an important
milestone on the folding pathway, and a convenient framework to investigate the basic
physical principles that underlie protein folding — notably how do elements of secondary
structure nucleate and further propagate into an ordered structure, and to what extent is
the organization of the peptide chain collective [64]. Understanding this key biological
process at the theoretical level has greatly benefited from the recent development of novel,
dedicated computer architectures [65] and the unbridled race to model larger proteins over
longer timescales [66, 67]. Brute-force simulations have now reached a cruising speed
that can fold proteins as large as one hundred amino-acid residues over tens to hundreds
of microseconds [39], still at the price of substantial computational effort. A number of
unbiased, all-atom simulations in explicit solvent have proven successful to illuminate the
hierarchical nature of folding, shedding light on the possible pathways that connect a ran-
dom coil to a functional three-dimensional structure [68, 69, 70, 71].
Substantially shorter importance-sampling [72, 73] simulations relying on simpler mod-
els consisting of short, organized peptide segments can, however, provide valuable insight
into the physical and evolutionary principles that govern the intricate conformational tran-
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sition of a disordered protein chain into a properly folded one [64, 74, 75, 76, 77, 78].
Among suitable candidates of secondary-structure elements for biased simulations are α–
helices, the most prevalent motif observed in proteins [21], stabilized by intramolecular
interactions, notably through the formation of hydrogen bond between the carbonyl moiety
of the i–th residue and the amino moiety of the i+4–th residue. Owing to its noteworthy
propensity to form α–helices [79], alanine has been the amino acid of predilection in theo-
retical investigations of conformational equilibria in short peptide segments. Alanine-rich
peptides flanked by titratable residues have also been utilized abundantly at the experimen-
tal level [80] to decipher the transition pathway from a disorganized chain to a nascent chain
to an ultimately folded α–helix. In particular, they were at the center of a controversy on
the existence of 310–helices [81], a secondary-structure motif arising from the formation of
hydrogen bonds between the i–th and the i+3–th residues of the peptide chain, conjectured
to act as an observable intermediate in the conformational transition towards the α-helical
state.
Turning to importance-sampling simulations naturally raises the question of an appro-
priate choice of a transition coordinate, capable of describing folding of the peptide chain
into a well-ordered secondary structure. Even for appreciably short segments, this choice
remains an intricate problem, deeply rooted in the large number of degrees of freedom
that vary concurrently as the peptide chain evolves towards its native, organized conforma-
tion [82]. Much of this intricacy lies in the multidimensionality of the true reaction coor-
dinate [46, 47, 48, 49], thwarting naive attempts to resort to a limited number of geometric
variables, often of low collectivity [83]. Fruitful application of collective-variable-based
methods rests in large measure upon the fragile hypothesis of timescale separation of slow
degrees of freedom, in connection with the reaction coordinate, as well as all other hard,
fast degrees of freedom. Mapping the free-energy landscape that underlies the folding
of a short peptide, therefore, ultimately reduces to either select a few relevant collective
variables, or throw into the model a plethora of order parameters to describe the multi-
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dimensional transition space [84]. The daunting nature of this task explains why biased
simulations of complex, intertwined conformational changes remain scarce [85].
In the present contribution, we revisit the paradigmatic capped decamer of alanine,
henceforth referred to as deca-alanine. Deca-alanine has served on various occasions as a
methodological proof of concept, in particular in non-equilibrium work simulations in con-
junction with the Jarzynski identity [86], and equilibrium free-energy calculations relying
upon the application of a time-dependent bias [42, 87]. Notwithstanding their rudimen-
tary character, model peptides like deca-alanine offer valuable thermodynamic and kinetic
information on folding, under the assumption that a reasonable, non-ambiguous transition
coordinate can be designed — which is necessarily subservient to the length of the peptide
chain. They also help shed light on common shortcomings of importance-sampling simula-
tions of low-dimensionality, notably hidden barriers in orthogonal space, and have proven
useful for devising remedies [87, 88, 89, 90]. Beyond their undeniable utility in method-
ological developments, they are also sufficiently simple to serve as models of the nascent
chain in more realistic biological applications, like the coupled folding–translocation oc-
curring in the SecY complex [35].
Here, we extend the exploration of reversible extension of deca-alanine in vacuo [42,
87] by examining how the aqueous environment reshapes the free-energy landscape that un-
derlies folding. We find that the range of conformational states explored in water is much
greater than in vacuum, making end-to-end distance a highly degenerate transition coordi-
nate. However, by adding a second coordinate describing the helicity of deca-alanine, we
demonstrate that its folding pathway in water is more intricate than in vacuum.
4.2 Methods
Simulations of deca-alanine (Ala10) were performed using the 104-atom compact heli-
cal model used by Park et al. [86], capped with an acetylated N-terminus and amidated
C-terminus, as a starting state, with all hydrogens defined explicitly. For simulations in
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explicit water, the visualization and analysis program VMD [91] was used to place deca-
alanine in a cube of 10,850 TIP3P [92] water molecules with dimensions 70 Å× 70 Å× 70 Å
for a total of 32,659 atoms. Molecular dynamics simulations were carried out using NAMD
2.9 [Phillips2005] with the CHARMM all-atom force fields (CHARMM22/CMAP [93]
and CHARMM36 [94, 95]). The temperature was fixed at 300 K using Langevin dynamics;
the pressure was kept constant at 1 atm using the Langevin piston method [96]. The equa-
tions of motion were integrated using the RESPA multiple time-step algorithm with a time
step of 2 fs used for all bonded interactions, 2 fs for short-range non-bonded interactions,
and 4 fs for long-range electrostatic interactions. Long-range electrostatic interactions were
calculated using the particle-mesh Ewald method [97]. Bonds involving hydrogen atoms
were constrained to their equilibrium length, employing the Rattle algorithm [98].
PMFs were calculated using both adaptive biasing forces (ABF) [Phillips2005, 42, 44]
and umbrella sampling (US) with the weighted histogram analysis method (WHAM) [45],
utilizing the collective variables (colvars) module of NAMD 2.9 [87]. Two reaction coor-
dinates were defined: (ξ) the distance from the carbonyl carbon of the backbone of the first
residue to the carbonyl carbon of the last residue, and (α) the α-helical content of all 10 ala-
nine residues as defined in the colvars module of NAMD. The α colvar is calculated using
a scoring function for the backbone i, i+ 4 hydrogen bonding and the dihedral angles com-
pared to that of a pure α-helix, normalized between 0 and 1. The default parameters for the
α colvar as defined in the colvars module were used in all simulations. For 2-dimensional
PMFs in water, replica-exchange molecular dynamics [51] was utilized with US (REMD-
US) to increase the sampling efficiency of the entire conformational space. Integration of
the 2D PMF to obtain a 1D PMF was calculated according to the following equation [99]:





where β = (kBT )−1, kB is the Boltzmann constant, T is the temperature,W (x, y) is the 2D
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PMF, w(x) the corresponding 1D PMF, and (xc, yc) is an arbitrary point in the collective-
variable space.
Along the end-to-end distance coordinate, 20 US windows centered at ξ = 12.5 Å,
13.5 Å, . . ., 31.5 Å were used with a force constant of 5.0 kcal/Å2·mol for each window.
Along the α-helical content coordinate, 9 US windows centered at α = 0.1, 0.2, . . ., 0.9
were used in vacuum and 17 US windows centered at α = 0.1, 0.15, . . ., 0.9 were used in
water with a force constant of 500.0 kcal/α2·mol for each window. In vacuum, US windows
were simulated for 5-10 ns per window for 1-dimensional PMFs and 15 ns per window for
2-dimensional PMFs. In water, US windows were simulated for 5 ns per window for 1-
dimensional PMFs and 20 ns per window for 2-dimensional PMFs. The first 1-2 ns were not
included in the PMF calculations to ensure the system was in equilibrium. ABF simulations
were run for 50-100 ns in total. All ABF simulations used a threshold of 500 samples (“full
samples”) prior to the application of the bias, unless noted otherwise. Starting states along
each reaction coordinate were generated using either steered molecular dynamics (SMD)
or from 1-dimensional unrestrained ABF trajectories.
4.3 Results
4.3.1 One-dimensional PMFs
To examine the efficacy of our methods, we first determined the PMF of deca-alanine in
vacuum using the end-to-end distance reaction coordinate, denoted ξ. Using both the US
and ABF approaches (see Methods), we calculated the PMF with the CHARMM22/CMAP
and CHARMM36 force fields. The two approaches yield nearly identical free-energy pro-
files for both force fields (Fig. 4.1). Examination of the simulation trajectories shows that
both methods produced only the accordion-like folding/refolding mechanism as shown in
Fig. 4.2, where unfolding begins at one end of the peptide and propagates to the other end,
suggesting a cooperative folding mechanism [25].
The results of the CHARMM36 force field agree quite well with previously reported
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Figure 4.1: One-dimensional PMF of Ala10 in vacuum. Calculated using the distance from the N-terminus
carbonyl carbon to the C-terminus carbonyl carbon as the reaction coordinate. Red lines represent calculations
using ABF and blue lines represent calculations using US, with solid lines utilizing the CHARMM36 force
field and dashed lines utilizing the CHARMM22/CMAP force field.
29
Figure 4.2: Unfolding of Ala10. This “accordion-like” unfolding mechanism of Ala10 was generated using
SMD by pulling on the C-terminus Cα while keeping the N-terminus Cα fixed. Three snapshots of the
peptide are shown in various stages of the SMD simulations, drawn using the “licorice” representation for
all atoms and a cartoon representation for the backbone structure, where the thick ribbon represent those
residues which are in an α-helical state. The top image represents the initial, minimized crystal structure of
Ala10 used as the starting state. The middle image represents an intermediate state in which the peptide is
partially extended while the remaining portion of the peptide is still in an α-helical state. The bottom image
represents the fully extended state.
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PMFs [100, 101, 102, 103]. There is only one stable conformation around ξ = 14.2 Å,
which corresponds to the pure α-helical state, and there is an energy barrier of∼25 kcal/mol
from the helical to extended state (Fig. 4.1). While the CHARMM22/CMAP force field
does yield a minimum near the α-helical state, the entire PMF is shifted by ∼2Å toward
lower end-to-end distances, and the energy barrier between helical and extended states is
slightly higher (∼30 kcal/mol). The corrections to the CHARMM22/CMAP force field
added to the CHARMM36 force field are evident in the difference in the folding PMFs
for Ala10. Since CHARMM36 reproduces the expected free-energy minimum for the α-
helical state in vacuum [104] and significantly improves agreement with helix-formation
experiments [94], from here on we used solely the CHARMM36 force field.
The ABF and US simulations of Ala10 were then repeated in explicit water. Both meth-
ods yield a relatively flat PMF, compared to the vacuum PMF, along most of the reaction
coordinate (Fig. 4.3, thick, solid lines). The trajectories reveal that there is no longer only
the folding/refolding mechanism seen in vacuum; instead, the peptide transitions between
extended states and compact, but non-helical, states. These non-helical states are character-
ized by various hairpin structures (Fig. 4.4). Fig. 4.5 shows the prevalence of low-helical,
compact states in water as opposed to vacuum, which are “contaminating” the PMF at low
end-to-end distances.
In order to enforce the α-helical folding/refolding mechanism observed in vacuum,
multiple additional restraints were imposed. First, the peptide backbone was confined to a
cylindrical tube of radius 10 Å centered along the end-to-end distance vector. This confine-
ment, as well as a smaller tube of radius 8 Å, failed to prevent the formation of compact
non-helical states, and the PMFs produced were either unchanged or inconsistent (Fig. 4.3,
dashed lines), likely because convergence was not achieved. An additional anti-hairpin
restraint, which prevents the backbone Cα’s from passing one another in relation to the
end-to-end distance vector, was also insufficient to produce the simple folding/refolding
mechanism (Fig. 4.3, dotted-dashed lines). The persistent formation by Ala10 of these non-
31
Figure 4.3: One-dimensional PMF of Ala10 along the end-to-end distance of the peptide. Calculated using
ABF (top) and US (bottom). Top graph: no additional restraints (thick, solid line), no restraints with 50,000
full samples (thick, dashed line), 8 Å-radial confinement (thin, dashed line), 10 Å-radial confinement plus
anti-hairpin restraint (thin, dotted-dashed line). Bottom graph: no additional restraints (thick, solid line),
10 Å-radial confinement (thin, dashed line), 10 Å-radial confinement plus anti-hairpin restraint (thin, dotted-
dashed line).
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Figure 4.4: Representative set of compact, low-α-helical content states of Ala10 in water. The Ala10
peptide is shown in the “licorice” representation with the backbone α-helical content represented in orange
by a cartoon representation. Water molecules are not shown.
helical, compact states from extended states reveals a more dynamic folding process than
that seen in vacuum. Indeed, previous simulations of Ala10 have shown that the disordered
and extended states are much more soluble in water than the α-helix [105]. Instead of
running the 1D US simulations longer in order to achieve convergence of the PMF, since
the presence of compact, non-helical states makes convergence difficult to determine, we
switched to a 2D description to ensure adequate sampling of these additional states.
4.3.2 Two-dimensional PMFs
To examine the effects of compact, non-helical states on the free energy of Ala10 folding,
we calculated a 2-dimensional PMF using US, with α-helical content as a second reaction
coordinate. We first verified this 2D description by calculating the PMF in vacuum with
umbrella sampling (Fig. 4.6, top). There is still only one minimum in the pure α-helical
state, as was seen in the 1D PMF. In addition, we calculated the least free-energy path [106],
which finds the path of least free-energy difference between two local minima on a 2D free-
energy surface, from the α-helical state to an extended state. There is close agreement
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Figure 4.5: Scatter plot of states from ABF simulations. (Top) Scatter plot of states from 50 ns ABF
simulation in vacuum using the CHARMM36 force field. (Bottom) Scatter plot of states from 100 ns ABF
simulation in water with 10 Å-radial confinement plus anti-hairpin restraint.
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between this path (Fig. 4.6, top inset) and the 1D PMF (Fig. 4.1), suggesting that the
folding/refolding mechanism observed in the 1D biased simulations is in fact the primary
mechanism of folding for Ala10 in vacuum.
Based on the successful application to the vacuum case, a 2-dimensional REMD-US
(see Methods) simulation was performed for Ala10 in water. One can immediately see that
a free-energy “trough” has appeared along a family of extended, non-helical states (Fig. 4.6,
bottom). These states are also of free energy comparable to the pure α-helix, differing by
less than 1 kcal/mol, and the energy barrier between the helical and extended states is now
less than 4 kcal/mol. The least free-energy path explores a wider range of extended states
before refolding compared with the vacuum case.
One notable feature of the 2D PMF is the appearance of “bands” in the free energy
along lines of constant helical-content, which were presumed to be indications of poor
overlap between neighboring windows when implementing the WHAM algorithm. The
poor overlap was confirmed by plotting the histograms (data not shown) and, thus, the
number of windows along the α coordinate was increased from 9 to 17 (see Methods).
However, the bands still remained as seen in Fig. 4.6, bottom graph. These can be seen
more explicitly in the PMF along the least free-energy path, which shows 5 distinct local
minima between the α-helical state and the fully extended state (Fig. 4.6, bottom inset).
There is less than 1 kcal/mol difference between PMFs calculated for 15ns per window and
20ns per window for the entire range of our reaction coordinates, which suggests that these
PMFs should have reached convergence.
To validate the path as well as our choice of reaction coordinates, we also made a
rough estimate of the committor distribution for the free-energy maximum [107, 108]. Fifty
separation conformations were each used to initiate 50 10-ps simulations (2500 simulations
and 25 ns in total) with random velocities. The committor was judged to be progressing to
the extended state or retreating to the helical state based on the values of ξ and α (see
Fig. 4.6, bottom) although full commitment to either minimum would require time scales
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Figure 4.6: Two-dimensional PMF of Ala10. Ala10 in (top) Vacuum and (bottom) water using end-to-end
distance and α-helical content as the two reaction coordinates. Green line represents the least free-energy
path from the α-helical state to the extended state. The inset shows the PMF along the least free-energy path,
as projected onto the end-to-end distance coordinate.
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at least 100× as long (see below). The resulting distribution is peaked at 0.5, with some
bias towards values greater than 0.5 (see Fig. A.1). Overall, the behavior of the committor
near the barrier suggests that it is representative of a true transition state.
4.3.3 Equilibrium Simulations
Equilibrium simulations of deca-alanine in water were performed starting from different
states for 50 ns each to validate the 2D PMF and to better understand the folding pathway.
Starting from a state that is near the α-helical minimum observed in the 2D PMF, in equi-
librium the peptide initially samples the region around the minimum. As the simulation
progresses, the peptide begins to unfold roughly along the least free-energy path and simi-
lar bands as seen in the PMF also appear in the histogram, despite no biasing being applied
(Fig. 4.7). The protein folds and refolds until finally becoming fully extended near the end
of the 50 ns simulation.
Starting from an extended state, Ala10 explores the range of extended and compact
non-helical states predicted by the free-energy trough seen in the 2D PMF. The peptide
eventually folds into an α-helix near the end of the simulation in much the same manner as
in the unfolding case. Examination of the hydrogen bonding of Ala10 with itself and with
water during the equilibrium simulations reveals that the transition between helical and
extended states occurs in ∼5 ns with the formation or breaking of ∼4 peptide-peptide hy-
drogen bonds, with a corresponding decrease or increase in water-peptide hydrogen bonds,
respectively (Fig. A.2), in agreement with the results of Ozer et al. [109]. We see similar re-
sults when examining the water-peptide hydrogen bonds from the REMD-US trajectories,
with an increase of 8-10 hydrogen bonds from folded to extended states (Fig. A.3).
Based on the success of the two previous equilibrium simulations, we ran 20 additional
simulations to get better sampling of the folding mechanism: 10 starting from the α-helical
minimum, and 10 starting from the extended minimum. By examining the hydrogen bond-
ing between the i–th residue and the i + 4–th residue for the simulations in which folding
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Figure 4.7: Equilibrium simulations of Ala10 in water. Histograms of 50 ns equilibrium simulations for
(top) α-helical and (bottom) extended starting states. Green lines represent previously determined least free-
energy paths.
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was observed, some cooperativity is observed at the N-terminus, where the formation of
the Ala1–Ala5 hydrogen bond initiates a propagation of hydrogen bond formation towards
the C-terminus as the peptide folds from an extended state to an α-helical state (Fig. A.4,
left graphs). In contrast the C-terminus exhibits less cooperativity, with unfolding typi-
cally beginning at the C-terminus and propagating in the opposite direction of folding in
the majority of our simulations (Fig. A.4, right graphs). On average, the N-terminal hydro-
gen bonds persist longer than those on the C-terminal side while the protein is in a folded
conformation. These results are consistent with a previous study which observed that the
N-terminus of Ala10 slightly favors the α-helical conformation over the β-sheet conforma-
tion, whereas the opposite was observed for the C-terminus [64]. We do observe, however,
cases in which the N-terminal hydrogen bonds were broken while the C-terminal hydro-
gen bonds remained intact (Fig. A.4, bottom right graph), although these occurred much
less frequently. The REMD-US trajectories of Ala10 in water yields similar preference for
N-terminal hydrogen bond formation (Fig. A.5) near the α-helical state. The N-terminal
hydrogen bonds also persist for a longer portion of the unfolding pathway (Fig. 4.6, bottom
graph) than the C-terminal hydrogen bonds. In addition, we observed very little 310-helical
(i, i + 3) hydrogen bonding for both the REMD-US and equilibrium trajectories (data not
shown), so it appears that the 310-helix is not an intermediate state in the folding pathway.
Thus, the folding pathway consists of the breaking or formation of α-helical hydrogen
bonds and not the rearrangement of those hydrogen bonds into a 310-helical structure.
4.3.4 1D PMF from Integration of 2D PMF
After validation of the free energy minima observed in the 2D PMF of Ala10 folding in
water by equilibrium simulations, we integrated out the α coordinate according to Eq. 4.1
(see Methods) to generate a 1D PMF along the distance coordinate (Fig. 4.8). This in-
tegrated PMF still yields the free-energy minimum observed for Ala10 in vacuum around
ξ = 14.3 Å. The main difference between the integrated PMF in Fig. 4.8 and the PMF in
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vacuum (Fig. 4.1) is in the unfolding region (ξ > 15 Å), with the PMF reduced by more
than 20 kcal/mol in the extended state. This reduction is comparable to that seen in the
previous unrestrained 1D PMFs calculated for Ala10 (see Fig. 4.3). However, by ensuring
that Ala10 more fully explores its entire conformational space through biasing of the ad-
ditional α reaction coordinate, two free energy minima are revealed in the compact states
and extended states, respectively, that were not found by biasing of the ξ reaction coordi-
nate alone. The appearance of these new minima supports the suggestion that the previous
1D PMFs had not yet converged. Calculation of the free-energy difference between these
two minima establishes that the compact state is slightly favored over the extended states
(∆G = −0.4 kcal/mol), with compact states defined as ξ ≤ 16.75 Å, i.e., below the peak
of the energy barrier between the minima.
Figure 4.8: One-dimensional PMF of Ala10 in water. Calculated by integration of 2D PMF using Eq. 4.1.
40
4.4 Discussion
The free energy of folding for Ala10 in vacuum has been used as a benchmark for many
free-energy calculation methods, using the end-to-end distance (ξ) of the peptide as the
reaction coordinate. This choice of reaction coordinate implicitly presumes a reversible
accordion-like folding/refolding of the peptide. We observed using both US and ABF that
in vacuum, this presumption is indeed correct and only the simple folding/unfolding mech-
anism predicted is found. In the presence of water, however, the folding/unfolding mecha-
nism is much more complex, and biasing the refolding of Ala10 back into an α-helix from
an extended state is non-trivial.
Using multiple biasing methods – US and ABF – we discovered that the water-solvated
Ala10 will explore an extended range of compact, non-helical states before refolding back
into an α-helix. These compact, non-helical states appeared to be “contaminating” the low-
ξ region of the 1D PMFs calculated from the two biasing methods creating a relatively flat
PMF compared to the PMF calculated for Ala10 in vacuum (Fig. 4.3). Calculation of 2D
PMFs for the entire (ξ, α) collective-variable space revealed a new free-energy minimum
in a family of extended states not observed in vacuum, along with the α-helical minimum
that was originally observed in vacuum.
In water, the free energy of the extended states decreased significantly compared to vac-
uum, with the α-helical state less than 1 kcal/mol lower in energy than the extended states
– a decrease from more than 20 kcal/mol observed in vacuum. A barrier of ∼4 kcal/mol
between the two energy minima is also observed in the PMF. Previous studies of Ala10
in water have also shown a decrease in the free-energy difference between extended and
helical states. For example, ABF was applied to a zwitterionic form of Ala10 with charged
termini to calculate a 1D PMF in water, using the average length of the i, i + 4 hydrogen
bonds of the backbone as a reaction coordinate [35]. That PMF shows a comparable free-
energy barrier of ∼5 kcal/mol between the extended and helical states, with the relative
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energies differing by ∼1 kcal/mol. The decrease in the free-energy difference was not as
pronounced in other studies utilizing Adaptive SMD [109] and US [110] applied to the
end-to-end distance of Ala10 with neutral termini. Additionally, neither study discovered
the free-energy minimum in the extended states. Levy et al. found that in hydrophilic envi-
ronments, the α-helix is actually destabilized relative to β-sheet conformations, due to their
high conformational entropy compared to that of the α-helix [104]. Although we observed
a minimum in extended states rather than β-sheet conformations, the extended states are
similarly entropically favored over the α-helical state and extend into the range of compact,
non-helical states (Fig. 4.6). As a check on our 2D PMF, we performed 50 ns equilibrium
simulations of Ala10 in water starting from α-helical and extended states (Fig. 4.7). These
simulations confirmed both minima observed in the 2D PMF. Furthermore, transitions be-
tween the two minima demonstrated cooperativity at the N-terminus and non-cooperativity
at the C-terminus, as expected [64].
Although alanine is used as a model for protein folding since it has the highest helix
propensity of all amino acids, the folding mechanism for Ala-based peptides is still not
very well understood. Experiments studying short Ala-based peptides have lead to incon-
clusive or contradictory observations for the stability of the α-helical state in water. Rohl
et al. observed that Ala-based peptides are the only stable helix formers in water for the 20
common amino acids [111]. They postulated that reducing the extent of solvation of the
coil backbone could increase stabilization of the helix. Experiments performed by Blon-
delle et al. observed that peptides of the form Ac–KYAnK–NH2 (10 ≤ n ≤ 14) coexisted
as a β-sheet and α-helix to varying extents [112]. However, it was later observed that the
stability of the helix in these peptides was due to the solubility of the flanking Lys residues,
and not the intrinsic helix propensity of Ala [113]. This was followed up by Spek et al.
stating that although the increase in α-content of KAnK is an artifact of the flanking Lys
residues, Ala is intrinsically α-helix stabilizing [114]. So, although there is some discrep-
ancy for the stability of secondary structures for Ala-based peptides, the evidence suggests
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that these peptides do not solely exist as an α-helix in solution as one might suspect in vac-
uum. Instead they exist in some combination of secondary structures, including α-helices
and β-sheets. Indeed, more recently, NMR data for short polyalanine peptides (Ala3−7)
shows that these peptides exist primarily as polyproline II (PPII) helix-like structures with
very little population of the α-helix [115]. It is also known that macromolecular crowding
has a significant effect on protein folding in vivo [116, 117]. One could study this effect
by introducing multiple Ala10 molecules or other macromolecules, but that is beyond the
scope of this work.
Our results could shed some light on the stability of the α-helix for short polyalanine
peptides in solution. However, one should always be skeptical of the force fields utilized in
MD simulations. Best et al. examined a range of force fields and observed that they overem-
phasized the α-helix structure compared with NMR coupling parameters for the backbone
(φ, ψ) dihedrals [118]. By re-weighting the force fields based on these (φ, ψ) coupling pa-
rameters [115], they were able to yield good agreement with the population of the α-helix,
β-sheet, and PPII structures seen in the NMR data. Although there was better agreement
with NMR for unblocked (ionic or zwitterionic) termini than with blocked (neutral) ter-
mini, by using the re-weighting for unblocked peptides, blocked peptides were found to
yield α-content of 12–23%. Similar results were found using Agadir [119, 120, 121, 122,
123], an empirical NMR-based algorithm that determines the α-helical propensity of a pep-
tide based on sequence, which yields a helical propensity of ∼15% for Ac–Ala10–NH2 in
water at 300 K.
In this study we have used the most recently updated version of the CHARMM force
field, CHARMM36 [94, 95]. One of the major improvements of CHARMM36 is the cor-
rection of the α-helical bias introduced into CHARMM22 by the backbone (φ, ψ) dihedral
CMAP potential. This improvement was achieved by capturing the many-body effects not
present in the original CMAP potential. The CMAP potential was optimized to match
NMR data for Ala5 [115] and Ac-(AAQAA)3-NH2 [124] in solution, and the side-chain χ1
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and χ2 dihedrals were optimized to QM energy surfaces. The result was a better balance
between secondary structures, particularly the α-helix and β-sheet, addressing the problem
posed by Best et al. [118]. Particularly, the fraction helix of Ac-(AAQAA)3-NH2 produced
by CHARMM36 more closely matches experiments from Schalongo et al. [124] than other
force fields (a reduction from 95% for CHARMM22/CMAP to 21% for CHARMM36), as
well as improved cooperativity for α-helix and β-sheet formation. Thus, the fraction helix
of Ala10, as well as its folding mechanism, determined using CHARMM36 should also
have better agreement with experiment, particularly when compared with CHARMM22
and CHARMM22/CMAP, which were utilized in previous unfolding simulations of Ala10
in water [109, 110].
Our work emphasizes the challenge and necessity of choosing relevant reaction coor-
dinates to fully characterize a particular system [125]. For Ala10, the end-to-end distance
is no longer sufficient to capture the diversity of conformations explored in water, thus
making it a highly degenerate reaction coordinate (Fig. 4.4). Contributions from compact,
non-helical states can produce a PMF that doesn’t reveal what one intuitively expects it to,
namely the accordion-like folding/refolding mechanism shown in Fig. 4.2. By tracking the
α-helical content of Ala10 during biased folding simulations, we found many states acces-
sible to the peptide in water that were inaccessible in vacuum. These states arise due to
Ala10’s increased flexibility in water, where a loss of intrapeptide hydrogen bonds is com-
pensated by an increase in peptide-water hydrogen bonds (Figs. A.2 and A.3). Reaction
coordinates suitable for Ala10 in vacuum, therefore, may not be suitable in water [46, 104].
Since recent studies of Ala10 folding in water have only used the end-to-end distance to
characterize the folding pathway, they observe that the preference for the α-helical state is
still significant in water compared to the extended states. However, we have shown that
the helical and extended states are of comparable stability (|∆G| < 1 kcal/mol), with both
states transitioning from one to the other within the course of 50 ns equilibrium simulations.
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CHAPTER 5
FOLDING FREE ENERGY LANDSCAPES OF β-SHEETS WITH
NON-POLARIZABLE AND POLARIZABLE CHARMM FORCE FIELDS
5.1 Introduction
The so-called “protein folding problem”, namely how proteins arrive at a particular three-
dimensional shape determined primarily by their sequence of amino acids, remains one
of the grand challenges of molecular biology [126]. While most estimates of the number
of distinct protein folds are around 103 (see Ref. [127]), they practically all derive from
the two most common secondary-structure elements: the α-helix and the β-sheet. Thus,
model systems exemplifying one of these elements represent important tools for the study
of protein folding.
One of the most common representatives of the β-sheet used in protein folding stud-
ies is the B1 domain of streptococcal protein G (GB1) as well as its C-terminal β-hairpin
(residues 41-56), which comprises just 16 amino acids. Although other isolated β-hairpin
peptides have been found [128, 129], GB1 has proven particularly amenable to experiments
looking at folding dynamics and mechanisms [122]. GB1 is stabilized by six native back-
bone hydrogen bonds and a hydrophobic core consisting of four residues (see Fig. 5.1).
Muñoz et al. measured folding to be a two-state process taking∼6µs, and multiple studies
have found the fraction folded to be 30-50% at room temperature [122, 130]. This folding
time is ∼30x slower than that for α-helices [63, 131]. The earliest folding model put for-
ward proposed that the β-turn forms first and then the hairpin “zips up” from there, with
the hydrophobic core forming last [122, 132].
Because of its small size and fundamental nature, the folding of the GB1 β-hairpin has
inspired a number of molecular dynamics (MD) studies. In particular, multiple groups have
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Figure 5.1: Crystal structure of the C-terminal β-hairpin of GB1. Residues 41-56 of the full GB1 crystal
structure (PDB: 1GB1). All protein atoms are portrayed in the licorice representation. (A) All non-hydrogen
atoms, colored by atom name. β-Hairpin structure shown in cartoon representation in transparent blue. (B)
Internal, backbone hydrogen bonds are represented by orange dashed lines. Residue pairs 46–51, 44–53, and
42–55 are labeled. Side chains are shown as transparent. (C) Hydrophobic core (residues 43, 45, 52, and 54)
side chains are colored green. All other side chains are shown as transparent.
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calculated the free-energy landscape of GB1. For example, Dinner et al. chose two reac-
tion coordinates to map GB1’s conformations, namely the native hydrogen bonds and the
packing of the hydrophobic core residues; they found, contrary to the earlier model, that
the hydrophobic core forms first, followed by hydrogen bond formation along the back-
bone [133]. Successive simulation studies agreed with this model [134, 135]. Zhou and
Berne compared explicit and implicit solvent models with the same force field, finding
that the folded probability of GB1 in the implicit solvent was much lower than that in the
explicit solvent, the latter matching experiments [136]. More recently, Shao et al. demon-
strated that a particular implicit solvent model, GBOBC, when used with the AMBER ff96
force field, could reproduce the expected structures of GB1 [137]. Thus, GB1 β-hairpin
folding developed into a useful and sensitive test of simulation force fields. Best and Mittal
further demonstrated this utility by comparing six force-field/explicit-water-model combi-
nations; they found that the primary differences between force fields are the residual sec-
ondary structures observed in the unfolded state as well as the dimensions of the unfolded
state, which was often too compact [138]. The delicate balance between solute-solvent and
solute-solute interactions was cited as a reason for the differences.
Force fields that include explicit polarizability have grown in popularity over the years,
due in part to improvements in the methods and also the expansion in computational re-
sources available [139, 140, 141, 142]. Two commonly used approaches that have been ex-
tended to proteins are the AMOEBA force field [29] and the Drude-2013 force field [33].
The AMOEBA-2013 force field proved adept at maintaining conformations of ten small
proteins with varied folds (α-helices, β-sheets, and mixed) over 30-ns simulations [29].
The Drude-2013 force field was used for simulations of a few small peptides as well as
ten proteins, finding them to be stable on the 100-ns time scale [33]. Dynamic polariza-
tion of the peptide backbone led to improvements in both the temperature dependence and
cooperativity of α-helix folding for the (AAQAA)3 peptide [143]. Lopes et al. also simu-
lated the GB1 β-hairpin with Drude-2013. While it remained close to the crystal structure
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over the course of a 150-ns simulation, comparison of estimated NMR chemical shifts with
experiment for residues 42-45 proved worse than the non-polarizable CHARMM36 force
field [33]. Additionally, backbone hydrogen bonds in β-sheet structures were approxi-
mately 0.05 Å too long compared to high-resolution crystal structures [33].
In the present study, we determine the free energy of GB1’s conformational landscape
for three force fields: CHARMM36 (Ref. [95]), CHARMM22* (Ref. [144]), and the 2015
release of the Drude-2013 model (Ref. [33]). We find that while the β-hairpin of GB1 is
stable in the non-polarizable models, it is unstable in the Drude-2013 model, with the latter
favoring an unfolded, extended state. Hydration free energies reveal that amide-containing
groups are more soluble in the Drude-2013 model than in the non-polarizable models, re-
sulting in a more soluble backbone. However, this enhanced solubility, which is still less
than found in experiments, does not appear to be countered by a corresponding enhance-
ment in peptide–peptide interactions, namely for the native hydrogen bonds that form the
β-hairpin. Using a perturbative approach, we show that small increases to the backbone
amide N polarizability can improve both the backbone solubility and folding properties of




All-atom simulations of non-polarizable GB1 were performed starting from residues 41–
56 of PDB 1GB1 (Ref. [145]; see Fig. 5.1), capped with an acetylated N-terminus and
amidated C-terminus. For non-polarizable models, the visualization and analysis pro-
gram VMD [91] was used to place GB1 in a water box of 14,314 TIP3P (Ref. [92]) water
molecules with dimensions 66 × 66 × 104 Å3. Systems were neutralized with 6 sodium
and 3 chloride ions as used previously [138], for a total of 43,204 atoms. A harmonic
restraint was added to keep the end-to-end vector along the z-axis. Molecular dynamics
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simulations were carried out using NAMD 2.10-12 (Ref. [Phillips2005]) with CHARMM
all-atom force fields C22* (Ref. [144]) and C36 (Refs. [94, 95]).
The temperature was fixed at 300 K using Langevin dynamics; the pressure was kept
constant at 1 atm using the Langevin piston method [96]. The equations of motion were
integrated using the RESPA multiple time-step algorithm with a time step of 2 fs used for
all bonded interactions, 2 fs for short-range non-bonded interactions, and 4 fs for long-
range electrostatic interactions. Long-range electrostatic interactions were calculated using
the particle-mesh Ewald method with a real-space cutoff of 12 Å [97]. Short-range non-
bonded Lennard-Jones interactions were cutoff at 12 Å with a potential switching function
beginning at 10 Å bringing the potential energy smoothly to zero at the cut off distance.
Bonds involving hydrogen atoms were constrained to their equilibrium length, employ-
ing the SETTLE algorithm [146] for water molecules and the SHAKE algorithm for all
others [147].
5.2.2 Polarizable model
For the polarizable model, a non-polarizable model was first built using CHARMM-GUI [148].
Similar to the previous non-polarizable models, GB1 was solvated in a water box of dimen-
sions 66 × 66 × 104 Å3 with 14,256 water molecules and neutralized with 6 sodium and
3 chloride ions. An additional harmonic restraint was added to keep the end-to-end vector
along the z-axis. The Drude Prepper [149] from CHARMM-GUI was then used to convert
the non-polarizable model into the Drude-2013 polarizable model for the protein [33] and
ions [150] solvated in SWM4-NDP polarizable water molecules [151], resulting in a system
of 71,748 atoms, including Drude particles. We used the Drude-2013 parameters released
in July 2015. The system was then minimized and pre-equilibrated using the NAMD input
scripts provided by Drude Prepper.
The temperature for parent atoms was fixed at 300 K using Langevin dynamics; a sep-
arate Langevin thermostat was coupled to the Drude particles with temperature 1 K. Addi-
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tionally, a hard wall restraint at 0.25 Å was added for all Drude particle-parent atom bond
lengths. Thole corrections to electrostatic interactions [152] were also extended to non-
bonded pairs of Drude oscillators for which a Thole screening parameter is defined within a
5.0-Å cutoff. Analytic long-range Lennard-Jones corrections were also implemented [153].
The pressure was kept constant at 1 atm using the Langevin piston method [96]. The equa-
tions of motion were integrated using a 1-fs time step for all interactions. Long-range
electrostatic interactions were calculated using the particle-mesh Ewald method [97]; cut-
offs were the same as for the non-polarizable simulations above. Bonds involving hydrogen
atoms were constrained only for water molecules.
5.2.3 Folding free energy calculations
Two-dimensional potentials of mean force (PMF) were calculated using umbrella sampling
with replica-exchange (REUS) [51]. Reaction coordinates were calculated and biased using
the collective variables (colvars) module of NAMD 2.10 (Ref. [154]). The first reaction
coordinate is the number of native hydrogen bonds (Nhb), calculated using the hbonds
colvar. Nhb is the sum of individual dimensionless hydrogen bond scoring functions, hbf,
calculated for each donor and acceptor pair:
hbf(donor, acceptor) =
1− (|xdon − xacc|/d0)6
1− (|xdon − xacc|/d0)8
, (5.1)
where xi is the cartesian coordinates of atom i, and d0 = 3.3 Å is the distance cutoff for
an occupied hydrogen bond. hbf ∈ [0, 1], with values near 0 for donors and acceptors
far outside the cutoff distance, and values near 1 well inside the cutoff. Therefore, Nhb ∈
[0, 6] for the six native hydrogen bonds of GB1. The second reaction coordinate is the
radius of gyration of the hydrophobic core (RG), i.e., the non-hydrogen atoms of residues
Trp43, Tyr45, Phe52 and Val54. Either 89 (C36 and Drude-2013) or 100 (C22*) windows
were simulated for 15 ns/window, for a total simulation time of 1.34-1.50 µs per system.
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Windows were spaced along the Nhb coordinate by 0.25 for Nhb ≤ 1.5 and by 0.5 for
Nhb > 1.5, using a 25 kcal/mol harmonic force constant. Windows were spaced along
the RG coordinate by 1.0 Å, using a 6.25 kcal/mol·Å2 harmonic force constant. The first
2 ns/window of each system was omitted before calculating the PMF, generated via the
weighted histogram analysis method (WHAM) [45, 155]. Starting states for each window
were generated using steered molecular dynamics (SMD) [156].
1D PMFs were calculated by integrating out the second coordinate as follows [99]:





where W (x, y) is the 2D PMF, w(x) is the corresponding 1D PMF, and (xc, yc) is an ar-
bitrary point in the collective variable space. To calculate folding free energies, ∆Gfold,
from the 1D PMFs, we first located the peak of the PMF between the two extrema of
the x-coordinate; then, for folding-related coordinates (e.g. number of hydrogen bonds
or fraction of native structure), the 1D PMF was integrated to the left and to the right of
the peak to get Gunfolded and Gfolded, respectively, where ∆Gfold = Gfolded −Gunfolded. For
distance-related coordinates (e.g., radius of gyration or end-to-end distance), the definitions
for folded and unfolded are reversed. Errors for ∆Gfold were calculated as the standard de-
viation of ∆Gfolds calculated from 1-ns/window blocks of the REUS trajectories.
5.2.4 Adjusting Drude polarizability and charge parameters
Drude particle charges, qD, and parent atom charges, qP, are determined by
qD = (2KDα)sgn(α)and
qP = qA − qD,
(5.3)
where qA is the atomic partial charge, KD = 500 kcal/mol·Å2 is the strength of the har-
monic potential connecting the Drude particle to its parent atom, α is the atomic polariz-
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ability, and sgn(α) = +1 if α > 0, −1 if α < 0, and 0 if α = 0. Parent charges also include
any associated lone pair particles. If we modify the polarizability by a factor α′/α = γ,
then q′D = γ
1/2qD and q′P = qA− q′D. For atoms with lone pair particles, we keep the parent
charge constant and split the new charge between the lone pair particles.
States generated from the REUS simulations were used to generate new PMFs pertur-
batively. First, the total potential energy was calculated for 10-ps snapshots from the last
5 ns/window of the REUS simulations. Then, new potential energies were calculated for
these same snapshots using adjusted parameters. WHAM histograms were reweighted by










− β(Unew − Uold)
) , (5.4)
where Unew and Uold refer to the potential energy U(r(t)) with the new and old parameters,
respectively; r(t) is the value of the collective variables at timestep t; and rij is the value of
the collective variables in bin ij. For consistency, the original PMFs were also recalculated
using the same 10-ps snapshots to account for any bias in the reduced data set.
5.2.5 Hydration free energy calculations
The sidechain hydration energies were calculated using CHARMM c40b1 [157]. The 40-
stage WCA-decomposition FEP procedure described by Deng and Roux was used [158,
159]. The electrostatic and dispersion components were calculated from windows from
λ = 0.0, 0.1, 0.2, ..., 1.0. Exchanges were performed between neighboring replicas with
a frequency of 2 ps. The solutes were placed in a 32 × 32 × 32 Å simulation cell of
TIP3P-model water (roughly 980 water molecules). The Gibbs energy calculations were
performed using a 2 ns simulation for equilibration followed by a 5 ns simulation to sam-
ple the free energies. Gibbs energies were calculated using WHAM [45]. For charged
amino acids, the electrostatic component solvation energies were corrected for an interfa-
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cial potential of −520 mV [160]. Uncertainties were estimated by calculating the standard
deviation of the free energies taken from thirds of the production simulation.
A correction for the neglect of dispersion interactions outside the 12-Å cutoff distance
was determined by calculating the average of the difference between the interaction energy
with a 12-Å Lennard-Jones cutoff and that with a 45-Å Lennard-Jones cutoff in a 1-ns MD
simulation. This energy is included in the dispersion component of the hydration energy.
The Drude-2013 model hydration energies were calculated using the same procedure;
however, a 1-fs time step was used. The SWM4-NDP water model was used as the solvent.
The electrostatic components of the FEP of the Drude-2013 hydration energies were deter-
mined without exchanges. An interfacial potential of −545 mV was used to calculate the
correction to the electrostatic component of the solvation energy for ionic solutes [161].
5.3 Results and discussion
5.3.1 GB1 PMFs
Two-dimensional potentials of mean force (PMF) were calculated for GB1 using CHARMM36
(C36), CHARMM22* (C22*), and CHARMM Drude Polarizable (Drude-2013) force fields
(see Fig. 5.2) using replica exchange umbrella sampling (REUS, see Methods). Previous
simulation studies of GB1 near room temperature using a variety of protein force fields
and solvent models have found a number of local free energy minima, including the fully
folded state, partially folded states, compact unfolded states, and extended states [134, 136,
137, 138, 162, 163, 164, 165, 166]. We find that the three CHARMM force fields also pro-
duce a variety of local minima, resulting in distinct folding energetics for each model. The
free energy landscape for C36 shows the native β-hairpin (∼4-5 native hydrogen bonds)
to be very stable, roughly 6 kcal/mol lower in energy than the compact, unfolded state and
8 kcal/mol lower than the extended state. The folded state is much less stable in C22*, with
a free energy basin composed of multiple local minima extending from the native hairpin
with 5 hydrogen bonds to a partially unfolded hairpin with 2 hydrogen bonds, with the low-
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est energy state residing near 3 hydrogen bonds; local minima are all separated by barriers
of <2 kcal/mol. This free energy basin is around 2-4 kcal/mol lower in energy than both
the compact and extended unfolded states. While C36 and C22* have global minima in the
native and partially folded states at coordinates (Nhb, RG) = (4.95, 5.45) and (3.11, 5.45),
respectively, the Drude-2013 model shows a global minimum in the extended, unfolded
state at coordinates (0.23, 11.65), with shallower local minima in the partially folded and
fully folded regions.
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Figure 5.2: Folding free energy landscapes of GB1. 2D PMFs calculated by REUS using (left) C36,
(middle) C22*, and (right) Drude-2013 models. A total of 89 (C36/Drude-2013 systems) or 100 (C22*
system) windows were utilized and simulated for 15 ns/window. The first 2 ns/window for each system was
omitted before calculating PMFs.
To calculate the folding energetics, we integrated out the Nhb and RG coordinates sep-
arately from our 2D PMFs to generate 1D PMFs along the other corresponding coordinate
(see Fig. B.1) and calculated the free energy of folding, i.e. ∆Gfold = Gfolded − Gunfolded
(see Methods). The results are shown in Table 5.1. From the 2D PMFs, the Nhb coordinate
appears to better differentiate between the folded and unfolded states than the RG coordi-
nate, with a clear barrier between the two states for all three force fields. Hereafter, we will
only compare folding free energies along the Nhb coordinate. GB1 is between 30 and 50%
folded at room temperature [122, 130], so ∆Gfold = 0.0-0.5 kcal/mol. C36 overstabilizes
the folded state by ∼8 kcal/mol, C22* overstabilizes it by ∼2 kcal/mol, and Drude-2013
destabilizes the folded state by ∼2 kcal/mol. ∆Gfold is within error of the experimental
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range for C22* and is just outside this range for the Drude-2013 model, but is far too
negative for C36. Therefore, the C22* and Drude-2013 models are roughly equivalent in
describing the folding behavior of the GB1 β-hairpin, with the C36 model performing the
worst of the three force fields.
Table 5.1: ∆Gfold for GB1. Calculated from 1D PMFs in units of kcal/mol.
Coordinate C36 C22* Drude
Nhb −7.22± 2.15 −1.73± 2.16 +2.77± 1.74
RG −7.85± 3.07 −2.85± 1.26 +1.65± 3.11
5.3.2 Side-Chain Hydration Energies
To examine the differences in GB1 stability between the three force fields, we calculated
hydration energies of amino-acid side-chain analogs using the C36 and Drude-2013 models
(Table 5.2). With the exception of Asp, Glu, Arg, and Trp side-chain partial charges, C22*
non-bonded parameters are equivalent to C36 [144, 167]. In the analogs used, the side
chain is terminated with a hydrogen atom at the position where the α-carbon would be
bonded. Molecules constructed to mimic the side chain of an amino acid do not necessarily
serve as an appropriate measure of the hydration of a side chain attached to a protein [168],
but they do serve to test if the non-bonded parameters for the chemical moieties present in
the side chains are appropriate for describing their interactions with water [169, 170, 171].
In general, hydration energies predicted by both the C36 and Drude-2013 models are in
good agreement with the experimental hydration energies. The C36 and Drude-2013 mod-
els both show a significant improvement in Trp side chain hydration over C22 (equivalent
to C22*), which underestimates the free energy by 3 kcal/mol [158], whereas the C36 and
Drude-2013 models only underestimate it by 0.5 and 0.8 kcal/mol, respectively. The Drude-
2013 model also shows a systematic improvement for sulfur-containing side chains, Cys
and Met, over the C36 model. The Drude-2013 model correctly predicts these to be spar-
ingly soluble, while the C36 model underestimates their solubility by 1 and 2 kcal/mol, re-
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Table 5.2: Hydration energies of amino acid side chain models. Calculated using the C36 non-polarizable
model and the Drude-2013 polarizable model. For WCA decomposition and errors, see Tables B.1 and B.2.
The experimental hydration energies are from Refs. [172] and [173].
molecule residue ∆GC36 ∆GDrude ∆Gexptl
n-butane Ile 2.60 2.68 2.08
isobutane Leu 2.56 2.50 2.28
methane Ala 2.38 2.24 2.00
propane Val 2.49 2.65 1.96
acetamide Asn −7.56 −9.69 −9.72
p-cresol Tyr −4.92 −5.52 −6.13
ethanol Thr −4.78 −3.74 −4.90
methanethiol Cys −0.27 −1.04 −1.24
methanol Ser −4.94 −3.43 −5.08
methylethylsulfide Met 0.59 −1.12 −1.49
3-methylindole Trp −5.40 −5.11 −5.91
methylimidazole His −10.11 −11.67 −10.25
propionamide Gln −7.59 −8.06 −9.42
toluene Phe −0.30 −0.48 −0.76
acetate Asp −82.35 −84.92 −80.65
n-butylammonium Lys −66.00 −61.90 −69.24
n-propylguanidinium Arg −60.21 −57.00 –
propionate Glu −82.75 −80.76 −79.12
n-methylacetamide NMA −7.65 −8.50 −10.10
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spectively. Conversely, the hydration energies of non-aromatic hydroxyl containing groups
(i.e., Ser and Thr) are underestimated by the Drude-2013 model, while the C36 model pre-
dicts them accurately. This difference appears to stem from the electrostatic component of
the hydration energy: in the Drude-2013 model they are roughly 1 kcal/mol smaller than
those of the C36 model (see Tables B.1 and B.2). This is consistent with the O-H bond
in the Drude-2013 model being less polar (qH = 0.36e in the Drude-2013 model, while
qH = 0.43e in the C36 model). Polar and non-polar residues alternate along the two strands
of the GB1 β-hairpin, a common motif in anti-parallel β-strands [174], which situates the
polar and non-polar residues to point in the opposite direction, leading to distinct polar
and non-polar faces of the β-sheet. Given that four of the six hydrogen-bonding residues
in GB1 are threonines, reduced solvation of the threonine side chains in the Drude-2013
model could have a compounding effect, reducing the hydration free energy of the polar
face of the β-hairpin.
The C36 model underestimates the hydration energies of amides (i.e., NMA, Gln, and
Asn) by roughly 2 kcal/mol. One justification for this underestimation is that the force field
compensates for the lack of induced polarization in the model. When a protein folds into
secondary structures, hydrogen bonding between backbone amides results in polarization
of the C=O and N-H bonds, which gives a complementary effect that favors the propagation
of secondary structures [143]. Non-polarizable force fields like C36 are incapable of de-
scribing this effect rigorously, but by defining the water–amide Lennard-Jones parameters
such that the interactions are weakened, the model has the correct propensity for forming
secondary structures.
In contrast to the C36 model, the Drude-2013 model hydration energies of the amide-
containing molecules (i.e., NMA, Gln, Asn) are in better agreement with the experimen-
tal values. This suggests a possible explanation for the Drude-2013 model predicting a
(slightly) unstable β-hairpin, as opposed to a stable β-hairpin for C36. The amide hydra-
tion energies of the Drude-2013 model are more negative than the C36 model by roughly
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1 kcal/mol. If the stabilization that is achieved by the backbone–backbone hydrogen bonds
of the β-hairpin does not compensate for the increased hydration energy of the amides, the
unfolded state will be favored.
5.3.3 Adjusting Drude Polarizabilities
We observed key differences in hydration free energies between the Drude-2013 and C36
models that lead to distinct free energy profiles for GB1 β-hairpin folding. The Drude-
2013 model improves the hydration free energies over C36 for some chemical motifs,
namely amides and sulfur-containing compounds, while it underestimates the free ener-
gies for other motifs, such as hydroxyl groups. Although the NMA hydration free energy is
improved in the Drude-2013 model, it is still underestimated by ∼1.5 kcal/mol relative to
the experimental value. Enhancing the atomic polarizability of backbone amide N and side
chain hydroxyl O atoms should improve the hydration of peptide backbone and Thr and
Ser side chains, respectively. We recalculated the electrostatic component of the hydration
free energies for NMA, Thr, and Ser for atomic polarizabilities of amide N and hydroxyl O
atoms scaled by up to 2× (see Fig. 5.3).
For NMA, experimental hydration free energies are most accurately reproduced when
the polarizability of the amide N atom is increased by 60%. For Ser and Thr side chains,
increasing the polarizability of the hydroxyl O atom by 50% and 30%, respectively, were
the most accurate in reproducing experimental hydration free energies. For all of NMA,
Ser, and Thr, increasing their respective atomic polarizabilities by 40% reproduces exper-
imental hydration free energies within ∼0.5 kcal/mol. Adjusting the atomic charge of the
amide H atom to its C36 value also reproduced NMA hydration free energies fairly well,
underestimating the free energy by less than 0.5 kcal/mol; adjusting the amide N atomic
charge to its C36 value, however, overestimates the hydration free energy by more than
1 kcal/mol (see Supplementary Material). Overall, side chain hydroxyl free energies are
























































Figure 5.3: Electrostatic component of the hydration free energies. (A) For NMA, the polarizability of
the amide N (α′N∗H) was adjusted from 1-2× of its Drude-2013 value (αN∗H) (red, upward-facing triangles).
The solid red line shows the target electrostatic component that would reproduce the experimental hydration
free energy for NMA. (B) For Thr (blue) and Ser (gold), the polarizability of the hydroxyl O (α′O∗H) was
adjusted from 1-2× of its Drude-2013 value (αO∗H). The solid lines show the target electrostatic component
that would reproduce the experimental hydration free energies for Thr (blue) and Ser (orange), respectively.
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be expected since, although N atoms are more polarizable than O atoms, O-H groups have
larger intrinsic dipole moments than N-H groups. In addition, C=O groups have a large ef-
fect on the solubility of amides because they have larger dipole moments, both intrinsically
and when hydrogen bonded to water, than the N-H groups (see Fig. B.6).
We recalculated our folding PMFs for GB1 using these new polarizability parameters
(see Methods and Fig. 5.4). We extended the range of polarizabilities tested for the N and
O atoms down to 0 in order to better understand the role of polarizability in the folding
behavior. As might be expected, the folded state becomes more favorable as the backbone
amide N atom becomes more polarizable, with ∆Gfold decreasing roughly monotonically
with increasing polarizability, becoming negative when the polarizability is increased by
70% (1.7×) compared to the original Drude-2013 parameter. For increases of 30-60%
(1.3− 1.6×), ∆Gfold decreases by ∼1.4-1.9 kcal/mol over the original polarizability, with
30% showing the largest drop, bringing ∆Gfold closer to the experimental values of 0.0-
0.5 kcal/mol [122, 130]. A similar shift is seen when adjusting the atomic partial charges
of the amide N and H atoms to their C36 values (see Supplementary Material). Because
using reduced data sets can introduce a sampling bias to the free energy (see Methods),
we approximate this bias by subtracting the full-data free energy from the reduced-data
free energy: ∆Gbiasfold = ∆G
reduced
fold − ∆Gfullfold = +1.4 kcal/mol. If we adjust for this bias,
increasing the polarizability 30-60% should produce ∆Gfold values only∼0.5-1.0 kcal/mol
greater than experimental values, which is within the error of the PMF calculations (see
Table 5.1). However, the change in parameters could be affected differently by the sampling
bias, meaning that full REUS calculations would be needed to verify the improvement in
the free energies. From our perturbative approach, either a 30-60% increase in the amide
N polarizability or a reversion of the backbone amide H atomic charge to its C36 value
appears to be a viable means of improving both the backbone solubility and β-hairpin
folding properties in the Drude-2013 model. Alternatively, decreasing the Lennard-Jones
minimum between the backbone amide N and carbonyl O atoms by 7% also reproduces
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Figure 5.4: Free energies with adjusted Drude-2013 polarizabilities and charges. (A) 1D PMFs of GB1
along the Nhb coordinate for adjusted (left) N-H and (right) O-H parameters using 10-ps snapshots from
last 5 ns/window of REUS simulations (see Methods). For original Drude-2013 parameters (α′/α = 1), the
PMF was also recalculated using this reduced data set. (Solid lines) 1D PMFs for adjusted N or O atomic
polarizabilities, colored by ratio between new (α′) and old (α) polarizabilities. (B) Folding free energies
calculated from 1D PMFs in (A) (see Methods). The red and blue triangles are for modified amide N and
hydroxyl O polarizabilities, respectively. The pink band gives the experimental folding free energies of GB1
from Refs. [122] and [130].
Unlike the backbone amide N polarizabilities, altering side chain hydroxyl O polar-
izabilities does not monotonically change the folding free of GB1. GB1 contains five
Thr residues, four of which are involved in native β-hairpin hydrogen bonding, with the
fifth residing in the turn region. Increasing the polarizability of Thr side chain hydroxyl O
atoms by 30%, which most accurately reproduces experimental hydration free energies (see
Fig. 5.3B), results in the largest, positive folding free energy for all tested polarizabilities,
shifting it to the unfolded state by +4.4 kcal/mol over the original Drude-2013 parame-
ters. At larger polarizabilities the folding free energy stabilizes to around 1 kcal/mol lower
than the original polarizability. On the other hand, reducing the polarizability of the hy-
droxyl O atom close to 0, i.e., making the Thr side chains more hydrophobic, stabilizes the
folded state to the same extent as greatly increasing the backbone amide N polarizability.
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The increase in folding free energy around 1.3× the original O polarizability appears to
be driven by an increase in free energy of the intermediate region between Nhb=2-4. For
higher polarizabilities this is further accompanied by a corresponding decrease in the free
energy near the folded state. A more modest increase of 20% in the polarizability shifts the
folding free energy up by 1 kcal/mol over the original parameters while underestimating
the Thr side chain hydration free energy by only 1 kcal/mol. This appears to be a reason-
able trade off, especially if combined with the aforementioned adjustments to the backbone
amide polarizability or atomic partial charges.
We tested the proposed changes to the Drude-2013 parameters for an α-helical peptide,
Ala10, a decamer of alanines (see Supplementary Material for more details). Ala10 folding
free energy landscapes for the three CHARMM force fields tested here follow roughly the
same patterns observed for GB1 folding, namely that the Drude-2013 model favors the
unfolded, extended state more so than the additive C36 and C22* models, with ∆Gfold > 0
for all three models (see Fig. B.8 and Table B.3). For the α-helical peptide, (AAQAA)3, the
Drude-2013 model correctly predicted a positive folding free energy (only ∼25% folded),
although this was actually slightly higher than for C36 (∼20% folded) [143]. For Ala10
we can roughly compare the folding free energies to those of Ala5. Graf et al. showed
that backbone NMR coupling parameters were roughly constant for Ala3 up to Ala7, and
fitting MD simulations to the NMR results showed very little change in the distribution
of structures between Ala5 and Ala7, with no α-helical content in either [115]. Best et al.
repeated this analysis for Ala5 with a larger sample of MD simulations using multiple force
fields and found it to contain ∼2-11% helical content (∆Gfold ∼ 1.2 − 2.3 kcal/mol). For
Ala10 the Drude-2013 model sits right at the upper bound of this range, while C36 and
C22* sit just below this range, although they are all within one standard deviation of it.
Only small increases in amide N polarizabilities of 10-20% marginally decrease ∆Gfold,
while all others cause ∆Gfold to increase. We see similar results for the Lennard-Jones
parameters, where a decrease in the N- -O LJ minima of up to 4% yields small decreases
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in ∆Gfold, with all larger deviations increasing ∆Gfold. C36 backbone amide charges also
leave the folding free energy outside of the Ala5 range. This suggests, along with good
experimental agreement for (AAQAA)3, that the Drude-2013 parameters are optimized
for α-helices, but may be less so for β-sheets. A modest increase in backbone amide
N polarizabilities of 30% could be sufficient for improving both the backbone hydration
and β-sheet folding free energies while not appreciably affecting α-helical folding free
energies.
5.3.4 Other Avenues for Improvement of the Drude Force Field
Separate from the issues with folding GB1, the amino-acid-analog hydration energies sug-
gest other areas where the parameters for the Drude-2013 force field could be improved.
As noted above, the hydration energies of the hydroxyl-containing amino acids are under-
estimated by the Drude-2013 model. The parameters for the charged side chains could also
be improved; the hydration energies of Glu and Asp are overestimated while the hydration
energy of Lys is underestimated. Although there is no experimental value to compare to,
the Drude-2013 model hydration energy for Arg is 4 kcal/mol lower than is predicted by
the C36 model.
The Drude-2013 model hydration energy of Asn is more negative than that of Gln
(−9.7 kcal/mol vs. −8.1 kcal/mol), although the experimental hydration energies are essen-
tially equal (−9.7 kcal/mol and −9.4 kcal/mol, respectively). This difference results from
the use of a smaller Lennard-Jones radius for the Cβ of Asn (atom type CD32C, σ=3.22 Å)
in comparison to Gln (atom type CD32A, σ=3.74 Å); when the hydration energy of Gln is
calculated using the CD32C atom type for Cβ , it becomes −11.2 kcal/mol. The σ param-
eter for the Asn CD32C atom type is actually anomalously small for an aliphatic carbon,
which results in a smaller repulsive component of the hydration energy. This suggests that
the Drude-2013 model hydration energy of Asn only agrees with the experimental value
because of the small radius of Cβ , but it does not accurately represent the strength of the
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water–amide interactions.
5.3.5 A Non-native Salt Bridge Overstabilizes the GB1 β-Hairpin in the C36 Model
We also examined interactions in the β-turn region of GB1 and how they correlate to fold-
ing. Salt bridges that stabilize the turn have been shown to increase the stability of the β-
hairpin for another model β-sheet peptide, the PIN1 WW domain [175]. For GB1 however,
the Asp47–Lys50 salt bridge in the turn, although appearing in some crystal structures,
does not consistently form in solution [176]. For C22* and Drude-2013, the salt bridge
does not form, while for C36, it forms before hydrogen bonding begins and is maintained
throughout the folding process (see Fig. 5.5). This salt bridge appears to be the source of
the overstabilized β-hairpin in the C36 model. In the Drude-2013 model, Lys50 dipole mo-
ments are significantly reduced compared to C36 (a decrease of∼3-4 D), while other, non-
glutamate residues remain roughly the same between the three force fields (see Fig. B.5).
Interestingly, Asp47 dipole moments are also significantly reduced in C22* compared to
C36, most likely due to decreased partial charges of the aspartate side-chain carboxylate
group in C22* (Ref. [144]) as a similar decrease in dipole is also observed for Asp46 (see
Fig. B.5). The decrease in dipole moments for Asp47 and Lys50 in the C22* and Drude-
2013 models, respectively, from their C36 levels could explain why the salt bridge is only
observed in the C36 model.
5.3.6 Tryptophan Fluorescence Does Not Capture the Full β-Hairpin Folding Pathway
Lastly, we wanted to address experimental measures of protein folding and how this com-
pares to folding observed in MD simulations. Muñoz et al. measured GB1 folding using
fluorescence measurements of the buried Trp43 side chain [122]. Solvent accessible sur-
face area (SASA) correlates well with tryptophan fluorescence [177], so we calculated the
SASA of Trp43 for our REUS simulations. As one might expect, Trp43 SASA corre-
lates well with the RG coordinate but poorly with the Nhb coordinate (see Fig. 5.6). If
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Figure 5.5: Asp47–Lys50 interactions in the turn region of GB1. Occupation of (top) Asp47–Lys50 salt
bridge, (center) Asp47 backbone–Lys50 side chain hydrogen bond, and (bottom) Asp47 backbone–Lys50
backbone hydrogen bond for (left) C36, (middle) C22*, and (right) Drude-2013 REUS trajectories. Salt
Bridges and hydrogen bonds were considered occupied when the distance between their respective atoms
was <3.4 Å. Representative structures are shown in licorice representation for (*) C36, (**) C22*, and (***)
Drude-2013, with their coordinates indicated in the plots. Backbone atoms are colored by atom name. Asp47
and Lys50 side chains are shown in green, while all other side chains are transparent. Hydrogen bonds and
salt bridges are shown as orange, dashed lines.
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we integrate the 2D PMFs over the fraction of exposed Trp43 surface area, we see only
a single well for all three models (see Fig. B.11). This follows what was observed for
the RG coordinate, where only the original Drude-2013 model showed two-state behavior
(see Fig. B.1). Essentially, since formation of the hydrogen bonds follows the hydrophobic
collapse, the exposed tryptophan surface area only tracks the hydrophobic collapse por-
tion of the folding process, giving no indication of hydrogen bond formation. This agrees
well with experiments that have found that folding rates determined by tryptophan fluores-
cence measurements are often faster than the true full folding rate [178]. Thus, tryptophan
fluorescence alone is not a sufficient reaction coordinate for protein folding and, instead,
requires at least one supplemental coordinate to capture the complete folding process.
C36















































Figure 5.6: Fraction of exposed surface area for Trp43 side chain. Fraction of exposed surface area
of Trp43 side chain was calculated by dividing the solvent-exposed surface area by the total surface area.
Contours at 10% intervals are shown in black.
5.4 Conclusions
We calculated folding free energy landscapes of the GB1 β-hairpin using CHARMM non-
polarizable force fields and the CHARMM Drude-2013 polarizable model and found that
the Drude-2013 model destabilizes the β-hairpin, resulting in ∆Gfold ∼ +2 kcal/mol, ver-
sus−7 and−2 kcal/mol for C36 and C22*, respectively. Hydration free energies show im-
proved solvation of the peptide backbone in the Drude-2013 model over the non-polarizable
C36, suggesting that peptide–peptide hydrogen bonding is too weak to compensate for a
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more solvated backbone. By increasing the backbone amide N atomic polarizabilities by
30%, we were able to further improve the backbone solubility as well as shift the folding
free energy closer to the experimental value of ∼+0.5 kcal/mol [122, 130].
Improved backbone hydration energies in the Drude-2013 model may be the result of
numerous occurrences. First, C36 amide hydration energies are underestimated by ∼2-
3 kcal/mol (see Table 5.2). This presumably compensates for the lack of N-H and C=O po-
larization during hydrogen bonding. However, although this works well for α-helices [34],
it results in overstabilized β-sheets. Altered dihedral parameters and the removal of the
helix-overstabilizing CMAP potential allows C22* to avoid such a strong preference for
the folded state [118, 144]. For the Drude-2013 model, altered partial charges combined
with dynamic atomic polarization strengthen backbone–water hydrogen bonding. O par-
tial charges are more negative in the SWM4-DNP water model (−0.834e for TIP3P com-
pared to −1.115e for SWM4-NDP), and they have a deeper Lennard-Jones potential well
(−0.15 kcal/mol for TIP3P compared to −0.21 kcal/mol for SWM4-NDP), both of which
are typical for 4-point water models [179, 180, 181]. Additionally, the net charge for back-
bone N-H groups increases from −0.16e in C36 to −0.11e in Drude-2013, while the net
charge for backbone C=O groups decreases from 0e in C36 to −0.04e in Drude-2013. The
reduced charge for N-H groups is due to a less negatively charged N atom and a less pos-
itively charged H atom, while the net negative charge for C=O groups is a result of a less
positively charged C atom and a more negatively charged O atom, with the negative charge
on the O atom split between two lone pair charges. N-H and C=O dipole moments are
also typically higher in the Drude-2013 model than in the C36 or C22* models. For native
hydrogen-bonding residues, N-H dipole moments in the Drude-2013 model are enhanced
by polarization of the N atoms and alignment of the dipoles during folding. Conversely,
C=O dipole moments are enhanced primarily by alignment of the atomic dipoles, as the C
and O atoms are less polarizable than the N atoms. C and O atoms do polarize to a larger
extent when involved in water–peptide hydrogen bonding, however. As we also observed
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with hydroxyl groups in polar side chains, the reduced partial charges on the backbone N
and H atoms in the Drude-2013 model may be decreasing its affinity for hydrogen bonding.
This would suggest that improvements in amide hydration free energies in the Drude-2013
model are due primarily to stronger carbonyl–water interactions. Increasing the N-H partial
charges and enhancing N polarizabilities were both successful in improving the solubility
of the backbone, with the latter also stabilizing the GB1 β-hairpin.
Adjusting parameters in any model should be performed with care. Atomic polarizabil-
ities in the Drude-2013 model, for example, have already been scaled from their gas-phase
values by 0.85 to reproduce experimental values for the dielectric constants of pure liquids
of pyridine and pyrrole [33, 182]. Our proposed increase of 30% for Drude-2013 backbone
amide N polarizabilities would increase them by 10.5% over their gas-phase values. While
the dielectric constant for pyridine, which does not have an N-H group, was unchanged be-
tween gas-phase scaling factors of 1.0 and 0.85, the dielectric constant for pyrrole, which
does have an N-H group and should be more representative of backbone amide values,
was overestimated by ∼20% with a scaling factor of 1.0 [182], suggesting that our polar-
izability changes would destroy the improvement in bulk properties with the 0.85 scaling
factor. However, while increasing the atomic polarizabilities above the 0.85 scaling factor
clearly has adverse effects on the dielectric constant of pyrrole, changes in the dipole and
quadrupole moments were much less significant, differing by only 2-4% between 0.85 and
1.0, with the higher scaling factor producing quadrupole moments slightly closer to quan-
tum mechanical calculations [182]. Since we only increase the polarizability of protein
backbone amide N atoms while keeping all other protein atoms at their 0.85 scaled val-
ues, the overestimation of the pyrrole dielectric constant should be limited. In addition for
unfolded states of proteins, the bulk properties of water, which we do not change, should
be more important than the bulk properties of the protein backbone. Therefore, overesti-
mation of the pyrrole dielectric constant becomes less important in this context. For the
folded states of larger proteins, where the dielectric constant near the center of the protein
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is much smaller than for bulk water and much more dependent on the electrical properties
of the amino acids [183], changes in the dielectric constant of the backbone will be more
significant than for the small β-hairpin of GB1. Studies on larger proteins will be necessary
to determine the effects of polarization on buried residues. Lastly, a major advantage of the
Drude-2013 model is the avoidance of the overpolarization present in many fixed charge
force fields, which often leads to overstabilization of secondary structures. It accomplishes
this by introducing dynamic atomic polarization while simultaneously reducing some of
the intrinsic polarization. We observed that overpolarization in the Drude-2013 model can
also lead to overstabilization of secondary structure, although this appears to be system
dependent as opposite effects were observed the GB1 β-hairpin and the Ala10 α-helix.
The C36 model greatly overstabilizes the GB1 β-hairpin due to a non-native salt bridge
that occurs in the turn region. Elimination of this salt bridge allows C22* to only slightly
overstabilize the β-hairpin. Weaker interactions with the TIP3P water model compared
to the SWM4-NDP water model in the Drude-2013 systems along with stronger peptide–
peptide hydrogen bonding, as well as a more hydrophobic tryptophan side chain, appear
to be the stabilizing factors for C22*. Ultimately, the C22* and Drude-2013 models pro-
duce roughly equivalent folded fractions that are within or nearly within the experimental
range of 30-50% [122, 130]. In the recently released C36m force field, the CMAP po-
tential in the C36 force field was refined to more accurately reproduce protein unfolded
states observed in experiments [184]. However, rescaling our C36 REUS trajectories with
the C36m force field parameters according to Eq. 5.4 produced no discernible difference
in the folding free energy landscape of GB1 (see Fig. B.12), in agreement with the finding
that C36 and C36m sample similar conformational ensembles for GB1 [184]. The C36m
force field also includes a pair-specific Lennard-Jones parameter to weaken salt bridge in-
teractions between side chain guanidinium N (Arg) and carboxylate O (Asp/Glu) atoms
to correct for an overestimation of the equilibrium assocation constant of a guanidinium-
acetate solution and an underestimation of its osmotic pressure [184]. This was proposed as
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a simpler, less perturbative method to that employed by Piana et al. in the C22* force field,
which reduced the partial charges of the guanidinium and carboxylate groups to achieve
the same effect [144]. The additional carboxylate–ammonium-specific Lennard-Jones pa-
rameter could improve the folding properties of GB1 in the C36m force field by preventing
formation of the non-native Asp47–Lys50 salt bridge.
Lastly, we observe that tryptophan fluorescence, an oft-used method for studying pro-
tein folding, does not properly capture the full folding pathway of the GB1 β-hairpin. For
all three CHARMM models studied here, hydrophobic collapse precedes hydrogen-bond
formation, and the model of hydrophobic contacts proposed by Muñoz et al. does not hold
for our simulations [132]. GB1 folds via a “zippering” mechanism, with hydrogen bonds
in the turn region forming first and hydrogen bonds near the termini forming last. In this
mechanism, tryptophan fluorescence would underestimate the true folding rate, since the
energetic barrier for folding is hydrogen bond formation, not hydrophobic collapse. An-
other method that monitors non-native contacts is an alternative approach that has been
proven to correctly measure folding rates [178]. Additionally, one could combine tryp-
tophan fluorescence with another technique that also captures the zippering mechanism
observed in our simulations, such as FRET to measure contacts near the termini.
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CHAPTER 6
THE VECTORIAL PATHWAY SIGNIFICANTLY ENHANCES THE IN VIVO
FOLDING RATE OF β-HELICAL PASSENGER DOMAINS OF
AUTOTRANSPORTERS IN PATHOGENIC GRAM-NEGATIVE BACTERIA
6.1 Introduction
Autotransporters are a class of proteins in Gram-negative bacteria that are typically in-
volved in bacterial virulence. They are so-named due to the prevailing theory that they
contain all the functional elements needed for secretion of their virulence factors, although
this may not be entirely true. Autotransporters consist of two main domains, a C-terminal
12-stranded β-barrel (“β”) domain [185, 186, 187], which resides in the outer membrane
(OM), and an N-terminal β-helical (“passenger”) domain [6], which gets threaded through
the β-domain via the type Va secretion mechanism and contains the virulence factor it-
self [188]. How this secretion happens is highly debated. It is known that passenger do-
mains are secreted unidirectionally, C- to N-terminus, through the β-domain [5, 189], and it
has been proposed with some experimental evidence that secretion of the passenger domain
occurs via a vectorial folding pathway, in which small β-structures form at the C-terminus
after secretion that prevent backsliding of the peptide strand through the β-domain [5, 6,
190, 191]. Other experiments have challenged this theory, showing both that folding of
the passenger domain is not necessary for secretion [192] and that the Bam complex or-
chestrates membrane insertion of the β-domain and secretion of the passenger domain in a
concerted process [189, 193, 194]. Given the absence of ATP or other traditional chemical
energy sources at the outer membrane, the energetics of passenger domain folding was at-
tributed as the energy source. Energetic analysis, however, suggests that this folding energy
is but a small fraction of the energy required for secretion [192].
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The autotransporter pertactin from Bordetella pertussis, the causitive agent of whoop-
ing cough, is one oft-studied model of passenger domain secretion. Patricia Clark and
coworkers observed that in vitro folding of the pertactin passenger domain occurs over
a time span of several hours, while taking several days to reach equilibrium [6]. This
timescale for folding is much longer than what is expected in vivo, given the typical dou-
bling time of pathogenic bacteria is∼30-60 min. Indeed, experiments where OM secretion
was stalled showed pertactin to be unfolded while still in the periplasm after>90 min, yet it
immediately folded once secretion was resumed [195]. Furthermore, the N- and C-terminus
of the helix fold at the same rate in vitro – the same rate as the entire passenger domain –
indicating a concerted folding process [7]. An off-pathway, partly folded intermediate state
consisting of the first six C-terminal rungs of the β-helix, called the C-terminal core, was
observed to be stable on its own and was initially thought be a scaffold for further folding in
vivo [6, 196]. However, its folding rate turned out to be the same as the full passenger do-
main, so its role as the scaffold was abandoned [7]. An extracellular loop on the β-domain
may instead serve this role [197], while a hydrophobic cavity in the extracellular pore of
the β-domain also promotes folding of the passenger domain [198]. Therefore, the protein
folds along a very different pathway during secretion than it does in vitro, and the cellular
environment dictates which pathway the protein follows.
Kinetic models predict passenger domain folding to be the driving force for secre-
tion efficiency [195]. Interestingly, destabilizing the N-terminus of the passenger do-
main increases efficiency, while destabilizing the C-terminus has the opposite effect [190,
191, 199]. Additionally, in the absence of the C-terminus, the N-terminus remains un-
folded [200]. These two results imply that a free energy gradient along the passenger
domain β-helix appears to be important for efficient secretion. This free energy gradient
could serve three purposes: (i) to prevent folding during IM secretion into the periplasm,
which proceeds in the opposite direction of OM secretion, (ii) to slow the formation of
the native state while in the periplasm, and (iii) to facilitate the faster, vectorial pathway
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during OM secretion into the extracellular space. In this study, we use molecular dynamics
simulations and enhanced sampling methods to compare the energetics of the in vitro and
in vivo folding pathways of the pertactin passenger domain in order to assess the efficacy
of the vectorial pathway as the energy source for efficient secretion.
6.2 Methods
6.2.1 System construction
The pertactin β-helical passenger domain structure was taken from Ref. [201] (PDB code:
1DAB). We built systems to measure the potential of mean force (PMF) for the folding
of individual bands of the β-helix both in isolation and along the vectorial folding path-
way. Here a “band” refers to two successive “rungs” of the β-helix; e.g, band1C refers
to the first two rungs, or β-strands, of the β-helix which form a single, parallel β-sheet.
CHARMM22* [144] parameters were chosen to describe the protein, which we have pre-
viously shown to accurately describe β-sheet folding [202].
To measure the folding PMFs for isolated bands, we isolated each band from the rest of
the structure. Table 6.1 details which residues were used for each band system. Each
peptide was then solvated in a 150 Å × 70 Å × 70 Å box with ∼23,000 TIP3P wa-
ter molecules [92], and then neutralized with 0.15 M NaCl, for a total system size of
∼70,000 atoms. Additional restraints were added to align the end-to-end vector the peptide
along the x-axis.
For vectorial folding PMFs of each band, we constructed systems which also included
all C-terminal residues to that band, stopping at residue 280 for bands 1N, 2N, and 3N and
residue 539 for bands 1C, 2C, 3C, and the kinked band. Each system was solvated in a water
box with lengths chosen to accommodate the peptide with a fully unfolded and extended
N-terminal rung. This resulted in box lengths of∼65-80 Å for the y- and z-dimensions and
117-193 Å for the x-dimension. Each system was also neutralized with 0.15 M NaCl. Total
system sizes ranged from ∼53,000-106,000 atoms. The heavy backbone atoms of all β-
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1N 1-38 7 187 414 17
2N 16-64 16 234 769 14
3N 45-96 17 269 698 14
Kinked 262-313 18 267 816 9
3C 396-428 11 226 560 10
2C 411-452 12 293 542 9
1C 438-481 16 252 589 9
sheet residues not in the last, N-terminal rung were restrained to their native conformations.
6.2.2 Molecular dynamics simulations
Molecular dynamics simulations were carried out using NAMD 2.10-12 [Phillips2005].
The temperature was fixed at 310 K using Langevin dynamics; the pressure was kept con-
stant at 1 atm using the Langevin piston method [96]. The equations of motion were in-
tegrated using the RESPA multiple time-step algorithm with a time step of 2 fs used for
all bonded interactions, 2 fs for short-range non-bonded interactions, and 4 fs for long-
range electrostatic interactions. Long-range electrostatic interactions were calculated using
the particle-mesh Ewald method with a real-space cutoff of 12 Å [97]. Short-range non-
bonded Lennard-Jones interactions were cutoff at 12 Å with a potential switching function
beginning at 10 Å bringing the potential energy smoothly to zero at the cut off distance.
Bonds involving hydrogen atoms were constrained to their equilibrium length, employ-
ing the SETTLE algorithm [146] for water molecules and the SHAKE algorithm for all
others [147].
6.2.3 Self-learning adaptive umbrella sampling procedure
Two-dimensional folding free energy landscapes of the β-helical bands of pertactin were
calculated using umbrella sampling (US). Our two reaction coordinates are similar to those
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previously used for the β-hairpin peptide, GB1 [202], namely the number of native hydro-
gen bonds along the β-sheets, Nhb, and the radius of gyration for all internal hydrophobic
side chains,RG. TheNhb coordinate is the sum of individual hydrogen bond collective vari-
ables, defined by Eq. 5.1. This hbf function is a smooth function where if two atoms are
well within the cutoff (3.3 Å), then hbf ∼ 1, and ∼ 0 when they are well outside the cutoff.
Windows were spaced by 0.25 along Nhb, with a harmonic force constant of 25.0 kcal/mol,
and by 0.5 Å along RG, with a harmonic force constant of 6.25 kcal/mol·Å2. All US sim-
ulations were run at 310 K. PMFs were generated via the weighted histogram analysis
method (WHAM) [45, 155].
To initiate the self-learning adaptive umbrella sampling (SLUS) procedure [8] for the
isolated bands, we first ran a 10-ns simulation at 310 K followed by another 10-ns sim-
ulation at 500 K. From these simulations we generated starting states for a 2D umbrella
sampling simulation. We used a 5 kcal/mol free energy cutoff for our SLUS procedure,
with 2 ns/window simulations for each iteration. We used replica exchange umbrella sam-
pling (REUS) [51] for the initial set of windows (iteration 0), and normal US for all sub-
sequent iterations. Upon completion of the SLUS procedure, we then ran 10 ns/window of
REUS on all generated windows. Table 6.1 tabulates the number of SLUS iterations and
the number of generated windows for each band.
For the vectorial folding PMFs, we used ∼50-150-ns metadynamics simulations [41]
for each system to generate the starting windows. Since the metadynamics simulations
cover most of the reaction coordinate space already, the initial round of REUS simulations
were run for 7 ns/window, with the last 5 ns/window used for calculating the PMFs.
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6.3 Results
6.3.1 Instability of the isolated bands of the pertactin β-helical passenger domain revealed
through potentials of mean force
We used self-learning adaptive umbrella sampling (SLUS; see Methods) [8] to explore the
folding free energy landscapes of individual isolated bands of the pertactin β-helical pas-
senger domain (see Methods for definition of the bands). We examined the first three bands
at the C- and N-termini, as well as a central kinked band that consisted of two full rungs
with one incomplete rung between them (see Table 6.1 and Fig. ??). We used the same
reaction coordinates as those used previously for the GB1 β-hairpin [202] (see Methods).
Upon termination of the SLUS procedure, 15 ns/window of replica exchange umbrella sam-
pling (REUS) was performed on all generated windows. The resulting 2D folding PMFs
are shown in Fig. 6.1.
The native state for each band is unstable in isolation. In some cases – namely, bands
1C and 3N – the native state was not captured by the SLUS procedure. For these bands, the
native state was quickly lost within the first nanosecond of the initial 310-K equilibrium
simulations, and the energetic barrier to refold them was too large for the SLUS procedure
to overcome with only a 5 kcal/mol cutoff. For the remaining bands, only 3C and 2N pos-
sess a free energy minimum near the native state. Band 1C is the only other band to possess
a minimum outside of the unfolded regime, with two minima at ∼3.5 and ∼8.5 hydrogen
bonds, with all minima only separated by barriers of <2 kcal/mol. Band 2N also exhibits
some intermediate folded states between 5-8 hydrogen bonds, with minima separated by
barriers of <3 kcal/mol.
It is clear from our PMFs that without a scaffold of neighboring structures, the bands
of the β-helix cannot form on their own, or do so very infrequently. The two terminal
bands, 1C and 2N (band 1N most likely serves as a “cap” to prevent aggregation of the
β-helix [203]), exhibit the highest stability of all the bands we tested. Band 1C exhibits
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Figure 6.1: Folding PMFs for isolated bands of the pertactin β-helical passenger domain. Crystal structure
coordinates are plotted with an “x”.
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three states that exist in roughly equal proportions – one unfolded state and two partially
folded states. If we combine the two partially folded states to one single state, then we get
∆Gfold = −0.80±0.48 kcal/mol, indicating that more often than not – ∼79% of the time
– some native structure is present for this band. If we restrict it to only the most struc-
tured minimum (∼60% folded), these values reduce to +0.15±0.39 kcal/mol and ∼44%,
respectively. Band 2N also exhibits three minima – one unfolded, one partially (∼40-
60%) folded, and the fully folded native state. Combining the two folded states, we get
∆Gfold = +0.68±0.62 kcal/mol, with native structure present ∼25% of the time. Con-
sidering only the native state minimum, these decrease to +1.67±1.07 kcal/mol and ∼6%,
respectively. The band with the next highest percent of observed native structure is band
3C at only ∼0.7%. All other bands are <0.1%.
Given the much higher levels of native structure at the termini relative to the rest of the
passenger domain, bands 1C and 2N may act as scaffolds for the propagation of β-helical
structure inward towards the kinked region, giving rise to the concerted folding process
observed for the pertactin passenger domain in vitro [7]. Both termini exhibit at least 50%
native structure at about the same rate, which could explain why the folding rates are the
same for the N- and C-terminus. Meanwhile, the scarcity of full native structures in any
band may account for the extremely slow folding rate for the overall structure [6].
6.3.2 Vectorial folding stabilizes the β-helical bands
Next, we calculated the C→N vectorial folding free energy landscapes for the same bands
tested in the previous section. These landscapes were calculated by restraining all C-
terminal β-sheets to their native conformations while only allowing the most N-terminal
rung to move freely (see Methods for more details). PMFs for bands 2C and 1N are shown
in Fig. 6.2.
While these bands 2C and 1N were completely unstable when isolated (see Fig. 6.1),
they become very stable when forming on top of previously formed C-terminal bands. The
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Figure 6.2: C→N vectorial PMFs for bands of the pertactin β-helical passenger domain. Crystal structure
coordinates are plotted with an “x”.
sharp drop in entropy for the unfolded conformations, particularly for the C-terminal rung
of each band which is heavily restrained, contributes to large increase in energy for un-
folded state. If we assume the folded states are roughly the same, the unfolded states are
∼20 kcal/mol higher in the vectorial system than in the isolated system for these two bands.
In the vectorial folding hypothesis, during OM secretion, only small sections of the peptide
immediately N-terminal to the already secreted and folded bands of the helix are presumed
to also be in extracellular space, whereas on the periplasmic side the remaining peptide
wriggles freely. The entropy of the periplasmic portion is presumably even higher than
for our isolated systems, so the increase in the free energy of the unfolded state could be
significantly larger than observed here, further stabilizing the folded states on the extracel-
lular side. The vectorial pathway no only prevents backstracking of the peptide through the
β-domain, but it eliminates the barrier for folding and significantly stabilizes the the folded
state in the process.
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6.4 Discussion
We used self-learning adaptive umbrella sampling (SLUS) and replica exchange umbrella
sampling (REUS) to examine and compare the in vitro and in vivo folding pathways of the
β-helical passenger domain of the pertactin autotransporter. From our 2D folding PMFs we
observed that the vectorial pathway significantly stabilizes the β-sheet bands of the β-helix
and greatly increases the folding rate over the concerted, in vitro pathway. Bands 2C and
1N, which showed no propensity for forming native β-sheets when isolated from the rest
of the passenger domain, were completely stable when the previous C-terminal band was
present and in its native conformation. The vectorial pathway stabilized these bands by
∼20 kcal/mol, inducing cooperative folding of the β-helix. In addition, bands 1C and 2N
are the only bands that exhibit any significant amount of native structure in isolation, with
at least half of the native hydrogen bonds present 44% and 25% of the time, respectively.
No other band of the helix is above 1%, with most less than 0.1%. The two terminal bands
may act as scaffolds to induce folding of the internal bands in vitro, leading the observed
concerted pathway [6, 7]. The overall lack of native structure observed in our isolated
systems could also explain why folding is so slow along this pathway.
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CHAPTER 7
CONFORMATIONAL DYNAMICS OF ACRA GOVERN MULTIDRUG EFFLUX
PUMP ASSEMBLY
7.1 Introduction
The development of antibiotic resistance in pathogenic bacteria is quickly becoming one of
the most dangerous global pandemics that has been observed in modern times, responsible
for approximately two million illnesses and over 23,000 deaths annually in the Unites States
alone according to a recent report from the CDC [13]. Some strains of Pseudomonas
aeruginosa are now resistant to all classes of antibiotics, and Escherichia coli is not far
behind, with some strains resistant to at least six classes of antibiotics [14]. One of the
primary sources of this resistance is in the recognition and expulsion of antimicrobial drugs
from the cell via large, cellular envolope-spanning multidrug efflux pumps [14].
The efflux pump in E. coli is the tripartite AcrAB-TolC complex [204]. Structural
studies show it is composed of three main components, AcrB, AcrA, and TolC, in a 3:6:3
ratio [15, 205, 206]. Substrate recognition and energy transduction are performed by the
AcrB trimer at the inner membrane [207, 208], while the TolC trimer forms a pore in the
outer membrane. The membrane fusion protein (MFP), AcrA, which assembles as a trimer
of dimers, completes pump assembly by binding together the inner and outer membrane
components. So-called efflux pump inhibitors (EPIs) are emerging alternative therapeutics
that have the potential to revive activities of existing antibiotics and to control the spread of
antibiotic resistance [209]. While earlier studies have focused on inhibiting the transport
activity of AcrB [209, 210], new studies have begun focusing on the MFP, AcrA, in an
effort to diverse to pool of potential drugs [16, 17].
AcrA has four main structural components: the α-hairpin, lipoyl, β-barrel, and mem-
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brane proximal (MP) domains [207]. The hairpin domain interacts with the outer mem-
brane channel, TolC, while the other domains interact with AcrB [211, 212, 213, 214].
Previous molecular dynamics simulations of a free AcrA monomer reveal that while the
two central domains, the lipoyl and β-barrel domains, are rigid, the two terminal domains,
the hairpin and MP domains, are quite flexible [215]. The question then arises of how this
flexible monomer binds to AcrB and TolC as a dimer. In this work we wish to better under-
stand the flexibility of AcrA and how it impacts binding to AcrB. We employ self-learning
adaptive umbrella sampling (SLUS) [8] with molecular dynamics simulations to charac-
terize two main conformations of AcrA, as well as how these conformations change upon
binding to AcrB.
7.2 Methods
7.2.1 Self learning adaptive umbrella sampling (SLUS) of free AcrA monomer
We used the model of free AcrA developed by Wang and coworkers as a starting confor-
mation [215]. This model is composed of the crystal structure for the α-hairpin, lipoyl,
and β-barrel domains (PDB code: 2F1M), and a homology model of the membrane prox-
imal (MP) domain based on the structure for MexA (PDB code: 2V4D) (see Fig. 7.1).
The protein was solvated in water box of size 201 × 81 × 124 Å3 with 62,402 TIP3P wa-
ter molecules [92], and neutralized with 0.15 M NaCl, for a total system size of 192,773
atoms. A harmonic restraint was added to align the lipoyl–β-barrel vector along the x-axis.
Simulations were performed using NAMD 2.10-12 [Phillips2005] with the CHARMM36m
protein force field [184]. The temperature was fixed at 300 K using Langevin dynamics; the
pressure was kept constant at 1 atm using the Langevin piston method [96]. The equations
of motion were integrated using the RESPA multiple time-step algorithm with a time step
of 2 fs used for all bonded interactions, 2 fs for short-range non-bonded interactions, and
4 fs for long-range electrostatic interactions. Long-range electrostatic interactions were
calculated using the particle-mesh Ewald method with a real-space cutoff of 12 Å [97].
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Short-range non-bonded Lennard-Jones interactions were cutoff at 12 Å with a potential
switching function beginning at 10 Å bringing the potential energy smoothly to zero at
the cut off distance. Bonds involving hydrogen atoms were constrained to their equilib-
rium length, employing the SETTLE algorithm [146] for water molecules and the SHAKE
algorithm for all others [147].
We ran the self-learning adaptive biasing procedure [8] starting from a set of 27 initial
windows centered around (θ,φ,ψ) = (120◦,115◦,155◦) generated from a 1-ns equilibrium
simulation. For our collective variables, we use the three angles previously defined by
Wang et al [215], namely the angles the two terminal domains make with the two central
domains (θ for the α-hairpin domain and ψ for the MP domain) and the dihedral angle
between these domains about the central axis (φ; see Fig. 7.1). Windows were spaced by
5◦ with a 0.2 kcal/mol force constant for all three angles. Each window was simulated for
2 ns, and PMFs were generated using the weighted histogram analysis method [45]. A
modified version of the WHAM code from Alan Grossfield [155] was used to generate 3D
PMFs. We also implemented the method of direct inversion in the iterative subspace (DIIS)
to accelerate the convergence [59].
A 3 kcal/mol free energy cutoff was used to generate new windows in each iteration
of the SLUS procedure. Initially, the procedure halted near φ = 150◦ after 18 iterations
resulting in a total of 743 windows, upon which we then ran 3 ns/window of replica ex-
change umbrella sampling (REUS) [51] on all windows. After the REUS simulations, the
SLUS procedure was then allowed to proceed up to φ = 240◦, generating an additional 830
windows after another 17 iterations, for a total of 1573 windows and 35 iterations. We then
ran a final REUS simulation on all 1573 windows for 15-ns/window, and generated a final
3D PMF. Total simulation time was 26.7 µs.
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Figure 7.1: The AcrAB-TolC efflux pump complex. (A) Cryo-EM structure of the full AcrAB-TolC efflux
pump complex from Ref. [206]. Entire structure shown in cartoon representation. One copy of the inner
membrane transporter, AcrB, is colored blue, and one copy of outer membrane channel, TolC, is colored red.
Two copies of the membrane fusion protein, AcrA, in binding sites 1 and 2 are shown in green and yellow,
respectively. All other copies of AcrA, AcrB, and TolC are colored gray. (B) Structural domains of AcrA
shown in a cartoon representation, with the four domains colored and labeled. The three angles, θ, φ, and
ψ, previously defined in Ref. [215] are also labeled. (Left) Side view. θ is the angle between the α-hairpin,
lipoyl, and β-barrel domains. ψ is the angle between the lipoyl, β-barrel, and membrane proximal (MP)
domains. (Right) Front view. φ is the dihedral angle between the α-hairpin and MP domains along the axis
defined by the lipoyl and β-barrel domains.
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7.2.2 Equilibrium simulations of free AcrA monomer
For the starting structure of AcrA, we used one of the bound conformations from Ref. [216].
The protein was then solvated with 156,554 TIP3P water molecules [92] in a cubic box
of length 168 Å, and then ionized with 0.15 M NaCl, for a total system size of 475,761
atoms. The CHARMM36m [184] force field parameters were used to describe the protein.
Hydrogen mass repartitioning [217] was used for all protein atoms in order to utilize of
4-fs timestep. A 12-Å Lennard-Jones cutoff with switching beginning at 10 Å was used
for van der Waals interactions. Simulations were performed using Amber 16 [218] on
GPUs. The temperature was held constant at 300 K using a Langevin thermostat. Periodic
boundary conditions were used, and the pressure was held constant at 1 atm using the
Langevin piston method [96]. The particle mesh ewald (PME) method was used to describe
long-range electrostatics [97]. Bonds involving hydrogen atoms were constrained to their
equilibrium length, employing the SETTLE algorithm [146] for water molecules and the
SHAKE algorithm for all others [147]. We first ran a pre-equilibration run of 1 ns of WT
AcrA, after which AcrA was mutated. Finally, we ran 250-ns production runs of the WT
and mutated systems. We also ran three additional simulations of the unbound WT AcrA
model that was used to initiate the SLUS procedure. The same procedures described for
the bound conformation were applied to the unbound conformation.
7.2.3 SLUS of AcrB-bound AcrA
The AcrB trimer and one copy of bound AcrA were extracted from the cryo-EM structure
of Jeong et al. [216]. We built two systems, one with a single copy of AcrA in binding
site 1, and another with a single copy in binding site 2. All other binding sites were left
unoccupied. The AcrB trimer was embedded within a symmetric bilayer composed of
924 total lipid molecules, with the following lipid composition: 409 PMPE, 110 POPE,
110 QMPE, 84 PMPG, 82 PYPG, 74 YOPE, and 54 PVCL2 lipids. The N-terminus of
AcrA was lipidated with a POPE lipid tail, which was also embedded in the bilayer. Each
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system was then solvated in a water box of size of 190 × 190 × 256 Å3 with ∼243,000
TIP3P water molecules [92], and neutralized with 0.15 M NaCl, for a total system size of
∼903,00 atoms. Simulations were performed using NAMD 2.10-12 [Phillips2005] with
the CHARMM36m protein force field [184] and the CHARMM36 lipid force field [219].
For each system, we ran a 1-ns equilibrium simulation to seed our SLUS procedure.
From this 1-ns simulation, we also extracted a set of contacts between AcrA and the AcrB
trimer. We tracked when a residue on AcrA came within 5 Å of a residue on the copies
of AcrB. For all such residue pairs, we measure the mean and standard deviation of their
separation distance. For our system, AcrA is in contact with two of the copies of AcrB, so
we picked the five residue pairs between AcrA and both of these copies of AcrB with the
lowest standard deviation and restrained them to their mean distance with a 2.5 kcal/mol·Å2
force constant. With these restraints, the ψ angle between the MP and β-barrel domains is
severely restricted. Therefore, for our US simulations, we only biased the θ and φ angles.
The SLUS procedure proceeded similarly to the free AcrA system. For site 1, we
started with 6 initial windows, and after 25 iterations, the SLUS procedure produced a total
of 269 windows. For site 2, we started with 28 initial windows, and after 47 iterations, the
SLUS procedure produced a total of 411 windows. These were both followed by REUS
simulations of 15 ns/window, for a total simulation time of 4.6 µs and 7.0 µs for site 1 and
site 2, respectively. 2D PMFs were then generated using WHAM [155].
7.2.4 Experimental protocols
For chromosomal insertion of WT and AcrA mutants, lambda red homologous recombi-
nant technique was used, selection of insertion was confirmed by colony PCR and AcrAB
substrates counter screening. A mini-Tn7T-based protocol was used to insert the pore
(fhuA∆C/∆4L) into the E. coli chromosome using the pUC18T-R6K-mini-Tn7T suicide
delivery vector along with the pTNS3 helper plasmid. The insertions were confirmed by
PCR and vancomycin disc susceptibility assay. The vancomycin disc assay was described
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earlier in detail. [220]
7.3 Results
7.3.1 3D PMFs of free AcrA monomer calculated from self-learning umbrella sampling
Using self-learning umbrella sampling (SLUS, see Methods), we explored the conforma-
tional space of free AcrA monomer in solution using the three angles, θ, φ, and ψ, first
defined by Wang et al. [215] and shown in Fig. 7.1B. Starting from an initial set of 27
windows generated from a 1-ns equilibrium simulation, we ran 35 iterations of the self-
learning algorithm at 2 ns/window with a 3 kcal/mol free energy cutoff, to generate a total
of 1573 windows that spanned ranges of 45◦, 210◦, and 60◦ for θ, φ, and ψ, respectively.
The self-learning scheme extends the range of sampled conformations over previously re-
ported short (20 ns) simulations of free AcrA monomers, which only covered ranges of 25◦,
180◦, and 60◦, respectively. [215] A 3D PMF was then calculated using replica-exchange
umbrella sampling (REUS, see Methods). In total, 26.7 µs of simulation time was used to
calculate the full conformational free energy landscape of AcrA. The full 3D PMF, as well
as corresponding 2D and 1D PMFs calculated by integration of the 3D PMF along all three
angles (see Methods) is shown in Figure 7.2.
As predicted from previous simulation studies, free AcrA is quite flexible in the ab-
sence of AcrB and TolC, exploring a wide range of orientations of its four structural
components. Our results reveal a previously unreported energetic barrier separating two
main conformational basins. As can be seen more clearly from the 1D PMFs, this bar-
rier lies mostly along the dihedral angle, φ, around 150◦ and is relatively small (∼1-
2 kcal/mol). The high-φ, trans-like conformational basin is ∼1 kcal/mol deeper than
the low-φ, cis-like conformation, but is also narrower along φ by ∼45◦. Conversely, the
trans conformation exhibits a larger range in ψ, extending ∼20◦ lower than the cis con-
formation. Ultimately, the two conformations are roughly equivalent in free energy, with
∆Gcis→trans = Gtrans − Gcis = −0.21±0.18 kcal/mol, or about a 40/60 cis/trans equilib-
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Figure 7.2: Multidimensional PMFs of free AcrA monomer in water. (A) Free energy landscape (PMF) of
free AcrA in water along the θ, φ, and ψ angles. The 3D PMF was calculated using replica-exchange umbrella
sampling (REUS) with a total 1573 windows simulated for 15 ns/window. Isosurfaces of 0.5 kcal/mol are
plotted. Two free energy basins – cis and trans conformations – are separated by a small energy barrier. (B)
Cartoon representations of the two conformations of AcrA, with side and front facing views. (C) 2D PMFs
calculated by integrating out each angle of the 3D PMF. (D) 1D PMFs calculated by integrating out a second
angle from the 2D PMFs. See Methods for more detail on how each PMF was calculated.
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rium ratio. Cryo-EM structures of the full AcrAB-TolC complex [206, 216] show AcrA to
be in the trans conformational basin, near the top (ψ > 160◦; see Table 7.1 and Fig. 7.1A).
Table 7.1: Conformations of AcrA within the full AcrAB-TolC efflux pump complex. Three AcrAB-TolC
structures were examined: one with an open conformation of the outer membrane channel, TolC (Ref. [216]),
and two with a closed conformation of TolC (Ref. [206]). Each structure has three copies of AcrA in both site
1 and site 2, for a total of 9 copies for each site. Averages and standard deviations for each site are tabulated
below.
θ (◦) φ (◦) ψ (◦)
Site 1 124.4± 4.3 181.7± 8.0 160.7± 1.1
Site 2 119.6± 1.5 179.5± 8.9 168.7± 2.4
While the cis conformational basin is mostly smooth, several small minima occur
throughout the trans conformational basin, particularly on the boundaries of the PMF in the
low-ψ (<150◦) region, such as those near (θ,φ,ψ) = (140◦,205◦,130◦) and (132◦,245◦,145◦),
which are actually the global minima of the PMF. These can be seen more easily in the 1D
PMFs (see Fig. 7.2D). The depth of these minima also changes significantly with sim-
ulation time, changing by 1-3 kcal/mol over the course of the REUS simulations (see
Fig. SXX). However, due to their small size compared to the overall basin, their contri-
bution to the overall free energy is minimal, with block averaging producing only a small
error of 0.18 kcal/mol (see Methods).
7.3.2 Transition state between cis and trans conformations involves interactions between
MP domain and α-helix of β-barrel domain
The free energy landscape of free AcrA is composed of two large conformational basins,
cis- and trans-like conformations, separated by a small energy barrier. A transition state
lies in the narrow pathway connecting the two basins between φ = 120◦-150◦. We exam-
ined the interactions which distinguish the two conformations and the changes that occur
at the transition state. We ran four additional 250-ns equilibrium simulations of free AcrA,
three starting from the cis conformation and one starting from an AcrAB-TolC bound con-
formation, to augment our REUS simulations.
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While in the cis conformation, the α-helix of the β-barrel domain forms contacts with
the MP domain in two main regions: (1) the β-hairpin consisting of residues 339 to 350
and (2) the connector strands between the MP and β-barrel domains consisting of residues
48 to 53 and 299 to 307 (see Fig. 7.3A and B and Table 7.2). These two regions combine
in roughly equal parts to form the interfacial site which governs the flexibility of the cis
conformation. In the transition region observed in our 3D PMF (120◦ < φ <150◦), we
see a clear decline in the number of contacts in both the hairpin and connector regions
as the protein changes from the cis to the trans conformation (see Fig. 7.3C). We calcu-
lated the occupancy of these contacts by Boltzmann reweighting each trajectory frame of
our REUS simulations according to AcrA’s free energy; i.e., each frame is weighted by
exp[−W (θ, φ, ψ)/kT ], where W (θ, φ, ψ) is the 3D PMF, T is the temperature, and k is
the Boltzmann constant. From this, we observe a similar decline in contacts during the
cis-to-trans transition (see Fig. 7.3D-F). In addition, from our equilibrium simulations, we
see that the conformational space not sampled in our REUS simulations (φ >240◦) roughly
mirrors the previously described cis conformation, reforming interfacial contacts between
the MP β-hairpin and the β-barrel α-helix. Based upon our 3D PMFs, it’s possible that
φ >240◦ could be a second cis conformational state, energetically distinct from the first cis
conformation (φ <150◦). For now, we will simply refer to both as the cis conformation.
Residues Arg225, Gln228, and Asn232 on the β-barrel α-helix compose the majority
of the contacts with the MP β-hairpin, making contacts primarily with residues Gln341 and
Ile343, with Arg225–Ile343 and Gln228–Gln341 being two of the most occupied contacts
in both our equilibrium and REUS simulations. Residues Arg225 and Glu229 form the
majority of the contacts with the MP–β-barrel connector strands, forming contacts with
Leu50, Gln51, Ile52, Glu299, and Asn302, with Glu229–Gln51, Glu229–Asn302, and
Arg225–Gln51 three of the most occupied contacts with the connector. This combination
of residues, along with additional contacts involving residues Asn221, Ser340, Ala342,
Leu348, and Thr350, creates an amphiphilic cluster, with charged, polar, and hydrophobic
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Table 7.2: Contacts at the interfacial site between the MP and β-barrel domains in the cis conformation.
The cis conformation is defined as φ < 150◦ and φ > 240◦. Two residues are considered in contact if their
side chains are within 5 Å of each other. Ten highest occupied contacts in both the equilibrium and REUS
simulations, the latter reweighted by to the free energy, are tabulated below.
β-hairpin Connector
Residues % Occupied Residues % Occupied
β-Barrel MP Equilibrium REUS β-Barrel MP Equilibrium REUS
R225 I343 35.67 79.15 R225 Q51 29.17 50.85
Q228 Q341 37.68 66.97 E229 N302 29.22 49.96
R225 G344 7.96 49.97 E229 Q51 42.57 41.55
Q228 I343 12.53 41.14 R225 E299 0.37 33.03
N232 Q341 40.15 38.59 R225 I52 24.33 30.99
L224 I343 15.59 37.85 E229 E299 8.37 29.30
R225 Q341 23.14 37.82 R225 L50 27.66 27.91
N221 I343 17.88 36.79 E229 G300 6.17 23.14
Q228 S340 28.03 36.57 L226 E299 10.70 22.08
R225 A342 7.27 35.15 R225 T53 4.44 20.73
N232 S340 34.02 34.47 E229 I52 38.23 6.65
N232 I343 32.42 10.75 E229 L50 25.65 19.96
N232 L348 30.50 25.12 R226 I52 23.50 2.12
N232 T350 24.01 14.25 N232 L50 16.83 8.99
L224 Q341 23.46 33.95 L226 Q51 15.45 7.14
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Figure 7.3: Interactions between β-barrel and MP domains distinguish the two main basins of the con-
formational landscape of free AcrA monomers. (A) Snapshots from a 250-ns equilibrium simulation of free
AcrA starting from the cis conformation. Protein backbone is shown in cartoon representation, with MP
domain colored red, β-barrel domain colored orange, and lipoyl domain colored green. Contact residues on
the MP domain and the α-helix of the β-barrel domain are shown in licorice representation with hydrogen
atoms omitted, colored by residue type: (blue) positively charged, (red) negatively charged, (green) polar, and
(white) hydrophobic. Two residues are in contact if their side chains are within 5 Å. The number of contacts
is defined as the number of MP domain residues. Number of contacts and φ values are denoted below each
conformation. (B) Close up of the interfacial site between the β-barrel domain and the MP domain. Helical
residues 220 to 232 are colored yellow, MP β-hairpin residues 339 to 350 are colored magenta, and connector
residues 48 to 53 and 299 to 307 are colored light blue. (C) Distribution of the number of residues of the MP
domain in contact with β-barrel helix over the dihedral angle, φ, for (top) the entire MP domain, (center) the
β-hairpin, and (bottom) the connector. (D)-(F) Number of MP domain residues in contact with the β-barrel
helix calculated from our REUS simulations for (D) the entire MP domain, (E) the β-hairpin, and (F) the
connector.
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residues forming a wide range of interactions. The small energy barrier going from the cis
to the trans conformation, despite the large number of contacts that must be broken during
the transition, could be due to the lack of a well-defined hydrophobic cluster, salt bridge,
or other strong interaction holding the interfacial site together. Mutations at the interfacial
site that enhance either the hydrophobicity or hydrophilicity could significantly alter the
cis/trans balance by strengthening or weakening, respectively, the stability of the MP–β-
barrel interface. For bound conformations of AcrA within the full efflux pump complex,
only residues Arg225, Glu229, Ser340, and Gln341 at the interfacial site form contacts,
with Arg225–Gln341 being the most prevalent among all the structures, and these contacts
are only observed in one of the binding sites. This is consistent with AcrA primarily being
in the trans conformation in the available structures (see Table 7.1). Given this prefer-
ence for the trans conformation and the lack of interfacial contacts within the assembled
complex, modifying the interfacial site could significantly affect the efficiency of pump
assembly and/or function.
7.3.3 Mutational analysis of AcrA interfaces
MD simulations have identified contacts between the MP and β-barrel domains that distin-
guish two conformations of free AcrA. To study the importance of these contacts to pump
assembly and function, we used site-directed mutagenesis to introduce substitutions that
disrupt them. The AcrA residues Leu50, Ile52, Thr53, Arg225, Glu299, Ile343, Lys346,
and Trp347 in the MP domain and the interface between the MP and β-barrel domains
were substituted with alanine one at a time. At the hairpin and lipoyl domain interface, the
previously described residues Glu67, Arg69, Thr174, Lys175, and Thr177 substituted with
alanine, arginine (E67), or tryptophan (E67) [16] were included for comparison.
All AcrA variants were produced at the levels comparable to the wild type protein (see
Fig. 7.4) and complemented the antibiotic susceptible phenotype of E. coli ∆acrAB cells
(Table 7.3) except for L50A (interfacial), which could be due to improper folding. In
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agreement with previous studies [16], the activity of the pump with AcrA E67R (hinge)
was reduced by 2-4 fold. Similarly, cells carrying AcrA I52A (interfacial) variants were
2-4 fold more susceptible to antibiotics than cells producing the wild type AcrA.
Table 7.3: Antibiotic susceptibility of E. coli WT-Pore cells carrying the plasmid borne AcrAB with indi-
cated AcrA variants.
No Pore Pore
NOV ERY TET SDS NOV ERY TET SDS
– 1 0.5 0.25 19.5 0.5 0.25 0.06 9.7
pUC18 1 1 0.25 39 0.12 0.12-0.2 0.06 9.7
WT 256 64 0.5 >10000 32 8 0.5 312
I52A 64 16 0.25 >10000 4-8 1-2 0.12 78
T53A 128 32 0.25 >10000 16 2-4 0.25 78-156
R225A 128 32 0.25 >10000 16-32 4-8 0.25 78
E299A 128 32 0.25 >10000 8-16 8 0.25 78
I343A 128 32 0.25 >10000 8-16 2 0.12 39-78
I343W 256 64 0.5 >10000 8 2-4 0.12 39-78
K346A 256 32 0.25 >10000 32 8 0.25 78-156
E67A 128 32 0.25 >10000 8 2-4 0.12 39-78
E67R 128 16 0.25-0.5 >10000 4-8 1-2 0.12 39
R69A 256 32 0.25-0.5 >10000 8-16 8 0.25 78
T174A 256 32 0.25 >10000 8 2 0.12 39-78
K175A 256 32 0.5 >10000 4-8 4 0.25 78
T177A 256 64 0.5 >10000 32 8-16 0.5 156-312
Figure 7.4: Expression of AcrA variants and the co-expressed AcrB.
Since AcrAB-TolC activities are strongly affected by the low permeability barrier of
the outer membrane, we also analyzed the functionality of the plasmid-borne efflux pumps
assembled with AcrA variants in hyperporinated ∆acrAB(Pore) cells. Among tested antibi-
otics the potencies of erythromycin and SDS dropped significantly upon hyperporination,
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even in cells overproducing the wild type AcrAB-TolC (Table 1). In contrast, the potencies
of novobiocin and tetracycline were only modestly, if at all, affected by hyperporination
(see Table 1). Thus, the potencies of novobiocin and tetracycline, but not of erythromycin
or SDS, are largely limited by the activity of AcrAB-TolC. MIC measurements showed that
AcrA mutants containing substitutions of Glu67, Thr174 and Lys175 at the hinge site and
Ile52 and Ile343 at the interface site were only partially active in ∆acrAB(Pore). Thus,
substitutions in these positions at the hinge and interfacial sites of AcrA negatively affect
the functionality of the assembled pump.
To confirm that the observed phenotypes are not sensitive to the mode of expression, the
acrAB operons producing mutated AcrA variants were integrated into the native location on
the E. coli chromosome. The MICs of antibiotics were 2-4 fold higher in cells carrying the
plasmid-borne acrAB than in cells with chromosomal expression of acrAB and its mutated
variants, but in agreement with the susceptibility profiles of cells carrying acrAB variants
on plasmids (see Table S1). Hence, the changes in activities of AcrA variants are intrinsic
to the protein and not to its mode of expression.
7.3.4 Mutations at the interfacial site alter the flexibility of AcrA
Several mutations at the interface between the MP and β-barrel domains of AcrA were
shown to reduce the efficiency of the AcrAB-TolC pump, particularly I343A and I52A. We
ran additional 250-ns equilibrium simulations of free AcrA in water starting from a bound
conformation with the experimentally tested mutations and compared the flexibility to that
of the wild type. We also ran two mutants near the hinge site between the α-hairpin and
lipoyl domains, E67A and E67W, for comparison. The conformational distributions of the
WT and mutant simulations are shown in Fig. 7.5 and Supplemental Fig. SXX. While we
expect there to be two conformational basins based on our free energy landscapes, our WT
simulation starting from the bound state remained in the trans conformation for the entire
250 ns, so the simulation time used here may be insufficient for discerning cis/trans distri-
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butions. For example, the I343W, E67W, and T53A systems also remained in the WT trans
conformation, while the E67A and T53A systems remained in the WT cis conformation
as expected from our free energy calculations (see Fig. 7.2). However, we can discern ex-
treme changes in the conformational distribution or to the energy barrier between the two
conformations. One common characteristic of all the systems, for example, was that the
α-hairpin domain was far from the bound conformations in the full pump complex. The
presence of the two transmembrane domains, AcrB and TolC, may influence the conforma-
tion of the α-hairpin domain of AcrA as part of the assembly process. We also tracked the
contributions to the dihedral angle, φ, from the α-hairpin and MP domains, and found that
motions along φ in all cases are dominated by the MP domain (see Fig. 7.5, bottom graph),
signifying the importance of the MP domain in the conformational distribution of AcrA.
Arg225 and Ile343 are two critical residues at the interfacial site as they contribute sig-
nificantly to its amphiphilic nature. The R225–I343 contact is also one of the most highly
occupied between the β-barrel α-helix and the MP β-hairpin in the cis conformation (see
Table 7.2). Consequently, the R225A and I343A mutants exhibit distinct, but divergent,
changes to the conformational landscape. The R225A mutant increases the hydrophobicity
of the interfacial site, stabilizing the cis conformation as the system maintains a φ value
close to 0◦ for the entire simulation. Conversely, the I343A mutant reduces the hydropho-
bicity, lowering the energetic barrier between the cis and trans conformations, smoothing
the distribution along φ. Ile52 is also an important hydrophobic residue in the MP–β-barrel
connector portion of the interfacial site, and the I52A mutant shows a slight shift towards
the transition state, suggesting a similar reduction in the energetic barrier as the I343A
mutant. The K346A mutant is the stiffest of all the mutants. Lys346 resides within the hy-
drophobic cluster in the MP domain that holds its β-sheet structures together, and does not
directly interact with the β-barrel domain. However, like the interfacial site between the
MP and β-barrel domains, this lysine makes that hydrophobic cluster slightly amphiphilic.


























Figure 7.5: Distribution of conformational angles from equilibrium simulations. 250-ns equilibrium simu-
lations of free AcrA monomer in water starting from a site-1 bound conformation from Ref [216]. Averages
and standard deviations of θ, φ, and ψ were calculated from each simulation. For “cryo-EM”, averages and
standard deviations were calculated from all conformations of AcrA in Refs. [216] and [206]. ∆φαH and
∆φMP are the changes in the α-hairpin and MP components, respectively, of the dihedral angle, φ, relative
to the starting conformation. To calculate the ∆φ’s, we first aligned the β-barrel and lipoyl domains from
every frame to the starting conformation, then calculated the change in the angles of the α-hairpin and MP
domains along the β-barrel–lipoyl axis. It can clearly be seen that large changes in φ are almost entirely due
to motions of the MP domain.
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the connector strands.
7.3.5 2D PMFs of AcrA monomers bound to AcrB reveal a conformational selection
mechanism for binding in one of the two binding sites
We also quantified the flexibility of AcrA after binding to AcrB. Starting from the AcrAB-
TolC structure from Ref. [216], we built a system with the AcrB trimer embedded in a
symmetric lipid bilayer representative of the E. coli inner membrane, and one copy of AcrA
in either binding site 1 or 2. The AcrA MP domain was lipidated at its N-terminus, with the
lipid tail also embedded in the bilayer (see Methods for more details). We first ran a 1-ns
equilibrium simulation to get an initial set of windows to seed SLUS simulations. From
those 1-ns simulations, we also extracted a set of contacts between AcrA and AcrB, defined
as two residues that come within 5 Å. These contacts were restrained during the SLUS
simulations to their average values in the equilibrium simulation in order to maintain AcrA
in a bound state. These contacts restrict motion between the MP and β-barrel domains,
particularly the ψ angle between the two domains. For this reason, our umbrella sampling
simulations only bias the θ and φ angles, producing 2D PMFs.
Starting from an initial set of 6 windows for the site-1 system, we ran 25 iterations
of the self-learning algorithm at 2 ns/window with a 3 kcal/mol cutoff, producing a total
of 269 windows. The site-2 system produced a total of 411 windows after 47 iterations
starting from an initial set of 28 windows. For both systems, we then ran 15 ns/window of
REUS simulations, which were used to calculate the PMFs, for total simulation times of
4.6 µs and 7.0µs for sites 1 and 2, respectively. 2D PMFs for sites 1 and 2, as well as the
θ-φ PMF of free AcrA, are plotted in Fig. 7.6. For both binding sites, we see a shift in the
free energy minima from the free AcrA system towards the previously described transition
region near φ = 150◦. There is also a distinct difference in the free landscapes between
the two sites: site 2 is more flexible than site 1. While site 1 has one main conformational
basin with a range of ∼90◦-220◦ along φ (PMF < 3 kcal/mol), site 2 has two large basins
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that cover the entire range of φ. Site 1 reduces the conformational space of AcrA relative
to the unbound state. This is indicative of conformational selection as the primary binding
mechanism in this site. [221] Interestingly, the cryo-EM conformations are not located at
the bound state minima. This could be due to either the lack of additional copies of AcrA
(we only have one copy in our systems), or a lack of the outer-membrane channel, TolC.
Free AcrA














































Figure 7.6: 2D PMFs of free and AcrB-bound AcrA. The free AcrA PMF is a 2D projection of the full 3D
PMF. Cryo-EM coordinates from Refs. [216] and [206] are also plotted with a “1” or a “2” for AcrA bound
in site 1 or site 2, respectively.
Given their different conformational properties, the two copies within the AcrA dimer
might play unique roles in the function of the efflux pump. The TriABC-OpmH triclosan
efflux pump of Pseudomonas aeruginosa, for example, contains a unique heterodimeric
membrane fusion protein, composed of TriA and TriB. Analogous mutations in the α-
hairpin and MP domains on the two subunits were shown to have different effects on tri-
closan activity and pump assembly [222, 223]. Mutations in the α-hairpin domain in TriA,
but not TriB, diminished pump activity. Conversely, mutations in the MP domain of TriB,
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but not TriA, had a similar effect. Pump assembly and function is dependent on TriA’s
stabilizing interactions with the outer membrane channel and TriB’s stimulation of the in-
ner membrane transporter. The two copies of AcrA may be performing similar roles in the
AcrAB-TolC efflux pump. Given that AcrA is stiffer in site 1 than site 2, site 1 could play
the role of the channel stabilizer, with site 2 acting as the transporter stimulant.
7.4 Discussions
We have characterized the conformational landscape of AcrA, the membrane fusion protein
(MFP) of the tripartite AcrAB-TolC multidrug efflux pump in E. coli, both in the free and
AcrB-bound states. Free AcrA is very flexible, with its membrane proximal (MP) domain
exhibit the widest range of motion of all its four structural domain. AcrA exists in two main
conformations which are separated by a small energy barrier: a trans conformation where
the MP and α-hairpin domains are pointing in opposite directions, defined by a dihedral
angle of 150◦ < φ < 240◦, and a cis conformation which encompasses all other φ angles.
A set of amphiphilic contacts between the MP domain and the α-helix of the β-barrel do-
main, referred to as the interfacial site, define the cis conformation, whereas these contacts
are broken in the trans conformation. In addition, the bound structures of AcrA as ob-
served in cryo-EM structures of the fully assembled AcrAB-TolC complex are in the trans
conformation and with almost no interfacial contacts. This suggests that this interface can
be used as a switch to pick between binding compatible and incompatible states of AcrA.
Our experiments show that mutations at the interfacial site which either stabilize interfacial
contacts or lower the energy barrier for their formation increased the susceptibility of E.
coli cells to the antibiotics to a similar degree as mutations at the hinge site between the
hairpin and lipoyl domains, which is important for AcrA-TolC binding [16].
When bound to AcrB, the conformational landscape changes in a binding-site specific
manner. While the second binding site exhibits a flexibility that is similar to that of the
free AcrA monomer, the first site shows a sharp reduction in the accessible conforma-
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tions, indicative of a conformational selection binding mechanism [221]. The difference in
the conformational landscapes between the two binding sites also suggests that they two
copies of AcrA play different roles in pump assembly and/or function. Efflux pumps with
heterodimeric MFPs such as the TriABC-OpmH triclosan pump in Pseudomonas aerugi-
nosa utilizes the two components at different steps of the assembly, with one responsible
for stimulating transport activity at the inner membrane and the other for stabilizing pore
formation at the outer membrane [222, 223]. The reduction in flexibility of AcrA in binding
site 1 suggests its role may be for stabilizing the interactions with TolC, while the second
site stimulates transport with AcrB.
It is important to keep in mind that for the full complex, six copies of AcrA must work
in concert to perform efflux. For our work we have merely examined a single copy of
AcrA at a time. While this may tell us some important information about initial binding
events, more could be understood about pump formation from examining multiple copies,
for example, 3 copies in each of the first or second binding sites on AcrB. In addition,
how does AcrA effect the opening and closing of the OM pore? Comparison of closed and
open conformations of TolC from the cryo-EM structures shows the disappearance of gaps
between the copies of AcrA, through which antibiotics loaded into the barrel of the pump
could leak out, when the pore is open [206]. While our work has shined light on possible
binding mechanisms which occur early in the pump assembly process, it can be a guide for
future computational and experimental studies on subsequent steps of the process.
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK
In this thesis I explored the folding and assembly of proteins within the cellular envelope
of Gram-negative bacteria using molecular dynamics simulations and enhanced sampling
techniques. To do this, I first extensively studied the folding processes of the small pep-
tides, Ala10 and GB1, which are used to model α-helices and β-sheets, respectively. These
model peptides were used to verify the most recent CHARMM protein force fields against
substantial experimental data. Replica-exchange umbrella sampling (REUS) was used to
calculate the folding free energies, and we observed that the CHARMM22* force field
outperforms the CHARMM36, CHARMM36m, and CHARMM Drude polarizable force
fields for β-sheets, while the Drude model performs the best for α-helical peptides. In ad-
dition, I examined the accuracy of different reaction coordinates commonly used in both
simulation and experiments in reproducing the correct folding pathways. The common
theme I observed is that measuring compaction of the peptide on its own is often insuffi-
cient, with some measure of structure acquisition, e.g. number the native hydrogen bonds,
is required.
I then tackled the folding and assembly pathways of two large proteins in the cellular en-
velope, the pertactin autotransporter and the AcrAB-TolC multidrug efflux pump, so chosen
for their capacity as new drug targets to combat antibiotic resistance. First, efflux pumps are
a near-ubiquitous, primordial mechanism for antibiotic resistance in Gram-negative bacte-
ria, and preventing assembly of these pumps, which span the cellular envelope, has lead to
a new class of drugs, so-called efflux pump inhibitors (EPIs), which have the potential to
revive the efficacy of old antibiotics in antibiotic resistance bacteria. Drugs binding to the
membrane fusion protein (MFP), AcrA, which completes the assembly of the AcrAB-TolC
efflux pump of bacteria by binding to both the inner membrane transporter, AcrB, and outer
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membrane channel, TolC, where shown to significantly affect pump formation and increase
the effectiveness of antibiotics. Molecular dynamics simulations and drug docking suggest
that these drugs may be altering the flexibility of the protein to prevent binding to AcrB or
TolC. Using 3D REUS simulations, I explored the conformational landscape of free AcrA
monomers and observed two main conformations, a trans, bound-like conformation and
a cis, non-bound conformation. Contacts between the two structural domains involved in
binding to AcrB, called the interfacial site where some of the previously designed drugs
were observed to bind, are responsible for the stabilization of the cis conformation, with
these contacts vanishing in the trans conformation. However, due to the amphiphilic nature
of these contacts, the stabilization is quite weak. Experimental mutational analysis of this
site shows that altering the balance of these contacts can detrimentally affect pump forma-
tion, and simulations show that the conformational landscape is indeed shifted away from
the bound state.
We also calculated the conformational landscape of AcrB-bound monomers of AcrA
and observed distinct changes in the free energies. For both binding sites on AcrB, the
free energy minimum was observed to be the transition state observed for the free AcrA
monomer. However, the accessible conformations for the two sites were quite different.
Site 1, which resides between two copies of AcrB, shows a reduced conformational space
compared to the site 2, which interacts only with a single copy of AcrB. This suggests the
two sites may have different functions in pump assembly and function, reminiscent of the
heterodimer MFP, TriAB, from the TriABC-OpmH efflux pump, where TriA is involved in
stabiizing the outer membrane channel, while TriB is used to stimulate the inner membrane
transporter.
It is important to keep in mind that for the full complex, six copies of AcrA must
work in concert to perform efflux. For this work I have merely examined a single copy of
AcrA at a time. While this may tell us some important information about initial binding
events, more could be understood about pump formation from examining multiple copies,
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for example, 3 copies in each of the first or second binding sites on AcrB. In addition,
how does AcrA effect the opening and closing of the OM pore? Comparison of closed and
open conformations of TolC from the cryo-EM structures shows the disappearance of gaps
between the copies of AcrA, through which antibiotics loaded into the barrel of the pump
could leak out, when the pore is open [206]. While my work has shined light on possible
binding mechanisms which occur early in the pump assembly process, it can be a guide for
future computational and experimental studies on subsequent steps of the process.
Lastly, I have applied the results for the GB1 β-hairpin peptide to the β-helical passen-
ger domain of the pertactin autotransporter. Autotransporters are virulence factors within
infectious Gram-negative bacteria. The ubiquitous passenger domain β-helix has been im-
plicated in the secretion process of virulence factors across the outer membrane into the
extracellular space. Vectorial, C→N folding of the helix is though to substantially increase
the folding rate of the pertactin passenger domain, which in isolation folds much to slowly
to be of use to the bacteria. I calculated the folding free energies of the different “bands”
of the helix, which form the individual β-sheets of the helix, both in isolation and along
the vectorial folding pathway, and found that the C→N vectorial pathway significantly en-
hances both the stability of the bands and the rate of folding of the entire helix. Stability
is achieved by two main factors: (1) decreasing the entropy of the unfolded state and (2)
ensuring folded states stay close to the native state.
In this work, we only explored how whole, individual bands of the β-helix fold. How-
ever, this may not accurately represent the true folding pathway, either in vitro or in vivo.
For example, perhaps only partial bands need to form for neighboring bands to begin fold-
ing on top of them. Multiple bands might also fold at the same time due to the collapse
of a much larger hydrophobic core when the entire protein is present. In addition, we are
most likely significantly underestimating the entropy of the unfolded states of the protein
by excluding residues outside of the specific band being studied. Lastly, our chosen re-
action coordinates, the number of native hydrogen bonds and the size of the hydrophobic
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core, cannot account for the presence of non-native structures.
To further explore the folding pathways of the pertactin passenger domain, we will turn
Markov state models (MSMs) amd machine learning (ML) algorithms. MSMs consist of
running many long, unbiased simulations and calculating the number of transitions between
clusters of states [224]. The advantage of using MSMs is that the reaction coordinates do
not need to be explicitly defined a priori. Instead, they are learned from the simulation data,
typically by calculating autocorrelation times. We will use a series of long unrestrained
equilibrium simulations of larger constructs of the β-helix containing multiple bands.
Zimmerman and Bowman developed the fluctuation amplification of specific traits, or
FAST, technique to explore the efficiently explore the conformational space, similar to
SLUS, but without external biases [225]. Instead of guiding the system towards low energy
paths, the FAST method attempts to maximize (or minimize) some variable, φ, while also
encouraging exploration of lowly-sampled regions. (Some example variables for protein
folding include the RMSD between the protein atoms and some reference structure, the
number of protein-protein contacts, the number of water-protein contacts, or simply the
total energy of the system). To do this, a MSM is first built from a collection of short
simulations, and clustered into macrostates. Each macrostate is given a reward function:
rφ(i) = φ̄(i) + αψ̄(i), (8.1)
where φ̄(i) is the normalized target value of macrostate i, such that it is 0 at its minimum
(maximum) and 1 at its maximum (minimum); ψ(i) is the occupancy of macrostate i; and
ψ̄(i) is the normalized occupancy, with 0 being least occupied and 1 being most occupied.
Typically, α is set to 1, although other systems might require lower values of α. A new set
of simulations are spawned from the current set of macrostates, with the number of new
simulations generated from each macrostate proportional to its reward, rφ(i). A new MSM
is built by combining the new and old simulations, and then the procedure is repeated until
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the desired variable, φ, has been sufficiently sampled. The REAP method [Shamsi] builds
upon the FAST method by allowing for multiple target variables and uses machine learning
to decide which variable(s) to maximize (or minimize) at a given time.
We will use the time-structure based coordinate analysis (tICA) [226] to generate re-
action coordinates for our system for clustering and free energy analysis. tICA has shown
marked improvement over more traditional reaction coordinates [227]. Most recently, Aha-
lawat and Mondal have shown that using tICA to combine several traditional reaction coor-
dinates for protein folding can more accurately describe the folding of the GB1 β-hairpin
peptide than when using those reaction coordinates on their own by finding non-native
kinetic traps [228]. First, a time-lagged covariance matrix,
C(∆t) =
〈
(ξ(t)− 〈ξ(t)〉)t(ξ(t+ ∆t)− 〈ξ(t)〉)
〉
, (8.2)
is calculated from the MD trajectories for a set of reaction coordinates, ξ = (ξ1, ξ2, . . . , ξN ,
and used to solve the generalized eigenvalue equation,
C(∆t)F = C(0)FK, (8.3)
where K = diag(k1, k2, . . . , kN and F = (f1,f2, . . . ,fN are the eigenvalue and eigenvec-
tor matrices, respectively. The eigenvectors, or tIC’s, with the largest eigenvalues are the
slowest degrees of freedom in the system, and the two slowest tIC’s will be used to gen-
erate free energy surfaces and clusters for our MSM as well as to guide our FAST/REAP
procedure. We will also apply the variational Koopman operator method [229], which will
allows to use shorter simulations to generate our tIC’s.
FAST/REAP and tICA will not only allow us to further explore the folding pathways
of pertactin, but it may also allow us to observe non-native structures that can act as kinetic
traps, which also slow down the folding [227, 228]. We can also use these techniques to
examine the role the β-domain has on passenger domain folding during secretion [197,
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198]. We will build a model of the entire autotransporter with an OM-embedded β-domain
and an unfolded passenger domain residing in the periplasm. The FAST/REAP method
will be used to direct the passenger domain through the β-domain so that we can observe





SUPPLEMENTAL INFORMATION - THERMODYNAMICS OF
DECA-ALANINE FOLDING IN WATER
Figure A.1: Distribution of the committor function for 50 conformations near the free-energy maximum
along the least free energy path. Each value of the committor was determined using 50 simulations of length
10 ps each.
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Figure A.2: Number of peptide-peptide (black lines) and peptide-water (red lines) hydrogen bonds during
50 ns equilibrium simulations of Ala10 in water. Top graph: α-helical starting state. Bottom graph: extended
starting state.
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Figure A.3: Number of hydrogen bonds between the peptide backbone and water molecules for 2D REMD-
US simulations of Ala10 in water.
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Figure A.4: Average number of i, i+4 hydrogen bonds for Ala10 during equilibrium folding and unfolding
simulations. Tracking the average number of hydrogen bonds between residues 1 and 5 (black), 2 and 6 (red),
3 and 7 (green), 4 and 8 (blue), 5 and 9 (magenta), and 6 and 10 (orange) as a function of simulation time,
with extended (left graphs) and α-helical (right graphs) starting states for a representative set of equilibrium
simulations where folding or unfolding was observed, respectively.
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Figure A.5: Average number of i, i+4 hydrogen bonds for Ala10 during REMD-US simulations. Tracking
the average number of hydrogen bonds between residues 1 and 5 (top left), 2 and 6 (top right), 3 and 7 (middle
left), 4 and 8 (middle right), 5 and 9 (bottom left) and 6 and 10 (bottom right) as a function of end-to-end
distance and α-helical content.
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APPENDIX B
SUPPLEMENTAL INFORMATION - FOLDING FREE ENERGY LANDSCAPES
OF β-SHEETS WITH NON-POLARIZABLE AND POLARIZABLE CHARMM
FORCE FIELDS
Table B.1: Hydration energies of amino acid side chain models calculated using the C36
non-polarizable force field.
molecule residue ∆Gelec ∆Gdisp ∆Grep ∆Gtotal ∆Gexptl
n-butane Ile −0.02± 0.00 −11.00± 0.05 13.62± 0.12 2.60± 0.17 2.08
isobutane Leu −0.07± 0.00 −10.80± 0.00 13.43± 0.05 2.56± 0.05 2.28
methane Ala 0.00± 0.00 −4.46± 0.00 6.84± 0.10 2.38± 0.10 2.00
propane Val −0.05± 0.00 −8.98± 0.00 11.52± 0.07 2.49± 0.07 1.96
acetamide Asn −9.06± 0.02 −9.47± 0.00 10.97± 0.02 −7.56± 0.05 −9.72
p-cresol Tyr −6.12± 0.02 −15.75± 0.05 16.95± 0.14 −4.92± 0.22 −6.13
ethanol Thr −6.93± 0.02 −8.01± 0.00 10.16± 0.05 −4.78± 0.07 −4.90
methanethiol Cys −1.12± 0.00 −8.52± 0.00 9.37± 0.02 −0.27± 0.02 −1.24
methanol Ser −6.86± 0.02 −5.94± 0.00 7.86± 0.05 −4.94± 0.07 −5.08
methylethylsulfide Met −0.60± 0.00 −12.72± 0.02 13.91± 0.02 0.59± 0.05 −1.49
3-methylindole Trp −5.59± 0.02 −19.08± 0.02 19.26± 0.05 −5.40± 0.10 −5.91
methylimidazole Hid −11.59± 0.02 −11.97± 0.02 13.46± 0.14 −10.11± 0.19 −10.25
propionamide Gln −9.15± 0.02 −11.24± 0.00 12.81± 0.05 −7.59± 0.07 −9.42
toluene Phe −1.74± 0.00 −14.57± 0.02 16.01± 0.14 −0.30± 0.17 −0.76
acetate Asp −84.27± 0.05 −8.42± 0.00 10.35± 0.02 −82.35± 0.07 −80.65
n-butylammonium Lys −67.72± 0.07 −12.71± 0.02 14.44± 0.10 −66.00± 0.19 −69.24
n-propylguanidinium Arg −60.45± 0.02 −16.48± 0.02 16.73± 0.02 −60.21± 0.07 –
propionate Glu −84.73± 0.02 −10.40± 0.00 12.38± 0.02 −82.75± 0.05 −79.12
n-methylacetamide NMA −8.41± 0.00 −12.36± 0.00 13.12± 0.07 −7.65± 0.07 −10.10
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Table B.2: Hydration energies of amino acid side chain models calculated using the Drude
polarizable force field.
molecule residue ∆Gelec ∆Gdisp ∆Grep ∆Gtotal ∆Gexptl
n-butane Ile −0.37± 0.01 −12.26± 0.01 15.32± 0.14 2.68± 0.15 2.08
isobutane Leu −0.44± 0.00 −12.13± 0.03 15.07± 0.11 2.50± 0.14 2.28
methane Ala −0.11± 0.00 −5.12± 0.00 7.46± 0.04 2.24± 0.05 2.00
propane Val −0.33± 0.00 −9.95± 0.00 12.92± 0.14 2.65± 0.15 1.96
acetamide Asn −12.08± 0.01 −9.89± 0.00 12.28± 0.10 −9.69± 0.11 −9.72
p-cresol Tyr −6.11± 0.02 −18.15± 0.04 18.75± 0.08 −5.52± 0.14 −6.13
ethanol Thr −6.59± 0.02 −8.75± 0.01 11.59± 0.05 −3.74± 0.08 −4.90
methanethiol Cys −2.45± 0.01 −9.03± 0.02 10.44± 0.05 −1.04± 0.09 −1.24
methanol Ser −5.79± 0.02 −6.50± 0.01 8.86± 0.08 −3.43± 0.11 −5.08
methylethylsulfide Met −2.92± 0.02 −13.80± 0.03 15.60± 0.11 −1.12± 0.16 −1.49
3-methylindole Trp −6.83± 0.04 −19.72± 0.02 21.44± 0.17 −5.11± 0.23 −5.91
methylimidazole Hid −12.18± 0.04 −14.93± 0.03 15.45± 0.09 −11.67± 0.16 −10.25
propionamide Gln −10.76± 0.02 −12.09± 0.01 14.79± 0.07 −8.06± 0.11 −9.42
toluene Phe −1.90± 0.01 −16.43± 0.01 17.85± 0.10 −0.48± 0.12 −0.76
acetate Asp −85.45± 0.04 −12.30± 0.00 12.83± 0.06 −84.92± 0.11 −80.65
n-butylammonium Lys −63.31± 0.05 −14.78± 0.02 16.19± 0.08 −61.90± 0.16 −69.24
n-propylguanidinium Arg −58.93± 0.01 −16.52± 0.01 18.45± 0.05 −57.00± 0.07 –
propionate Glu −81.53± 0.03 −14.40± 0.01 15.17± 0.14 −80.76± 0.19 −79.12
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Figure B.1: 1D PMFs. 2D PMFs were integrated along each reaction coordinate to produce 1D PMFs
along the (left) Nhb and (right) RG coordinates for the (red) C36, (green) C22*, and (blue) Drude-2013 force
fields.
B.1 Adjusting Drude-2013 Partial Charges
Solubility in the Drude-2013 model is determined by both the intrinsic and the induced
dipole moments. While the latter is determined by the polarizability and the charge of the
Drude particle, the former is determined by the atomic partial charges. For the backbone
amide and side chain hydroxyl groups, the C36 (and C22*) model has larger partial charges
than the Drude-2013 model: (qDrudeN , q
Drude
H ) = (−0.382e, 0.272e) versus (qC36N , qC36H ) =
(−0.47e, 0.31e), and (qDrudeO , qDrudeH ) = (−0.46e, 0.36e) versus (qC36O , qC36H ) = (−0.66e, 0.43e).
To test the effects of intrinsic dipoles on solubility and folding, we increased the Drude-
2013 partial charges of these chemical groups to their C36 levels. When modifying atomic
partial charges, we maintain the net charge of its chemical group. For example, for N-H
groups, if we set qDrudeN → qC36N (denoted qDrude→C36N*H ), we recalculate qDrudeH = qC36N − qDrudeN-H ;
alternatively, if we set qDrudeH → qC36H (denoted qDrude→C36NH* ), we recalculate qDrudeN = qC36H −
qDrudeN-H . Similar adjustments were made for the O-H groups. New hydration and folding free
energies with these adjusted charges are shown in Fig. B.2.
Adjusting the atomic partial charge of the Drude-2013 amide H atom to its C36 value
reproduced NMA hydration free energies fairly well, underestimating the free energy by
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less than 0.5 kcal/mol; adjusting the Drude-2013 amide N atomic charge to its C36 value,
however, overestimates the hydration free energy by more than 1 kcal/mol. The latter pro-
duces a larger intrinsic dipole than the former – (qN, qH) = (−0.42e, 0.31e) for qDrude→C36NH*
versus (−0.47e, 0.36e) for qDrude→C36N*H – so the increase in intrinsic dipole moment going
from qDrudeN to q
C36
N is causing NMA to be too soluble. Similar results are observed for
the O-H groups, where qDrude→C36OH* overestimates of Ser and Thr side chain hydration free
energies by 1 and 2 kcal/mol, respectively, but qDrude→C36O*H overestimate the hydration free
energies by almost 10 kcal/mol. The Drude-2013 GB1 folding free energy is reduced by
∼1 kcal/mol with C36 N-H charges, but increases significantly (∼4-8 kcal/mol) for C36
O-H charges. For Ala10 the folding free energy is reduced by ∼1.5 kcal/mol for qDrude→C36N*H ,
but unaffected by qDrude→C36NH* . Increasing atomic partial charges appears to have a much
greater effect on folding than increasing the atomic polarizabilities, although this depends
on the system. For example, qDrude→C36N*H partial charges and a 1.9× increase in N polar-
izability both yield ∼2 kcal/mol drop in NMA hydration free energies, but have opposite
effects in the Ala10 and GB1 systems, with the folding free energies decreasing only with
the former and latter parameters, respectively. For the O-H groups, while the GB1 folding
free energy levels off at ∼3 kcal/mol after a 2× increase in the O atomic polarizability, it












































































































Figure B.2: Hydration and Folding Free Energies for Adjusted Drude-2013 Atomic Partial Charges.
Atomic partial charges for backbone amide and side chain hydroxyl groups in the Drude-2013 model were
adjusted to their C36 values. The partial charge of each atom was adjusted individually, denoted by (*), to
its C36 value, while maintaining the net charge of its chemical group at its Drude-2013 value. (A) Elec-
trostatic component of the hydration free energies for (red) NMA and (gold) Ser and (blue) Thr side chains
with adjusted backbone amide (for NMA) or side chain hydroxyl (for Ser and Thr) partial charges. The solid
lines show the target electrostatic component that would reproduce the experimental hydration free energies.
(B) Folding free energies of (magenta) GB1 and (green) Ala10 calculated using reweighted REUS trajecto-
ries. The pink band gives the experimental folding free energies of GB1 from Refs. [122] and [130]. The
light green band gives folding free energies of Ala5 from Ref. [118], calculated by fitting MD simulations to
experimental NMR J-coupling parameters.
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B.2 Adjusting Drude-2013 Lennard-Jones Parameters
We also adjusted the Lennard-Jones (LJ) parameters for the backbone amide N and car-
boxyl O atoms. Chen and Garcı́a showed that by decreasing the LJ minima between the
RNA base pairs and the water molecules in the AMBER-99 force field by only 5%, they
could prevent overstacking of the base pairs and reproduced RNA crystal structures with
correct base pair hydrogen bonding [230]. We observe that making a similar, but opposite,
adjustment between the backbone hydrogen bonding pairs – the amide N and carboxyl O
atoms – and the SWM4-NDP water O atoms, we could decrease the folding free energy of
GB1 towards its experimental values. Increasing the LJ minima by 4% (or 3% if accounting
for the reduced data set bias), we could reproduce the experimental folding free energy of
GB1 within about ±1 kcal/mol, within the error of our free energy calculations. Since this
would further underestimate the hydration free energy of NMA (see Table II in the main
text), we also decreased the LJ minimum between the amide N atoms and the carboxyl
O atoms. A decrease of the LJ minimum by 7% produces the experimental folding free
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Figure B.3: Free energies of GB1 Folding with adjusted Drude-2013 Lennard-Jones parameters. (A) 1D
PMFs of GB1 along the Nhb coordinate for altered amide N and carbonyl O Lennard-Jones parameters using
10-ps snapshots from last 5 ns/window of REUS simulations (see Methods). (Left) Rmin,N-O reduced by up to
10%. (Right) Rmin,N/O-Water increased by up to 10%. Lines are colored by ratio between new (R′min) and old
(Rmin) parameters. (B) Folding free energies calculated from 1D PMFs in (A) (see Methods). (Black, solid
circles) Adjusted Rmin,N-O. (Black, open circles) Adjusted Rmin,N/O-Water. (Pink band) Experimental folding
free energies of GB1 from Refs. [122] and [130].
120
B.3 Dipole Moments
One advantage of the Drude polarizable force field is the reactivity of the molecular dipole
moment to the surrounding electrostatic environment. Dipole moments for the Drude-2013
model were previously observed to be higher than those in the C36 model for both peptide
backbones and side chains, particularly for GB1 backbone [33]. The increase in backbone
dipole moments for the Drude model was shown to drive the cooperativity of helix for-
mation in (AAQAA)3, producing longer helices than for the C36 model at 300 K [143].
Given that the β-hairpin of GB1 is unstable in the Drude-2013 model yet is stable in the
fixed-charge models, we measured the dipole moments of GB1 for our REUS trajectories
to see how the dipole moment is playing a role in the stability of the hairpin.
The dipole moment of the backbone increases during folding for the Drude-2013 model,
while it decreases for the non-polarizable models (see Fig. B.4). The inducible polarization
of the Drude-2013 model mitigates the effect of the molecular geometry on the dipole
moment. The total dipole moment, including the side chains, is generally higher in the
folding region (Nhb > 1) for all three models, but Drude-2013 dipoles are significantly
higher than those in the non-polarizable models, though they drop to C36 and C22* levels
in the fully folded state (Nhb = 5). The sudden dip in dipole moment in the fully folded
state could play a role in its lowered stability in Drude.
We studied the dipoles in more detail by examining the dipole moment of of the in-
dividual side chains (see Fig. B.5) for the three models. The most significant difference
was observed in the Glu side chains, whose dipole moments are greater in the Drude-2013
model than in the non-polarizable models. This appears to be largely due to higher charges
in the negatively charged groups of the side chains in the Drude model. For example,
the carboxylate C atoms of Glu and Asp residues are more positive (0.70e) in the Drude-
2013 model than in the C36 model (0.62e), while the O partial charges are the same in











































































Figure B.4: Dipole moments. Dipole moments of GB1 calculated from REUS trajectories for C36 (left),
C22* (center), and Drude (right). (Top) Dipole moment of entire protein. (Bottom) Dipole moment of
backbone.
these redistributed charges, as the Drude-2013 Asp side chains are roughly the same as in
the C36 model. Interestingly, while Glu and Asp side chain hydration energies are both
overestimated by ∼2 kcal/mol for the C36 model, Drude-2013 Glu hydration free energies
are accurately predicted, but Drude-2013 Asp hydration free energies are overestimated
by 4 kcal/mol. Asp carboxylate partial charges are reduced in the C22* model compared
to C36, while Glu partial charges are the same, and C22* produces better folding behav-
ior than the C36 model. A similar adjustment of Asp carboxylate partial charges in the
Drude-2013 model could also improve its folding behavior.
We also examined backbone N-H and C=O dipole moments in the Drude-2013 model
to see the extent of hydrogen bond polarization during folding (see Fig. B.6A). We sepa-
rated out the native hydrogen-bonding residues from the non-hydrogen-bonding residues.
For the non-polarizable models, N-H and C=O bond dipole moments are fixed at values






























































































































































































































































































Figure B.5: Dipole moments for each side chain of GB1. Dipole moments of each side chain of GB1
calculated from REUS trajectories for (left) C36, (center) C22*, and (right) Drude-2013 models.
123
dipole moments in C=O bonds than N-H bonds. For the Drude-2013 model, N-H bond
dipole moments range from 1.89-2.27 D, while C=O bond dipole moments range from
3.18-3.39 D. Native hydrogen-bonding N-H bonds exhibit larger dipole moments in the
folded state than other residues. For C=O bonds, non-hydrogen-bonding residues actu-
ally exhibit larger dipole moments, with native hydrogen-bonding C=O dipole moments
increasing to a much lesser extent in the folded state than their N-H counterparts. Another
advantage of the Drude-2013 model is that the direction of the dipole moment can change
as well as its magnitude. We measured the deviation of the dipole moment vectors from
the bond vectors and found that N-H bond dipole moments deviate more from the bond
direction (∼ 13◦) than C=O bond dipoles (∼ 4◦) (see Fig. B.6B). We then looked at the
individual atomic dipole moments for the N-H and C=O atoms. As expected from the N-
H and C=O bond dipole moments, N atoms show larger increases in the magnitudes of
their dipole moments during folding for native hydrogen-bonding residues, while C and
O atomic dipole moments are higher in non-hydrogen-bonding residues. For all native
hydrogen-bonding residues, the atomic dipole moments become more aligned with bond
vectors during folding, whereas non-hydrogen-bonding deviations remain relatively un-
changed, with the exception of C atoms, which actually deviate even more during folding.
It’s clear that polarization of the native hydrogen bonds during folding is driven by a
combination of increasing atomic polarization and greater alignment of the atomic dipoles.
The more interesting result is why C=O dipole moments are higher in non-hydrogen-
bonding residues. This could be the result of water–peptide hydrogen bonding. SWM4-
NDP dipole moments are 2.46 D [231]. This is significantly higher than the N-H dipole
moment. Water–peptide hydrogen bonding is also much higher in the Drude model than in
the non-polarizable models. The increase in C=O dipole moments for the non-hydrogen-
bonding residues, and a lack of similar increase in the N-H dipole moments for these same
residues, could be the result of much stronger hydrogen bonding of the water with back-
bone C=O groups than N-H groups. A stronger dipole in SWM4-NDP water molecules
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than in TIP3P water molecules (2.347 D, see Ref. [92]) combined with polarizable C=O
bonds could make C=O–water hydrogen bonding much more favorable in the Drude-2013
model than the non-polarizable models. N-H polarization energies need to be compara-
ble to C=O polarization energies for C=O bonds to not dominate the interactions. This
could be accomplished by increasing the extent of induced polarization in the N-H bonds
in several possible ways: (1) increasing the N and H partial charges, (2) increasing the N
polarizabilities, or (3) moving the hard wall potential between N parent and Drude atoms
further away. We have explored the first option in Section A above and the second option





















































































































































































































































































Figure B.6: Dipole moments of Drude backbone N-H and C=O bonds. (A) Magnitude of (top) N-H and
(bottom) C=O dipole moments for (left) native hydrogen-bonding residues (Glu42, Thr44, Asp46, Thr51,
Thr53, and Thr55) and (right) all other residues. For C36 and C22*, N-H and C=O bonds have dipole
moments of ∼1.88 D and ∼3.02 D, respectively. (B) Angle of dipole moment relative to the bond vector
(N→H for N-H bonds and (O→C for C=O bonds). (C) Magnitude of atomic dipole from parent atom and
Drude particle for N, C, and O atoms. (D) Angle of atomic dipole moment relative to bond vector.
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B.4 Ala10 Folding Free Energies
All-atom simulations of non-polarizable Ala10 were performed starting from the 104-atom
compact helical model used by Park et al [86], capped with an acetylated N-terminus and
amidated C-terminus. For non-polarizable models, the visualization and analysis program
VMD [91] was used to place Ala10 in a water box of 10,850 TIP3P (Ref. [92]) water
molecules with dimensions 70×70×70 Å3, resulting in a system of 32,659 atoms. Molec-
ular dynamics simulations were carried out using NAMD 2.10-12 (Ref. [Phillips2005])
with CHARMM all-atom force fields C22* (Ref. [144]) and C36 (Refs. [94, 95]). Simula-
tion parameters were identical to those used for GB1.
For the polarizable model, a non-polarizable model was first built using CHARMM-
GUI [149]. Similar to the previous non-polarizable models, Ala10 was solvated in a water
box of dimensions 70×70×70 Å3 with 10,798 water molecules. The Drude Prepper [149]
from CHARMM-GUI was then used to convert the non-polarizable model into the Drude-
2013 polarizable model for the protein [33] solvated in SWM4-NDP polarizable water
molecules [151], resulting in a system of 54,175 atoms, including Drude particles. We
used the Drude-2013 parameters released in July 2015. The system was then minimized
and pre-equilibrated using the NAMD input scripts provided by Drude Prepper. Simulation
parameters were identical to those used for GB1.
Two-dimensional potentials of mean force (PMF) were calculated using umbrella sam-
pling with replica-exchange molecular dynamics (REUS) [51]. Reaction coordinates were
calculated and biased using the collective variables (colvars) module of NAMD 2.10 (Ref. [154]).





























where N is the number of helical residues, N0 is the index of the first residue, hbf is the
hydrogen bond scoring function given by Eq. 1 in the main text, and angf is the angle






























where θ0 = 88◦ is the reference α-helical angle, and ∆θtol = 15◦ is the angle cutoff relative
to the reference angle. α ∈ [0, 1], with α = 0 indicating no helical content within the
N residues, and α = 1 indicating all N residues are perfectly helical. The second reac-
tion coordinate is the end-to-end distance between the first and last backbone carbonyl C
atoms. 204 windows were simulated for 12 ns/window (Drude-2013) and 20 ns/window
(C36 and C22*), for a total simulation time of 2.4-4.1 µs per system. Windows were spaced
along the α coordinate by 0.05 using a 500 kcal/mol harmonic force constant. Windows
were spaced along the end-to-end distance coordinate by 1.0 Å, using a 5 kcal/mol·Å2 har-
monic force constant. The first 2 ns/window of the REUS simulations were omitted when
calculating the PMF, which was generated via the weighted histogram analysis method
(WHAM) [155]. Starting states for each window were generated using steered molecular
dynamics (SMD) [156]. Our previous work demonstrated that the α coordinate is a better
measure of helix folding for Ala10 than the end-to-end distance coordinate [34], so folding
free energies are calculated along the α coordinate unless otherwise indicated.
Table B.3: ∆Gfold for Ala10 calculated from 1D PMFs in kcal/mol.
Coordinate C36 C22* Drude
α-Helical content +0.86± 0.66 +0.63± 0.32 +2.40± 0.88
End-to-end distance +0.98± 0.90 −0.85± 3.41 +2.30± 0.79
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Figure B.7: Folding free energy landscapes of Ala10. 2D PMFs calculated by REUS using (left) C36,
(middle) C22*, and (right) Drude-2013. A total of 204 windows were utilized and simulated for 12 ns/window
and 20 ns/window for the Drude-2013 and C36/C22* systems, respectively. The first 2 ns/window of each













































































































Figure B.8: Free energies of Ala10 folding with adjusted Drude-2013 polarizabilities and Lennard-Jones
parameters. (A) 1D PMFs of Ala10 along the α coordinate for adjusted Drude-2013 (left graph) backbone
amide N-H polarizabilities and partial charges and (right two graphs) backbone amide N and carbonyl O
Lennard-Jones parameters using 10-ps snapshots from last 10 ns/window of REUS simulations (see Meth-
ods). For original Drude-2013 parameters (α′/α = 1 in the left graph), the PMF was also recalculated using
this reduced data set. (Solid lines) 1D PMFs for adjusted parameters, colored by ratio between new (α′ and
R′min) and old (α and Rmin) parameters. (Black dashed line, left graph) 1D PMF for C36 H atomic charges,
qC36NH*. (Black dotted lines, left graph) 1D PMF for C36 N atomic charges, q
C36
N*H. (B) Folding free energies
calculated from 1D PMFs in (A) (see Methods). (Red, upward-facing triangles) amide N polarizabilities.
(Black, solid circles) Adjusted Rmin,N-O. (Black, open circles) Adjusted Rmin,N/O-Water. (Light green band)
Folding free energies of Ala5 from Ref. [118], calculated by fitting MD simulations to experimental NMR
J-coupling parameters.
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B.5 Hydrogen Bonding and Cooperativity
One important factor governing folding free energies is the folding pathway itself. The
presence of water molecules, for example, can alter the folding pathway of helices from
their vacuum folding pathway [34, 109]. We examined the ordering of both peptide–peptide
and peptide–water hydrogen bonding during GB1 β-hairpin formation for our C36, C22*,
and Drude-2013 REUS simulations (Fig. B.9). There is a stark increase in backbone–water
hydrogen bonding in the Drude-2013 model compared to both the C36 and C22* models
(Fig. B.9, top), with roughly 10-15 more hydrogen bonds occupied at any one time in the
Drude-2013 model than in the fixed-charge models. Splitting of the backbone carbonyl O
charge into two lone pairs may allow for more optimal hydrogen bonding with multiple
water molecules. In addition, backbone carbonyl O and SWM4-NDP H atoms have larger
partial charges than in the fixed-charge force fields, and the Lennard-Jones minimum for
SWM4-NDP is lower in energy than that of TIP3P (Ref. [151]). The overall net negative
charge of the C=O group, compared to a neutral C=O group in the fixed-charge models,
could also be enhancing electrostatic interactions. Atomic polarization will also contribute
stronger dipole-dipole interactions. Khan et al. had previously shown that some charged
and polar moieties in Drude-2013 have a tendency to be too close together, with interac-
tion energy minima shifted towards smaller separations compared with QM calculations
and a modified version the C36 force field [232]. Interactions between polarizable water
molecules and a polarizable backbone could be producing a similar phenomenon for the
GB1 peptide, resulting in higher overall peptide–water hydrogen bonding.
Next, we examined the intrapeptide hydrogen bond ordering (Fig. B.9, bottom). The
general trend appears to be the same for all three force fields. One of the inner most hy-
drogen bonds (Asp46–Thr51) forms first, followed by the central hydrogen bonds (Thr44–
Thr53), and the outermost hydrogen bonds (Glu42–Thr55) forming last, or not at all, in the
































































































































Figure B.9: Hydrogen bonding stucture of GB1. Number of hydrogen bonds calculated from REUS trajec-
tories for C36 (right), C22* (center), and Drude (left). (Top group) Total number of hydrogen bonds between
the protein backbone and surrounding water molecules. (Bottom group) Number of hydrogen bonds between
residues (top) Asp46 and Thr51, (middle) Thr44 and Thr53, and (bottom) Glu42 and Thr55. Hydrogen bonds
are defined to be occupied if the N–O distance is less than 3.4 Å and the N-H–O angles is less than 30◦.
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ing. While the non-polarizable models have nearly identical hydrogen bond ordering, an
additional inner hydrogen bond forms in the Drude-2013 model that is not formed in the
non-polarizable models. As a consequence, the central hydrogen bonds form slightly later
in the folding process. Even though bond ordering is mostly conserved, folding does not
appear to be cooperative in the Drude model; formation of the first hydrogen bond does
not lead to a downhill folding event as is observed in the non-polarizable models. Cooper-
ativity was previously shown to be improved in the Drude model for the α-helical peptide,
(AAQAA)3, because of enhanced backbone dipole moments over the C36 model, result-
ing in longer, more stable helices at 300 K [143]. The enhancement to the dipole moment
from hydrogen bonding for residues in β-sheet conformations, however, was not only much
less than that from residues in α-helical conformations, but was even slightly less than the
enhancement from simply being in an extended conformation, like a PPII helix (0.76 D,
0.27 D, and 0.21 D for α-helical, PPII, and β-sheet conformations, respectively) [233]. In
α-helical conformations, all hydrogen bonding groups align parallel to each other and the
backbone, enhancing the dipole moment of the backbone; however, in β-sheet conforma-
tions, hydrogen bonds are anti-parallel within the same residue, and align perpendicular
to the backbone, so induced polarization of the N-H and C=O groups during intrapeptide
hydrogen bonding does not add to the dipole moment of the backbone to the same extent as
it does for α-helices. Therefore, cooperative folding for β-sheets is not driven by enhanced
backbone dipoles as it is for α-helices.
132
Figure B.10: Asp47–Lys50 interactions in the turn region of GB1. Occupation of (top) Asp47–Lys50 salt
bridge, (center) Asp47 backbone–Lys50 side chain hydrogen bond, and (bottom) Asp47 backbone–Lys50
backbone hydrogen bond for (left) C36, (middle) C22*, and (right) Drude-2013 REUS trajectories. Salt
Bridges and hydrogen bonds were considered occupied when the distance between their respective atoms
was <3.4 Å. Representative structures are shown in licorice representation for (*) C36, (**) C22*, and (***)
Drude-2013, with their coordinates indicated in the plots. Backbone atoms are colored by atom name. Asp47
and Lys50 side chains are shown in green, while all other side chains are transparent. Hydrogen bonds and
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Figure B.11: 1D PMFs of GB1 folding for fraction of exposed Trp43 side chain. PMFs calculated by
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Figure B.12: PMFs of GB1 folding for C36m using reweighted C36 REUS trajectories. C36 REUS trajec-
tories were reweighted using C36m parameters according to Eq. 4 from the main text. (A) 2D PMF. (B) 1D
PMF along the Nhb coordinate for (black, solid line) C36m and (red, dashed line) C36.
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Eds., vol. 49, Berlin: Springer Verlag, 2005, pp. 183–209.
[83] ——, “Frontiers in free-energy calculations of biological systems,” Wiley Interdis-
cip. Rev. Comput. Mol. Sci., pp. 71–89, 2014.
142
[84] J. Vreede, J. Juraszek, and P. G. Bolhuis, “Predicting the reaction coordinates of
millisecond light-induced conformational changes in photoactive yellow protein,”
Proc. Natl. Acad. Sci. USA, vol. 107, pp. 2397–2402, 2010.
[85] F. Marinelli, F. Pietrucci, A. Laio, and S. Piana, “A kinetic model of trp-cage fold-
ing from multiple biased molecular dynamics simulations,” PLoS Comput. Biol.,
vol. 5, e1000452, 2009.
[86] S. Park, F. Khalili-Araghi, E. Tajkhorshid, and K. Schulten, “Free energy calcu-
lation from steered molecular dynamics simulations using Jarzynksi’s equility,”
J. Chem. Phys., vol. 119, p. 3559, 2003.
[87] J. Hénin, G. Fiorin, C. Chipot, and M. L. Klein, “Exploring multidimensional free
energy landscapes using time-dependent biases on collective variables,” J. Chem.
Theory Comput., vol. 6, pp. 35–47, 2010.
[88] L. Zheng, M. Chen, and W. Yang, “Random walk in orthogonal space to achieve
efficient free-energy simulation of complex systems,” Proc. Natl. Acad. Sci. USA,
vol. 105, no. 51, pp. 20 227–20 232, 2008.
[89] K. Minoukadeh, C. Chipot, and T. Lelièvre, “Potential of mean force calculations:
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[229] H. Wu, F. Nüske, F. Paul, S. Klus, P. Koltai, and F. Noé, “Variational Koopman
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