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Synopsis 
The artificial intelligence community has developed a large body of algorithms that can be 
employed as powerful data analysis tools. However, such tools are not readily used in 
petrochemical plant operational decision support. This is primarily because the models generated 
by such tools are either too inaccurate or too difficult to understand if of acceptable accuracy. 
The Combinatorial Rule Assembler (CORA) algorithm is proposed to address these problems. 
The algorithm uses membership functions made by the Growing Neural Gas (GNG) radial basis 
function network training technique to assemble internally disjunctive, Oth -order Sugeno fuzzy 
rules using the nongreedy Reactive Tabu Search (RTS) combinatorial search method. 
An evaluation of the influence of CORA training parameters revealed the following. First, for 
certain problems CORA models have an attribute space overlap that is one third of their GNG-
generated counterparts. Second, the use of more fuzzy rules generally leads to better model 
accuracy. Third, decreased swap (or move) thresholds do not consistently lead to more accurate 
and / or simpler models. Fourth, utilisation of moves rather than swaps during rule antecedent 
assembly leads to better rule simplification. Fifth, consequent magnitude penalisation generally 
improves accuracy, especially if many rules are built. Variance of results is also usually reduced. 
Sixth, employing Yu rather than Zadeh operators leads to improved accuracy. Seventh, use of the 
GNG adjacency matrix significantly reduces the combinatorial complexity of rule construction. 
Eighth, AlC and BIC criteria used find the "right-sized" model exhibited local optima. Last, the 
CORA algorithm struggles to model problems that have a low exemplar to attribute ratio. 
On a chaotic time series problem the CORA algorithm builds models that are significantly (with 
at least 95% confidence) more accurate than those generated using multiple linear regression 
(MLR), CART regression trees and multivariate adaptive regression splines (MARS). However, 
only the RTS component models are significantly more accurate than those of the GNG and k-
means (RBF) radial basis function network methods. In tenns of complexity, the CORA models 
were significantly simpler than the CART and RBF models but more complex than the MLR, 
MARS and multilayer perceptron models that were evaluated. Taking all results for this problem 
into account, it is the author's opinion that the drop in accuracy (at worst 0.42%) of the CORA 
models, because of membership function merging and rule reduction, is justified by the increase 
in model simplicity (at least 22%). In addition, these results show that relatively intelligible 
"if. .. then ... " fuzzy rule models can be built from chemical process data that are competitive (in 
tenns of accuracy) with other, less intelligible, model types (e.g. multivariate spline models). 
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Opsomming 
'n Groot aantal algoritmes wat as kragtige data-analiseerders gebruik kan word, is tot op he de 
ontwikkel, veral deur navorsers op die gebied van skynintelligensie, waar 'n hoe premie geplaas 
word op die beskikbaarheid van doeltreffende soekmetodes. Die algoritmes word egter nie 
geredelik vir operasionele besluitnemingsondersteuning in petrochemiese aanlegte gebruik nie, 
omrede die modelle wat op sodanige wyse gegenereer is, 6f te onakkuraat, 6f indien akkuraat 
genoeg, te moeilik is om te verstaan. Die Combinatorial Rule Assembler (CORA) algoritme 
word in hierdie werk voorgehou as moontlike oplossing vir hierdie probleme. Die algoritme 
gebruik lidmaatskap-funksies wat m.b.v. 'n Groeiende Neurale Gas (GNG) algoritme opgestel is, 
om intern disjunktiewe, Ode orde Sugeno wasige logikareels saam te stel deur gebruik te maak 
van 'n nie-gulsige kombinatoriese Reaktiewe Tabu Soektog (RTS) soek. 
Die invloed van CORA leerparameters is ondersoek en daar is eerstens gevind dat CORA 
modelle vir sommige probleme intreeruimte-oorvleuelings oplewer wat gelykstaande is aan 
sowat 'n derde van die van GNG gegenereerde modelle. Tweedens, die gebruik van 'n groter 
aantal wasige reels lei tot beter modusakkuraatheid. Derdens, verlaagde omruilperke lei nie altyd 
tot akkurater of eenvoudiger modelle nie. Vierdens, die gebruik van verplasings in plaas van 
omruilings tydens die samestelling van reels lei tot beter reelvereenvoudiging. Vyfdens, 
ordegrootte-penalisering van die konsekwente van reels dra oor die algemeen by tot beter 
akkuraatheid, veral wanneer baie reels afgelei is. Die variansie van die resultate is ook 
verminder. Sesdens, die implementering van Yu-, eerder as Zadeh-operators lei tot beter 
akkuraatheid. In die sewende plek, die gebruik van die GNG aangrensende matriks lei tot 
merkbaar laer kombinatoriese kompleksiteit in die aflei van wasige reels. In die agste plek , die 
AlC en BIC kriteria, gebruik om die "regte grootte" model te vind, word in lokale optima 
vasgevang. Laastens vind die CORA algoritme dit moeilik om probleme te modelleer wanneer 
die verhouding van die aantal datapunte tot die aantal intreeveranderlikes laag is. 
Die analise van 'n chaotiese tydreeksprobleem het aangetoon dat die CORA algoritme modelle 
bou wat beduidend (met ten minste 95% betroubaarheid) akkurater is as die wat deur 
veelvoudige lineere regressie (VLR) , CART regressiebome en multiveranderlike aanpasbare 
regressielatfunksies (MARS) gebou is. Net die modelle van die RTS komponent van die CORA 
algoritme is egter beduidend meer akkuraat as die GNG en k-gemiddelde (RBF) radiale basis-
funksiemodelle. In terme van kompleksiteit is die CORA modelle beduidend meer eenvoudig as 
111 
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die CART en RBF modelle, maar meer kompleks as die VLR, MARS en multilaag-
perseptronmodelle wat geevalueer is. As alle resultate in ag geneem word, is dit die outeur se 
mening dat die vermindering in akkuraatheid (ten meeste 0.42%) van die CORA modelle, as 
gevolg van die samevoeging van lidmaatfunksies en die vermindering van reels, geregverdig 
word deur die afname in die kompleksiteit van die model (ten minste 22%). Die resultate to on 
ook dat meer verstaanbare "as ... dan ... " wasige reel-modelle van chemiese prosess data gebou 
kan word as wat die geval is met by. multiveranderlike latfunksiemodelle. 
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Nomenclature 
The nomenclature information presented here is divided according to the chapters of this 
dissertation. There is no nomenclature information for chapter 1. The numerical reference after 
each symbol description indicates the section in the dissertation where a particular symbol is first 
utilised. In a few cases, the same symbol is used in more than one context. In such cases the 
description of the symbol given here as well as where the symbol is used, should be used to 
determine which symbol interpretation is applicable. Symbols in bold typically represent 
multi valued variables such as vectors or matrices. 
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2.2.2.2 
2.1.2.2 
2.1.2.2 
2.1.1 
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2.2.2.2 
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Fo or I 
Gi 
H 
g 
I 
M 
m 
N 
Nmin 
n 
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Attribute value} of attribute E 
Linear function of linguistic variables 
ART network layers 
Problem attribute i 
Problem output 
Syntactic rule for generating linguistic terms 
Complement coding of a data exemplar 
Metric of multidimensional Gaussian 
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2.3.6.6 
2.3.6.1 
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2.2.2.2 
2.3.3.1 
2.3.3.1 
2.1.1 
2.1.1 
Qij Covariance matrix for cluster ij 2.3.3.1 
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set of data exemplars 
r(wj, I) ART network match function for weight vector Wj and complement coding 2.3.6.6 
I and of category node} 
T 
1j 
ti 
u 
v 
x 
x 
p 
(j 
(ji 
Set of linguistic terms of a linguistic variable 
ART network choice function for category node) 
Linguistic term name 
Arbitrary linguistic variable 
Linguistic variable name 
Vector of adaptive weights for category node} 
Arbitrary linguistic variable 
Universal set 
Single member of universal set X 
Membership function of a linguistic term 
ART network vigilance criterion 
Width of a Gaussian membership function 
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2.1.2.1 
2.3.6.6 
2.1.2.3 
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Chapter 3 Nomenclature 
A 
B 
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Arbitrary concept 
Arbitrary concept 
Arbitrary concept 
3.1.2.2 
3.1.2.2 
3.1.2.2 
3.1.2.2 
f Arbitrary Gaussian membership function of a combinations of original 3.2.3 
problem attributes 
g Arbitrary Gaussian membership function of a combinations of original 3.2.3 
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h 
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Linear function of original problem attributes 
Number of independent variables 
Chapter 4 Nomenclature 
A 
A 
Adjacency matrix 
Fuzzy rule model firing strength matrix 
3.2.3 
3.1.1 
4.1 
4.3.4.3 
A Set of lateral connections of network graph 4.1 . 
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User-defined maximum allowed age of neighbourhood connection 
4.1.1 
4.1.1 
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h' Vector representing the estimated (calculated) output of a set of data 4.3.4.3 
exemplars 
c 
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Augmented matrix used for linear regression 
Reference vector of GNG2 cell node j 
I The RTS acronym stands for "Reactive Tabu Search". 
2 The GNG acronym stands for "Growing Neural Gas". 
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4.3.4.3 
4.1 
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d Number of problem attributes 4.3.4.8 
E Cost function for RTS algorithm 4.2.2 
Eb Cost function value for the best solution discovered thusfar by the RTS 4.2.3 
search, i.e.fb 
F Set of feasible solutions for R TS algorithm 4.2.2 
f Arbitrary solution found using R TS 4.2.2 
fb Best solution discovered by the RTS search thusfar 4.2.3 
f(t) Solution found by the RTS at iteration t 4.2.2 
G Network graph 4.1 
g Arbitrary solution found using R TS 4.2.2 
g Number of problem attributes times the number of Gaussians in the hidden 4.3.4.8 
layer of the trained GNG network 
L Length of binary string 4.2.2 
Vertex i of network graph G 4.1 
M Attribute manifold 4.1 
M Set of elementary RTS moves 4.2.2 
m Number of data exemplars 4.3.4.3 
~ Set of direct topological neighbours of cell node j 4.1.1 
Nw Set of direct topological neighbours of winner cell node w(x) 4.1.1 
N(f) Neighbourhood of a solutionf 4.2.2 
n Arbitrary variable 4.1 
n Number of problem attributes 4.3.4.3 
n Number of fuzzy rules 4.3.4.3 
nx Number of training exemplars 4.1.1 
P Product matrix used for linear regression 4.3.4.3 
p Number of model parameters 4.3.4.4 
md d-dimensional attribute space 4.1 
q Cell node with globally maximum resource 4.1.1 
R Current limit cycle length 4.2.2 
Ravg Moving average of the repetition interval (RTS algorithm) 4.2.3 
rj Resource variable of cell node j 4.1.1 
rw Resource variable of winner cell node w(x) 4.1.1 
S Set of synaptic weight vectors 4.1 
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Arbitrary data exemplar 
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Cell node resource update factor 
4.2.3 
4.1.1 
4.2.2 
4.1.1 
4.2.3 
4.1 
4.1 
4.1.1 
4.1 
4.1.1 
4.1 
4.1.1 
4.1.1 
Ew Reference vector update factor of winner cell node w(x) 4.1.1 
En Reference vector update factor of winner cell node's direct topological 4.1.1 
neighbours 
Multiple of training exemplars presented to the GNG algorithm before 4.3.4.l 
training is switched from unsupervised to supervised training 
Number of training exemplars presented to the GNG network before 4.1.1 
addition of new cell node 
Il Elementary move applied a RTS solution to generate a new solution 4.2.2 
Il(t) Best (optimal cost function value) elementary move discovered during RTS 4.2.2 
search iteration t 
D.(iJ,k) 
<1>(f) 
A(Il) 
II(f) 
Width of multidimensional Gaussian i 4.1.1 
Fraction of the mean length of all connections emanating from a specific 4.1.2 
cell node 
Triangle with vertices i,j and k 4.1 
Number of times the solution f has been visited in the current search 4.2.3 
trajectory 
Last RTS iteration when Il (an elementary move) was used 
Last RTS iteration when the solution/was encountered 
4.2.3 
4.2.3 
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a Parameter of Sincos function 
b Parameter of Sincos function 
c Parameter of Sincos function 
n Number of data exemplars 
R2 Root mean square error 
s Continuous attribute of Sincos function 
x Continuous attribute of Sincos function 
YI True _output of data exemplar i 
'II Estimated (calculated) output of data exemplar i 
E Continuous attribute of Sincosfunction 
<\> Discrete attribute of Sincos function 
e Continuous attribute of Sincos function 
Chapter 6 Nomenclature 
Data attribute 
Attribute value j of attribute 13;. 
5.3.1.7 
5.3.1.7 
5.3.1.7 
5.2.3 
5.2.3 
5.3.1.7 
5.3.1.7 
5.2.3 
5.2.3 
5.3.1.7 
5.3.1.7 
5.3.1.7 
6.1.3 
6.1.3 
n Number of model parameters 6.1.3 
't Fraction of the mean length of all connections emanating from a specific 6.1.3 
cell node 
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Chapter 1 
Introduction 
Over the last decade a large number of techniques have been developed by the artificial 
intelligence community that are able to build models relating independent variables, or 
attributes, of some chemical or metallurgical system to a dependent variable, or output, of the 
system. These techniques are typically used in the analysis of complex processes for which 
there do not exist adequate fundamental models. 
For such processes there are two primary repositories of knowledge regarding actual process 
operation. The first is the heuristic knowledge of process experts and human operators of the 
chemical process. Unfortunately, traditional knowledge acquisition from human experts and 
. 
operators has proved problematic. It is often difficult to extract heuristic knowledge from 
process experts since they do not always base their decisions on precise facts or rules. They 
therefore find it difficult· to express their knowledge in terms of concise, "if. .. then ... " type 
rules (Muggleton, 1990; Fayyad and Irani, 1992). Furthermore, it has been found that 
different experts exhibit cognitive biases such as overconfidence and oversimplification 
(Johannsen and Alty, 1991; Kattan, 1994). Moreover, if the chemical process domain 
necessitates reasoning under uncertainty, viz. probabilistic reasoning, humans are known to be 
inconsistent in their description of subjective probabilities (Kahneman, et aI., 1982). In 
addition, the knowledge human experts have is often incomplete and episodic rather than 
systematic (Sun, 1994). This means that it may take considerable time and involve significant 
expense to build an accurate and comprehensive knowledge base of such a complex, chemical 
process (Donald, 1994). 
The second repository of process knowledge is the vast amount of measured data that are 
recorded in most modem chemical and metallurgical plants. Such data are usually stored 
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electronically and are therefore easily accessible. Furthermore, computer processing power 
continues to become increasingly inexpensive. For these reasons, and owing to the problems 
associated with traditional human knowledge acquisition, data analysis techniques, including 
those developed by the artificial intelligence community, are becoming increasingly popular 
as tools to obtain knowledge about complex chemical processes. 
Applications of artificial intelligence modelling techniques are numerous and include the use 
of neural networks for metal corrosion prediction (Smets and Bogaerts, 1995), flotation froth 
interpretation (Moolman, et al., 1995), gas loop modelling and optimisation (Joubert, et aI., 
1996) and for chemical reactor modelling (Vaidyanathan and Venkatasubramanian, 1992; 
Shaw, et aI., 1997). Decision tree techniques have also been applied to chemical process 
modelling. Examples are the automation of materials scheduling in a steel mill (Michie, 1992) 
and the improvement of process performance (Saraiva and Stephanopoulos, 1992) and 
productivity (Evans and Fisher, 1994). Rule-based techniques have also been used in the 
modelling of a number of chemical systems. These include the derivation of crisp rules to 
assist in material corrosion behaviour analysis (Koch and Fehsenfeld, 1995). Further 
examples are the construction of fuzzy rules that model metallurgical equipment (Karr and 
Weck, 1996) and that provide operational decision support (Wang, et at, 1997). 
1.1 Problem Statement 
Based on the above information one would expect such techniques to be quickly implemented 
as data analysis tools and in particular for operational decision support in the highly 
competitive chemical and metallurgical industries. Discussions with four process engineers 
that have experience in the implementation of such decision support techniques on large 
petrochemical plants (Alberts, 1997; Joubert and Theron, 1997; Nieuwoudt, 1998) showed 
that this is not always the case. A number of reasons were provided for the failure of projects 
that specifically implement artificial intelligence techniques for use in operational decision 
support. Those relevant to this dissertation are given below. 
Only neural network or fuzzy logic approaches were used since the training algorithms of 
more intelligible models such as decision trees or crisp, "if. .. then ... " type rules were found 
by the process engineers to be unable to meet the required accuracy levels. Furthermore, the 
algorithms that had been developed for generating decision trees or crisp rules were 
unsuitable for the particular applications concerned as they were predominantly designed for 
classification problems. The decision support systems that the process engineers had worked 
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on required regression methods that were capable of dealing with both continuous input and 
output data. 
In the case where neural network or fuzzy logic approaches were used, it was found that the 
human process operators did not understand the models employed. This in turn meant that 
operators did not always follow the suggestions given to them by the relevant decision 
support model. This was especially true if the model made suggestions that were contrary to 
their experience of process operation. The· operators did not understand how the model 
reasoned to produce such advice. This factor was especially prevalent if the operators had not 
been involved in the implementation and testing of the decision support system. In addition, 
the operators felt that the decision support system threatened their job security as the system 
was performing the same function as they were, viz. making changes to the operation of the 
chemical process to optimise some objective function, e.g. productivity. Furthermore, when 
an operational mishap occurred, the operators blamed the decision support model for causing 
the error in operation. Owing to the relatively unintelligible nature of the models that had 
been derived, the process engineers were unable to easily refute such claims. The above 
issues, together with the fact that the process engineers were unable to regularly maintain the 
decision support systems, resulted in the decision support systems being either ignored or 
switched off after two or three months of operation. 
Model intelligibility is clearly a very important factor in determining the usefulness of a 
decision support system. This is especially true where the output or suggestions of the system 
need to be validated. This dissertation seeks to address two of the problems described above 
by proposing a new technique that induces fuzzy rules from chemical process data for use in a 
decision support system. These problems are the poor performance of algorithms that 
construct easily understood process models and the lack of intelligibility of models, such as 
trained neural networks, that perform well in terms of accuracy. The design objectives of the 
study are to create an algorithm that constructs models that ar~ understandable and exhibit 
good accuracy. The particular constraint of this investigation is that model comprehensibility 
is seen as more important than obtaining the most accurate possible process model. Design 
decisions are therefore biased in favour of intelligible process models rather than model 
accuracy. 
3 
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1.2 Aspects of Comprehensibility 
Model intelligibility and comprehensibility is of primary concern in this dissertation. There 
are a number of different interpretations of these terms. In this dissertation the understanding 
of intelligibility and comprehensibility is based on the comprehensibility postulate of 
Michalski (1983). 
The results of computer induction should be symbolic descriptions of given 
entities, semantically and structurally similar to those a human expert might 
produce observing the same entities. Components of these descriptions should be 
comprehensible as single "chunks" of information, directly interpretable in 
natural language, and should relate quantitative and qualitative concepts in an 
integrated fashion. 
From the above description it is clear that models utilising natural language constructs to 
represent results are seen as more comprehensible than models that use other forms of 
representation. This is substantiated by comparative studies (Shavlik, et aI., 1991; Donald, 
1994; King, et al., 1995) between decision tree algorithms, methods that derive "if. .. then ... " 
type rules, neural network techniques and statistical methods. The studies found that rule-
based models that used natural language to describe learnt concepts were more intelligible 
than the neural network or statistical models that were considered. In other words rule-based 
models are thought to be significantly more intelligible than most neural network or 
functional forms of models. 
In addition, discussions with the process engineers mentioned in section 1.1, brought to light 
that in many cases the process operators who use decision support systems have relatively 
little formal education (typically secondary level). These operators therefore struggle to use 
models that are described to them using even relatively s~ple mathematical concepts. 
Therefore, owing to the better comprehensibility of rule-based models, this dissertation 
focuses on the different rule construction techniques that have been developed as a point of 
departure and uses the results of this analysis to develop an improved rule construction 
algorithm. 
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1.3 Rule-based Description of Chemical Processes 
The second chapter of this dissertation describes a number of different rule construction 
techniques, enumerated below. The techniques that are described are seen as representative of 
the state-of-the-art in the various fields of research from which they stem. The different rule 
construction techniques that are considered are tree-based rule induction, rule induction by the 
covering approach, fuzzy rule modelling and rule extraction from neural networks. Emphasis 
is placed on the language used to represent the fmal set of learned rules and the search 
techniques that are used to derive the models. 
The next part of the dissertation, chapter three, provides an evaluation of the techniques 
described in chapter two as well as those techniques that have not been discussed in detail but 
that are relevant to this investigation. The purpose of the evaluation is to draw attention to the 
overall limitations of the various algorithms that have been proposed in the different fields of 
research. Specifically, both the search strategies. and the trained model representations of the 
different techniques are reviewed. In addition, historical trends in rule construction are 
discussed in t~rms of how they have affected the comprehensibility of the rules that are 
generated by the different techniques. 
1.4 The Combinatorial Rule Assembler Algorithm 
Based on the results of the above comparison a new algorithm, the Combinatorial Rule 
Assembler (CORA) algorithm, is proposed and described in chapter four. The CORA 
algorithm constructs fuzzy "if ... then ... " rules. The algorithm is primarily designed to model 
regression problems but it can also be used for classification problems. The first part of the 
chapter describes the Growing Neural Gas (Fritzke, 1994a) radial basis function network 
training method and the Reactive Tabu Search (Battiti and Tecchiolli, 1994a) combinatorial 
optimisation technique. These two methods are used as a basis for the CORA algorithm. 
Reasons are given why these particular algorithms were chosen above other possible 
candidates. The final section of chapter four describes the CORA algorithm in detail. 
Chapter five and six evaluate the performance and properties of the CORA algorithm. The 
aim of the investigation is to determine whether the predictive performance and complexity of 
rule models constructed by the CORA algorithm are competitive with the results obtained by 
other techniques. Model complexity is seen as a quantitative measure of model 
comprehensibility and intelligibility. In addition, the contribution of the different components 
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that make up the CORA algorithm is evaluated. Finally, the influence of the training 
parameters of the CORA algorithm is also assessed. 
Unfortunately implementations of only a few of the techniques described in chapters 2 and 3 
are available to the author for extensive empirical testing. These are the CART set of decision 
tree algorithms (Breiman, et aI., 1984) and the BEXA rule induction algorithm (Theron and 
Cloete, 1996). Two radial basis function techniques that construct Oth -order Sugeno fuzzy 
rules are also evaluated. The first is trained with the Growing Neural Gas algorithm and the 
second using k-means clustering (Moody and Darken, 1989). 
In addition, the results obtained by three algorithms that do not construct rule-based models 
are also evaluated. These are the multilayer perceptron trained by the generalised delta rule 
(Rumelhart, et aI., 1986; Zurada, 1992; Haykin, 1994), chosen as representative of neural 
network models, and the following two statistical methods. For regression problems 
multivariate linear regression (Seber, 1977) is evaluated. Finally, the multivariate adaptive 
regression splines (MARS) algorithm of Friedman (1991) is also included in the comparison. 
The MARS algorithm is chosen as representative of the state-of-the-art in statistical, 
nonparametric modelling of regression problems. These neural network and statistical 
methods are included in the comparison in order to provide a more global perspective on the 
performance of the CORA algorithm and other rule-based techniques. 
1.5 The Modelling of a Chemical Process 
Chapter 7 presents the application of the CORA algorithm to the modelling of a specific 
chemical reaction system. In particular, the problem presented to the CORA algorithm 
consists of the modelling and prediction of a continuous, nonlinear time series. The reaction 
system consists of three autocatalytic reactions that take place in an isothermal continuous 
flow stirred tank reactor (CSTR). Furthermore, the reaction system has been shown (Lynch, 
1992) to exhibit chaotic phenomena. The data for this problem are generated synthetically. 
Noise is therefore added to the data to better approximate data acquisition in reality (where 
measurement noise, etc. would be present). 
The purpose of the investigation performed in chapter 7 is to determine whether the CORA 
algorithm is capable of constructing models that are significantly (on a statistical basis) more 
accurate and less complex than existing model formats, based on a difficult chemical process 
modelling problem. (The presence of both chaotic phenomena and noise in the data makes the 
nonlinear time series prediction problem (in the author's opinion) difficult to solve.) The 
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models generated by the CORA algorithm are compared to the models generated by the same 
regression techniques that are evaluated in chapters 5 and 6. (Classification algorithms such as 
BEXA are not considered because the time series prediction problem is set as a regression 
problem and not as a classification problem.) Finally, a brief look is taken at the visual 
appearance of the fuzzy rules that are derived by the CORA algorithm. 
1.6 Conclusions and Future Work 
Chapter 8 provides a summary of the results presented in this dissertation. In addition, 
conclusions regarding the work presented in this dissertation are also given. As is generally 
the case for work of this nature, as many (if not more) questions have been raised as have 
been answered during the development and evaluation of the CORA algorithm. The final part 
of chapter 8 therefore gives suggestions for possible future research that can be performed, 
based on the ideas encapsulated in the CORA algorithm. 
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Chapter 2 
Existing Rule Construction Techniques 
Research on the topic of rule construction has evolved extensively over the past few decades. 
There is a wealth of literature focussing on techniques or algorithms that derive "if. .. then ... " 
type rules. This research comes under a number of different guises depending on the specific 
field of research. The more prominent fields are decision tree induction, rule induction by 
covering, fuzzy rule modelling and rule extraction from neural networks. 
This chapter provides a description of a few of the popular or more advanced rule construction 
techniques that have been proposed in the different fields of research mentioned above. The 
techniques chosen are those that are thought to be representative of the general approach 
followed in each research field. Those aspects of the techniques that are relevant to the research 
undertaken for this dissertation are highlighted. In particular, emphasis is placed on describing 
the search strategies by which the rules are constructed and the different representations of the 
final set of learnt rules. 
Crisp rule learning using genetic algorithms will not be explicitly discussed in this chapter. An 
extensive search of the relevant literature available to the author revealed that since roughly 1994 
very little research has been published in the field of crisp rule learning using genetic algorithms. 
Rather, in the past few years most research using either standard genetic algorithms or the more 
recent evolutionary computation methods has con~entrated on building fuzzy rules. For this 
reason only fuzzy rule learning using genetic algorithms will be described in this chapter (see 
section 2.3.5). 
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2.1 Describing Concepts with Rules 
Two general types of rules will be considered in this dissertation. These are rules that are based 
upon propositional logic, defined as crisp rules, and rules that are based upon fuzzy logic, 
defined as fuzzy rules. 
Crisp rules are typically of the fonn "If the reactor temperature is less than 348°C and the feed 
material flow rate is between 9.8 m3.s·1 and 15.3 m3.s·1 then the product quality is 95.1 %". In 
this example "reactor temperature" and "feed material flow rate" are attributes of a chemical 
reactor that are used to predict the quality of a particular product produced by the reactor. A 
possible fuzzy rule describing the same system can be "If the reactor temperature is Low or 
Moderate and the feed flow rate is Generally High then the product quality is Very Gooel'. Here 
fuzzy tenns such as "Low" and "Generally High" detennine the degree to which the fuzzy rule is 
applicable, given a set of crisp temperature and feed material flow rate values. The following two 
sections describe the similarities and differences of crisp and fuzzy rules in more detail. 
2.1.1 Crisp Rules 
Crisp rules consist of an antecedent part, or body, and a consequent. For classification rules the 
consequent is the predicted class. The consequent of a regression rule is a value or function that 
defines the predicted value of the rule. The body consists of a conjunction of antecedents. Each 
antecedent is usually a condition involving a single independent variable, or attribute. The 
various types of attributes that are used to build crisp rules are defined as follows. Categorical 
attributes take a finite set of unordered values. A Boolean attribute can either be true or false. 
Linear attributes, otherwise known as numerical attributes, have linearly ordered domains. For 
categorical attributes the simplest condition is an equality test. An example is "A I is al" where A I 
is the attribute and al is the attribute value. More complex conditions allow negation and 
disjunction of attribute values. An example of disjunction is "AI is al or a2". For linear attributes 
the condition is inclusion within either a one-sided or two-sided interval. Examples of the latter 
fonn are "bl ::; BI ::; b2" or "BI is between bl and b2" where b i and b2 represent linear attribute 
values of attribute BI • 
More advanced rule construction techniques (e.g. the OC1 system of Murthy (1996)) are able to 
build antecedents with conditions that use more than one linear attribute for the definition of a 
numerical interval. An example of one such condition is "5xA I + 3.2xBI ~CI". (CI is an attribute 
value of data attribute CI .) This condition is based on a linear combination of attributes. Some 
rule construction techniques, e.g. the TREPAN algorithm (Craven, 1996), are able to build rules 
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that can use p-of-n expreSSIOns for the logical tests of the antecedent conditions. A p-of-n 
expression is a Boolean expression that is specified by an integer threshold, p, and a set of n 
logical tests. The expression is satisfied when at least p of the n logical tests are satisfied. An 
example is "2-of-{AI is ai, BI is greater than bl , C I is TRUE}" where two of the three logical 
tests must hold for the antecedent condition to hold true. The n logical tests may be simple 
equality tests, or either one-sided or two-sided intervals on single attributes. 
2.1.2 Fuzzy Rules 
2.1.2.1 Definition of the Linguistic Variable 
The definition of a linguistic variable is essential to the understanding of the format of a fuzzy 
rule and therefore will be presented first. A linguistic variable consists of a number of linguistic 
terms that are interpreted in terms of a base variable. A base variable is the same as the linear 
attribute defined for crisp rules. Each linguistic variable is fully characterised by the quintuple 
(v, T, X, g, m). v is the name of the variable. T is the set of linguistic terms of v that refer to a 
base variable whose values range over a universal set X g is a syntactic rule for generating the 
linguistic terms and m is a semantic rule that associates with each linguistic term t E Tits 
meaning met), where met) denotes a fuzzy set in X. A fuzzy set met) defined on a universal set X 
is characterised by a membership function Ilm(x) which takes on values in the interval [0,1]. The 
membership function determines the degree of similarity between an element of X and the given 
fuzzy subset. A membership value of 1 indicates complete similarity and a membership value of 
o indicates no similarity. 
2.1.2.2 Types of Membership Functions 
A number of different types of membership functions can be used. Five of the most common 
one-dimensional membership functions are described here. The membership functions 
considered are the triangular membership function, the trapezoidal membership function, the 
generalised bell membership function, the Gaussian membership function and the two-sided 
Gaussian membership function. The often-used multidimensional membership function, the 
multidimensional Gaussian membership function, will also be described. Klir and Juan (1995) 
and Jang, et al. (1997) provide more information on one-dimensional membership functions, 
such as the S-shaped membership function and the n-membership function, as well as a number 
of multidimensional membership functions. 
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The triangular membership function is specified by three parameters a, b and c (with a < b < c) 
that determine the x coordinates, on the universal set X, of the three comers of the membership 
function. The triangular membership function is defined by the expression 
0, x~a 
x-a a~x~b --, 
triangle(x; a, b, c) = b-a Equation 2.1 
c-x b~x~c 
c-b' 
0, c~x 
The trapezoidal membership function is specified by four parameters a, b, c and d (with 
a < b ~ c<d). These parameters determine the x coordinates of the four comers of the underlying 
trapezoidal membership function. This membership function is described by equation 2.2. 
0, x~a 
x-a a~x~b -- , 
b-a 
trapezoid(x; a, b, c, d) = 1, b~x~c Equation 2.2 
d-x c~x~d -- , 
d-c 
0, d~x 
Note that if b is equal to c then the trapezoidal membership function reduces to the triangular 
membership function. Note too that both the triangular and trapezoidal membership functions are 
not smooth at the comer points specified by the parameters. This makes complete, smooth 
differentiation impossible. 
The generalised bell membership function, otherwise referred to as the Cauchy membership 
function, is also a smooth, nonlinear function that is specified by three parameters a, b and c 
where b is usually positive. The formula for this membership function is given by equation 2.3. 
1 
bell(x;a,b, c) = 2b 
l+lx:cl 
Equation 2.3 
The Gaussian membership function is specified by two parameters c and cr and is a symmetric, 
smooth, nonlinear function. c determines the centre of the Gaussian and cr represents the 
membership function's width. The formula for the Gaussian membership function is 
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( )
2 
-0.5 x-c 
gaussian{x; c, cr) = e cr Equation 2.4 
The multidimensional Gaussian membership function is a simple extension of this formula. The 
centre of the membership function is in this case specified in each dimension by the vector c. A 
general expression for the multidimensional Gaussian membership function is 
-l{x-cl M{x-c) 
gaussian{x;c,M)=e 2 . Equation 2.5 
M is known as the metric of the Gaussian and stores the width information of the Gaussian. The 
metric is represented by a positive matrix A. The properties of A determine the shape of the 
Gaussian in hyperspace. More specifically, if A is diagonal with identical diagonal elements then 
the shape of the Gaussian will be a hypersphere. The width of the Gaussian in each dimension 
will therefore be identical. 
If A is diagonal but the diagonal elements are not equal, then the Gaussian will form a 
hyperellipsoidal shape. The principal axes of the hyperellipsoid will be axis-parallel, viz. run 
parallel to the linguistic variable space axes. In this case the width of the Gaussian in each 
dimension may be different. Owing to the nature of the exponential function the one-dimensional 
components, or projections on the linguistic variable space axes, of both hyperspherical and axis-
parallel, hyperellipsoidal Gaussians can easily be obtained. These one-dimensional components 
are unique and each the same as a one-dimensional Gaussian membership function. 
If the matrix A contains off-diagonal elements the Gaussian will still form a hyperellipsoid but 
the principal axes of the hyperellipsoid will not be axis-parallel. In other words the principal axes 
of the hyperellipsoid will be described by some linear combination of the linguistic variables 
(Kosko, 1997). This means that the projections of such a hyperellipsoid on the original linguistic 
variable axes will not be unique. In other words, in contrast to the one-dimensional Gaussian 
membership functions obtained from an axis-parallel, hyperellipsoidal Gaussian, these 
projections will not uniquely describe the original oriented, hyperellipsoidal Gaussian. 
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Figure 2.1 Hyperspherical and Hyperellipsoidal two-dimensional Gaussians 
.. 
The lefthand illustration presented in figure 2.1 is an example of a hyperspherical Gaussian in 
two dimensions (seen from above). The two-dimensional Gaussian contour plot depicted is 
projected on to the two attribute axes to form two, one-dimensional Gaussians. The picture in the 
middle of figure 2.1 illustrates a two-dimensional, axis-parallel hyperellipsoid with its one-
dimensional Gaussian projection in each attribute dimension. The righthand picture presented in 
figure 2.1 depicts an oriented hyperellipsoid. Note that the one-dimensional Gaussian projections 
do not uniquely represent the original oriented hyperellipsoid. In other words, these one-
dimensional Gaussians can come from more than one oriented hyperellipsoid, as illustrated by 
the third two-dimensional contour plot given in the picture. 
The [malone-dimensional membership function that will be considered here is the two-sided 
Gaussian membership function. The lefthand shoulder of this membership function is specified 
by Cl and 0'1 and the righthand shoulder. by C2 and 0'2. These parameters indicate the centre and 
width of the lefthand and righthand shoulders of the two-sided Gaussian, respectively. The 
formula for this membership function is given by equation 2.6. 
-o.s( X:~l r 
e , x:$q 
, q:$ x :$ c2 Equation 2.6 
-os( X::2 r 
e , c2:$ x 
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2.1.2.3 Fuzzy Rule Format 
As with a crisp rule, a fuzzy rule also consists of an antecedent part, or body, and a consequent. 
The body consists of a conjunction of antecedents. In simple fuzzy rules each antecedent is a 
condition involving a single linguistic variable. The condition is of the fonn "v is t" where the 
degree of compatibility is determined by met). In some cases the condition may be disjunctive, 
viz. have the form "v is tl or t2". Conjunction and disjunction are defined in tenns of fuzzy 
logical operators. A number of different operators have been proposed. An example of a 
disjunction operator is the max operator (returns the maximum of two arguments) and of a 
conjunction operator the min operator (returns the minimum of two arguments). See Klir and 
Yuan (1995) for a detailed description of a number of different fuzzy operators and their 
properties. More complex rules have antecedents each with conditions that are based upon 
combinations of linguistic variables. 
Fuzzy rules based on the Mamdanifuzzy model (Mamdani, 1975) each have both the antecedent 
part and the consequent defined using linguistic variables. The linguistic tenns of these variables 
are respectively interpreted in terms of the attributes and the output of the data under 
consideration. Both conjunction and disjunction may occur in the antecedent part of a Mamdani 
fuzzy rule. Negation is usually not used in Mamdani rules. An example of a two input and single 
output Mamdani fuzzy rule is "If reactor temperature is Hot and reactor pressure is High or Very 
High then the reaction rate is Fast". 
The Sugeno class of fuzzy rules (Takagi and Sugeno, 1985; Sugeno and Kang, 1988) has an 
antecedent part of the same fonn as the Mamdani fuzzy rule model. Both conjunction and 
disjunction can occur. In contrast to the Mamdani fuzzy rule model, the consequent is some crisp 
function/of the base variables used in the antecedent part of the rule. If/is a constant the rule is 
called a Oth -order Sugeno rule. An example of such a rule is "If reactor temperature is High and 
feed flow rate is Generally High then waste gas production rate is 17.3 m3.h-I". If/is a 1 st-order, 
linear function, the resulting rule is called a 1 st-order Sugeno rule. An illustration of such a rule is 
"If reactor temperature is High and feed flow rate is Generally High then waste gas production 
rate is 3x +2.3yt 9 m3.h-I". x and y represent "reactor temperature" and "feed flow rate" 
respectively. Higher order Sugeno rules are possible, depending on the choice off 
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2.2 Crisp Rule Induction 
Crisp rule induction deals with the construction of rules from data that have the crisp format 
described in section 2.1.1. There are two primary routes that are currently followed in the 
construction of such rules. These are the decision tree approach, described below, and the rule 
induction by covering approach, described in section 2.2.2. 
2.2.1 Tree-based Rule Induction 
2.2.1.1 Decision Trees 
Temperature :$ 50°C 
Pressure :$ 310 kPa Feed Contamination :$ 1.34% 
~ 
Reaction Rate is Medium Reaction Rate is Medium 
Reaction Rate is Low Reaction Rate is High 
Figure 2.2 A Typical Classification Tree 
A decision tree (Figure 2.2) is a rooted, directed acyclic graph that consists of internal decision 
nodes and external leaf nodes connected by branches. Each decision node has an associated 
logical test that is used to decide which child node to visit next. In the case of binary decision 
trees each decision node has exactly two child nodes. The logical test of the decision node is 
based on one or more attributes of the data under consideration. A univariate decision tree 
contains logical tests that are based upon a single attribute whereas multivariate decision trees 
may contain logical tests that are functions of one or more attributes. The tree depicted in figure 
2.2 is a univariate classification tree. A decision tree partitions the input space of the data set into 
a number of mutually exclusive regions. The decision nodes define the boundaries of each of 
these regions. 
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A leaf node has no child nodes and has a single label or value associated with it. Depending on 
the problem under consideration, the label or value of the leaf node characterises the values of 
the output of the data that fall within the given region. For classification trees each leaf node is 
assigned a label that indicates the predicted class. Decision trees used for regression problems 
are often called regression trees. For these trees a leaf node may have a constant value or be 
assigned some function of the attributes of the data. The constant value or function specifies the 
predicted output value of the leaf node. 
Two of the most popular techniques with which univariate decision trees are derived from data 
are the C4.5 algorithm (Quinlan, 1993a) and the CART set of algorithms (Breiman, et al., 1984). 
The latter set of algorithms will be collectively called CART. C4.5 is applicable to classification 
problems and CART can be used for both classification and regression. These algorithms have 
been investigated in numerous empirical studies (e.g. King, et al., 1995; Gascuel, et al., 1998) 
and are commonly used as benchmarks for the analysis of new decision tree induction 
algorithms. For these reasons these two algorithms will be taken as representative of decision 
tree induction. The next two sections describe how these two algorithms build decision trees. 
Thereafter C4.5Rules, an algorithm that converts classification trees induced by C4.5 into 
"if. .. then ... " rules, is described. 
2.2.1.2 Growing Trees 
Both C4.5 and CART induce decision trees based on a training set of exemplars in a divide-and-
conquer fashion. The tree is grown by determining a succession of decision boundaries or splits 
that partition the training data into disjoint subsets. Starting from the root node that contains all 
the training data, an exhaustive search is done to find the split in the data that best reduces an 
output error measure. Once the best split is found the data are partitioned into two or more 
disjoint subsets, depending on the particular algorithm under consideration. CART induces 
strictly binary trees. C4.5 can for categorical attributes generate de~ision nodes that split the data 
into more than two disjoint subsets. For numerical attributes either algorithm can generate only 
binary splits. The subsets of data are represented by the same number of child nodes originating 
from the parent node (at the start this is the root node). The same splitting procedure is then 
applied to the data of each child node. This recursive procedure terminates when one or more 
stopping criteria are met. 
A number of error measures can be used to find the best split. For classification trees two of the 
best known error measures are the entropy function (Quinlan, 1988) and the Gini diversity index 
(Breiman, et al., 1984). For regression trees the error measure used to find the best split for a 
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decision node is usually taken as the squared error, or residual, of a local model employed to fit 
the subset of data of the current decision node. If the local model is a constant, the value of the 
constant is simply the average value of the output values of the subset of data. If the local model 
is a linear function of one or more of the attributes then the model parameters are usually' found 
using a least -squares method. 
The leaf nodes of trees induced by C4.5 are assigned a class label. The label is the most frequent 
class of the data covered by the leaf node. CART has the same leaf node format for classification 
trees but for regression trees the leaf node is assigned the average output value of the exemplars 
covered by the given leaf node. 
2.2.1.3 Tree Pruning 
Trees obtained by the above growmg method are often large and complex. Problems of 
overfitting and over-specialisation towards the training data are often encountered. This is 
especially of concern if the set of training data is noisy or small. These two problems can result 
in a decision tree that generalises poorly on new, unseen data. The tree will therefore have 
suboptimal classification or regression predictive accuracy. 
C4.5 prunes a classification tree using a form of reduced-error pruning. Pruning is done in a 
greedy fashion by replacing each decision node by either a leaf node or one of the decision 
node's branches. The algorithm first computes a confidence interval around the resubstitution 
error rate (Quinlan, 1993a) for a given decision node. The decision node is pruned if the 
resulting resubstitution error rate for the modified subtree is within a user-specified confidence 
interval of the unmodified subtree's error rate. 
CART uses minimum cost-complexity pruning, otherwise known as weakest-subtree pruning. 
After the initial decision tree has been induced, the pruning process proceeds in two stages. In 
the first stage a series of increasingly smaller trees are built on the training data. See Breiman, et 
al. (1984) or Jang, et al. (1997) for more details on this procedure. In the second stage, one of 
these trees is chosen as the pruned tree, based on the prediction accuracy of the tree on a pruning 
data set. This pruning set is a portion of the original training data that is used exclusively for 
prumng. 
2.2.1.4 Converting Classification Trees into Rules Using C4.5Rules 
The C4.5Rules (Quinlan, 1993a) algorithm converts an unpruned classification tree induced by 
C4.5 into a set of propositional rules. The algorithm works as follows. First, every path from the 
root node to a leaf node in the classification tree is converted into one initial rule. Second, each 
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rule is simplified in a greedy manner by removing conditions that do not significantly contribute 
to the ability of the rule to discriminate between its predicted class and the other class labels. 
Third, the entire simplified set of rules is examined and rules that do not contribute to the global 
accuracy of the rule set ~e removed. This rule simplification procedure can lead to the rules not 
being mutually exclusive anymore. The simplified set of rules may also not cover the entire input 
space. A fmal rule simplification step is therefore done where the set of rules is ordered to 
minimise false positive errors and a default class is chosen. A false positive error is where a 
training exemplar is covered by some subset of rules but the class of the exemplar is predicted 
incorrectly. The default class is used to predict the class of an exemplar that is not covered by 
any of the simplified rules. 
The decision trees induced by CART can also be converted to rule format by taking each unique 
path from the root node to a leaf node in the decision tree as one rule. CART does not have any 
explicit mechanism to simplify these rules once they have been translated into propositional 
format. 
2.2.2 Rule Induction by Covering 
Two techniques that induce rules using a covering approach will be described in this section. 
They are the RISE algorithm (Domingos, 1994) and the BEXA algorithm (Theron, 1994). Both 
RISE and BEXA build crisp, classification rules. RISE is reported (Domingos, 1996e) to 
produce similar or better results in comparison to the CN2 set covering algorithm (Clark, 1989), 
the PEBLS instance-based learner (Cost and Salzberg, 1993) and C4.5 (Quinlan, 1993a). 
Furthermore, the author of RISE states that the algorithm can be seen as a unification of two 
widely used empirical rule learning approaches: rule induction and instance-based learning (Aha, 
et aI., 1991; Cost and Salzberg, 1993). The algorithm learns rules in parallel in a specific-to-
general fashion. BEXA is reported (Theron and Cloete, 1996) to produce rules of comparable 
accuracy but of greater simplicity, and therefore improved intelligibility, than those produced by 
CN2 and C4.5. In contrast to RISE, BEXA builds rules sequentially in a general-to-specific 
fashion. 
Based on the reported good performance of these techniques, they are seen as indicative of the 
state-of-the-art in this research field. This, and the fact that they use significantly different 
training strategies to construct rules, will therefore provide an up to date overview of the rule 
induction by covering approach. 
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2.2.2.1 Building Rules with RISE 
A rule induced by RISE has a body consisting of a conjunction of antecedents. Each condition 
involves only one attribute. For categorical attributes the condition is an equality test. For 
numeric attributes the condition is inclusion within a two-sided interval. Intervals may be 
degenerate. In other words, if for the two-sided interval "ai::; A ::; bt it is the case that ai = bi, 
then the condition is written "A = at. Internal disjunction of rules is not supported. In each rule 
there is at most one condition involving each attribute, and in some cases there may be none. 
RISE initiates rule building by assuming each training exemplar is a maximally specific rule. 
Each rule therefore has exactly one antecedent per attribute with the condition an equality test. 
The consequent of the rule is the exemplar's class. As mentioned above, rule construction 
proceeds in parallel in a specific-to-general fashion. Generalisation is repeatedly attempted for 
each rule. This is done by finding the exemplar with the same class as the rule that is nearest to 
the area covered by the rule. The rule is then minimally generalised to cover the exemplar. For 
categorical attributes this means dropping conditions that do not satisfy the new exemplar. For 
numerical attributes, where necessary, one or more intervals are simultaneously extended to 
include the attribute values of the exemplar at the interval border. 
The change in the rule antecedent part is adopted permanently if the accuracy of the entire rule 
set on the training data does not deteriorate. This means that a more general rule is always 
chosen above one with the same accuracy but with a more complex antecedent part. If two rules 
become identical in the course of generalisation they are merged into a single rule. 
Generalisation stops when no rule can be further generalised without decreasing the overall 
accuracy of the existing rule set. In the worst case, no generalisations are accepted and the final 
rule set is the original training set of data~ 
2.2.2.2 Building Rules with BEXA 
BEXA builds rules with antecedent parts each consisting of a conjunction of antecedents. Each 
condition involves only one attribute. For categorical attributes the condition is an equality test. 
For numeric attributes the condition is inclusion within a one-sided, e.g. "E::; e/' or "E ~ e/" or 
two-sided interval. In contrast to RISE, both internal disjunction and negation of the antecedents 
for categorical and numerical attributes is allowed. 
Some definitions are required in order to be able to describe the rule construction method of 
BEXA. These are the following. For a given class, those training exemplars that belong to the 
class are called positive exemplars. The remaining exemplars are called negative exemplars. 
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General antecedents are those that contain few conditions and cover many positive exemplars. A 
rule is said to cover an exemplar if its antecedent part holds true for the exemplar. A consistent 
antecedent is one that covers no negative exemplars (with respect to the given rule's class). The 
set cover of a set B is defined as a set C of subsets of B such that their union equals B. C is an 
irredundant set cover of B if the deletion of any set Ci from C will cause the union of the 
remaining sets in C to be a proper subset of B. 
Define the most general antecedent that exists for a given set of training exemplars as mga. 
Furthermore, let Ac denote the subset of consistent antecedents of A where A is the set of all VL1 
antecedents that exist for a given learning problem. VL1 (Michalski, 1975) is a multiple-valued 
extension to propositional logic. The following property distinguishes between those antecedents 
that belong to AM, the set of most general consistent antecedents, and those that are in Ac - AM. 
Let c be an arbitrary antecedent and R = {rl' ... , rn} be the subset of attribute values that are 
excluded from mga to obtain c. Then c E AM if and only if the set {XN (rl), ... , XN (r n)} is an 
irredundant set cover of N where N is the set of negative exemplars. 
BEXA uses a general-to-specific beam search to sequentially build rules. By beam search is 
meant that the beam-width best set of rules found thus far is specialised, rather than just the 
single best rule. The algorithm starts with a single general rule (defined above as mga) that 
covers all the training exemplars. The antecedent part of the rule is then selectively specialised 
by excluding attribute values. The aim of excluding attribute values is to generate a rule that 
covers the greatest possible number of positive exemplars and the least negative exemplars. For 
categorical attributes exclusion implies dropping attribute values and for numerical attributes it 
means excluding intervals of the given numerical attribute. 
The subset of attribute values that is considered for exclusion is based on three restrictions, the 
prevent-empty-conjunctions restriction, the irredundancy restriction and the uncover-new-
negatives restriction. The aim of these restrictions is to reduce the number of antecedents that 
must be considered for exclusion and thus decrease the overall learning time. Another aim is to 
direct specialisation effort at excluding those conjunctions that should in theory not form part of 
a good quality rule, i.e. a rule with both a simple antecedent part and high accuracy. The prevent-
empty-conjunctions restriction ensures that no empty antecedents, i.e. those antecedents that 
cover no positive exemplars, are considered for exclusion. The second restriction is used to guide 
BEXA to construct antecedents in AM. These antecedents are likely to contain few conditions and 
cover many positive exemplars and few negative exemplars. The uncover-new-negatives 
restriction ensures that each newly excluded attribute value uncovers at least one new negative 
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exemplar. A further significance test, the log-likelihood test (Clark and Boswell, 1991), may also 
be used to restrict the choice of rule specialisation to those antecedents that cover significant 
exemplars in the training set. 
The Laplace accuracy estimate is used to determine which specialisation, of those that remain 
after the above prepruning restrictions and two further stop-growth tests (Theron, 1994) have 
been applied, is chosen to apply to the current rule. Specialisation of the current rule is halted 
when no specialisation can be found that does not lower the Laplace accuracy of the current rule 
to below that of the original training set of data. Thereafter the positive exemplars covered by the 
final rule are removed from the training data and a new rule is determined for the remaining data. 
Rule induction continues until all the positive exemplars in the training data are covered or the 
stop-growth tests terminate the generation of specialisations and therefore the induction of new 
rules. Rules are induced in this fashion for each of the different classes that exist in the training 
data. In this manner BEXA induces a set of unordered, classification rules. 
BEXA employs a postpruning scheme (Quinlan, 1987) that prunes rules in two steps. The first 
step simplifies individual rules by deleting conditions that are insignificant according to Fisher's 
exact test. The second step discards those rules that do not reduce the accuracy of the entire rule 
set on the complete set of training data. 
2.3 Fuzzy Rule Modelling 
Fuzzy rule construction methods for fuzzy modelling purposes are diverse. They include fuzzy 
clustering methods, fuzzy decision tree induction, genetic algorithm techniques and fuzzy neural 
network approaches. A number of hybrid methods have also been proposed, for example the 
CANFIS algorithm (Jang, 1994; Jang, et al., 1997). The CANFIS algorithm combines CART 
(Breiman, et aI., 1984) with the ANFIS neural network algorithm (Jang, 1993). CANFIS first 
performs rule structure identification using CART. Parameter optimisation is then performed 
using the ANFIS algorithm. 
2.3.1 Evaluation of Publications Describing Fuzzy Methods 
Unfortunately there is little published infonnation regarding the relative merits of the different 
fuzzy modelling approaches that are currently followed. Where some fonn of comparison is 
provided, the evaluation is based upon one or two criteria such as prediction error on an unseen 
test set of data and the number of rules that are derived by the particular method. Few of the 
comparative results are evaluated using standard statistical tests such as the paired-sample t-test 
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(Sachs, 1984). It is therefore difficult to judge whether reported improvements by newer 
techniques over older ones are statistically significant. 
Furthermore, little attention is paid to the relative intelligibility and complexity of the rule 
models that are generated. This makes it difficult to judge whether any increase in rule 
complexity is justified for the reported gain in prediction accuracy, etc. In particular, new 
techniques have often been proposed that obtain better prediction accuracy than older methods 
but achieve this by using less understandable fuzzy rule models. An example is the fuzzy rule 
model of Kim, et al. (1997). The method is reported to obtain better predictive accuracy on the 
Box-Jenkins gas furnace data (Box and Jenkins, 1970) than earlier methods. Inspection of the 
rules that are constructed show that the antecedent part of each derived rule consists of a 
nonaxis-parallel hyperellipsoid, i.e, multidimensional Gaussian. Such an antecedent part is more 
difficult to interpret in terms of the original attributes than for instance an axis-parallel 
hyperellipsoid. The reason for this is that for a nonaxis-parallel, or oriented, hyperellipsoid each 
principal axis is described by a linear combination of the original attributes of the training data. 
Each principal axis of an axis-parallel hyperellipsoid is described by just one original attribute. 
In many cases the same set of data has been repeatedly examined, although in some cases not 
exclusively. Data that has been frequently examined is the Box-Jenkins gas furnace data, the Iris 
data set (Fisher, 1936) and the Mackey-Glass time series (Mackey and Glass, 1977). Tong (1978, 
1980), Sugeno and Tanaka (1991), Sugeno and Yasukawa (1993), Nie (1995), Wang and Langari 
(1995, 1996a, 1996b), Joo, et al. (1997) and Kim, et al. (1997) have all studied the Box-Jenkins 
gas furnace data. The Iris data set has been examined by Simpson (1992), Ishibuchi, et al. (1994, 
1995), Abe and Lan (1995), Hong and Lee (1996), Nozaki, et al. (1996), Ishibuchi, et al. (1997), 
Abe and Thawonmas (1997), Castro and Zurita (1997) and Russo (1998). Wang and Mendel 
(1992), Jang (1993), Cho and Wang (1996), Nie and Lee (1996), Lin and Lin (1997), Chen and 
Xi (1998) and luang and Lin (1998) have examined the Mackey-Glass time series data. 
The repeated investigation of algorithms on the same data makes it difficult to establish the true 
generalisation capabilities of a new fuzzy rule construction technique. This is because the 
statistical characteristics of the data are by now well known. This makes it hard to judge whether 
published improvements of a given rule construction technique are owing to an improved 
technique in general or because of improvements made to the technique based on the known 
statistical characteristics of the data under consideration. 
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2.3.2 Criteria Used to Choose Fuzzy Rule Construction Methods 
The following criteria are therefore used to decide which algorithms to describe in this section. 
First, at least one representative technique from each of the classes of fuzzy rule construction 
methods must be described. The classes of methods considered are fuzzy clustering methods, 
fuzzy decision tree induction, genetic algorithm techniques and fuzzy neural networks. Second, 
only techniques that have been evaluated and compared to other techniques on two or more sets 
of data are considered. The reported accuracy performance should be comparable or better than 
the other techniques that were considered. Third, techniques that derive intelligible rules are 
chosen above ones that build less understandable rules. Rules that have antecedent parts that are 
based upon axis-parallel membership functions are considered more intelligible than rules with 
antecedent parts that are based upon nonaxis-parallel membership functions. The intelligibility of 
rule consequent parts is not taken into consideration at this stage. 
The final criterion for techniques that qualify for consideration is that the techniques must be 
primarily designed for modelling purposes. Fuzzy rule construction for the express purpose of 
building fuzzy controllers (e.g. Tanaka and Sugeno, 1992; Kobayashi, et aI., 1993; Karr and 
Gentry, 1993; Johnston, 1994; Linkens and Kandiah, 1996; Nie and Le,e, 1997) are not 
considered. The reason for this is that the principal aims of rule-based fuzzy controller design are 
usually different from those of fuzzy rule modelling. That is, in addition to the common goal of 
good predictive perfonnance, fuzzy controller design includes the consideration of issues such as 
model stability, robustness and completeness (Ying, 1994; Johansen, 1994). 
2.3.3 Fuzzy Rule Construction Using a Clustering Approach 
Two fuzzy rule construction techniques will be considered here. These are the ellipsoidal fuzzy 
classifier (Abe and Thawonmas, 1997) and the adaptive fuzzy inference system proposed by 
Chen ancj. Xi (1998). 
Abe and Thawonmas (1997) compare the ellipsoidal fuzzy classifier to three other classifiers. 
These are a three-layered neural network classifier, a fuzzy classifier that constructs crisp 
hyperbox regions in the input space and a fuzzy classifier that uses crisp polyhedron regions in 
the input space. The latter two classifiers respectively use the hyperbox or polyhedron regions to 
construct the antecedent parts of the fuzzy rules that are generated. For three of the four 
problems that were considered the proposed ellipsoidal classifier obtained classification accuracy 
on unseen data that was comparable to the results obtained by the other classifiers. The 
ellipsoidal classifier achieved slightly worse classification on the fourth problem. 
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Chen and Xi (1998) found that their proposed adaptive fuzzy inference system obtained better 
prediction accuracy in comparison to a self-organising, counter-propagation neural network (Nie, 
1995) in two of the four problems considered. The algorithm achieved comparable prediction 
accuracy to two fuzzy rule construction techniques for the other two problems but used fewer 
rules to achieve the result. The two techniques that were considered are the partitioning 
technique of Wang and Mendel (1992) and the constructive neural network approach of Choi 
and Choi (1994). 
The above two techniques of Abe and Thawonmas, and Chen and Xi, are seen as representative 
of the state-of-the-art in fuzzy rule construction methods that use the clustering approach. This 
assumption is based on the reported good results, the fact that both methods build fuzzy rules 
with axis-parallel membership functions and that these two techniques are seen by their 
respective authors as improvements on previous fuzzy rule construction methods. 
2.3.3.1 The Ellipsoidal Fuzzy Classifier 
A fuzzy rule constructed by the ellipsoidal fuzzy classifier has a body consisting of a conjunction 
of antecedents. Each condition involves only one linguistic variable and there is one condition 
for each attribute. In other words, each cluster, or fuzzy rule, is described in each input 
dimension by a single linguistic term. Internal disjunction of rules is not supported. The 
consequent part of the rule denotes the crisp class represented by the fuzzy cluster. Each 
linguistic term is represented by a membership function. Abe and Thawonmas (1997) chose 
multidimensional Gaussian functions to represent each ellipsoidal cluster. The membership 
function for each linguistic term is therefore equivalent to a one-dimensional Gaussian. 
In the first stage of fuzzy rule construction the training data are clustered in an unsupervised 
manner using a novel clustering technique. Normal clustering methods such as the fuzzy c-
means clustering algorithm (Bezdek, 1973) are not used because the authors claim that such 
methods do not have a mechanism to control the minimum amount of data that a cluster must 
have to justify its existence. 
Rule construction starts by assigning a single cluster to each class present in the training data. A 
cluster must contain a user-defined minimum number of data (Nmin) for it to be allowed to exist. 
This is done to ensure that each cluster exhibits good generalisation capability. Thereafter a 
greedy, iterative procedure is followed. An arbitrary cluster with centre cij is selected that covers 
more than a user-defined maximum number of data (Nmax). Subsequently the algorithm attempts 
to split the data belonging to the cluster into two distinct subsets. The error measure used to 
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select the best split is based upon the total size of two hypothetical, crisp hyperboxes that would 
respectively cover the two subsets of data. The axis-parallel split chosen is the one that both runs 
through cij, in the particular dimension of concern, and that minimises the total size of the two 
hyperboxes. Splitting halts on a particular cluster when no split can be found that generates two 
clusters that each covers more than Nmin number of data. The splitting procedure continues for all 
clusters until no cluster can be found that can be successfully split into two, based on the 
aforementioned "minimum number of data" stopping criterion. 
The second stage of the algorithm converts the clusters that are generated in the first stage into 
fuzzy rules. First, the covariance matrix Qij is estimated for each cluster ij. If Qij is singular all 
the off-diagonal elements of Qij are set to zero so that Quo becomes regular. This ensures that the 
principal axes of the associated ellipsoidal region remain axis-parallel. The resultant membership 
functions are therefore functions of a single, original linguistic variable. The final step of the 
algorithm tunes the width of the ellipsoidal region of each fuzzy rule in order to maximise 
classification accuracy using a gradient descent method. 
2.3.3.2 The Adaptive Fuzzy Inference System 
In contrast to the ellipsoidal fuzzy classifier, the adaptive fuzzy inference system can be used for 
both regression and classification, although the authors do not investigate the latter property. The 
particular fuzzy rules that Chen and Xi consider are of the 1 st-order Sugeno type described in 
section 2.1.2.3. 
A fuzzy rule constructed by the adaptive fuzzy inference system consequently has a body of a 
conjunction of antecedents. Each condition involves one linguistic variable represented by a 
single linguistic term and there is one condition for each attribute. No internal disjunction of 
rules can occur. The membership functions chosen to characterise the linguistic terms of the 
antecedent part are triangular membership functions. The consequent is represented by a linear 
function of the input linguistic variables. A typical rule of this type may be "If the contaminant 
concentration is High and the flocculent concentration is Low then the water quality isf". Here 
"High" and "Low" represent linguistic terms for the respective linguistic variables. f is a linear 
function of the linguistic variables. 
Fuzzy rule construction proceeds as follows. First, unsupervised, competitive learning takes 
place to find the positions of a user-specified number of clusters. Second, the cluster centres are 
frozen. The radius of each cluster or local region is then specified as the Euclidean distance 
between the given cluster centre and the exemplar that is furthest away from the cluster centre 
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but that also belongs to the cluster. Third, the parameters of the consequent function f of each 
cluster, or fuzzy rule, are determined by an iterative recursive least squares (RLS) procedure. 
Only those exemplars covered by a particular cluster are used to find the parameters for the 
consequent of that cluster. The iterative process halts when the consequent parameters have 
converged. 
The final step of the fuzzy rule construction process is implemented to ensure that all the training 
exemplars are covered in the input space by at least one cluster, i.e. fuzzy rule. For each 
exemplar that is not covered by a fuzzy rule, the algorithm incrementally increases the radius of 
each cluster simultaneously until the exemplar is covered by the local region of at least one 
cluster. 
2.3.4 The Induction of Fuzzy Decision Trees 
In general two different methods are used to obtain fuzzy decision trees. The first method 
induces fuzzy decision trees in two steps. First, each attribute is fuzzified by definition of 
linguistic terms and corresponding membership functions for each attribute. Second, the fuzzy 
decision tree is induced using these linguistic terms and membership functions in the logical tests 
at each decision tree node. Publications that propose methods that follow this approach are 
Weber (1992a, 1992b), Yuan and Shaw (1995), Baldwin, et al. (1996), Ichihashi, et ai. (1996) 
and Janikow (1998). In some cases both steps occur simultaneously. In other words, fuzzification 
occurs during decision tree induction itself. More specifically, decision nodes are fuzzified as 
they are created. This entails defining new linguistic terms and associated membership functions 
for each attribute as they are required and redefining the crisp conditions at the decision nodes as 
fuzzy conditions (e.g. Zeidler and Schlosser, 1995, 1996; Ittner, et aI., 1997). 
The second method typically follows a three-step approach. First, a crisp decision tree is 
constructed using ID3 (Quinlan, 1986), a precursor of the C4.5 algorithm (Quinlan, 1993a) or 
CART (Breiman, et al., 1984). Second, the crisp conditions at the decision nodes of the decision 
tree are fuzzified. In some cases a third step is performed to optimise the parameters of these 
membership functions. Consequent identification, i.e. leaf node labelling, is also sometimes done 
at this stage. Tani and Sakoda (1992), Jang (1994), Chi and Yan (1996) and Suarez and Lutsko 
(1998) all propose methods that use this general approach. Jang (1994) for instance uses a crisp 
decision tree induced by CART to define the \antecedent structure of a fuzzy neural network. 
Membership functions are then defined for each decision node. The membership function 
parameters and consequent parameters are thereafter optimised by training the neural network. 
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None of the publications that were examined by the author met all of the criteria specified in 
section 2.3.2. In particular, none of the examined publications presented results comparing the 
performance of the proposed fuzzy decision tree techniques to other techniques on two or more 
data sets. It was therefore decided to waive this requirement and to choose a single algorithm that 
met the other criteria and that falls under the first general method described above. The reason 
for this latter specification is that the first general method has more support in terms of the 
number of articles published that focus on fuzzy decision tree induction. In addition, the aim of 
this section is to highlight the particular methodology of fuzzy decision tree induction itself and 
not of the other techniques that are used to create a hybrid technique. Hybrid techniques such as 
those grouped under the second general method will therefore not be considered here. 
Yuan and Shaw (1995) proposed the technique that will be described here. They compare the 
format of the fuzzy decision tree that can be induced by their technique to that of the techniques 
proposed by Cios and Sztandera (1992), Tani and Sakoda (1992) and Weber (1992a, 1992b). The 
advantages of their approach over those mentioned above are that the algorithm can handle 
classification problems with both fuzzy attributes and fuzzy classes represented by linguistic 
terms. Both numerical and crisp, categorical attributes can be handled with the latter treated as a 
special case of fuzzy linguistic terms with zero fuzzin~ss. The technique of Yuan and Shaw is 
therefore seen as an up to date and representative example of fuzzy decision tree induction. 
2.3.4.1 The Type of Fuzzy Rules Induced 
The algorithm proposed by Yuan and Shaw (1995) induces fuzzy classification trees. Such a tree 
can be directly translated into a set of "if ... then ... " fuzzy classification rules. The fuzzy rules 
that are induced are of the Mamdani type. The fuzzy rule body consists of a conjunction of 
antecedents. No internal disjunction can occur. Each antecedent contains a single condition that 
involves one linguistic variable represented by a single linguistic term. There is one condition for 
each attribute and in some cases there may be none. A typical rule is of the form "If the fuel 
temperature is High and the tank pressure is Very High then the rate of evaporation is High". 
Here "fuel temperature", "tank pressure" and "rate of evaporation" represent linguistic variables 
represented by the linguistic terms "High", "Very High" and "High", respectively. 
2.3.4.2 Fuzzy Classification Tree Induction and Rule Generation 
The induction of a fuzzy classification tree follows a two-step approach. First the crisp attributes 
and classes are fuzzified. This involves defining linguistic terms and associated membership 
functions for each attribute. Yuan and Shaw (1995) use triangular membership functions. The 
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centres of these membership functions are determined using Kohonen's self-organizing feature-
map technique (Kohonen, 1982), a form of unsupervised clustering. The numbers of membership 
functions as well as the amount of overlapping between membership functions are user-defmed. 
Second, the fuzzy classification tree is induced in a manner similar to that of C4.5 (see section 
2.2.1.2). The primary difference is that classification ambiguity (Yuan and Shaw, 1995) is used 
as a splitting criterion instead of an entropy-based criterion such as the gain ratio (Quinlan, 
1988). Branching of a given decision node is tenninated if a so-called truth level (Yuan and 
Shaw, 1995), calculated for the exemplars covered by the decision node, exceeds a user-defined 
threshold. In this case the decision node is converted into a leaf node. The class of the leaf node 
is the one with the greatest truth level. If the truth level does not exceed the specified threshold, 
the decision node branches to fonn at least two child nodes. The algorithm is not restricted to 
binary splits, i.e. multiway splits can also be fonned during tree construction. Node splitting 
continues for all newly generated decision nodes until no further growth is possible. 
Fuzzy rules are extracted from the fuzzy classification tree as follows. First, each path from the 
root node to a leaf node is converted to a fuzzy rule. The rule antecedent part represents the 
conditions on the attributes encountered when passing from the root to the leaf node. The rule 
consequent is the leaf node class that has the highest truth level. A greedy rule simplification 
procedure is then perfonned. For each rule in turn conditions from the antecedent part of the rule 
are dropped one at a time. The truth level is determined for each simplified rule that is formed in 
such a manner. All the conditions that can be removed without decreasing the truth level of the 
simplified rule below a user-defined threshold are found. From these, the one that maximises the 
truth level of the simplified rule is removed permanently. This process continues for each rule 
until no further simplification is possible without decreasing the truth levels of the rules below 
the user-defined threshold. 
2.3.5 Fuzzy Modelling using Genetic Algorithms 
2.3.5.1 The Genetic Algorithm 
A genetic algorithm is a general-purpose, derivative-free, stochastic optimisation tool (Holland, 
1975; Goldberg, 1989). The algorithm is based loosely on the concepts of natural selection and 
evolutionary processes that were proposed in Darwin's evolutionary theory (Darwin, 1859). 
The genetic algorithm encodes potential solutions to the optimisation problem in the fonn of so-
called chromosomes. In tenns of fuzzy rule modelling a chromosome can, for example, encode 
the structure (number of membership functions, etc.) and parameters of both the antecedent body 
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and consequent of each rule of a set of fuzzy rules. Each chromosome, or individual, has an 
associated "fitness" value determined using a predefined objective function. An example of such 
an objective function is the prediction accuracy of the individual on a set of training exemplars. 
The genetic algorithm operates on a population of individuals. The optimisation procedure starts 
by determining the fitness of each individual in the current population. Based on these results a 
set of individuals is selected according to some predefined selection scheme (Goldberg, 1989; 
Back and Hoffmeister, 1991). Genetic operators are then applied to these selected individuals in 
order to evolve improved solutions to the problem. Two commonly used genetic operators are 
crossover and mutation. 
The crossover operator is a mechanism, similar to sexual reproduction, whereby genetic material 
is redistributed between different individuals. It is applied to two parent individuals and 
generates two new child chromosomes. These child chromosomes are constructed by swapping 
parts of the parent chromosomes to form the two new individuals. The aim of the crossover 
operator is to construct child individuals that have combinations of the characteristics of the 
parent individuals. A child chromosome may therefore outperform either or both of its parent 
chromosomes if it obtains the "good" genetic traits of its parents. 
The mutation operator emulates mutation in living species. It is applied to single chromosomes 
with the aim of generating new genetic characteristics. In addition, it can prevent the population 
from converging and stagnating at some local optima (Jang, et aI., 1997). Mutation is 
implemented by randomly changing individual parts of the chromosome and thus creating new 
genetic material. 
After these genetic operators have been applied to the selected set of individuals, the fitness of 
each of the newly created individuals is determined. All the individuals, both new and old, are 
then ranked in terms of fitness and a subset of these is selected to form a new population of 
individuals. In other words all the chromosomes compete, in terms of fitness, in order to survive 
to the next generation. Individuals with above-average fitness will survive to the next generation 
whereas below-average performing individuals will be discarded. In most cases the population 
size is kept constant and therefore the population-size best individuals will form the next 
generation. This sequential creation of new generations of individuals continues until one or 
more stopping criteria are met. 
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2.3.5.2 Choice of Genetic Algorithm Technique to Discuss 
Genetic algorithms have been used extensively to generate fuzzy rules. This includes the 
identification of the structure, parameters and number of fuzzy rules required for good 
performance. Basic techniques assume that some of these aspects are predefined. For example, 
Ishibuchi, et al. (1994, 1995) and Ishibuchi, et al. (1997) propose methods that work on a 
predefined fuzzy rule structure. The genetic algorithm is used to determine the best subset of 
fuzzy rules from the set of predetermined rules. Karr and Gentry (1993) use a genetic algorithm 
to optimise the parameters of membership functions of a fixed number of fuzzy rules. More 
advanced techniques have used the genetic algorithm to find both the structure and parameters of 
a predefined number of fuzzy rules (e.g. Park, et aI., 1994). 
Apart from the five articles mentioned in the previous paragraph, six other publications (Yuan 
and Zhuang, 1996; Jakel, 1997; Joo, et aI., 1997; Pokorny, et aI., 1997; Wong and Lin, 1997; 
Russo, 1998) were examined to find representative, genetic algorithm-based, fuzzy rule 
construction techniques. The investigation revealed that few authors (Jakel, 1997; Russo, 1998) 
evaluate their respective techniques on two or more nontrivial, modelling problems. 
Jakel (1997) uses a genetic algorithm for antecedent structure identification and determines 
parameters using a least squares or nonlinear least-squares approach. Jakel models a five-
dimensional, nonlinear function as well as the Box-Jenkins data set (Box and Jenkins, 1970) but 
does not compare the results obtained by his algorithm with any other methods. Russo (1998) 
performs fuzzy rule structure identification as well as determining the number of fuzzy rules 
with an advanced genetic algorithm and parameter identification with a backpropagation 
multilayer perceptron. Russo compares his hybrid algorithm with a number of other techniques 
on two modelling problems and one control problem. Furthermore, the author gives references to 
six other fields (e.g. pharmacology (Santagati, et aI., 1995)) where the algorithm has been 
applied. 
The technique that is described in this section is the FuGeNeSys algorithm proposed by Russo 
(1998). The reason for this choice is that Russo (1998) compares the results obtained by the 
proposed technique to other methods on more than two problems. In addition, the author 
mentions a number of other fields in which the technique has been applied. Furthermore, the 
genetic algorithm is used for fuzzy rule structure identification and determining the number of 
fuzzy rules, and not for parameter identification. In the opinion of the author of this dissertation 
genetic algorithms are best suited to combinatorial problems such as fuzzy rule structure 
identification. A number of other powerful and efficient techniques already exist for determining 
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the optimal or near-optimal parameters of especially linear functions but also nonlinear functions 
and fuzzy rules. It was therefore decided to concentrate on a technique that uses a genetic 
algorithm for structure identification rather than for parameter identification or both. 
2.3.5.3 Fuzzy Rule Construction Using FuGeNeSys 
FuGeNeSys builds Oth-order Sugeno-type fuzzy rules. The rules are purely conjunctive, i.e. no 
internal disjunction can occur. Furthennore, the antecedent part of each rule contains at most one 
condition for each attribute and for some attributes there may be none. The linguistic tenns used 
in each of these conditions are each represented by a one-dimensional Gaussian membership 
function. The consequent of each rule is a numerical constant in the case of a regression problem 
and a class label in the case of a classification problem. 
FuGeNeSys implements a continuous, apomictic, fine-grain genetic algorithm. Such a genetic 
algorithm does not allow crossover between any random two individuals of the current 
population. The individual selection scheme is likewise limited. Rather, in such an evolution 
strategy a population is divided into a number of subpopulations often referred to as demes. 
Individuals are first placed on a rectangular, planar grid. Selection and crossover are then 
localised within an area with a user-defined radius on this planar grid. Isolation of demes is a 
direct consequence of the distance between them. 
The fitness-proportional selection scheme used by FuGeNeSys is static, preservative, elitist and 
steady state. In fitness-proportional, static selection the probability of an individual being 
selected is proportional to its fitness. Preservative selection guarantees that each individual will 
have a non-zero probability of being selected for crossover and mutation. Elitist selection 
guarantees that the fittest individual will always be selected. Steady-state selection indicates that 
parent individuals are selected in a stepwise fashion and the offspring created by crossover and 
mutation are gradually introduced into the current population. In contrast to the generational 
selection scheme described in section 2.3.5.1, a set of parents is detennined in a once-off fashion 
for the current population before any offspring are generated. 
A further hill-climbing operator is used by FuGeNeSys for parameter optimisation. This operator 
is implemented during the evolution process whenever an individual is generated with a fitness 
value greater than the best one obtained so far. Note that each individual represents a complete 
set of fuzzy rules. First, the individual is transfonned into an equivalent neural network. Second, 
the neural network is trained using a backpropagation procedure. Russo (1998) states that in this 
phase some neurons of the network, viz. fuzzy rules, may be deleted but this operation is not 
31 
Stellenbosch University  https://scholar.sun.ac.za
described in any detail. This property will therefore be ignored in this dissertation. Third, the 
trained neural network is transfonned back into a genetic individual. Finally, this new individual 
replaces the original individual in the population that it was initialised from. 
2.3.6 Neural Network Methods 
2.3.6.1 Neural Network Structure 
This subsection provides a brief description of the typical structure of feedforward neural 
networks. Particular attention is paid to radial basis function neural networks. Refer to Haykin 
1994) or Pham (1995) for infonnation regarding these and other types of neural networks (e.g. 
recurrent neural networks) and the techniques that can be used to train them. 
1-------. H 
Figure 2.3 Graphical Representation of a Neural Network 
In general, a feedforward neural network consists of a number of neural nodes that are grouped 
into a sequence of neural layers. Figure 2.3 gives a graphical depiction of a feedforward neural 
network consisting of four layers. There are two inputs (G1 and G2) and one output (ll). The 
network consists of an input layer (the solid bullets in figure 2.3), an output layer and any 
number of hidden layers between these two layers. Each neural node (squares in figure 2.3) 
represents a parameterised function that perfonns either a linear or nonlinear transfonnation of 
its input signals and returns a single output activation. The activations of the nodes in the input 
layer represent attribute values of exemplars in the training data. Typically a single input node 
represents a numeric attribute whereas a n-valued, categorical attribute is represented by n input 
nodes. For single output regression problems the output layer contains a single node and for 
multiple outputs more than one node is used. For classification problems the output class may 
either be encoded using n output nodes to represent n classes, or by using only a single output 
node. Hidden layers are added to the neural network to facilitate network learning by 
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transfonnation of the input space. Finally, network layers are connected via unidirectional, 
weighted connections (the arrows in figure 2.3) that specify the propagation of node outputs to 
nodes in succeeding layers. The weights of these connections are adjustable. 
A radial basis function neural network (Broornhead and Lowe, 1988; Moody and Darken, 1989; 
Poggio and Girosio, 1990) is a particular type of feedforward neural network that typically 
consists of three layers: an input layer, a single hidden layer and an output layer. The network is 
usually fully connected, in other words each node in a preceding layer is connected to each node 
in the succeeding layer. Each neural node in the hidden layer is represented by a parameterised 
kernel function. This kernel function is often chosen to be a multidimensional Gaussian, such as 
the type described in section 2.1.2.2. 
Only the connections between the hidden layer and output layer are weighted. Earlier radial basis 
function networks used a constant tenn to represent these weights. More advanced radial basis 
function networks (e.g. Langari, et al., 1997) use linear functions of the original input variables, 
or attributes, as weights. The one or more neural nodes in the output layer are typically 
summation nodes that each computes and returns the linear, weighted sum of all the outputs of 
the nodes of the hidden layer. More sophisticated output nodes each return the weighted average 
(Jang, et aI., 1997) of the input signals to the given output node. 
2.3.6.2 Equivalence Between Radial Basis Function Networks and a Set of Fuzzy Rules 
Before the neural network-based fuzzy rule construction techniques are described in more detail, 
the conditions under which a radial basis function network and a set of fuzzy rules, or fuzzy 
inference system, are equivalent will be summarised. If these conditions are met then a radial 
basis function network can be directly translated into a fuzzy inference system. The fuzzy 
inference system will perfonn in exactly the same manner as the trained radial basis function 
network. The conditions are (Hartman, et aI., 1990; Park and Sandberg, 1991; Jang and Sun, 
1993): 
• The number of nodes in the hidden layer of the radial basis function network 
must be equal to the number of fuzzy "if ... then ... " rules. In other words, 
each radial basis function must be represented by an equivalent fuzzy rule. 
• Each radial basis function of the radial basis function network must be equal 
to a multidimensional, composite membership function of the antecedent 
part of a fuzzy rule in the :fuzZy inference system, i.e. set of fuzzy rules. This 
can be achieved by for instance choosing multidimensional Gaussian radial 
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basis functions. A multidimensional Gaussian can be decomposed into a set 
of one-dimensional Gaussian membership functions with the same width and 
relevant centre coordinate in each dimension as the original radial basis 
function. These membership functions form the antecedent part of the 
"if. .. then ... " fuzzy rule. 
• The firing strength of a fuzzy rule must be obtained in the same manner as 
the activation of the equivalent radial basis function in the radial basis 
function network's hidden layer. This can be achieved by again choosing 
multidimensional Gaussian· radial basis functions. The activation of a 
multidimensional Gaussian with respect to an input signal is the product of 
its activation in each dimension. The firing strength. of the equivalent fuzzy 
rule can be obtained by using the product rule on the so-called truth values of 
the one-dimensional Gaussian membership functions in the antecedent part 
of the fuzzy rule. 
• The consequent of a fuzzy rule should be identical to the weight of the 
corresponding radial basis function to the radial basis function network 
output node. That is, the same constant terms or linear response functions of 
the radial basis function network should be used for the consequents of the 
equivalent Oth -order Sugeno fuzzy rules or 1st-order Sugeno fuzzy rules, 
respectively. 
2.3.6.3 Fuzzy Rule Construction Using Neural Networks 
Numerous algorithms have been proposed for constructing fuzzy rules with the aid of neural 
networks. This section focuses on three general methods that have been widely studied, viz. 
fuzzy inference neural networks, radial basis function neural networks and the fuzzy AR TMAP 
class of algorithms. 
Examples of the fuzzy inference network approach include the fuzzy min-max neural network 
(Simpson, 1992, 1993), the adaptive fuzzy inference system (Jang, 1993; Sun, 1994; Lotfi and 
Tsoi, 1996) and the hybrid CANFIS system (lang, et aI., 1997). CANFIS combines CART with 
an adaptive fuzzy inference system. Wang, et al. (1997) propose a fuzzy neural network that 
constructs fuzzy rules using predefined membership functions. The fuzzy inference network of 
Cai and Kwan (1998) and the self-constructing fuzzy inference network (SONFIN) algorithm of 
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Juang and Lin (1998) both automatically determine the number of fuzzy rules as well as the 
optimal rule parameters. 
The radial basis function network approach has been studied by a number of authors~ Hwang and 
Bang (1997) use a clustering algorithm to determine the position of the radial basis functions. 
Fritzke (1997) incrementally constructs radial basis function networks in a' supervised fashion 
using the growing neural gas training method. Langari, et al. (1997) replace the constant weights 
to the output layer of a radial basis function network with regression weights. Yingwei, et al. 
(1997) combine the resource-allocating network of Platt (1991) with a pruning strategy in order 
to obtain a radial basis function network with a minimal hidden layer topology. The radial basis 
function network of Karayiannis and Mi (1997) automatically determines the correct number of 
radial basis functions by selectively splitting the existing radial basis functions of a radial basis 
function network. Billings and Hong (1998) use orthogonal least squares to select the most 
important input nodes as well as the most important regressors, or radial basis functions, of a 
radial basis function network. Their method does. not directly generate fuzzy rules and will 
therefore not be considered further here. 
Two fuzzy neural network methods, taken from those mentioned above, will be described in 
more detail here. These are the self-constructing fuzzy inference network (SONFIN) (Juang and 
Lin, 1998) and the growing radial basis function (GRBF) neural network algorithm (Karayiannis 
and Mi, 1997). As mentioned before SONFIN performs both structure identification as well as 
parameter identification. More specifically, SONFIN is able to automatically detennine the 
number of fuzzy rules as well as the antecedent and consequent structure for each fuzzy rule. 
Parameter identification involves obtaining the parameters for both the antecedent part and 
consequent of each fuzzy rule. 
Juang and Lin (1998) analyse the performance of SONFIN on five different problems, VIZ. 
identification of a dynamical system, nonlinear channel equalisation, water bath temperature 
control, chaotic time series prediction and noisy speech recognition. Only the results obtained by 
SONFIN on the chaotic time series problem are compared to those obtained by five other 
algorithms. These include FALCON-ART (Lin and Lin, 1997) and the adaptive vector 
quantization algorithms of Kosko (1992). For the chaotic time series problem SONFIN obtains 
either better accuracy than the other algorithms that were considered or achieves comparable 
accuracy but with a significantly smaller fuzzy model, i.e. fewer fuzzy rules. 
The GRBF network (Karayiannis and Mi, 1997) is able to determine the optimal number of 
fuzzy rules as well as the structure and optimal parameters for both the antecedent part and 
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consequent of each fuzzy rule. Various forms of the algorithm that use different learning 
methods are compared to each other as well as to conventional feedforward neural networks on a 
two-dimensional vowel classification problem (Lippmann, 1989; Ng and Lippmann, 1991). The 
classification accuracy of the GRBF network was found to be worse than that of a single hidden 
layer feedforward network with backpropagation training but the GRBF network trained 
significantly faster. Different forms of the GRBF algorithm are also compared to each other and 
two conventional radial basis function networks on the Iris data set (Fisher, 1936). For this 
problem the trained GRBF network exhibited better classification accuracy than the conventional 
radial basis function networks that were considered. 
A third fuzzy neural network architecture that will be studied is fuzzy ARTMAP (Carpenter, et 
al., 1992). Fuzzy ARTMAP is based on the ARTMAP class of neural network architectures 
developed on the basis of the Adaptive Resonance Theory (Carpenter, et al., 1991). The 
algorithm builds both fuzzy classification rules and fuzzy regression rules in an incremental, 
supervised fashion. Fuzzy ARTMAP is able to perform structure and parameter identification of 
an automatically determined number of fuzzy rules. Carpenter, et al. (1992) compare fuzzy 
ARTMAP with a multilayer perceptron with backpropagation training on the circ1e-in-the-square 
problem as well as the double spiral problem. For both these problems fuzzy ARTMAP 
significantly outperformed the multilayer perceptron on unseen test data. Furthermore, the fuzzy 
ARTMAP achieved significantly better test accuracy than a genetic algorithm system (Frey and 
Slate, 1991) on a letter image recognition problem. Hamker and Heinke (1997) compare fuzzy 
ARTMAP to the Growing Neural Gas algorithm (Fritzke, 1995a) and the Growing Cell 
Structures algorithm (Fritzke, 1994b). Fuzzy ARTMAP obtained significantly better results than 
the latter two algorithms on one of four problems. In contrast, fuzzy ARTMAP achieved similar 
or significantly worse results on the other three data sets that were considered. 
The comparative results obtained for either SONFIN or the GRBF network are few, and in one 
case poor (the GRBF network on the vowel classification problem). Fuzzy ARTMAP has been 
compared to a significant number of different algorithms but the results do not indicate a clear 
superiority of the technique over all of the other algorithms that were considered. On the other 
hand, the structure and parameter identification capabilities of these three techniques are on the 
whole more sophisticated than those of the other techniques mentioned above. Therefore, in the 
author's opinion, a description of these three techniques will provide a good overview of the 
current state-of-the-art in neural network fuzzy modelling. 
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2.3.6.4 The Self-constructing F~ Inference Network (SONFIN) 
The fuzzy rules that are built by the SONFIN technique are of the Takagi-Sugeno-Kang (TSK) 
(Sugeno and Tanaka, 1991) fonn. The antecedent part of each rule consists of a conjunction of 
antecedents and there is exactly one condition for each attribute. No internal disjunction can 
occur. One-dimensional Gaussian membership functions are used to represent the linguistic 
tenns used in each of these conditions. The consequent of each rule consists of a single linguistic 
tenn, or Gaussian membership function, based on the output linguistic variable as well as a 
number of linear tenns. In some cases the consequent of more than one fuzzy rule may be 
identical. 
An example of a fuzzy rule developed by SONFIN is "If the reactor temperature is Moderately 
High and the reactor pressure is High then the product production rate is Good + 5.4u + 3.2w". u 
and w represent the two base variables upon which the linguistic variables "reactor temperature" 
and "reactor pressure" are based. The consequent part of this rule therefore consists of both a 
fuzzy tenn as well as two crisp linear terms. All three tenns need to be evaluated to detennine 
the final output value of the rule. 
The basic SONFIN constructs the antecedent parts of fuzzy rules usmg hyperellipsoidal, 
multidimensional Gaussians. In other words a fuzzy rule corresponds to a hyperellipsoidal 
cluster in the input space. The principal axes of these hyperellipsoids are axis-parallel and 
therefore the membership functions that represent the projections of a given multidimensional 
Gaussian are functions of a single linguistic variable. In contrast, the advanced form of SONFIN 
is capable of constructing oriented hyperellipsoids. That is, the principal axes of these 
hyperellipsoids are not axis-parallel. Membership functions that represent the projections of 
these hyperellipsoids are therefore functions of two or more of the original linguistic variables. 
SONFIN is designed for online training, i.e. the fuzzy inference network is adapted in a 
sequential fashion whenever it is presented with new training data. Training of the three-layered 
network occurs in four steps. Upon the presentation of a new training exemplar SONFIN first 
detennines whether the current set of fuzzy rules adequately covers the new exemplar in the 
input space. If the test result fails to meet a user-defined threshold a new hyperellipsoidal 
Gaussian that represents a new fuzzy rule is created. The multidimensional Gaussian is then 
decomposed into its corresponding one-dimensional Gaussians, or membership functions. In 
order to reduce the number of membership functions generated for each linguistic variable, and 
to avoid creating highly similar membership functions, the similarity in each dimension between 
the newly fonned membership functions and each of the existing of membership functions of the 
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entire set of rules is calculated. A similarity measure proposed by Lin and Lee (1994) is used for 
this purpose. The membership functions of the new fuzzy rule that are highly similar to ones that 
have been generated for other fuzzy rules are replaced with the existing membership functions. 
The next two training steps determine the consequent structure of the new fuzzy rule and also 
update the consequent structure of each existing rule. In short, a singleton value is first assigned 
to the new fuzzy rule using a clustering method. Thereafter, additional linear terms of the most 
significant input variables, i.e. attributes, are added to the rule consequent. This step occurs for 
each fuzzy rule in turn. A projection-based correlation measure algorithm is used to determine 
which terms are significant and need to be added to a given rule consequent. 
The final step of SONFIN training uses either the least mean squares algorithm or the recursive 
least squares algorithm to determine the optimal consequent parameters and backpropagation 
training to optimise the antecedent part parameters of the entire set of rules. 
2.3.6.5 The Growing Radial Basis Function Neural Network 
The antecedent part of each of the fuzzy rules constructed by the growing radial basis function 
(GRBF) network (Karayiannis and Mi, 1997) is represented by a hyperspherical, 
multidimensional Gaussian. As before the multidimensional Gaussian is factorised into its one-
dimensional components to form one-dimensional membership functions. The antecedent part of 
a rule therefore comprises of a conjunction of antecedents and there is exactly one condition for 
each attribute. No internal disjunction occurs. The consequent of each fuzzy rule is a numerical 
constant. The fuzzy rules are therefore of the Oth-order Sugeno type. 
Training of the GRBF network is initiated by creating two radial basis functions, VIZ. 
multidimensional Gaussians, in the empty hidden layer of the network. Thereafter, both the 
. locations and widths of all the radial basis functions are updated. Karayiannis and Mi describe a 
number of different methods that can be used for this training step, including a novel class-
conditional variance technique. The next training step updates the weights to the output layer of 
the radial basis function network using either recursive least squares or gradient descent learning. 
If, after one such training cycle, the performance of the network is unsatisfactory, another radial 
basis function is added to the hidden layer. This is achieved by implementing a so-called 
splitting procedure whereby a single radial basis function is first selected, based on either a 
feedback or purity splitting criterion. The former criterion selects the radial basis function 
responsible for the highest prediction error for the splitting procedure. The latter criterion selects 
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the radial basis function that covers the least pure (with respect to the data class distribution) 
cluster of training data. 
The parameters of both the new radial basis function and the chosen radial basis function are 
updated based upon the current parameter values of the chosen radial basis function. Cyclical 
training and addition of new radial basis functions to the network's hidden layer continues until a 
stopping criterion is met. The stopping criterion employs a validation set of data to determine 
when best to stop training. 
2.3.6.6 Fuzzy ARTMAP 
The general structure of fuzzy ARTMAP is illustrated in figure 2.4. Each fuzzy ARTMAP 
contains a pair of adaptive resonance theory modules (ARTa and ARTb). These modules are used 
to create stable recognition categories, i.e. fuzzy rule consequents, from a set of training 
exemplars. During supervised classification learning, ART a is fed the attribute part, or input 
vector, of each of the training exemplars. ARTb is fed each training exemplar in its entirety, 
otherwise known as an input / output vector. An associative learning network and an internal 
controller link the two ART modules. The latter is designed to create the minimal number of 
ART a recognition categories required to meet a user-defined accuracy criterion. It achieves this 
through a minimax learning rule (Carpenter, et al., 1992) that conjointly minimises predictive 
error and maximises predictive generalisation. 
Each ART network contains a layer, Fa, of nodes that represent the attribute values of the current 
training exemplar. The F I layer receives bottom-up input from Fa and top-down input from layer 
F2. The F2 layer is used to represent recognition categories, i.e. fuzzy rule consequents. 
Associated with each F2 category node j is a vector Wj of adaptive weights. Initially each weight 
has the value of one and is said to be uncommitted. After a category is selected for coding it is 
said to be committed. 
Upon presentation of an input vector to the ARTa module, the bottom-up path of ARTa computes 
a complement coding of the input vector. Complement coding is a normalisation rule that 
preserves amplitude information. For an input vector x of length k, the complement coding I is 
(Xl ,x2, . .. ,xk, I-Xl, l-x2, . .. , l-xk). The geometric interpretation of such a coding is a hyperrectangular 
region with x in the one comer and I-x in the comer diagonal to the first comer. From I the 
choice function 1j of each category node j is then calculated. The output of layer F 2 is determined 
in a winner-take-all manner. That is, the output of the node j with the maximum 1j is set to one. 
The output of all other nodes are set to zero. 
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Figure 2.4 Fuzzy ARTMAP Structure 
In the top-down path of AATa the weight vector Wj of the winner F2-node is compared with the 
input vector I using a match function. If the match function value meets a so-called vigilance 
criterion p, i.e. r(wJ> I) ~ p, the network goes into a resonance state resulting in network learning. 
On the other hand, if the vigilance criterion is not met mismatch reset occurs. In this latter case 
another F2-node is chosen and the match function is recalculated. If no F2-node is suitable 
novelty detection (Carpenter, et aI., 1992) takes place whereby an uncommitted F2-node is 
selected. In this instance the vigilance criterion will always be met because the weight vector of 
an uncommitted node is initialised to the unit vector. 
Once the search for an acceptable Frnode ends, learning occurs. Only so-called fast learning 
will be described here. In fast learning the weight vector of the selected F2-node is expanded to 
minimally cover the area defIned by the existing weight vector as well as the hyperrectangle 
formed by I in attribute space. The Map Field Activation section of AA T b then maps the selected 
F2-node onto the learned category, or class, of the presented training exemplar. This mapping is 
learnt by a so-called match-tracking algorithm. In the case of an incorrect mapping the selected 
F2-node is suppressed by increasing the vigilance criterion. This forces the selection of a new, 
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suitable F2-node using the ARTa module. If no suitable F2-node can be found, an uncommitted 
F2-node is selected and linked with the correct mapping category, i.e. output class. 
Finally, fuzzy ARTMAP generates fuzzy rules in order to defme the similarity between the 
attribute parts of different training exemplars. This leads to a hyperrectangular discretisation of 
th . 
the attribute space. In other words, the rules are of the 0 -order Sugeno type. Each fuzzy rule 
consists of a conjunction of antecedents. Each antecedent contains a single condition that 
involves one linguistic variable represented by a single linguistic term. There is one condition for 
each attribute. No internal disjunction occurs. The vigilance criterion p determines the size of the 
hyperrectangles that are generated and in turn the size of the membership functions that each 
represent a linguistic term. 
2.4 Rule Extraction from Neural Networks 
Rule extraction from neural networks involves the conversion of a trained neural network into a 
more humanly comprehensible form, such as a decision tree or set of "if ... then ... " rules. This 
form of rule induction differs from those techniques described in section 2.3.6. In contrast to 
those methods the neural network is not directly translated into a set of rules. Rather, the rules 
are extracted using some form of search procedure from the trained neural network. 
The TREPAN algorithm (Craven, 1996) is a pedagogical (Andrews, et aI., 1995) technique that 
extracts crisp, decision trees from neural networks. In contrast to earlier techniques (e.g. Fu, 
1991; Gallant, 1993; Towell and Shavlik, 1993 ) TREPAN makes no assumption about the 
structure of the neural network nor about which method was used to train the network. 
Furthermore, contrary to earlier techniques (e.g. Seito and Dillon, 1992; Craven and Shavlik, 
1994; Tickle, et aI., 1994; Thrun, 1995), TREPAN does not assume that the activations of 
individual hidden nodes act independently and draws no explicit inferences from the magnitudes 
of connection weights. Craven and Shavlik (1996) report that on three of four test problems 
considered TREPAN obtains significantly better accuracy than the classification tree algorithms 
C4.5 (Quinlan, 1993a) and ID2-of-3 (Murphy and Pazzani, 1991). On the fourth test problem 
TREPAN obtains comparable accuracy. Furthermore, the classification trees extracted by 
TREP AN are seen by Craven and Shavlik to be as comprehensible as those induced by C4.5 and 
ID2-of-3. 
Another pedagogical technique, the ANN-DT technique (Schmitz, et al., 1999), has been 
proposed more recently. The technique constructs regression trees from problems with 
continuous output. Similar to TREPAN, ANN-DT makes no assumptions about the neural 
41 
Stellenbosch University  https://scholar.sun.ac.za
network structure, the network training method, the independence of node activations or the 
magnitude of connections weights. In contrast to the greedy approach followed by TREPAN, 
ANN-DT is capable of using a form of look-ahead in the decision tree construction process. 
Schmitz, et ai. (1999) compare the ANN-DT algorithm to CART (Breiman, et aI., 1984) on one 
synthetic problem and two real world regression problems. ANN-DT obtains significantly better 
regression predictive accuracy to CART on two problems and comparable accuracy on the third 
problem that was investigated. 
Based on the good analytical qualities and reported empirical performance of these algorithms, 
TREP AN and ANN-DT are taken to be representative of the state of the art in rule extraction 
from neural networks and will be the only rule extraction algorithms describ'ed in detail here. 
2.4.1 Crisp Rule Extraction Using TREPAN 
Like conventional decision tree algorithms, such as C4.5 and CART, TREPAN builds a 
classification tree by recursively partitioning the input space of the training data. Unlike these 
algorithms TREPAN uses a neural network, trained on the same data, as a so-called oracle. The 
aim of the oracle is threefold: to predict the class of an exemplar that is presented to it as a query, 
to select the best conditions, or splits, for the tree decision nodes and to determine if a tree node 
covers exemplars of a single class only. 
TREP AN recursively splits the original set of training exemplars as the decision tree is 
generated. As with conventional decision tree algorithms this can detrimentally affect the choice 
of decision node splits as the depth of the tree increases. In order to minimise this negative effect 
TREP AN generhtes query exemplars with the use of the oracle. If the number of original training 
exemplars falls below some user-defined level, the shortfall is made up with these query 
exemplars. The oracle generates the query exemplars within the attribute value constraints of the 
particular decision node for which the query exemplars are required. 
The choice of the best decision node n at which to split next is detennined by evaluation of the 
functionj{n) = reach(n) x (l-.fidelity(n)) for all decision nodes at the bottom of the tree. reach(n) 
is the estimated fraction of training and query exemplars that reach node n. fidelity(n) is the 
estimated fidelity of the tree to the trained network for the training and query exemplars. Fidelity 
is defined as the fraction of training and query exemplars for which both the tree and the network 
predict the same class. TREPAN splits that decision node that maximisesj{n), i.e. maximises the 
fidelity of the decision tree with respect to the trained network. 
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TREP AN generates p-of-n expressions as decision node conditions. The n logical tests may be 
equality tests for categorical attributes or one-sided interval tests for numerical attributes. When 
constructing p-of-n expressions TREPAN enforces a constraint that the same attribute cannot be 
used in more than one p-of-n expression in any path between the root node and a given leaf node. 
This prevents TREPAN having to solve the NP-hard satisfiability problem and to enhance tree 
comprehensibility. Craven (1996) contends that attributes occurring in multiple p-of-n 
expressions may result in complex interactions among antecedent conditions that are difficult to 
understand. 
TREPAN uses a heuristic search to construct the p-of-n expressions. Selecting the best 
univariate, binary test for the current decision node initialises the search. The information gain 
criterion (Quinlan, 1983) is used as an error measure throughout the search to evaluate the 
quality of candidate split testsl. Thereafter TREPAN uses the following two operators to 
generate candidate p-of-n expressions based on this initial binary test. The p-of-n+ 1 operator 
adds a new value to the set of n logical tests but holds the threshold, p, constant. The second 
operator, denoted p+ 1-of-n+ 1, adds a new value to the set n of logical tests and increments the 
threshold p by one. TREPAN uses a limited form of backtracking to implement truth-preserving 
modifications to candidate p-of-n expressions. To prevent overfitting when there is a large 
amount of training data, and therefore candidate expressions, TREPAN restricts the application 
of the above-mentioned operators by applying a X2 test after each application of an operator. If 
the proposed change to the p-of-n expression significantly changes the existing exemplar 
partitioning then the proposed change is implemented, otherwise not. Once a p-of-n expression 
has been chosen, a postpruning procedure is done to see if any of the logical tests of the p-of-n 
expression can be deleted without negatively influencing the error measure. For a given logical 
test TREPAN first drops the logical test and keeps p constant and secondly decrements p by one. 
TREPAN implements the greatest degree of simplification that is permissible. 
TREPAN uses two criteria to halt tree growth, the first a local stopping criterion and the second 
a global stopping criterion. If a decision node with high probability covers exemplars of a single 
class only, the local stopping criterion forces the node to be converted to a leaf node. The global 
stopping criterion is based on a user-defmed parameter and limits the size of the tree that 
TREPAN extracts. Tree size is defined here as the number of decision nodes. 
I A more recent version of TREPAN (Craven and Shavlik, 1996) uses the gain ratio criterion (Quinlan, 1993a) 
instead of the information gain criterion for improved handling of numerical attributes (Quinlan, 1988). 
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2.4.2 The ANN-DT Rule Extraction Algorithm 
In general the tree construction methodology used by ANN-DT is the same as that of TREPAN. 
A decision tree is generated by recursively partitioning the training data into mutually exclusive 
subsets. Decision nodes indicate to which subtree the partitioned data belongs. Furthermore, 
ANN-DT also queries a neural network, that itself has been trained on the entire set of training 
data, to obtain extra query exemplars. As with TREPAN, the aim of such neural network 
sampling is to decrease the problems associated with tree construction based on few training 
exemplars (e.g. suboptimal choice of decision node splits). 
In contrast to the p-of-n-type decision trees derived by TREPAN, ANN-DT extracts univariate, 
regression trees. Each decision node consists of a univariate, equality test for categorical 
attributes2 or a one-sided, interval test for numerical attributes. Each leaf node is described by a 
constant output value. ANN-DT can use one of two possible methods to select both the attribute 
and attribute value upon which to split the training data at a new decision node. With the first 
method, ANN-DT first determines t~e influence, or significance, of each attribute on the 
behaviour of the trained neural network model. Refer to Schmitz, et al. (1999) for more details 
on the significance measure used. The attribute that returns the maximum significance for the 
neural network model over the given set of data is used to split the current subset of training 
data. Thereafter, the attribute that minimises the weighted variance of the two subsets of data, 
generated by splitting the data on that attribute value, is used as the decision node split threshold. 
The second variant of ANN-DT selects both the attribute and attribute value upon which to next 
split the training data based on the minimisation of a sum square error criterion. 
For either ANN-DT variant recursive splitting of the training data halts when the output variance 
becomes zero. Premature cessation of tree growth can also occur. After a decision node has been 
generated, a statistical error measure is used to determine whether the split in the training data is 
statistically meaningful. If not, the particular decision node is converted to a leaf node and tree 
growth is halted for this particular sub-branch of the regression tree. This stopping criterion can 
2 Schmitz, et al. (1999) state that univariate, one-sided interval tests are used for both categorical and numerical 
attributes. The reason for this is that n-valued categorical attributes were presented to the neural network from which 
ANN-DT extracted regression trees using an n-valued, orthogonal binary encoding. As described in section 2.3.6.1, 
the neural network had n input nodes for each encoded, categorical attribute. Owing to this fact ANN-DT treated 
categorical attributes in an identical fashion to numerical attributes. However, inspection of the interval tests for a 
particular categorical attribute show that the tests can be collectively simplified into equality test form. 
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fail at a given tree depth, even though subsequent splits in the training data may be statistically 
meaningful. In lieu of this, premature stopping of tree growth while the tree has a depth less than 
a user-defined minimum is not permitted. A final stopping criterion that is used prevents tree 
growth from exceeding some user-defined maximum tree depth. 
2.5 Rule Construction Techniques and the Internet 
The rapid growth and improved usability of the Internet has made it possible to access a wide 
spectrum of sites that provide information regarding rule construction techniques. Owing to the 
fact that Internet sites sometimes move, have their web addresses changed or are infrequently 
maintained, only one reasonable stable and well-known web site will be mentioned here. 
It is suggested that interested readers who are unfamiliar with the available Internet resources 
start at the Siftware web page of the kdnuggets web site. The Internet address of this web site is 
http://www.kdnuggets.com!siftware.html.This web page provides a host of pointers to available 
information and software for, amongst others, decision tree and rule construction techniques. 
Information regarding public domain as well as commercial software is provided. 
In addition, the kdnuggets site publishes a weekly email newsletter (to subscribe see 
http://www.kdnuggets.com!subscribe.html). The information provided in the newsletter pertains 
to the broad field of data mining and includes notification of important events, a list of recent 
publications, available tools and services, positions that have become available and courses that 
are being offered. 
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Chapter 3 
Evaluation of Rule Construction Methods 
This chapter evaluates and compares the various rule construction· techniques that have been 
described in chapter 2. Rule building techniques that have not been explicitly described in the 
previous chapter but that are applicable to this discussion are also included in the evaluation. 
The first part of this chapter examines the limitations of the search strategies used by the 
different rule building methods. In particular, the restrictions that are placed on the different 
strategies in order to make them computationally feasible are discussed and compared with 
each other. Restrictions that are investigated include greedy search, training data 
fragmentation and the construction of purely conjunctive rules. Note that this investigation is 
by no means exhaustive. Rather, attention is focussed on those limitations and drawbacks that 
the author wishes to address in later stages of this dissertation. 
The next part of this chapter concerns the format of the rules that are derived by the various 
rule construction algorithms. This aspect of rule construction is closely linked with the search 
strategy that is used to find rules. For example, specific rule formats are chosen so that the. 
search for a set of good quality rules is computationally feasible. In particular, the historical 
trend in the type of rules that are constructed by the different techniques will be examined in 
the context of human comprehensibility and intelligibility. It will be shown that the 
development of the format of "if ... then ... " rules has primarily concentrated on improving 
predictive accuracy to the detriment of rule comprehensibility and intelligibility. 
The final section gives conclusions on the issues that have been discussed in this chapter. The 
discussion is supported by a short but more in depth analysis of the results obtained by 
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techniques that use more sophisticated search than simple greedy search to look for a good set 
of rules. 
The discussion presented in this chapter does not explicitly evaluate rule construction using 
genetic algorithms. The reason for this is twofold. First, genetic algorithm techniques 
typically do not suffer from the search strategy limitations discussed in section 3.1. Second, 
the in depth evaluation of such rule construction techniques, with regard to the search strategy 
used as well as the rules that are derived, falls beyond the scope of this dissertation. 
Techniques that use genetic algorithms will therefore not be studied in detail here. However, 
it should be noted that in chapter 4 reasons are given why genetic algorithms are not used in 
the fuzzy rule construction technique that is proposed in this dissertation. 
3.1 Limitations of Search Strategies that Build 
"if ... then ... " Rules 
Most of the rule construction techniques described in chapter two use one or more heuristic, 
search space restriction or both of these to guide the search for a set of good quality rules. 
Reeves (1993) defines a heuristic as a technique that seeks good (i.e. near-optimal) solutions 
at a reasonable computational cost without being able to guarantee either feasibility or 
optimality. In many cases the technique may also be unable to state how close to optimality a 
particular feasible solution is. This definition will be used throughout this dissertation. 
Section 3.1.1 considers the reasons for the use of heuristics and search space restrictions in 
rule construction algorithms. Thereafter, the limitations of two general rule-building 
methodologies are examined. The first methodology is discussed in section 3.1.2 and 
concentrates on decision tree induction and the consequent conversion of the tree to a set of 
rules. Although tree induction itself does not directly result in a set of "if ... then ... " rules, it 
will be examined because a number of algorithms use it is a primary step in the rule-building 
process. The limitations of decision tree induction therefore indirectly affect the quality of the 
"if. .. then ... " rules that are derived from the tree. 
Section 3 .1.3 discusses the limitations and drawbacks of the set covering methodology of rule 
construction. Crisp rule covering, fuzzy clustering, fuzzy inference networks and radial basis 
function networks are all grouped under this form of rule construction. The limitations of the 
remaining fuzzy modelling technique, i.e. genetic algorithms, are in the author's opinion less 
detrimental in comparison to those of either the decision tree or set covering approach. The 
limitations of the genetic algorithm technique will therefore not be explicitly studied here. 
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3.1.1 Computational Complexity of Rule Construction 
The first issue that must be resolved is the reason why heuristics and search restrictions are 
used to construct rules instead of traditional search or combinatorial optimisation techniques 
(e.g. the Simplex method (Papadimitriou and Steiglitz, 1982)). Consider first the construction 
of a decision tree. Several aspects of optimal decision tree induction are known to be 
computationally intractable (Garey and Johnson, 1979). For example, Hyafil and Rivest 
(1976) as well as Naumov (1991) proved that optimal univariate decision tree construction 
from decision tables is NP-complete. In other words it is currently unknown whether a 
detenninistic algorithm can solve the tree construction problem in polynomial time. Similarly, 
Goodrich, et al. (1995) proved for multivariate decision trees that optimal (i.e. smallest) linear 
decision tree construction is NP-complete even in as little as three input dimensions. 
Next consider algorithms that follow the covering approach (e.g. RISE (Domingos, 1994, 
1995, 1996a, 1996b, 1996d, 1996e), BEXA (Theron, 1994)). These algorithms usually define 
rule construction as a set covering problem. A set of rules is induced each of which is said to 
cover a subset of the training exemplars. Karp (1972) as well as Garey and Johnson (1979) 
show that the set covering problem belongs to the NP-complete class of problems. 
Goldschmidt, et al. (1993) state that even when each set covers at most three elements, the set 
covering problem is already NP-hard. 
Techniques that build fuzzy rules directly from data, i.e. not by using an intennediate decision 
tree (e.g. Yuan and Shaw (1995)), typically use one of three approaches to find the best set of 
fuzzy rules~ The first approach is incremental, i.e. fuzzy rules are added to the existing set of 
rules in sequential fashion (e.g. the methods of Cho and Wang (1996), Karayiannis and Mi 
(1997) and Juang and Lin (1998)). The second approach is nonincremental (e.g. the methods 
of Chen and Xi (1998), and Russo (1998)) and optimises a fixed, user-defined number of 
fuzzy rules. Both the incremental and nonincremental approaches can be seen as modelling 
fuzzy rule construction as a set covering problem. Fuzzy rules are said to each cover a fuzzy 
subset of training exemplars. As stated in the previous paragraph, set covering belongs to the 
NP-complete set of problems. 
The third approach that is used to construct a set of fuzzy rules uses some fonn of subset 
selection for either rule structure identification or to select the best subset of rules from a 
given fuzzy rule set. An example of this approach is the radial basis function network 
technique of Billings and Hong (1998). Although this method does not directly generate fuzzy 
rules it adequately illustrates the computational problems associated with subset selection. 
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Forward orthogonal least squares is used to both select important attributes (and thus 
indirectly determine the fuzzy rule antecedent part structure) and to select important radial 
basis functions from the entire set of radial basis functions of the trained network. Owing to 
the equivalence between radial basis function networks and fuzzy rules, the subset selection 
problem can be restated as the selection of a subset of fuzzy rules from the total set of fuzzy 
rules represented by the radial basis function network. 
Subset selection in the fuzzy rule context is closely related to subset selection in traditional 
regression. For example, a set of Oth-order Sugeno rules that uses weighted sum 
defuzzification for output determination can be seen as a regression function that consists of a 
linear combination of nonlinear terms (the fuzzy rules). Finding the best subset of fuzzy rules 
is consequently similar to finding the best subset of independent variables (attributes) in the 
regression problem. The following computational complexity results from the regreSSIOn 
domain are therefore applicable to the fuzzy rule subset selection problem. 
In univariate regression the selection of the best subset of independent variables using 
exhaustive search can be computationally exorbitant, especially for large problems (Furnival 
and Wilson, 1974; Lawson and Hanson, 1995, p.195; Miller, 1990, p.63). For example, the 
leaps and bounds algorithm (Furnival and Wilson, 1974) for best subset selection through 
exhaustive search has an operation count of 6x2k - 0.5xk(k+7) - 6 where k is the number of 
independent variables. For more than about 15 independent variables the required operation 
count increases exponentially. Miller (1990, p.82) further illustrates the computational 
expense associated with exhaustive search. Forward selection, backward elimination and 
exhaustive search were each applied to a regression problem with 25 independent variables 
and 72 exemplars. It was found that exhaustive search took almost five hundred times longer 
to complete than forward selection did and roughly ninety times longer than backward 
elimination did. 
In summary, the various ways of constructing either crisp or fuzzy rules typically result in 
NP-complete, NP-hard or computationally expensive search or combinatorial problems. 
Heuristics and search space restrictions are therefore necessary to make the various rule 
construction techniques computationally feasible. The following sections examine these 
heuristics and restrictions in more detail to determine some their overall limitations and 
drawbacks. 
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3.1.2 Limitations of Rule Building by the Decision Tree Route 
Two limitations of decision tree induction will be discussed here. These are the suboptimality 
of greedy tree induction and the detrimental effect of training set fragmentation and concept 
replication on predictive performance. Thereafter the primary limitations of existing 
techniques that convert decision trees to sets of "if. .. then ... " rules are discussed. 
3.1.2.1 Optimality of Decision Tree Induction 
Owing to the computational complexity of decision tree induction, decision tree algorithms 
typically follow a greedy approach when constructing a decision tree. Such an approach 
reduces the computational complexity to a level that increases approximately linearly with 
increasing problem complexity (Quinlan, 1983; Saravia and Stephanopoulos, 1992). In short, 
a tree is induced in a top-down, depth-first fashion with locally optimal choices made at each 
decision node without lookahead or backtracking. As described in chapter two, this is the 
approach followed by C4.5 (Quinlan, 1993a), CART (Breiman, et aI., 1984) as well as the 
fuzzy decision tree technique of Yuan and Shaw (1995). The TREPAN algorithm (Craven, 
1996) also performs greedy tree induction but expands the tree in a best-first manner rather 
than depth-first manner. Furthermore, TREPAN employs a limited form of backtracking at 
decision node level to ensure truth-preservation when deriving a p-of-n test for a specific 
decision node. 
Although efficient, greedy tree induction may get trapped in local optima and thus degrade the 
quality of the induced tree (Rendell and Seshu, 1990). Techniques have therefore been 
devised that predominantly use so-called lookahead to improve on greedy tree induction. 
Owing to its relatively extensive use lookahead will be examined exclusively here. 
Norton (1989) studied lookahead using a variant of ID3 (Quinlan, 1986) called IDX. A single 
data set was investigated. Lookahead was found to reduce the average depth of the induced 
decision trees. Ragavan and Rendell (1993) compared ID3 with a variant that uses lookahead. 
Lookahead was constrained by both geometric constraints and by limiting the depth and 
breadth of search. On four synthetic, Boolean data sets the lookahead variant produced 
decision trees that were significantly more accurate than those obtained greedily. Wallace and 
Patrick (1993) induced decision trees based on the Minimum Description Length (Rissanen, 
1983) principle. Six different problems were studied. Up to four-level lookahead was 
performed on categorical attributes. No lookahead was done for numerical attributes owing to 
the computational unfeasibility of performing exhaustive searches on the numerical attributes 
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to determine split values. Wallace and Patrick found that in general lookahead produced 
slightly better predictive performance in comparison to a greedy approach. Furthermore, the 
size of the trees derived using lookahead was found to be significantly smaller than that of 
greedily induced trees. 
Murphy and pazzani (1994) conducted extensive tests with four classification data ·sets. All 
consistent decision trees were generated for these data sets and the resulting trees compared to 
those obtained by greedy induction. In contrast to the above results, it was found that 
exhaustive search for the simplest (i.e. smallest) consistent trees did not necessarily lead to 
improved predictive performance. More recently, Murthy and Salzberg (1995) as well as 
Murthy (1996) extensively studied classification tree induction with one-Ievellookahead on a 
number of synthetic and real-world data sets. (Both publications discuss exactly the same 
investigation.) Murthy and Salzberg found that performing one-level lookahead instead of 
greedy induction generally produced slightly shallower trees but with approximately the same 
classification accuracy and overall tree size. In addition, in several situations limited 
lookahead produced worse (less accUrate, larger) trees. 
From the above results it is difficult to determine the overall efficacy of lookahead (as one 
possible improvement over simple greedy induction) in decision tree induction. Furthem10re 
it is not always clear whether improved results are directly attributable to lookahead, or to 
some other algorithmic improvement. Despite these inconsistencies the following 
observations can be made at this stage. Limited lookahead does not guarantee improved 
predictive performance. On the other hand, algorithms that use lookahead with a search depth 
of more than one and that perform such lookahead intelligently (e.g. with the geometric 
constraints used by the algorithm of Ragavan and Rendell (1993)) can construct trees that 
exhibit improved predictive performance in comparison to greedily-induced trees. 
One final observation that can be made with certainty is that the computational complexity of 
performing exhaustive search or even search with a predefined beam width severely restricts 
and limits the depth to which lookahead in decision trees can be performed. This is especially 
true with numerical attributes where an exhaustive search must typically be performed at each 
decision node to find the best numerical split value (see e.g. Wallace and Patrick (1993)). This 
in turn has made the use of lookahead with the aim of producing better decision trees or even 
to explicitly determine the effects of extensive lookahead itself, computationally prohibitive. 
As an aside, the lookahead experinientation by Murthy (1996) is fairly extensive and was 
therefore examined in more detail than is explained here. It is argued that the generally poor 
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results obtained by Murthy are not entirely because tree induction using lookahead, as means 
of improving on greedy induction, is incapable of constructing better decision trees. It is 
contended that one of the primary reasons.for the poor results is because of the poor quality of 
the data that were investigated. This phenomenon of using poor data is not restricted to tree 
induction with lookahead only and therefore further discussion is postponed until the 
limitations of other rule construction techniques are considered in more detail. Specifically, 
this issue is discussed in section 3.3. 
3.1.2.2 Training Set Fragmentation and Concept Replication 
Greedy decision tree induction suffers from two further problems that can degrade both the 
predictive performance and the comprehensibility of "if. .. then ... " rules that are derived from 
such trees. These are the concept replication problem and the training set fragmentation 
problem (Pagallo and Haussler, 1990). The replication problem forces duplication of subtrees 
in crisp disjunctive concepts such as "if (A and B) or (C and D)". In other words, individual 
subconcepts in the data may become fragmented. The fragmentation problem causes the 
partitioning of the training data into fragments. Both these two problems reduce the number of 
exemplars at lower nodes in the tree. These exemplars are needed for statistical significance 
of tests performed in the lower levels of tree during the tree construction process (Mingers, 
1987). The net result of these problems is that suboptimally performing and overly complex 
trees are usually induced (Breiman, et aI., 1984; Quinlan, 1993a; Kim and Koehler, 1996). 
This problem is exacerbated if the training exemplars contain significant noise. Tree pruning 
(Mingers, 1989; Esposito, et aI., 1995) is typically employed to minimise these effects. 
Of concern here is the effect of the replication and fragmentation problems on decision tree 
overall predictive performance, even after tree pruning has been applied. Although the 
TREP AN technique (described in section 2.4.1) is designed primarily for rule extraction from 
neural networks, comparative results published for this technique aptly illustrate the 
degradation effect of the replication and fragmentation problems. (No other meaningful 
comparative results could be found in the literature available to the author.) Craven and 
Shavlik (1996) compare the ID2-of-3 algorithm (Murphy and Pazzani, 1991) to the TREPAN 
algorithm on four classification problems. The ID2-of-3 algorithm and TREPAN both 
greedily induce decision trees with p-of-n splits. In contrast to ID2-of-3, TREPAN generates 
extra query exemplars in order to minimise the negative effect of few training exemplars 
lower down in the decision tree (see section 2.4.1 for more details on the specific 
methodology used). Note that these query exemplars are based on and labelled by the trained 
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neural network model of the oracle and as such are not bona fide training exemplars. On all 
four problems TREPAN obtains better predictive perfonnance than ID2-of-3. In addition, the 
average size of the trees induced by TREPAN ts significantly smaller in comparison to that of 
ID2-of-3. These results show that the fragmentation of training data caused by simple greedy 
induction (without using something like an oracle to generate query exemplars) can therefore 
detrimentally affect both predictive accuracy and rule simplicity, even if tree pruning is 
applied. 
3.1.2.3 From Trees to Rules 
Large decision trees are often difficult to understand because each logical test in the tree has a 
specific context that is established by the outcomes of tests at parent decision nodes (Quinlan, 
1993a). This unique context is crucial to the correct understanding of the test. It is often 
difficult to keep track of the continually changing context while examining a large tree. In 
addition, as described above, individual subconcepts in th.e data may either be replicated or 
become fragmented. Conversion of a decision tree into set of crisp rules is designed to 
minimise these effects and thus improve the comprehensibility of the trained tree model. 
C4.5Rules (Quinlan, 1993a) and the technique of Yuan and Shaw (1995) convert induced 
decision trees to "if. .. then ... " rules. Inspection of these algorithms (see sections 2.2.1.4 and 
2.3.4.2, respectively) show that both remove conditions from rules in a greedy fashion!. One 
of the reasons for this approach is that selecting the best subset of conditions from the 
antecedent part of a particular rule is again a subset selection problem. As described in section 
3 .1.1, the subset selection is computationally expensive, especially for large problems. 
In the context of decision trees, Mingers (1987) found that attributes can work together to 
realise statistically significant tree branches in lower levels of the induced tree. This can occur 
even if the particular branch is not statistically meaningful higher up in the tree. Kononenko, 
et al. (1997) found that the Lookahead Feature Construction (LFC) algorithm is able to 
successfully solve problems that have attributes with strong conditional interdependencies. 
For example, the LFC algorithm was able to successfully solve a parity problem using 
lookahead (in feature construction) that a greedy LFC algorithmic variant could not. Finally, 
I Note that in terms of finding the best subset of rules (and not the conditions for a particular rule) C4.5 does 
perform subset selection. For small rule sets exhaustive subset selection is performed. A form of simulated 
annealing is used to find a good subset of rules for large rule sets (Quinlan (1993a), p. 53). 
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Greene and Smith (1993) state that greedy tree induction can struggle to find an optimal 
solution in complex problem domains that exhibit significant attribute interaction. They show 
that genetic algorithm-based construction of rules, which is able to discover such interaction, 
gives superior classification results to those obtained by the CN2 covering algorithm (Clark, 
1989) and to NewID (a variant ofID3). 
Apart from the general problem of getting stuck in local optima and thus producing a 
suboptimal set of simplified rules, the greedy simplification methods of Quinlan (1993a) and 
Yuan and Shaw (1995) are unable to explicitly discover and exploit these conditional 
dependencies between attributes. The net result of this latter limitation is that acceptable rule 
simplifications that involve more than one interdependent antecedent will not be discovered 
nor implemented. In other words, greedy simplification will not always produce the most 
compact and comprehensible set of rules while maintaining acceptable predictive accuracy. 
(Remember the aim of C4.5Rules and the technique of Yuan and Shaw is rule simplification 
for improved comprehensibility and not necessarily for improved classification accuracy.) 
3.1.3 Limitations of Rule Building by the Set Covering Approach 
This section considers the limitations and drawbacks of those techniques that build rules using 
the set covering approach. These techniques include both crisp rule covering methods (e.g. 
RISE) and fuzzy modelling techniques (e.g. the ellipsoidal classifier, SONFIN). In particular, 
this section concentrates on three shortcomings of the various techniques. The reason for this 
is that although there are more problems associated with the various techniques, this 
dissertation seeks to primarily address these specific deficiencies only. The first two 
limitations are usually found in crisp rule covering algorithms but not in fuzzy methods. 
These are training set fragmentation and greedy search of the best set of rules. In contrast, the 
third limitation is prevalent in fuzzy set covering techniques. This limitation is the inability to 
build internally disjunctive fuzzy rules. 
3.1.3.1 Problems RegardingTraining Set Fragmentation 
Covering algorithms that build crisp, classification rules typically construct rules in a 
"separate and conquer" fashion. AQ15 (Michalski, et ai., 1986), BEXA (described in section 
2.2.2.2), CN2 (Clark, 1989), RIPPERk (Cohen, 1995), RULES-3 Plus (Pham and Dimov, 
1997) and Swap-l (Weiss and Indurkhya, 1993) are all algorithms that use this approach. In 
short, one rule is induced at a time. Once construction of the rule is halted the rule is stored 
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and those data that it covers are removed from the training data set. The remaining data are 
then used to construct another rule, and so on. 
Such rule construction can suffer in similar fashion from the data fragmentation problems 
described for tree induction in section 3.1.2.2. In particular, such greedy covering may 
degrade the predictive performance of the generated rules. This is especially true for those 
rules induced in the latter stages of rule construction. In this case the covering algorithm will 
have increasingly little data upon which to base rule specialisation, data needed for statistical 
significance of any specialisation that is implemented. This aggravates the small disjuncts 
problem (Holte et aI., 1989): rules covering few exemplars (less than five or six) tend to be 
highly error-prone, but removing them often increases the global error even further. This 
problem is exacerbated by the presence of noise in the data. Both prepruning (premature 
termination of rule construction) and postpruning (removal of statistically insignificant 
antecedents and rules) are used to minimise these negative effects on predictive performance. 
As with tree induction, such pruning mechanisms do not always entirely make up for the 
degradation in predictive performance. Consider the experimental results obtained by the 
RISE algorithm (section 2.2.2.1) and the R-MINI rule-generation algorithm (Hong, 1997) in 
comparison to the benchmark "separate and conquer" algorithm CN2. RISE and R-MINI were 
chosen because both algorithms, in contrast to "separate and conquer" algorithms, use all the 
training data during the construction of the entire set of rules. Both algorithms start with each 
exemplar being defined as a rule. Both contain a generalisation step to generalise rules. R-
MINI contains a further specialisation step to make rules minimally specific. The particular 
results reported for RISE are found in Domingos (1996e) and for R-MINI in Hong (1997). 
Domingos compares RISE to CN2 on thirty data sets. Based on these thirty results, RISE is 
found to be significantly more accurate (at a 99.6% confidence level) than CN2 according to 
the Wilcoxon signed-ranks test (DeGroot, 1986). R-MINI is compared to CN2 on eight data 
sets. R-MINI is found to be more accurate than CN2 on seven of the eight data sets. No 
significance tests are reported for these results. In summary, these results illustrate that 
training data fragmentation can have a significantly detrimental effect on the overall accuracy 
of rules that are generated by "separate and conquer" rule covering algorithms. 
3.1.3.2 Shortcomings of Greedy Search Methods 
As with greedy tree induction, greedy rule covering can get stuck in local optima and thus 
produce a suboptimal set of rules. By greedy rule covering is primarily meant that each rule is 
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generated on it own. Existing rules are not updated in any fashion if a new rule is created. 
Examples of set covering algorithms that follow the greedy approach are AQ 15, CN2, BEXA, 
RISE, Rules-3 Plus, RIPPERk and Swap-I. 
As with tree induction using lookahead (section 3.1.2.1), the results obtained for crisp rule 
covering methods that use more sophisticated search methods do not unequivocally show that 
improved search methods generate improved predictive performance (Quinlan and Cameron-
Jones, 1995). Quinlan and Cameron-Jones contend that the reason for such ambiguous results 
is that sophisticated search methods can "oversearch". In other words, such search methods 
can find models that fit the training data well (better than models found through greedy 
search) but exhibit poor predictive performance. Greedy methods are less likely to find such 
models because they search a much smaller model space. 
As a partial remedy, Quinlan and Cameron-Jones propose a "layered search" method that 
commences with greedy search and then extends the search scope for a number of iterations 
until a stopping criterion is met. Increasing the search beam width extends the search scope. 
As this technique is seen to be the state-of-the-art in search methods for set covering 
algorithms that are less greedy than simple greedy search, the results obtained for this 
algorithm will be examined in more detail. 
Quinlan and Cameron-Jones compare the predictive accuracy2 and complexity of the rules 
generated by the layered search method on twelve, real world data sets to those of a greedy 
rule-covering algorithm. An extensive search method that approximates exhaustive search is 
also included in the comparison. It is reported that layered search is significantly (at a 99.5% 
confidence level) more accurate than greedy search in five problems and significantly less 
accurate in three problems. In comparison to the extensive search method, layered search is 
significantly more accurate in six problems and worse in one. 
2 The comparative accuracy significance results obtained by Quinlan and Cameron-Jones (1995) should be 
treated with caution. For each problem that was considered, the data were randomly divided 500 times into 
equal-sized training and testing sets. Thereafter a paired, two-tailed t-test was used to test the significance of the 
results obtained by the layered search method in comparison to the other algorithms that were considered. 
Salzberg (1997) states that there are significant problems associated with this experimental design. For example, 
the t-test assumes that each of the 500 trials is independent of each other. This is not the case in the experiments 
of Quinlan and Cameron-Jones. It is difficult to determine the magnitude of the effect of not performing 
independent experiments. The reported significance results should therefore be evaluated with care. 
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Of interest also is the comparative complexity of the rules derived by the various methods. 
Consider first the number of rules that was generated. Layered search generated on average 
33.0% fewer rules in comparison to greedy search. Extensive search constructed on average 
42.4% fewer rules than greedy search. Second, consider the total number of antecedents of 
each of the generated rule sets. Layered search derived rules with on average 17.4% fewer 
antecedents in comparison to greedy search. Extensive search generated rules with on average 
19.7% fewer antecedents than greedy search. (No significance tests were reported.) 
In s~ary, these results show that layered search, as an example of an improvement over 
simple greedy search in rule covering algorithms, can find less complex models with 
improved predictive accuracy. 
Note that fuzzy rule construction methods that generally follow the set covering approach 
typically do not use greedy learning as a primary means of obtaining rules. By greedy 
learning is meant that a new rule is generated without changing previously constructed rules. 
Rather, if such an incremental approach is used, both the new rule and the existing set of rules 
will usually be continuously optimised (e.g. SONFIN, the GRBF network). If the fuzzy rule 
construction method does contain a greedy component, it is typically used in some secondary 
component of rule construction. For example, the GRBF network (section 2.3.6.5) can use 
greedy recursive least squares to optimise the weights to the output layer of the radial basis 
function network. 
An exception is the nonincremental method of Billings and Hong (1998). This method uses 
greedy orthogonal least squares to select important attributes and important radial basis 
functions. The reason for this is that both attribute and radial basis function selection are 
subset selection problems (see 3.1.1 for details on the problems associated with subset 
selection). 
Unfortunately, as discussed in section 2.3.1, few fuzzy modelling publications compare their 
proposed fuzzy rule construction technique to other techniques on a significant number of 
problems. Furthermore, in practically all cases (bar the ubiquitous Iris data set) fuzzy methods 
are evaluated on different data sets to those typically used to evaluate crisp rule construction 
techniques. It is therefore not possible to meaningfully compare the relatively nongreedy 
search methods used in fuzzy modelling with the greedy approaches used in crisp rule 
covering. 
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3.1.3.3 Restriction to Building Conjunctive Rules Only 
The final limitation of set covering algorithms that will be discussed is the inability of many 
crisp rule covering methods and most, if not all, fuzzy modelling techniques (that follow the 
set covering approach) to build internally disjunctive "if. .. then ... " rules. Examples of crisp 
methods that are limited to purely conjunctive rules only are CN2, RlSE, R-MINI, RULES-3 
Plus and BRUTE (Riddle, et al., 1994). PVM (Weiss, et aI., 1990), AQ15 and BEXA are 
examples of crisp methods that are able to build internally disjunctive rules . 
. In terms of fuzzy modelling, the clustering methods described in section 2.3.3 build purely 
conjunctive rules only. As described in section 2.3.6.4 through 2.3.6.6, SONFIN, the GRBF 
network and fuzzy ARTMAP can also only build rules with purely conjunctive antecedent 
parts. Inspection of the other neural network methods listed in section 2.3.6.3 and that use 
some form of set covering approach to build fuzzy rules, shows that these techniques can also 
only build purely conjunctive rules. The specific methods that were examined are those 
proposed by Simpson (1992, 1993), Sun (1994), Nie (1995), Cho and Wang (1996), Lotfi and 
Tsoi (1996), Fritzke (1997), Hwang and Bang (1997), Langari, et ai. (1997), Wang, et al. 
(1997), Yingwei, et ai. (1997) and Cai and Kwan (1998). 
Since so few algorithms generate internally disjunctive rules, the question might reasonably 
be asked, does the ability to construct internally disjunctive rules make a difference? 
Unfortunately, few comparative evaluations have been published. One comparison that has 
been made is between the two crisp set covering algorithms, BEXA and CN2 (Theron and 
Cloete, 1996). As mentioned before, the former can build internally disjunctive rules whereas 
the latter can generate purely conjunctive rules only. Ten different classification problems 
were investigated of which one was specifically designed to determine the advantage of using 
internally disjunctive instead of purely conjunctive rules. 
In terms of predictive accuracy, Theron and Cloete report that the rules generated by BEXA 
are significantly more accurate than those of CN2 on two of the ten problems considered. One 
of these is the internal disjunction problem. The confidence levels are 97% and more than 
99.99%, respectively. The rules ofBEXA are less accurate (98% confidence level) than those 
of CN2 on a single problem. There is no significant difference between the accuracy results 
obtained for the other seven data sets. 
In addition, Theron and Cloete, as a measure of rule model complexity, compared the total 
number of antecedents of the respective rule sets generated by BEXA and CN2. The rules 
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derived by BEXA were significantly simpler (with greater than 99.99% confidence) to those 
of CN2 for nine of the ten problems considered. This included the internal disjunction data set 
where BEXA produced a rule set with 97.7% fewer antecedents in comparison to the rule set 
obtained by CN2. Theron and Cloete state that the overall improved performance is as a result 
of the richer description language (BEXA can do internal disjunction as well as negation), 
optional search restrictions (as described in section 2.2.2.2), a stop-growth test as well as the 
capability of BEXA of performing postpruning of rules. 
From these results it is clear that rule construction techniques that are able to build internally 
disjunctive rules and that can intelligently restrict rule specialisation, are able to construct 
rules that can be more accurate and significantly simpler in comparison to those generated by 
algorithms that do not possess this functionality. This observation is further substantiated by 
empirical results from the research area of rule extraction from neural networks. Craven 
(1996) studied four rule extraction techniques (Saito and Nakano, 1988; Towell and Shavlik, 
1993; Craven and Shavlik, 1994; Thrun, 1995) that generate purely conjunctive rules only. It 
was found that these techniques often do not scale well to difficult problems. This in turn 
means the rule models that are generated for such problems are often large and difficult to 
understand. 
3.2 Rule Comprehensibility 
The concept of comprehensibility as it is used in this section is based upon the discussion give 
in sections 1.1 and 1.2. This includes the comprehensibility postulate of Michalski (1983). To 
recap, models that use a concept representation that is understandable to specifically chemical 
process operators, with similar capabilities and education to those described in section 1.1 and 
1.2, are seen as the most comprehensible and intelligible. In the context of the 
comprehensibility postulate this implies models that use only natural language constructs are 
seen as more comprehensible than those which contain mathematical constructs such as linear 
equations, etc. The reason for this particular definition or description of comprehensibility is 
that one of the aims of this dissertation is to develop process models that are understandable 
and useful to primarily human operators of large chemical processes. 
Section 3.2.1 identifies and justifies the research fields that will be investigated. Different rule 
construction research fields are currently at different levels of maturity and therefore not all 
fields will be studied. Section 3.2.2 and 3.2.3 examine the historical trend in the types of rules 
that are developed by rule construction algorithms. The former considers the crisp decision 
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tree field and the latter the field of fuzzy modelling. It will be shown that a growing number 
of algorithms improve rule model predictive performance by enhancing the mathematical 
content of the rules that are generated. For example, 1st-order Sugeno rules, each with a 
consequent comprising of a linear function of attributes, are used instead of Oth -order Sugeno 
rules (where a rule consequent is a numerical constant). The effect of these mathematical 
enhancements will be discussed in terms of how they effect predictive performance as well as 
rule comprehensibility and intelligibility. 
3.2.1 Historical Trends in Rule Format 
Although this dissertation focuses on techniques that build "if. .. then ... " rules and not on 
those that induce decision trees, crisp tree induction will be briefly studied in the first part of 
this discussion, i.e. section 3.2.2. Note that this description is by no means exhaustive. Refer 
to Murthy (1996) for a more in depth" survey of different decision tree techniques and the 
types of trees that they induce. 
The primary reasons for the inclusion of a summary on the evolution of decision tree format 
are as follows. First, the field of crisp tree induction is relatively mature. Analysis of trends in 
crisp tree format will therefore provide a good perspective of how a particular field has altered 
the format of the models that are generated in order to enhance model performance. In the 
author's opinion, the same general trends are being followed in the relatively new fields of 
rule construction (e.g. fuzzy modelling using radial basis function networks), fuzzy rule 
modelling in particular. Second, techniques such as C4.5Rules (Quinlan, 1993a) and the 
technique of Yuan and Shaw (1995) use decision trees as a basis for building rules. Changes 
to the types of trees that are induced will therefore directly influence such tree to rule 
conversion techniques (although the author is unaware of a working algorithm that converts 
more complicated trees than those generated by C4.5 or the technique of Yuan and Shaw to 
rules). The fmal reason is that TREPAN, in contrast to most other rule extraction methods, 
builds a decision tree model and not a set of "if. .. then ... " from a trained neural network. 
Decision trees are therefore also included in the discussion so that the comprehensibility of 
trees induced by TREPAN can be placed in context. 
The second part of this discussion (section 3.2.3) examines methods that construct rules using 
fuzzy modelling. In particular, the general fuzzy modelling methodologies described in 
section 2.3 will be studied. Based upon the publications available to the author, existing 
nonhybrid methods that induce fuzzy decision trees, or that explicitly generate fuzzy rules 
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using either genetic algoritluns or radial basis function networks do not construct rules that 
are more complex than the Mamdani or Sugeno types of rules described in section 2.1.2.3. 
These three research fields will therefore not be studied here. The single exception is the 
genetic algoritlun-based technique of Yuan and Zhuang (1996). In contrast to the purely 
conjunctive antecedent format of the Mamdani or Sugeno rules, this technique can construct 
fuzzy rules that possess internal disjunction. 
Those methods that generate crisp rules using the set covering approach will also not be 
explicitly examined here. The reason for this is that, in the author's experience, most set 
covering methods do not construct rules that are more complex than those induced by BEXA. 
Such rules do not contain mathematical constructs to aid performance and therefore, in the 
author's opinion, follow comprehensibility postulate of Michalski (1983), described in section 
1.2, fairly closely. An exception is the group of set covering methods that use constructive 
induction. During rule construction, these methods generate new attributes from existing 
attributes using either numerical or logical operators. See Arciszewski, et al. (1995), 
Szczepanik, et al. (1995) and Bloedorn and Michalski (1991, 1996) for more details regarding 
constructive rule induction. Methods that employ constructive induction will not be examined 
here owing to the fact that they by nature generate less comprehensible rules than methods 
that do not use constructive induction (e.g. BEXA). 
3.2.2 The Changing Appearance of Crisp Decision Trees 
The first decision tree algorithm that will be considered is ID3 (Quinlan, 1979, 1983, 1986). 
The reason for this is that the comprehensibility ofID3-induced decision trees is taken here as 
the standard against which the comprehensibility of all other types of trees is measured. In 
other words, it is assumed that the concept descriptions used by ID3 are understandable to 
chemical process operators. ID3 generates classification trees with the condition at each 
decision node a test on a single attribute. This pertains to both categorical and numerical 
attributes. Each leaf node is assigned a single class label. This tree format is the same as that 
used by C4.5 (described in section 2.2.1). 
3.2.2.1 Enhancements to Tree Split Functions 
Breiman, et al. (1984) proposed the CART set of algorithms (also described in section 2.2.1). 
In contrast to ID3 and C4.5, CART is able to generate numerical multivariate splits to 
improve predictive performance on problems with decision surfaces that are not parallel to the 
attribute space axes. A numerical multivariate split comprises of a Boolean test on an attribute 
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that is a linear combination of original continuous attributes. Likewise, a categorical 
multivariate split comprises of a Boolean test on an attribute that is a purely conjunctive 
combination of original categorical attributes. A number of other researchers have since 
developed algorithms that are also capable of generating decision trees with linear, 
multivariate splits on numerical attributes. These use more advanced search techniques than 
CART to find the best splits and thus improve tree performance (e.g. Heath, et al. (1993), 
Brown, et al. (1996) and Murthy (1996)). 
The univariate tests of the ID3-induced tree format have been extended in a number of other 
ways as well. For example, Seshu (1989) implemented decision trees that use parity operators 
in the tests at decision nodes to improve performance on parity problems. These operators are 
applied to a set of Boolean attributes and return TRUE if an odd number of the attributes have 
the value one. Instead of univariate splits, the ID2-of-3 algorithm of Murphy and pazzani 
(1991) generates so-called Boolean threshold functions, or p-of-n splits. These are the same 
splits generated by TREPAN during tree induction. Brodley (1995) and Ting (1994) designed 
algorithms that enhance tree performance by incorporating other classifiers (e.g. k-means 
clustering) into the basic ID3-type tree format as decision nodes. Ragavan and Rendell (1993) 
as well as Kononenko, et al. (1997) use lookahead feature construction to build new attributes 
using logical operators such as conjunction, disjunction and negation for improved accuracy 
in domains with strong conditional interdependencies between attributes. Zheng (1995) 
studied x-of-n tests. In contrast to the above-mentioned p-of-n tests, the x-of-n test returns an 
integer value rather than a Boolean output. As in p-of-n tests (described in detail in section 
2.1.1) n represents the cardinality of a set of attribute-value pairs but the value x is the number 
of these pairs that are true. 
3.2.2.2 Enhancements to Leaf Node Representations 
The original ID3 and C4.5 leaf node representation, i.e. a class label, has also been changed to 
improve tree performance on both classification and regression problems. For example, 
Utgoff (1989) proposed perceptron trees. These trees have univariate splits and linear 
threshold units as leaves. Utgoff and Brodley (1990) updated this tree format to include 
multivariate splits at all decision nodes. The M5 algorithm (Quinlan, 1992) generates an 
updated ID3 tree format that can handle continuous classes. Each leaf node is assigned a 
linear function of relevant attributes instead of a class label. The M5' algorithm (Wang and 
Witten, 1997; Frank, et al., 1998) derives a similar type of tree. In contrast to normal methods 
of predicting the output of an unseen exemplar used in the ID3-style tree format, both M5 and 
62 
Stellenbosch University  https://scholar.sun.ac.za
M5' use the parent nodes of a leaf node to mathematically smooth the initial output prediction 
of the leaf node function, given an unseen exemplar. Torgo (1997) proposed binary, kernel 
regression trees that use nonlinear Gaussian kernel functions as leaves. 
Finally, the predictive performance of decision trees has been enhanced with the use of 
bagging and boosting (Breiman, 1996; Quinlan, 1996) as well as committees of decision trees 
(Heath, et al., 1996). Both form a set of decision trees that are combined by some form of 
voting scheme. In other words, to determine the output of an unseen exemplar each decision 
tree of the ensemble under consideration is used to predict the output. The voting scheme is 
then used to determine the final predicted output, based on the results obtained from the 
individual decision trees. 
3.2.2.3 Improvements in Tree Accuracy Owing to Tree Format Enhancements 
The obvious question now is, does the improvement in decision tree predictive accuracy 
s 
justify the decrease in tree comprehensibility owing to these decision tree format adaptations? 
Although comparative results for the algorithms mentioned above are few, consider the 
following summary given in table 3.1 of results available to the author. Note that only the 
average predictive accuracy of the various tree models is compared3. Some publications report 
accuracy performance for a number of advanced decision tree algorithmic variants. If this is 
the case, the best accuracy of any variant for a particular data set was used to determine the 
average performance results presented in the table. Finally, where applicable, the performance 
of the k-DT committee of classification trees was compared to that of the most accurate and 
smallest SADT tree in the k-DT committee. 
OC 1 generates classification trees with numerical multivariate splits. ID2-of-3+ is an 
enhanced version of ID2-of-3 proposed by Craven (1996). MCS stands for the Model Class 
Selection system (Brodley, 1995). The technique automatically selects the type of split 
function (e.g. univariate split, k-means clustering, etc.) at each decision node in the tree. LFC 
stands for the Lookahead Feature Construction classification tree algorithm (Kononenko, 
1997). Both the MCS and LFC algorithms are compared to univariate classification trees 
3 The comprehensibility of different types of tree models is most often either ignored or quantified in terms of 
relatively poor descriptors such as average tree size. A descriptor such as tree size does not quantify the 
difference in comprehensibility between, for example, a univariate splitting test and a multivariate splitting test. 
Smaller trees therefore do not automatically indicate more comprehensible tree models. Such indicators of tree 
model comprehensibility will therefore not be compared with each other. 
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induced in a greedy, "divide and conquer" recursive fashion similar to the method used by 
C4.5. MS' is compared to an updated version of C4.5 called CS.O. Quinlan (1996) compares 
the original C4.S to variants that are either bagged or boosted to improve predictive 
performance. Finally, Heath, et al. (1996) compare a committee of classification trees 
collectively denoted as k-DT to a single SADTtree. The SADT algorithm induces 
multivariate classification trees. The multivariate splits are determined with the aid of 
simulated annealing (Kirkpatrick, et al., 1983). 
Advanced Number of Average 
Decision Tree Benchmark Reference Data Sets Improvement 
Algorithm Algorithm Considered in Classification Accuracy (%) 
OC1 C4.S Murthy (1996) 6 0.8 
ID2-of-3+ C4.5 Craven (1996) 6 1.0 
MCS univariate tree Brodley (199S) 16 2.9 
LFC univariate tree Kononenko (1997) 13 -1.2 
Perceptron Tree C4.S Brodley, et al. (199S) 8 2.7 
MS' CS.O Frank, et aI. (1998) 33 1.4 
Bagged C4.S C4.S Quinlan (1996) 27 1.6 
Boosted C4.S C4.S Quinlan (1996) 27 2.3 
k-DT SADT Heath, et al. (1996) 3 -0.1% 
Table 3.1 Average Improvement in Predictive Accuracy of Advanced Decision Tree 
Algorithms over Univariate Decision Tree Algorithms 
Inspection of table 3.1 indicates that the predictive accuracy of decision trees that use an 
enhanced format (e.g. multivariate splits, linear models as leaves) are on average 1.3% more 
accurate than univariate trees derived by C4.5, etc. In the author's opinion this increase in 
accuracy in general does not justify the degradation in tree comprehensibility even though in 
most cases the performance improvement is statistically significant4. In most cases 
increasingly complicated mathematical or statistical constructs have been incorporated into 
the decision tree, rather than more humanly comprehensible natural language representations. 
It is true that such knowledge compaction has often led to smaller, supposedly more 
intelligible trees but even so it is becoming increasingly difficult to understand decision trees, 
especially for those with little or no mathematical or statistical background. This is in direct 
4 In defence of such advanced decision tree algorithms it must be stated that for specific types of problems such 
algorithms can perform substantially better than simple univariate decision tree algorithms. For instance, 
Kononenko (1997) reports that the LFC algorithm that uses both feature construction and lookahead search is 
able to solve a parity problem that a greedy univariate tree algorithm cannot. 
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contrast to one of the original aims of generating a decision tree, i.e. capturing knowledge in 
the form of an easily understandable and comprehensible tree model. 
3.2.3 The Changing Appearance of Fuzzy Rules 
The field of fuzzy modelling is relatively young in comparison to that of crisp tree induction. 
Even so, the following discussion will show that, in a similar fashion to the trend in tree 
induction, fuzzy rules are becoming increasingly more complicated and therefore more 
difficult to understand. The first part of this discussion illustrates the early· evolution of fuzzy 
rules from purely fuzzy rules . to rules containing increasing amounts of mathematical 
constructs. Thereafter the relevant fuzzy modelling methods are studied to determine how 
these earlier fuzzy rule formats have been further enhanced to improve predictive 
performance. 
One of the first fuzzy rule formats that was proposed in fuzzy modelling was the Mamdani 
format (Mamdani, 1975). As described.in section 2.1.2.3, both the antecedent part and 
consequent of a Mamdani fuzzy rule is described using natural language concepts such as 
linguistic variables. Defuzzification is typically used to determine the crisp output of a set of 
Mamdani fuzzy rules, given some crisp input. Thereafter the Tsukamoto fuzzy rule format 
(Tsukamoto, 1979) was proposed. Instead of the fuzzy output produced by a Mamdani fuzzy 
rule, a Tsukamoto fuzzy rule infers a crisp, numerical output. Instead of using defuzzification 
as in a Mamdani rule system, the overall output of a Tsukamoto rule system is obtained by 
taking the weighted average of each rule's output. After the deVelopment of the Tsukamoto 
fuzzy rule model, the Sugeno fuzzy model (Takagi and Sugeno, 1985; Sugeno and Kang, 
1988) was proposed. As described in section 2.1.2.3, the fuzzy rule consequent was replaced 
by a linear function of the original crisp problem attributes. 
Next, consider methods that specifically build fuzzy rules using the clustering approach. 
Inspection of the publications available to the author shows that most clustering methods (e.g. 
Wang and Langari (1995, 1996b), Chen and Xi (1998)) build higher-order Sugeno rule 
models. The membership functions representing the linguistic terms in the antecedent part of 
each rule are axis-parallel and therefore functions of single linguistic variables only. 
An exception is the recently proposed technique of Kim, et al. (1997). This technique derives 
oriented, hyperellipsoidal clusters in the attribute space. In other words, in contrast to the 
relatively intelligible membership functions generated by the methods of Wang and Langari 
as well as Chen and Xi, these membership functions represent linguistic terms that are based 
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on linear combinations of the original linguistic variables. For example, a typical rule might 
be "if I (temperature, pressure) is High and g (temperature, pressure) is Generally Low then 
the reaction rate is h". land g represent Gaussian membership functions of combinations of 
the original attributes. h is a linear function of the original attributes. "High" and "Generally 
Low" are linguistic terms based on combinations of the original linguistic variables. It should 
be clear that such a rule is more difficult to understand than normal Sugeno rules. 
Similar adaptations are made by SONFIN (described in section 2.3.6.4). In contrast to the 
standard Mamdani or Sugeno rules derived by most earlier fuzzy inference network 
approaches (e.g. Jang, 1993; Sun, 1994; Lotfi and Tsoi, 1996; Wang, et aI, 1997; Cai and 
Kwan, 1998), the advanced SONFIN constructs nth-order Sugeno fuzzy rules, each with an 
antecedent part formed by an oriented hyperellipsoid. As described above, the membership 
functions derived from such hyperellipsoids are functions of two or more of the original 
linguistic variables and therefore less comprehensible than the rules derived by earlier fuzzy 
inference systems. 
At this point the question may again be raised, are these enhancements to fuzzy rule format 
justified? Unfortunately, as described in section 2.3.1, practically no meaningful information 
exists with which comparisons between the accuracy of simple Mamdani or Sugeno rules and 
the accuracy of advanced format rules such as those produced by SONFIN or the clustering 
algorithm of Kim, et al. (1997) can be made. For example, the results obtained by these 
particular two algorithms are compared to those of other methods (that derive simpler rules). 
Each algorithm is evaluated against other techniques on only one data set. These are 
respectively the very well known Box-Jenkins gas-furnace data and the equally well known 
Mackey-Glass time series. In addition, for the Box-Jenkins data only the training error is 
reported. All in all this makes it difficult to determine the generality of the reported 
improvements in accuracy. 
In summary only a few observations can therefore be made. First, the natural language format 
of the Mamdani rule format was quickly updated to contain mathematical constructs such as 
the linear consequent function of Sugeno rules. Second, as far as the author is aware 
extremely few algorithms have been proposed that apart from conjunction, use further fuzzy 
language operators such as disjunction or negation to enhance the performance of derived 
fuzzy rules (see also section 3.1.3.3 for further information). Rather, those algorithms that 
have tried to build better fuzzy rules have increased the mathematical content of the fuzzy 
66 
Stellenbosch University  https://scholar.sun.ac.za
rules, by for instance generating oriented hyperellipsoids (and in turn oriented membership 
functions). 
In the context of the format of fuzzy rules it therefore seems that most, if not all, 
enhancements to fuzzy rules are in the form of mathematical constructs rather than fuzzy 
language constructs. In this regard the fuzzy modelling field is following the same path as was 
followed in crisp tree induction (described in section 3.2.2). In other words, instead of 
generating easily understood fuzzy concepts to reduce problem complexity, fuzzy rules are 
being adapted to be more accurate at the expense of human comprehensibility and 
intelligibility . 
3.3 Discussion of Algorithmic Limitations 
Before conclusions are drawn from the discussion presented in sections 3.1 and 3.2, a more in 
depth analysis will be made of the empirical results generated by Murthy and Salzberg (1995) 
as well Quinlan and Cameron-Jones (1995). Both these sets of results were generated to 
evaluate the efficacy of performing less greedy search than the simple greedy search methods 
typically used to induce decision trees or generate rules by the set covering approach. 
In addition, results recently reported by Schmitz (1999) will also be examined. One of the 
studies performed by Schmitz investigated the effect of lookahead in the evolutionary 
construction of axis-parallel hyperellipsoids in single hidden layer neural networks. In these 
studies the single neural network output node consisted of a linear transfer function. As 
mentioned in section 2.3 .6.2 such neural networks can be interpreted as a set of fuzzy rules. 
Therefore, even though the primary objective of Schmitz was not to build fuzzy rules,these 
particular results will provide additional insight into the usefulness of lookahead in rule 
construction. 
The purpose of this study is twofold. The first purpose is to determine whether lookahead can 
in fact improve either the generalisation performance or reduce the complexity of the rules 
that are generated by the various algorithms. Model complexity is defined here as the number 
of rules used in the model. The second purpose is to determine how the quality of the data that 
was analysed by the various researchers influences the results obtained by the algorithms that 
were investigated. 
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3.3.1 Analysis of Data with a Low Exemplar to Attribute Ratio 
Consider first the simulation performed by Freedman (1983). Although not directly 
applicable, the results obtained by Freedman provide some insight into the analysis of 
problems with many attributes but few data. Freedman first generated a data set consisting of 
one hundred exemplars each described by fifty-one attributes. All exemplars were 
independently drawn from the standard normal distribution. As stated by Freedman such data 
is pure noise. The fifty-first attribute was assumed to be the dependent variable, or output. 
Note that owing to the construction of the data, the output is independent of the remaining 
fifty attributes. This means that the R2 (a measure of the variance explained by the output) 
obtained from the regression should be insignificant by standard tests such as the F -test. 
Likewise, the regression coefficients should be insignificant, by the standard t-test. 
Freedman analysed the data in two successive multivariate regression experiments. First, the 
regression was performed using all fifty attributes with results: R2 = 0.50, P = 0.53. Second, 
only those attributes whose coefficients reached a 25% significance level in the first 
experiment were used in a second experiment. The result of the second run was that the 
regression was highly significant (R2 = 0.36, P = 5 X 10-4). Fourteen coefficients out of fifteen 
were significant at the 25% level. Six of the fifteen regression coefficients were significant at 
the 5% level. The results from the second experiment are very misleading since they appear to 
demonstrate a definite relationship between the fifty attributes and one output, i.e. between 
noise and noise. In summary, the results presented by Freedman show that standard statistical 
significance tests applied to regression models based on randomly generated data with many 
attributes can produce deceptive results. 
3.3.2 Results Obtained by Advanced Rule Construction Methods 
This section focuses on the experimental data used by Murthy and Salzberg (1995), and 
Quinlan and Cameron-Jones (1995) in their respective analyses. A summary of the relevant 
information is presented in table 3.2. Note that all the data sets that were considered by these 
authors are classification problems; 
The first column in table 3.2 indicates which data set was investigated. The second column in 
table 3.2 gives three properties of each data set, viz. the number of exemplars, the number of 
attributes and the number of output classes. The density ratio column indicates the ratio of the 
number of exemplars over the number of attributes for a particular data set. The fourth and 
fifth columns present the relevant testing accuracy and model complexity results obtained by 
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Murthy and Salzberg. These results were obtained by perfonning five-fold cross-validation on 
the given set of data. The results after tree pruning for both greedy tree induction as well as 
one-level lookahead are given. Dashes indicate that the particular data set was not 
investigated. Similarily, the sixth and seventh columns summarise the relevant results 
obtained by Quinlan and Cameron-Jones for greedy and layered rule construction. These 
results are the average over 500 runs for each data set. For each run the data were randomly 
split into two equal subsets, one for training and one for testing purposes. The accuracies 
given in column six are testing accuracies. 
Apart from the real-world data sets mentioned in table 3.2, Murthy and Salzberg (1995) also 
investigated a large number of synthetic data sets. Owing to the fact that these data had only 
two input attributes these results are considered too simple for further analysis. 
Schmitz (1999) studied the effects of lookahead using three synthetic data sets and two real-
world data sets. The relevant results of the experiments perfonned. by Schmitz. are . 
summarised in table 3.3. All problems except the sonar problem are regression problems. The 
sonar problem is a classification problem. The "Features" column gives the number of data 
and input attributes, respectively. For all problems half the data were used for training and 
half for testing purposes, with the exception of the furnace data set. For this data set 75% of 
the data were used for training and the remainder for testing. The ratio of number of 
exemplars over input dimensionality is given in the third column of table 3.3. Columns four 
through seven give the testing accuracy of trained set of fuzzy rules. The level of lookahead is 
defined as the number of axis-parallel hyperellipsoids, in other words fuzzy rules, which are . 
simultaneously constructed in addition to the current hyperellipsoids. 
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Murthy and Salzber2 (1995) Quinlan and Cameron-Jones (1995) 
Data Set Features Density Tree Accuracy (%) Number of Leaves Rule Accuracy (%) Number of Rules 
Ratio (Greedy I Lookahead) (Greedy I Lookahead) (Greedy I Layered) (Greedy ILayered) 
Promoters 10615712 1.9 - - 72.6175.4 8.315.5 
Breast Cancer 2861912 3.2 72.8169.4 4.71 113.5 71.2171.2 43.0129.4 
Labor Negotiations 5711612 3.6 80.6179.4 2.35 12.35 - -
Hepatitis 15511912 8.2 78.8177.5 3.5314.71 81.9180.9 14.3 110.4 
Lymphography 14811814 8.2 71.3 171.4 8.2418.83 77.9181.1 14.4110.4 
I 
Auto Insurance 20512416 8.5 - - 68.6168.9 33.4118.7 
Chess Endgame 55113912 14 - - 89.3189.7 44.0128.9 
Primary Tumor 339117121 20 - - 41.7141.5 59.8153.3 
Soybean 683135119 20 - - 88.3 187.6 39.4135.9 
Glass Identification 21411017 21 65.6165.0 14.7113.5 63.8165.9 27.3118.1 
Heart Disease 30311412 22 76.9175.3 8.24110.0 - -
Voting (version 1) 43511612 27 95.0195.0 5.3013.83 94.3194.4 14.3 110.9 
Voting (version 2) 43511512 29 86.9186.3 8.2416.24 - -
Credit Approval 69011512 46 - - 83.3 183.6 58.5131.7 
Pima Diabetes 7681812 96 - - 74.1 173.1 96.3150.1 
-----
-_._--
Table 3.2 Predictive Classification Accuracy and Model Complexity Results 
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Level of Lookahead 
Data Set Features Density Ratio None 2 Rules 4 Rules 6 Rules 
Sonar 208160 3.47 71.2 82.7 89.4 86.5 
Mackey-Glass 1001 4 25 99.89 99.91 99.08 99.93 
Furnace 1692110 169 65.1 70.6 72.8 71.9 
kine8nh 204818 256 52.6 54.1 52.7 53.2 
kine8nm 204818 256 76.4 78.7 81.4 82.3 
Table 3.3 Predictive Performance Using Different Levels of Lookahead 
Consider classification results reported by Murthy and Salzberg. It can be seen that the 
classification accuracy obtained by the greedy classification tree algorithm in all cases was 
either superior or comparable to that of the one-level lookahead algorithm. Murthy (1996, 
p.152) reports that these differences in accuracies are not statistically significant. In contrast, 
the layered search technique of Quinlan and Cameron-Jones obtains improved results in seven 
of the twelve problems investigated. The remaining results are either comparable or at worst 
1 % less than the classification accuracy obtained by the greedy algorithm. However, the 
author is of the opinion that the statistical technique used by Quinlan and Cameron-Jones to 
test the statistical significance of these results is unfortunately of questionable validity (see the 
footnote in section 3.1.3.2 for more infonnation) and should be handled with care. A one-
sided, paired t-test was therefore perfonned on only the twelve accuracy results given in 
column six of table 3.2. It showed that layered search generates marginally better results than 
simple greedy search with a 88.7% confidence level. 
Next, consider the accuracy results reported by Schmitz (1999) and presented in table 3.3. A 
one-sided, paired t-test was again perfonned over all the data sets to detennine whether 
lookahead gave improved predictive perfonnance over no lookahead. Note that for each data 
set the best lookahead result was compared to the result for no lookahead. It was found that 
lookahead produced results that were significantly superior (94.7% confidence) to those 
obtained using no lookahead. Lookahead obtained better results for each of the problems 
considered. 
In summary, results obtained from the literature indicate that a search methodology that is less 
greedy than simple greedy search is capable of generating accuracy results that are either 
comparable or significantly superior to those obtained by simple greedy search. 
Consider now the complexity results (in tenns of the number of tree leaves) reported by 
Murthy and Salzberg. These are presented in table 3.2 (column 5). Murthy and Salzberg 
(Murthy and Salzberg; 1995, p.l53) state that lookahead (with tree pruning) does not produce 
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less complex decision trees than simple greedy search with pruning does. What is interesting 
to note in table 3.2 is that in three of the four cases where the density ratio is 8.2 or less, the 
tree model complexity obtained using lookahead is worse than that of simple greedy search. 
In contrast, in three of the four cases where the density ratio exceeds twenty, lookahead 
produces simpler trees. 
The picture is clearer when one considers the complexity of the layered search method 
proposed by Quinlan and Cameron-Jones in comparison to the greedy rule construction 
technique. For each of the twelve problems investigated, the complexity of the rules derived 
using layered search is less than that of greedy search (the one-sided, paired t-test confidence 
level is 92.7%). In addition, the disparity between the model complexities is most pronounced 
for the two data sets (Credit Approval and Pima Diabetes) that have a density ratio exceeding 
45. Furthermore, Quinlan and Cameron-Jones also compare the rule models derived by the 
two methods in terms of so-called theory size. The theory size for a particular rule model is 
the total number of antecedents used in the rule model. Using this measure, rule models 
derived by layered search are again significantly simpler than those obtained through greedy 
search (98.9% confidence). 
In summary therefore results obtained from the literature indicate that less greedy search 
methods are capable of generating rule models that are significantly less complex that those 
derived by their greedy counterparts. This is especially true for problems where the density of 
data is relatively high. 
3.3.3 Reasons for the Apparent Poor Performance of Advanced 
Rule Construction Techniques 
It is argued that the poor results (especially in terms of predictive accuracy) obtained by the 
one-Ievellookahead decision tree algorithm in particular, and the layered search method to a 
lesser extent, are not principally because of the incapability of such methods to generate better 
decision trees or rules. Rather, it is predominantly as a result of two factors or reasons. 
The first is that the one-Ievellookahead method of Murthy and Salzberg is not tempered with 
additional search constraints. Such constraints are necessary to prevent the more flexible 
search technique from generating decision tree models that fit the training data well (better 
than greedy search methods do) but that do not generalise well to unseen data. The same 
argument has been put forward by Quinlan and Cameron-Jones (1995). They coin the phrase 
"oversearching" to describe the discovery by nongreedy search techniques of so-called 
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"fluke" models that fit the training data well but that generalise poorly. This argument is 
substantiated by the results presented by Quillian and Cameron-Jones as well as those 
presented in section 3.3.2. 
The second reason why advanced search techniques can struggle to obtain better results than 
simple greedy techniques is because of the poor choice of data sets that are typically 
examined in such comparative investigations. In particular, it is sometimes the case that the 
data of a particular problem are sparsely spread over the input space of the given problem. For 
example, Murthy and Salzberg examined a real-world "Labour Negotiations" data set 
consisting of 57 exemplars described by 16 attributes. It should be clear that these training 
exemplars are extremely sparsely distributed in the 16-dimensional attribute space of the 
problem. This makes it d~fficult for any modelling technique, including tree induction with 
lookahead, to discover the true underlying model represented by the data. This in turn means 
that it is difficult for nongreedy techniques to generate models that are appreciably better than 
those obtained with greedy methods. This argument is substantiated by the fact that the 
layered search method of Quillian and Cameron-Jones obtained the greatest decrease in model 
complexity (number of rules and theory size), in comparison to simple greedy search, for the 
two data sets with the highest density ratio. 
3.3.4 Conclusions 
In the light of the above analysis as well as the discussion presented in sections 3.1 and 3.2, 
the following conclusions can be drawn with respect to the limitations of current rule 
construction techniques: 
• Rule construction techniques that are not completely greedy and that are able to 
explicitly detect and utilise attribute interactions (typical in most chemical 
processes) during the search for a good set of rules can produce sets of rules that 
are significantly less complex than those obtained using greedy techniques. Ifboth 
. types of techniques generate rules using exactly the same representational 
language, reduced complexity implies improved rule comprehensibility and 
intelligibility. Furthermore, in most cases such rule sets have predictive accuracy 
that is comparable to the accuracy of rule sets obtained with greedy methods. A 
major problem with nongreedy search methods is the significant increase in 
computational complexity incurred by using such methods. 
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• The fragmentation and partitioning problems can have a significantly detrimental 
effect on both predictive performance as well as rule model comprehensibility. 
This is true'in the decision tree field, where training data partitioning occurs, as 
well as for those set covering techniques that use a "separate and conquer" 
approach to find a good set of rules. It has been empirically shown that algorithms 
that do not suffer from data set fragmentation can obtain significantly more 
accurate and in some cases smaller rule models. 
• In terms of both decision tree format as well as fuzzy rule format, the historical 
trend in the fields of tree induction and fuzzy modelling has been towards 
increasing the mathematical content of derived tree or rule models in order to 
improve predictive accuracy. In the author's opinion, the increase, in predictive 
accuracy (especially in terms of decision trees) usually does not justify the 
decrease in model comprehensibility and intelligibility. 
• Rule set complexity can be further reduced if internal disjunction in the 
antecedent part is allowed and the search for such rules is guided using intelligent 
search restrictions (e.g. BEXA). Intelligent search restrictions can also 
significantly reduce the computational complexity involved in finding internally 
disjunctive rules (Theron and Cloete, 1996). As far as the author is aware, with 
one or two exceptions (e.g, Yuan and Zhuang, 1996) internal disjunction is not 
used in fuzzy modelling as a means of improving accuracy without resorting to 
the use of mathematical constructs in fuzzy rules. In addition, no fuzzy modelling 
techniques, including genetic algorithm approaches, use search restrictions such 
as those of BEXA to either guide the search towards a good set of fuzzy rules or 
to reduce the computational complexity of fmding good rules. 
• As shown in section 3.3.2 and by Quinlan and Cameron-Jones (1995), advanced 
rule constructions techniques that use less-than-greedy search are capable of 
generating rule models that are more accurate and significantly less complex than 
those obtained by their greedy counterparts. This is especially true for techniques 
(e.g. the layered search technique) that use search restrictions or heuristics to 
intelligently control the search for the best rule model. 
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3.3.5 A Final Note ... 
Readers familiar with modem fuzzy modelling techniques will question the need to spend so 
much time on the issue of nongreedy search methods, as has been done here. Modem fuzzy 
rule construction techniques such as the FuGeNeSys (Russo, 1998) genetic algorithm 
(described in section 2.3.5.3) or the GRBF network of Karayiannis and Mi (1997) (described 
in section 2.3.6.5) typically optimise the entire set of fuzzy rules simultaneously and use the 
entire set of data at every optimisation step. This is in contrast to the relatively greedy, 
stepwise methodology used by many crisp set covering methods (e.g. BEXA (Theron, 1994)) 
or the recursive partitioning methods used in decision tree construction. (Note that the latter 
method inherently constructs rules one at a time in a greedy fashion and in isolation from 
other rules.) 
One of the aims of this fairly lengthy discussion of nongreedy search techniques is to make 
readers from the crisp decision tree and crisp set covering research fields aware that other 
research fields successfully utilise nongreedy search techniques to build "if ... then ... " rules. In 
the author's opinion there is currently relatively little communication between the crisp rule 
construction community and other communities (such as fuzzy rule modelling), especially 
with regards to improved rule construction search methods. 
In addition, the author found that relatively little work has been performed by researchers in 
the crisp rule building field to determine the merits and demerits of nongreedy search as a 
means of constructing rules. This discussion therefore has the secondary aim of comparing all 
of the more recent results that are available to the author with each other, and to in turn 
highlight possible areas of improvement. 
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Chapter 4 
The Combinatorial Rule Assembler 
In light of the conclusions presented at the end of chapter three, the Combinatorial Rule 
Assembler (CORA) algorithm is proposed. The CORA algorithm constructs models using the 
rules generated by an existing fuzzy rule construction technique in order to obtain a new set of 
rules with maximum predictive performance and improved human comprehensibility and 
intelligibility. The algorithm is predominantly designed to model regression problems but can 
also be used for classification problems. 
The CORA algorithm is based upon two existing algorithms. The first is Fritzke's Growing 
Neural Gas (GNG) radial basis function neural network training algorithm (Fritzke, 1994a) and 
the second is the Reactive Tabu Search (RTS) algorithm (Battiti and Tecchiolli, 1994a). The 
CORA algorithm first constructs a set of fuzzy rules using the GNG algorithm. Thereafter the 
antecedent parts of these fuzzy rules are combined using the RTS combinatorial optimisation 
technique to forma smaller set of fuzzy rules. Finally, this second set of rules is simplified with 
the aim of reducing rule complexity (and thus improve human comprehensibility) without 
significantly affecting overall predictive performance. 
The first part of this chapter describes the characteristic features of the neural network model that 
is generated by GNG training, such as automatic network size and structure identification, as 
well as topology preservation. Furthermore, the GNG algorithm can be used for both 
unsupervised attribute map learning and for supervised training of a radial basis function neural 
network. Those aspects of the supervised variant that are different from those of the 
unsupervised variant are also described, owing to their importance in the proposed combinatorial 
rule assembler algorithm. 
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As a precursor to the description of the RTS algorithm, two phenomena that are commonly 
found in the search space of nonlinear combinatorial optimisation problems are described. These 
phenomena are limit cycles and attractors. Subsequently the RTS methodology itself is 
described. Particular attention is paid to the so-called reaction mechanisms used by the R TS 
algorithm to handle the above-mentioned limit cycles and attractors. 
The next part of the chapter presents reasons why the GNG and RTS algorithms were chosen 
over other fuzzy rule construction techniques (e.g. clustering techniques) or combinatorial 
optimisation methods (e.g. genetic algorithms). 
The chapter ends with a discussion of the specific implementation details of the CORA 
algorithm. These include changes made to the GNG algorithm of Fritzke (1997), the way in 
which the combinatorial problem investigated by the RTS algorithm is defined and how the 
consequent of a fuzzy rule is calculated. The method by which membership functions are merged 
and simplified during fuzzy rule construction, as well as the criteria used to find the optimal size 
rule model, are also described. In addition, a description is given of the method by which the 
predicted output surface of the set of fuzzy rules is smoothed. Furthermore, this final chapter 
section describes how the number of trained and merged set of fuzzy rules is itself reduced, with 
the aim of deleting superfluous rules. Finally, the computational complexity of the CORA 
algorithm is discussed. 
4.1 The Growing Neural Gas Algorithm 
The Growing Neural Gas (GNG) algorithm (Fritzke, 1994a, 1995a) combines the growth 
mechanism of the· Growing Cell Structures (GCS) algorithm (Fritzke, 1992, 1994b) with the 
topology generation of the Neural Gas (NG) algorithm (Martinetz and Schulten, 1991). The 
GNG algorithm (Fritzke, 1994a) has two variants for training neural networks. The first variant 
uses unsupervised, self-organising, topology preserving learning to automatically determine both 
the structure and size of the neural network model. This capability is a distinct advantage over 
other unsupervised, self-organising learning methods such as Kohonen's self-organising feature 
map (Kohonen, 1982). Kohonen's method requires a predetermined network size and structure. 
Furthermore, both variants of the GNG algorithm construct a lateral connection structure 
between the nodes of the neural network model. The competitive Hebbian learning rule (Hebb, 
1949; Martinetz, 1993) is used for this purpose. In contrast to precursors of the GNG algorithm, 
suchas Fritzke's Growing Cell Structures algorithm (Fritzke, 1992, 1994b), the GNG algorithm 
can locally adapt the network architecture to the intrinsic dimensionality of the attribute 
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manifold. GNG network learning is thus able to generate a perfectly topology preserving 
attribute map, whatever the true input dimensionality of the training data. 
Consider a graph (network) G with vertices (neural nodes) i, I ~ i ~ n and edges (lateral 
connections). Let M c iJld be a given manifold of attributes in d-dimensional embedding space. 
Let S= {Ct, ... , cn} be a set of synaptic weight vectors, or pointers, Ci E M, each of which is 
attached to a vertex i of the graph G. Let A c S x S be the set of edges (lateral connections). 
Furthennore, let Vi={xEiJldl(llx-cill~llx-cjll, l~j~n)} be the Voronoi polyhedron 
belonging to Ci E M. IIx - cill is the activation of the i-th neural node with Ci as the centre of its 
receptive field upon presentation of an input signal x. Finally, let V/M) = Vi nM be the masked 
Voronoi polyhedron of Vi, I ~ i ~ n. The definition of a perfectly topology preserving map is as 
follows (see also Martinetz and Schulten; 1994; Bruske and Sommer, 1995b). 
• Two points Ci, Cj E S are adjacent on M if their masked Voronoi polyhedra V;(M), 
~(M) are adjacent (have some boundary points in common), i.e. V/M) n ~/M) =F 0. 
• The induced Delaunay triangulation Ds(M) of S, given the manifold M, is defined by 
the graph which connects two points Ci, Cj if and only if their masked Voronoi 
polyhedra V/M), ~(M) are adjacent. 
• The set S is dense on M if for each v E M the triangle ~(v, CiO, Cit) fonned by the 
pointer CiO, which is closest to v, the point Cit, which is second closest to v, and v 
itself lie completely on M. 
• If the distribution of points Ci E S is dense in M, then the graph G that is fonned by 
the competitive Hebb rule is the induced Delaunay triangulation Ds(M) of S, and 
hence fonns a perfectly topology preserving map of M. 
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Delaunay Triangulation Induced Delaunay Triangulation 
Figure 4.1 Two Ways of Deiming Proximity among a Set of Data Points 
Figure 4.1 illustrates the concepts of the Delaunay triangulation and the induced Delaunay 
triangulation in two dimensions. In the figure, the white bullets represent a subset of pointers of 
the above-mentioned set S. Each pointer is attached to a vertex of the graph G. The dotted lines 
represent the Voronoi diagram of the set of pointers. On the lefthand side of figure 4.1, the solid 
lines connecting the points represent the corresponding Delaunay triangulation (corresponding to 
a subset of A, the set of edges of G). The Delaunay triangulation connects vertices that have 
neighbouring Voronoi polyhedra. The induced Delaunay triangulation, depicted on the righthand 
side of figure 4.1, is obtained by masking the original Delaunay triangulation with the data 
distribution (represented by the two grey areas) of the problem under consideration. In the 
induced Delaunay triangulation two pointers are connected by an edge if the common border if 
their Voronoi polyhedra lies at least partially in a region where there are data. 
The supervised GNG variant is a combination of the above-mentioned, topology preserving! , 
self-organising learning method with a radial basis function neural network architecture for 
supervised learning. The radial basis function neural network has a single hidden layer and one 
1 Publications of the supervised GNG algorithm (Fritzke, I 994a, 1997) or its variants (Fritzke, 1995b) do not 
explicitly discuss the topology-preserving characteristics of the supervised GNG variant. Inspection of pictures 
presented in these pUblications that depict the topology of the trained radial basis function neural network's hidden 
layer indicate that there is topology preservation. It will therefore be assumed that the supervised GNG variant is 
topology preserving. In addition, adaptations (described in section 4.3.4.1) are made to the supervised GNG 
algorithm to bias the hidden layer topology towards that topology which would be obtained by the unsupervised 
GNG variant. 
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or more summation nodes in the output layer. The weights of the connections to the one or more 
output nodes are modifiabl~ constants. The radial basis function neural network is trained by two 
learning methods in parallel. The supervised GNG algorithm is used to train the hidden layer of 
the radial basis function neural network and the delta rule (Widrow and Hoff, 1960; Stone, 1986) 
is used to train the weights to the one or more output nodes. The supervised GNG algorithm 
determines both the structure and size of the hidden layer. 
4.1.1 The Unsupervised GNG Algorithm 
The unsupervised GNG algorithm builds a perfectly topology preserving attribute map from a set 
of training exemplars according to a competitive Hebbiail learning rule (Martinez and Schulten, 
1991; Martinez, 1993). The competitive Hebbian learning method generates a sub graph of the 
Delaunay· triangulation that is limited to those areas of the input space where training data are 
found. The goal of competitive learning here is the minimisation of the quantization error of the 
network model with respect to the set of training exemplars. 
The network model consists of so-called cell nodes. Each cell node is characterised by a 
reference vector c E 9{d where 9{d represents the d-dimensional attribute space. This reference 
vector indicates the position, or receptive field centre, of the cell node in input space. 
Furthermore, each cell node has an additional local error measure, or resource term, denoted r. 
The resource term is used to indicate which cell node has accumulated the most resource, or 
quantization error, during network training. This aspect is explained in more detail below. 
Between each two cell nodes there can exist a so-called neighbourhood connection. Let A denote 
the set of internode connections. A neighbourhood connection is characterised by an age term, 
defined as a, but is otherwise unweighted and undirected. These internode connections have 
nothing to do with the connections that are found in typical neural networks (Rumelhart, et al., 
1986). In particular, the connections do not indicate propagation of signals from one cell node to 
• 
the next. Rather, the connections are used to indicate which cell nodes are in the topological 
neighbourhood of each other. This is true for both unsupervised and supervised learning. 
function initialise 
S ~ {I, 2} (create two cell nodes with centres Cl and c-J 
Initialise Cl and C2 randomly from the set of training exemplars 
rl ~ r2 ~ 0 (set resource of each cell node to zero) 
A ~ 0 (no neighbourhood connections) 
Figure 4.2 Initialisation Function of the Unsupervised GNG Algorithm 
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The initialisation step of the unsupervised GNG algorithm, represented by figure 4.22, creates 
two cell nodes. The reference vector of each cell node is initialised randomly from the set of 
training exemplars. The initialisation part is followed by the main loop that continues execution 
until one or more stopping criteria are met. 
procedure unsupervised_ GNG 
initialise (see figure 4.2) 
repeat 
Randomly select x from the set of training exemplars 
w(x) ~ arg min IIx - cill for all Ci E S (determine winner and runner up) 
sex) ~ arg min IIx - cill for all Ci E (S- w(x)) 
if (w(x),s(x)) ~ A then (if connection does not exist, create one) 
A ~ Au {(w(x),s(x))} 
a(w(x),s(x» ~ 0 
rw ~ rw + IIx - cwll 2 
Cw ~ Cw + Ew(X - cw) 
for all i E Nw 
Ci ~ Ci + En(X- Ci) 
for all (w(x),i) E A 
a(w(x),i) ~ a(w(X),i) + 1 
(rw = resource term ofw(x)) 
(cw = reference vector of w(x)) 
(Nw = direct topological neighbours of w(x)) 
if a(w(X),i) > amax then (delete connections that are older than amaxJ 
Delete (w(x),i ) from A 
for all i E S 
If cell node i has no emanating connections then delete it 
if(nx mod A) = 0 then (nx is the number of exemplars seen thusfar) 
insert cell node (see figure 4.4) 
for all i E S 
ri ~ ri(1 - 13) 
until quantization error exceeds threshold or maximum iteration is reached 
Figure 4.3 Main Unsupervised GNG Procedure 
Figure 4.3 describes the main part of the unsupervised GNG algorithm. Given a training 
exemplar x, the winner w(x) among the existing cell nodes of the network is defined as the node 
with the nearest reference vector. The Euclidean nonn, represented by 11.11, is used to determine 
the distance between the reference vector C of each cell node and the training exemplar x. The 
runner up cell node that is second closest to x is defined as sex). 
2 In each of these figures conditional (e.g. if ... then ... ) and loop (e.g. repeat ... until...) operators are displayed in 
boldface. The ~ symbol represents the assignment operator. The statement x ~ y therefore means that variable x is 
assigned the value of variable y. Functions that represent compound statements are displayed in italicised boldface. 
Regular text summarises compound statements. Comments are italicised and enclosed in parentheses. 
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At the start of the iterative process, the algorithm first determines which two cell nodes are 
closest to a randomly chosen training exemplar. If nonexistent, a neighbourhood connection is 
created between them. Thereafter the squared Euclidean distance in attribute space between the 
current training exemplar x and the winner w(x) is added to the resource term rw of w(x). The 
next step of the algorithm adapts the reference vectors of w(x) and the set Nw of its direct 
topological neighbours by user-defined fractions ew and en, respectively. The age of each of the 
lateral connections of w(x) is then incremented. Those connections with ages greater than the 
user-defined threshold amax are deleted. If this results in cell nodes having no emanating 
connections, these nodes are also deleted. If the number of training exemplars, defmed as nx , 
seen by the network is an integer multiple of a user-defined parameter A., a new cell node is 
inserted. The final step of the loop decreases the resource term ri (1 ::::; i::::; n) of each cell node by 
a user-defined fraction f3. This operation is performed to stress the importance of recently 
occurred errors and to ensure that the magnitude of ri does not exceed the bounds of the numeric 
system of the computer on which the algorithm is programmed and executed. 
function insert cell node 
q +- arg max ri for all i E S 
t +- arg max ri for all i E Nq 
S+-Su {u} 
Cu +- O.5(cq + Ct) 
A +-A u {(q, u)} 
A +-A u {(t, u)} 
a(q. u) +- 0 
a(t. u) +- 0 
Delete (q, t) from A 
rq +- rq(l - a.) 
rt +- rtCl - a.) 
ru +- O.5(rq + rt) 
(determine max. resource node) 
(Nq = set of direct topological 
neighbours of q) 
(create cell node u with centre cJ 
(interpolate reference vector) 
(insert neighbourhood connections) 
(set connection ages) 
(remove neighbourhood connection) 
(interpolate resource) 
Figure 4.4 Unsupervised GNG Cell Node Insertion Function 
Figure 4.4 describes the function used to insert a new cell node into the network. The function 
first determines which cell node q and direct topological neighbour of q, cell node t, has the 
maximum accumulated resource. A new cell node u is then created. The centre Cu of u is 
interpolated from those of q and t. u is then inserted between q and t, and the neighbourhood 
connection structure is updated to reflect this. Thereafter the resource term of each of q and t is 
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decreased by a user-defmed fraction a. Finally, the resource r u of u is interpolated from those of 
q and t. 
Figure 4.S(a) to figure 4.5(d) illustrates how the unsupervised GNG algorithm sequentially 
updates the neural network by both adapting the network structure and increasing the network 
size in order to best approximate an attribute manifold. The manifold depicted in each of the four 
quadrants of figure 4.5 consists of a two-dimensional circle attached to a two-dimensional plate 
by a one-dimensional line. The plate in turn is attached to a three-dimensional box. A cell node is 
represented by a grey bullet. Lines between cell nodes are internode connections. As can be seen 
from the figure, as new cell nodes are added to the initial two (figure 4.5(a)), the network 
structure adapts to the manifold's intrinsic dimensionality, forming a topology-preserving map. 
(a) (b) 
(c) 
Figure 4.5 Unsupervised Learning of an Attribute Manifold 
Finally, inspection of the algorithm shows that the ageing of the neighbourhood connection 
structure is used to delete cell nodes that are not winning any training data. These deleted cell 
nodes can then be reallocated elsewhere in the network to better approximate the attribute 
manifold. In the algorithm considered here, a user-defined maximum number of cell nodes can 
be utilised by the GNG algorithm. In other words, once the maximum number of cell nodes has 
been allocated to the network, no more nodes are inserted unless one or more cell nodes are 
deleted during network adaptation. 
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4.1.2 The Supervised GNG Algorithm 
This section describes how the supervised GNG algorithm is used to learn the topological 
structure and size of the hidden layer of a radial basis function neural network. The hidden layer 
of the radial basis function neural network consists of cell nodes, each characterised by a 
reference vector C E md as well as a local error measure, or resource term r. Instead of 
accumulating quantization error as in unsupervised learning, the resource tenn stores the 
accumulated classification error or regression error of the cell node. The error in both cases is 
calculated as the summed, squared difference between the network output and the true output of 
the exemplar under consideration. The aim of storing regression or classification error is to 
identify cell nodes in regions of attribute space where the radial basis function neural network 
perfonns poorly. This information is used to update existing cell nodes and to decide where new 
cell nodes are to be inserted in the attribute space. 
Each cell node also has an associated kernel function. The kernel function chosen here is the 
hyperspherical Gaussian (described in section 2.1.2.2). The centre of the Gaussian is taken to be 
identical to the reference vector c of the cell node. The width, or variance, of the Gaussian is 
defined as cr. Since the Gaussian is hyperspherical, its width is the same in each attribute 
dimension. 
As before, there can exist a neighbourhood connection with age a between each pair of cell 
nodes in the hidden layer of the radial basis function neural network. These internode 
connections are not used for signal propagation through the neural network. Instead, the 
connections from the hidden layer to the output layer are used for signal propagation. These 
interlayer connections have modifiable constants as weights. There is a single summation node 
in the output layer, although the number of nodes can be increased for multidimensional output 
problems. The network output is therefore the weighted sum of all the input signals to the output 
node. 
The manner in which the winner cell node w(x) and the runner up cell node sex) for a particular 
training exemplar x are chosen is the same as that used for unsupervised training. The Euclidean 
norm is again used to determine the distance between the reference vector c of each cell node 
and the training exemplar x. The complete supervised GNG algorithm (Fritzke, 1997) is 
described in figures 4.6 through 4.8. 
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function initialise 
S ~ {I, 2} (create two cell nodes with centres CI and cLJ 
Initialise Cl and C2 randomly from the set of training exemplars 
rl ~ r2 ~ 0 (set resource of each cell node to zero) 
A ~ {(I, 2)} (connect cell node 1 and 2). 
a~O 
ltotal ~ 0 
n~O 
for all (1 ,i) E A 
ltotal = ltotal + Ilci - Cill 
n~n+ 1 
<JI ~ 't X ltotal/ n 
<J2 ~ <JI 
(set total length of connections to zero) 
(determine total length of connections) 
(count number of connections) 
(Gaussian width is 't times the mean length) 
(Gaussian widths of 1 and 2 are identical) 
Figure 4.6 Initialisation Function of Supervised GNG 
The initialisation function of the supervised GNG algorithm is described in figure 4.6. As before, 
two cell nodes are first created and initialised. Unlike the unsupervised version of the GNG 
algorithm, a connection is created between the two cell nodes to allow the width of the Gaussian 
of each cell node to be determined3. 
The main loop of the supervised GNG algorithm (figure 4.7) IS identical to that of the 
unsupervised version (figure 4.3) in all but three respects. The first is that instead of the 
quantization error, the summed, squared difference between the true output of the current 
training exemplar x and the output of the radial basis function neural network, with respect to x, 
is added to the resource rw of the winner cell node w(x). The second difference is that the weights 
of the connections from the hidden layer to the output layer of the radial basis function neural 
network are updated using the delta rule (Stone, 1986). This step is performed for each training 
exemplar x seen by the network. Note that in the initialisation step of the radial basis function 
neural network these weights are assigned random values in the range [0,1]. The third difference 
between the main loops of the two GNG variants is that different stopping criteria are used to 
exit the main loop. One criterion that has been used successfully in supervised training is the 
maximisation of performance on a validation set of data (Fritzke; 1997). 
3 Fritzke (1997) states that the width of the Gaussian of a cell node is calculated as the fraction 'tof the mean length 
of all connections emanating from the cell node. The first two cell nodes initially have no connections. The author 
has therefore adapted the supervised GNG algorithm described in Fritzke (1997) to first create a connection between 
the fIrst two cell nodes and thereafter initialise the widths of the respective Gaussians as mentioned above. 
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procedure supervised_ GNG 
initialise (see figure 4.6) 
repeat 
Randomly select x from the set of training exemplars 
w(x) ~ arg min I~ - cill for all Ci E 8 
sex) ~ arg min I~ - cill for all Ci E (8 - w(x)) 
if (w(x),s(x)) li!: A then 
A ~ A u {(w(x),s(x))} 
a(w(x),s(x» ~ 0 
, 2 rw~rw+llY-yll !Y = true output of training exemplar x) 
Cw ~ Cw + ew(x - cw) 
for all i E Nw 
!Y' = network output for training exemplar x) 
(Nw = direct topological neighbours ofw(x)) 
Ci ~ Ci + en (x - Ci) 
for all (w(x),i) E A 
a(w(X),i) ~ a(w(X),i) + 1 
if a(w(x),i) > amax then 
Delete (w(x),i ) from A 
for all i E S 
If cell node i has no emanating connections then delete it 
if (nx mod).,) = 0 then (nx is the number of exemplars seen thus far) 
insert celL node (see figure 4.8) 
for all i E 8 
ri ~ ri(1 -~) 
Update all connection weights to the radial basis function neural network output layer 
until maximum performanceon a validation set is obtained or maximum iterations completed 
Figure 4.7 Main Procedure of the Supervised GNG Algorithm 
The insert_cell_node function of the supervised GNG algorithm, described in figure 4.8, is 
identical to that of the unsupervised version (figure 4.4) in all but one respect. The supervised 
version includes a further adaptation step after the new cell node u has been inserted into the 
radial basis function neural network hidden layer and the connection structure has been updated. 
This step determines the width of the Gaussian of u and updates the widths of both q and t to 
accommodate u4• In particular, each cell node g,t and u is considered in turn. The width of the 
Gaussian of the given cell node is calculated as the fraction l' of the mean length of all 
connections emanating from the particular cell node. 
4 Fritzke (1997) does not explicitly state which cell nodes have the width parameter of their respective Gaussians 
updated when a new cell 'node is inserted into the radial basis function neural network's hidden layer. Furthennore, 
it is not explained whether Gaussian width updating occurs only when a new cell node is inserted or, for example, 
whenever a new training exemplar is presented to the radial basis function neural network. The algorithm described 
here is the one used in this dissertation. 
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function insert cell node 
- -
q ~ arg max ri for all i e S 
t ~ arg max ri for all i e Nq 
S~Su {u} 
Cu ~ O.5(cq + Ct) 
A ~A u {(q, u)} 
A ~A u {(t, u)} 
a(q, u) ~ 0 
a(t, u) ~ 0 
Delete (q, t) from A 
for all i e{q, t, u} 
ltotal ~ 0 
n~O 
for all (i,j) e A 
ltotal = ltotal + IIci - Cjll 
n~n+ 1 
crt ~ 't X It(Jtall n 
rq ~ rq(1 - a) 
rt ~ rll - a) 
ru ~ O.5(rq + rt) 
(Nq = direct topological neighbours of q) 
(consider each cell node q, t and u in turn) 
(determine total length of connections of i) 
(update Gaussian width of cell node i) 
Figure 4.8 Cell Node Insertion Function of the GNG Supervised Algorithm 
4.2 The Reactive Tabu Search 
4.2.1 Limit Cycle and Attractor Detection and Avoidance 
The Reactive Tabu Search (RTS) combinatorial optimisation technique (Battiti and Tecchiolli, 
1994a; Battiti, 1996) is based on the principles of tabu search (Glover, 1989, 1990; Reeves, 
1993). Tabu ~earch is a metaheuristic method that combines a modified hill-climbing procedure 
based on a set of elementary moves with a set of heuristics. The purpose of the heuristics is to 
avoid premature convergence at suboptimal solutions and to prevent the occurrence of cycles in 
the search pattern. This goal is realised by utilising a list of so-called tabu, or prohibited, moves 
that are derived from the recent history of the search process. These moves are typically the 
inverses of moves that have been executed in the most recent part of the search. 
The underlying assumption of this tabu list scheme is that suboptimal solutions found by the hill-
climbing component are better starting solutions than randomly chosen ones. This assumption 
has two conditions. These conditions are firstly that local optima must not become attractors of 
the search dynamics induced by the algorithm and secondly that limit cycles do not arise. 
Analogous to chaotic systems (Glendinning, 1994), a limit cycle for a nonlinear search process is 
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a search trajectory that follows a closed curve with a fixed period within the search space. In 
other words, the trajectory endlessly repeats a sequence of suboptimal solutions. 
Local optima are one possible form of attractor of search techniques that use hill climbing, viz. 
gradient descent techniques, to look for the global optimum. Such techniques will move to the 
same fixed point, or suboptimal solution, from a number of different starting positions if the 
search trajectory becomes trapped in the attraction basin of a local optimum. A second form of 
attractor is observed where the search trajectory is confined to a limited portion of the total 
search space. In this instance, unlike a limit cycle, the search trajectory does not follow a curve 
with a fixed period but still remains within a confined portion of the "total search space. 
The RTS scheme adapts the size of the list of tabu moves to avoid limit cycles. In particular, the 
R TS scheme has a fast reaction mechanism that increases the tabu list size if limit cycles are 
detected. Long lists of prohibited moves cause avoidance of cycles but constrain the search for 
optimal solutions. The. fast reaction mechanism is therefore. accompanied by a slower size 
reduction mechanism that reduces the list size when the search trajectory is in a region of the 
search space that does not exhibit limit cycles. 
A further long-term diversification mechanism is enforced by the RTS scheme when an attractor 
in the search space is encountered. If an attractor is detected the R TS scheme executes an escape 
procedure to force the search trajectory out of the discovered attraction basin. In the following 
section both the list-size adaptation mechanism as well as the mechanism to escape attractors in 
the search space are discussed in more detail. 
4.2.2 Summary of RTS Scheme 
Consider a combinatorial optimisation problem with a set F of feasible solutions with finite 
cardinality and a cost function E. Without loss of generality assume that E needs to be 
maximised (for a mirumisation problem take the negative of E). The neighbourhood N(f) of a 
particular solutionfis defined as the set of solutions that can be obtained by applying anyone of 
a set of elementary moves M to f, i.e. N(f) = {g E F I (g = ~(f), ~ EM)}. Consider the case 
where F is the set of all binary strings with finite length L. The elementary moves ~i (1 ~ i ~ L) 
change the i-th bit of the stringf= [Ii, .. . ,.Ii, ... ,iLl to [Ii, ... , j;, ... ,iLl where j; is the negation of 
the i-th bit, i.e.ji == (1 -.Ii). 
The combinatorial search starts from a randomly generated initial configurationf(O) (superscripts 
with parentheses signify quantities that depend on the search iteration). An iterative process is 
then followed. At a given iteration t of the search, the set of moves M is partitioned into the set 
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T (I) of tabu, i.e. prohibited, moves and the set A(t) of admissible moves. The set of prohibited 
moves is defined as T (I) = {~ E M such that its most recent use has been at time A(~) ~ (t -
T(/»)}. A(~) is defined in section 4.2.3. Consequently the set of admissible moves is 
A(t) = {~ E M such that its most recent use has been at time A(~) < (t - T (I») } . 
At t = 0 the partitioning is A(O) = M and T (0) = 0, viz. all moves are admissible. The modified hill 
climbing component then selects the best move ~(/) from A(t). The best move is the move that 
maximises E. Note that the best move is executed even if E decreases with respect to its previous 
value. The aim of this modification is to allow the hill climbing procedure to exit from local 
maxima. At the given iteration t, the successor to the current solution is obtained by applying the 
best move to the current solution:f(t+l) =~(/)(f(/») where ~(t) = arg max E(v(f(/»)) for all v E A(t). 
If more than one move results in the same maximum value of E, the move that is applied is 
randomly selected from those with the same E value. The set of solutions encountered by the 
above discrete search process is called a trajectory. 
After the execution of the move ~(/), both A(t) and r(/) are updated to prevent limit cycles from 
occurring and to ensure that A(t) is not empty, i.e. A(t) *" 0. The latter condition is enforced to 
allow the search process to continue indefinitely (if so desired). A simple example of a limit 
cycle that may occur if the move ~(t) is not prohibited in the next iteration is when the value of E 
of the new solution is less than that of the previously found solution, i.e. E(~(/)(t<t»)) < E(f(t»). In 
this instance, the modified hill-climbing component in the next iteration would choose the 
reverse move of ~(t). This would result in the original solution being obtained again. 
As mentioned in the previous section the size, defined as S, of the set T (I) of prohibited moves is 
dynamically adjusted, according to the local structure of the optimisation problem, to prevent 
such limit cycles. In detail, S must be greater than (R / 2) - 1 to make cycles of length R 
unattainable. The prohibition on moves must be cancelled again after a certain number of 
iterations because the moves can be necessary to reach the global maximum in a later stage of 
the search. In the RTS scheme the most recent iteration when each move Jli has been applied and 
each solutionf(/) encountered in the search trajectory is stored in memory with the most recent 
time that is was visited. 
4.2.3 The RTS Algorithm 
The structure of the RTS algorithm for the binary string combinatorial optimisation problem 
described above is summarised in figures 4.9 through 4.13. The following variables are defined. 
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sJ) is the size of the set of prohibited moves at iteration t. ts stores the last time S was modified. 
C represents the set of often-repeated solutions. Ravg is a moving average of the repetition 
interval. lb is the best solution found thus far. Eb is the value of the cost function for lb. 
Furthennore, define the functions A(J..1) as the last iteration when J..1 has been used, TI(f) as the 
last iteration whenfwas encountered and cD(f) as the number of time sf has been visited in the 
search trajectory. A(J..1) = -00 if J..1 has never been used. TI(f) = -00 iffhas never been encountered. 
cD(f) = 0 for all solutions at the start of the search process. 
function initialise 
t+- 0 
ts+- 0 
1--0) +- 1 
C+-0 
Ravg +- 1 
f(O) +- randomf E F 
lb +- f(O) 
. Eb +- E(f(O») 
Figure 4.9 RTS Initialisation Function 
(iteration counter ) 
(last time S was changed) 
(tabu list size) 
(set of often repeated solutions) 
(mOVing average of repetition interval) 
(randomly generate initial solution) 
(store best solution) 
(store best cost function value) 
Figure 4.95 summaries the initialisation function of the RTS algorithm. The tabu list size S is 
initialised with a small value (e.g. 1) and then adapted in reaction to the occurrence of repetitions 
in the search trajectory. The starting solution is generated randomly and stored as the current best 
solution. 
5 The pseudocode of the R TS algorithm is presented in the same notation used for the pseudocode description of the 
GNG algorithm. In addition, numerical constants (e.g. CHAOS) and Boolean values (e.g. DO_NOT_ESCAPE) are 
fully capitalised. 
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procedure RTS 
initialise 
repeat 
escape ~ checkJor_repetitions(/(/») 
if escape = DO_NOT _ESCAPE then 
/-I. ~ best_move 
else 
/(t+1) ~ /-1.(/(/) ) 
A(/-I.) ~ t 
t~t+ 1 
if E(/(/) ) > Eb then 
Eb ~ E(/(/») 
fb ~ /(/) 
(see figure 4.9) 
(see figure 4.11) 
(see figure 4.12) 
(A(/) and y(/) are implicitly updated) 
diversify_search (see figure 4.11) 
until Eb satisfies the stopping criterion or the maximum iteration is reached 
Figure 4.10 Main RTS Procedure 
The main loop of the RTS algorithm is described in figure 4.10. The loop iterates illltil Eb 
reaches an acceptable level or the user-defmed maximum number of iterations has been 
completed. The loop starts by calling the function checkJor_repetitions (figure 4.11). This 
function compares the current solution to those stored in memory that have been visited 
previously. Note that it is possible for a previously visited solution not to be stored in memory. 
This can happen if there is insufficient memory to store all solutions or the RTS algorithm has 
cleared the memory content (in particular see the function diversify_search (figure 4.13)). 
If checkJor_repetitions returns the Boolean ESCAPE a diversification procedure is executed. 
This procedure is described by the diversify_search function (figure 4.13). Alternatively, if the 
Boolean DO_NOT_ESCAPE is returned then the next move in the search trajectory is selected 
by the function best_move (figure 4.12) and applied to the current solution /(t). If the cost 
function value of the new solution exceeds Eb thenfb and Eb are updated to store the new best 
solution infonnation. The best solution found thus far is stored explicitly because the RTS 
algorithm clears the memory.storing the set of previously visited solutions when a diversification 
procedure (see ~ction diversify_search) is executed. 
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4.2.4 The RTS Reactive Mechanisms 
function check Jor _ repetitions(f) 
ifD(f) > -00 then 
else 
R +- t - D(f) (store time interval between visits to j) 
D(f) +- t 
<l>(f) +- <l>(f) + 1 
if <l>(f) > REP then 
C +- C U f (addfto the set of often-repeated solutions) 
if ICI > CHAOS then 
C+-0 
return ESCAPE 
if R < 2(L - 1) then 
Ravg +- 0.1 x R + 0.9 x Ravg 
1-t+1) = mineS/) x INCREASE, L - 2) 
ts +- t 
D(f) +- t 
<l>(f) +- 1 
(if the solution is not found, store it) 
if (t - ts) > Ravg then 
St+1) +- max(St) x DECREASE, 1) 
ts+- t 
return DO NOT ESCAPE 
- -
Figure 4.11 The RTS checkJor_repetitions Function 
The reaction mechanisms of the RTS algorithm modify the search trajectory to minimise the 
negative effects of limit cycles and attractors. The modifications are based on the past history of 
the search and cause possible changes to st) or the execution of a diversifying procedure. The 
former modification is performed by the function check Jor _repetitions (figure 4.11) and the 
latter by the diversify_search function (figure 4.13). 
checkJor_repetitions compares the current solutionfwith those solutions that have been visited 
previously and are stored in memory. Iff is in memory the last time that it was visited, D(f), 
and the repetition counter <l>(f) are updated. If the repetition count off is greater than the user-
defined threshold REP, f is added to the set C of often-repeated solutions. If the magnitude of C, 
ICI, is greater than the user-defined threshold CHAOS, the function immediately returns the 
Boolean value ESCAPE. 
If the repetition interval R is sufficiently short (R < 2(L - 1» for a binary string oflength L) limit 
cycles are discouraged by increasing st) by a constant factor INCREASE. After a number q> of 
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such fast reactions, the geometric increase (proportional to INCREASE Ql) will be sufficient to 
break any limit cycle. At least two moves must always be admissible to prevent the RTS 
algorithm from being unable to continue (Battiti and Tecchiolli, 1995b) and therefore an upper 
bound of L - 2 is set on Sl). 
A slower, long tenn reaction mechanism decreases Sl). Battiti and Tecchiolli (1995b) state that if 
this is not done then Sl) will remain large after a phase of the search containing many repetitions, 
even in later phases, when a smaller value of S/) would be sufficient to avoid short limit cycles. 
S/) is therefore multiplied by the factor DECREASE if it remains constant for a number of 
iterations greater than Ravg, the moving average of repetition intervals. 
function best move 
if V4(t)1 < 2 then 
SI) ~L-2 
ts ~ t 
/.I. ~ arg max E(V(/(/»)) for all v E A(t) (find best admissible move) 
if ASPIRATION then 
y ~ arg max E(v(/(t»)) for all vET (I) (find best tabu move) 
if E(V(/(/»)) > Eb and E(V(/(/»)) > E(/.I.(/(t»)) then 
/.I. ~ Y (update if best ever solution) 
return /.I. 
Figure 4.12 The besCmove Function of the RTS Technique 
The first part of the function besCmove, described in figure 4.12, checks that A(/) contains at least 
two admissible moves to ensure that the search process can continue. Thereafter each admissible 
move is tested on the current solution. The newly generated solution with the greatest E value is 
stored in /.I.. If the Boolean variable ASPIRATION is set to true then those moves that are 
currently tabu are also evaluated. If any of these moves generate a solution that has a greater E 
value than both that of the solution produced by /.I. and Eb, then /.I. is replaced by this move. The 
relaxation of the tabu status of this move is permissible since it is clear that repetitions are 
avoided (the new solution has never been seen before). 
If the value of escape in the RTS algorithm main loop (figure 4.10) is ESCAPE then the 
diversify_search function is called. This function is described in figure 4.13. The fast and slow 
reaction mechanisms of checkJor_repetitions (figure 4.10) that adapt S/) are in some cases not 
sufficient to guarantee that the search trajectory is not confmed within a limited portion of the 
search space. When this occurs, the function diversify_search executes a "random walk". The 
random walk consists of a number of randomly chosen moves. The number of random moves is 
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the minimum of either (1 + Ravg / 2) or the total number of possible elementary moves from the 
current solution. The execution time of each random step is recorded (A(Jl)~ t) so that they 
become tabu. This discourages the search trajectory from returning to an old region in the search 
space. Note that II and CD but not Ravg and SI) are cleared before the random walk is executed. 
function diversify_search 
Clear the memory structures II and CD 
Q +- {min(l + Ravg /2, 1M! )} moves sampled randomly from M} 
for all (j E Q (perform random walk) 
f(t+l) +- ~(f(')) 
A(Jl)+- t (A(') and T') are implicitly updated) 
t+-t+1 
if E(f(')) > Eb then (update if best solution ever found) 
Eb +- E(f(')) 
Jb +- j(t) 
Figure 4.13 The RTS diversify_search Function 
4.3 The CORA algorithm 
This section describes the CORA algorithm in more detail. The first part (section 4.3.1) gives a 
short overview of how the CORA algorithm combines the GNG radial basis function neural 
network training algorithm with the RTS combinatorial optimisation technique to build fuzzy 
rules. Thereafter the rationale behind the particular choice of radial basis function neural network 
training algorithm and combinatorial optimisation technique is discussed in sections 4.3.2 and 
4.3.3, respectively. 
The second part of section 4.3 explains the specific implementation details of the CORA 
algorithm. In particular, section 4.3.4.1 and 4.3.4.2 describe how the GNG algorithm and the 
R TS technique have been altered to perfonn fuzzy rule generation and simplification. Section 
4.3.4.3 describes how the perfonnance, or fitness, ofa solution that has been found by the RTS 
technique is calculated. Section 4.3.4.4 discusses the method used to simplify the antecedent part 
of a fuzzy rule in more detail. Section 4.3.4.5 describes how the set of trained and simplified rule 
is further reduced by ignoring superfluous rules. Thereafter section 4.3.4.6 describes the method 
used to smooth the predicted output surface of the fuzzy rule set. Section 4.3.4.7 describes how 
fuzzy rule overlapping in the attribute space is discouraged. Finally, sections 4.3.4.8 through 
4.3.4.10 discuss the computational complexity of the CORA algorithm as well as the algorithmic 
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enhancements that have been implemented to reduce the algorithm's computational complexity· 
and improve training speed and capability. 
4.3.1 Overview of the CORA Methodology 
4.3.1.1 Membership Function Construction Using the GNG Algorithm 
The CORA algorithm constructs a set of fuzzy rules as follows. A variant of the GNG algorithm 
is first used to train a radial basis function neural network. This particular network structure 
contains one hidden layer and a single summation node in the output layer. Cell nodes with 
hyperspherical Gaussians are used exclusively in the hidden layer. No normalisati6n is 
performed. This has the advantage that outliers in the data do not activate any Gaussian very 
much and therefore have little adverse affect on the overall network performance (Fritzke, 
1994b). 
The radial basis function neural network is then translated into a set of purely conjunctive ath_ 
order Sugeno rules. Specifically, the Gaussian of a given cell node forms the antecedent part of a 
rule and the weight of the connection between the cell node and the output node is the rule 
consequent. The hidden layer connection structure that has been created by the GNG algorithm is 
stored for later use by the R TS algorithm. The connection structure indicates which cell nodes in 
the hidden layer of the trained network are topological neighbours of each other (and therefore 
overlap) in the attribute space of the current problem. In addition, the magnitude of attribute 
space overlapping is also recorded for later use (see section 4.3.4.7 for details). 
4.3.1.2 Rule Antecedent Assembly with the RTS Algorithm 
Next, the antecedent parts of each fuzzy rule are broken up and distributed amongst a fixed, user-
defined number of new fuzzy rules. There are fewer of these new fuzzy rules than were 
originally obtained from the radial basis function neural network. Specifically, the one-
dimensional membership functions of an original fuzzy rule are distributed individually among 
the new set of fuzzy rules. The antecedent part of a new fuzzy rule therefore contains 
membership functions taken from a number of original, GNG-created fuzzy rules. This implies 
that the antecedent part of each new fuzzy rule can contain internal disjunction. 
The RTS algorithm is then used to repeatedly exchange these membership functions among the 
fixed set of new fuzzy rules. The problem of finding the best partitioning of membership 
functions between the fixed set of fuzzy rules is modelled as a set covering problem. 
Specifically, one membership function from each of two rules is swapped with the other. Note 
that the total number of membership functions of each fuzzy rule remains constant. After each 
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swap of a pair of membership functions between two rules, the consequent of each fuzzy rule is 
determined using a linear regression technique. The aim of this iterative process is principally to 
find membership functions swaps that improve the accuracy of the set of rules. The RTS 
algorithm selectively implements swaps that improve the rule set performance, i.e. minimise the 
rule model fitness, with the aim of finding the best combination of membership functions 
amongst the fixed set of fuzzy rules. Repeated swapping continues until an acceptable level of 
predictive performance is attained or a user-defined maximum number of search iterations has 
been completed. 
Of particular importance is that only certain membership function, swaps are permitted. The 
choice of permissible swaps is based on the adjacency matrix infonnation obtained from the 
GNG-trained radial basis function neural network. In essence, swaps are permitted only when 
they place a membership function in a fuzzy rule where at least one of the existing membership 
functions of the rule is in the direct topological neighbourhood of the candidate swap 
membership function. In other words, a membership function..,is only swapped to a rule if it is in 
the direct topological neighbourhood (i.e. overlaps with) of any of the membership functions 
currently assigned to the antecedent part of the fuzzy rule. This overlapping requirement must be 
valid for both fuzzy rules under consideration. The dual purpose of this swap restriction is first to 
bias the swapping process towards creating fuzzy rules with highly overlapping membership 
functions in each attribute dimension. Second, restricting swaps significantly reduces the 
combinatorial search space that the RTS algorithni must investigate (this latter property will be 
examined in more detail in chapter five). 
4.3.1.3 Fuzzy Conjunction and Disjunction Operators Used 
The initial set of fuzzy conjunction and disjunction operators that was used to determine the 
firing strength of a fuzzy rule given a training exemplar were respectively the min and max 
operators (Klir and Yuan, 1995; Kasabov, 1996). These will be hereafter defined as the Zadeh 
fuzzy operators. In the author's opinion, these Zadeh operators are the most easily understood 
fuzzy logic conjunction and disjunction operators. Unfortunately, preliminary experimentation 
showed that use of these operators produced inferior (i.e. poorer predictive accuracy) models to 
those obtained using other types of operators, the fuzzy operators. proposed by Yu (1985) in 
particular. The fuzzy operators proposed by Yu will be defined as the Yu operators hereafter. 
It is argued that the reason for this disparity in performance is owing to the nature of the Zadeh 
operators. Consider figures 4.14 and 4.15. These figures show the results of disjunction and 
conjunction, respectively, if either Zadeh or Yu fuzzy operators are used. Both figures show that 
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the Zadeh operators generate curves that are sharply peaked and discontinuous in the first 
derivative. In contrast, the curves generated by the Yu operators are smooth and do not exhibit 
peaked or spiky regions. It is hypothesised that if the CORA algorithm employs Zadeh operators, 
the algorithm specifically uses these spiky regions to generate improved rule models. As will be 
empirically shown in chapter 6, rule models constructed on this basis are capable of obtaining 
better training accuracy than models based on Yu operators. However, it was found that such 
models exhibit poorer generalisation performance on unseen data in comparison to models based 
on Yu operators. The CORA algorithm therefore by default employs Yu fuzzy operators. 
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Figure 4.14 Zadeh Disjunction Operator vs. Yu Disjunction Operator6 
15 
6 In each figure, two one-dimensional Gaussian membership functions are placed next to each other. These are 
represented by the dotted lines. The solid lines represent the results of the disjunction and conjunction operations. In 
figure 4.14, the top solid line is the result of the Yu disjunction operation and the bottom line of the Zadeh 
disjunction operation. In figure 5.15, the top solid line represents the result of the Zadeh conjunction operation and 
the bottom solid line represents the result of the Yu conjunction operation. 
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Figure 4.15 Zadeh Conjunction Operator vs. Yu7 Conjunction Operator 
4.3.1.4 Membership Function Merging and Rule Reduction 
, 
, 
" 
.................... 
15 
The next stage of the CORA algorithm considers each fuzzy rule in turn. In each attribute 
dimension of the rule antecedent part, those sets of membership functions that are highly 
overlapping are merged with each other into single membership functions. The dual purpose of 
this merging exercise is first to simplify the antecedent part of each fuzzy rule. This increases the 
comprehensibility of the set of fuzzy rules. Second, the number of membership functions is 
reduced. This means that if the new set of membership functions is presented to the RTS 
algorithm for further membership function swapping, the size of the corresponding 
combinatorial problem is diminished. Such membership function merging and continued search 
for an optimal partitioning of membership functions would continue until an acceptably 
comprehensible and accurate set of rules is generated. 
The final stage of the CORA algorithm performs subset selection to determine the optimal subset 
of the trained and merged fuzzy rules. Rules that do not significantly contribute to the training 
accuracy of the rule model are discarded. The number of rules that are discarded is determined 
7 The Yu conjunction and disjunction operator functions each use a single parameter. A value of -D.99 is used for 
both functions so that the Yu operators approximate the minimum and maximum nature of the Zadeh operators as 
best possible without generating sharply peaked or spiky results. The value of -D.99 is used throughout this 
dissertation. 
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either by the user or according to a user-defmed limit on the amount of training accuracy that 
may be lost. 
4.3.2 Reasons for Using the Growing Neural Gas Algorithm 
The reasons for using the GNG algorithm are as follows. First, as described in section 4.1, the 
GNG algorithm generates a perfectly topology preserving map. In a geometrical sense, the 
multidimensional Gaussians of the cell nodes of the network's hidden layer will form a map that 
approximates the manifold formed by the training data in attribute space. This will occur even if 
the manifold defined by the data contains disjoint regions. In addition, each Gaussian can be 
viewed as representative of the data that it wins. The corresponding membership functions can 
therefore be viewed as building blocks with which attribute space regions that are homogeneous 
in the output space can be built. 
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Figure 4.16 Membership Function Merging using GNG generated Radial Basis Functions 
As an illustration, examine figure 4.16. First, consider the lefthand side of the figure. The solid 
stars and bullets represent the data in attribute space of a two attribute, classification problem 
with two output classes (stars and bullets respectively). Assume that the four circles each 
represent a contour line of a two-dimensional Gaussian. Those Gaussians that predominantly 
cover stars have dotted contour lines. The Gaussian that predominantly covers solid bullets has a 
solid contour line. The corresponding one-dimensional membership functions of each Gaussian 
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are represented by the one-dimensional Gaussian functions projected on the two attribute axis 
lines. The three lefthand Gaussians cover a region in the output space that is homogeneous (i.e. 
has data with only the star class label as output). As shown on the righthand side of the figure, 
the membership functions of these Gaussians can be used as building blocks and merged to form 
a single, roughly hyperellipsoidal region in attribute space. 
Second, GNG training generates a neighbourhood connection structure between cell nodes. The 
thick, solid lines running between the centres of each contour circle in figure 4.16 represent such 
neighbourhood connections. These neighbourhood connections can be used to quickly determine 
which Gaussians, and in turn membership functions, are in the topological neighbourhood of 
each other. The connections therefore indicate which Gaussians or membership functions most 
likely overlap in attribute space. As described in section 4.3.1.2, this connection· structure is used 
to determine which membership function swaps are permissible. 
Third, competitive Hebbian learning, used by the GNG algorithm, has been shown to generate a 
sub graph of the Voronoi tessellation corresponding to the current set of cell node centres 
(Fritzke, 1997). Voronoi tessellation is among all triangulations the best for function 
interpolation (Omohundro, 1990). Fuzzy rules derived from a GNG-trained radial basis function 
neural network should therefore possess good interpolative properties (see for example the 
experiments of Berlich, et al. (1996)). 
Fourth, precursors and variants of the GNG algorithm have exhibited better performance In 
comparison to other algorithms on a number of problems. The GNG-trained radial basis function 
neural network with local linear mappings (Fritzke, 1995b), the GCS algorithm (Fritzke, 1994b) 
and the DCS-GCS algorithm (Bruske and Sommer, 1995a, 1995b) obtained significantly better 
accuracy than a number of other neural network architectures and training methods (e.g. 
multilayer perceptrons, k-nearest neighbour) on a ten-dimensional vowel recognition 
classification problem 8. 
Fifth, GNG learning can be programmed to automatically and easily change from unsupervised 
training to supervised training. The primary change that must be made is that the type of resource 
8 The best GCS generalisation result was 67% correct and the best DCS-GCS result was 65% correct. The best 
multilayer perceptron obtained 51 % classification accuracy and the k-nearest neighbour technique obtained 56% 
accuracy. These results were reported in Bruske and Sommer (1995b). The GNG variant with local linear mappings 
attained a best generalisation accuracy of 66% (see Fritzke, 1995b) although this result was not consistently 
obtained. 
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that is stored by each cell node must be altered from unsupervised quantization error to 
supervised network output error. In addition, Gaussian width updating must take place m 
supervised learning when new cell nodes are inserted into the radial basis function neural 
network's hidden layer. 
Sixth, the GNG algorithm does not suffer from the problems of greedy search or data 
fragmentation typical of decision tree or crisp set covering approaches (see the discussion 
presented in chapter 3). All the fuzzy rules generated by the GNG algorithm are continually 
evaluated and optimised using all the training data. 
4.3.3 Reasons for Using the Reactive Tabu Search Technique 
The following are the reasons why the RTS technique is used instead of techniques such as the 
genetic algorithm. First, apart from being NP-complete (Garey and Johnson, 1979), the particular 
set covering problem that needs to be solved is nonlinear. An efficient search technique that can 
handle nonlinearities in the solution space is therefore required. The RTS technique is such a 
technique specifically designed for nongreedy search through nonlinear solution space. 
Second, an optimisation technique is required that can efficiently manage the particular 
membership function swap restrictions described in section 4.3.1. It will be shown in the 
empirical study presented in chapter 6 that the number of permissible swaps is significantly less 
than the total number of possible swaps for a given fuzzy rule configuration. The typically 
stochastic nature of the crossover and mutation operators used by the genetic algorithm (see 
section 2.3.5.1) to search for an optimal solution makes it difficult for this algorithm to restrict 
swaps to those that are permissible. If the genetic algorithm were not forced to make permissible 
swaps only, some artificial cost function would need to be used to compel the genetic algorithm 
to build attribute space regions that are homogeneous in the output space. In the author's 
opinion, it would be difficult to create such a cost function. Another option would be to create 
heuristic feasibility operators that convert an infeasible configuration (constructed using swaps 
that are not permissible) into a feasible one (see e.g. Beasley and Chu, 1996). This would again 
be difficult, as it is hard to determine how best to move from an infeasible configuration to a 
feasible configuration without significantly changing the covering and accuracy characteristics 
displayed by the infeasible configuration. In contrast to these problems, the deterministic nature 
of the RTS technique makes it relatively easy to restrict membership function swaps to those that 
are permissible only. 
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Third, a number of comparative studies between tabu search variants and other combinatorial 
optimisation techniques have· been published. Sinclair (1993) studied simulated annealing, 
genetic algorithms, tabu search, the Great Deluge algorithm and the Record-to-Record Travel 
algorithm using thirty-seven data sets obtained from experiments involving hydraulic turbine 
runner balancing. Sinclair found that tabu search obtained the best solutions but at the cost of 
long running times. 
Battiti and Techiolli (1994b) compared the results obtained by simulated annealing.,and the RTS 
technique to each other using five quadratic assignment problems. R TS obtained comparable or 
better solutions for four of the five problems and a significantly worse solution for the fifth 
. problem. At equivalent running times, RTS obtained significantly better results for all tasks. 
Battiti and Techiolli (1995a) extensively examined the results obtained by the RTS algorithm 
(with the aspiration strategy employed), repeated local minima search, simulated annealing and 
two genetic algorithm variants on eight small and four large, randomly generated N-K problems 
(Kaufmann and Levin, 1987). The results are summarised in table 4.1. The table gives the 
number of times a global optimum was obtained by the respective algorithms. For the large 
problems, the optimum was assumed to be the best result obtained by any algorithm. On both the 
small and large N-K problems, the variance in solutions found varied least with RTS and most 
with genetic algorithms. 
Optimisation Technique Global Optima Found Global Optima Found 
on Small N-K Problems* on Large N-K Problems** 
Repeated Local Minima Search 256 0 
Simulated Annealing 225 1 
Two Genetic Algorithm Variants 46 and 9 0 and 0 
RTS 251 (RTS with aspiration) 3 (RTS without aspiration) 
Table 4.1 Performance of Combinatorial Search Methods on N-K Problems 
* Each algorithm was run 32 times on each small problem (i.e. a total of256 times) 
** Each algorithm was run 32 times on each large problem but only average results were 
reported by Battiti and Techiolli (1995a). The table therefore gives the number oftimes out of 
four that the given algorithm found the best solution. 
Next, Battiti and Techiolli (1995a) studied the performance of repeated local minima search, 
simulated annealing, genetic algorithms, neural networks and four RTS variants on 300 
randomly generated, small multiknapsack problems as well as eight large multiknapsack 
problems. The results are summarised in table 4.1. For the large problems, the optimum was 
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assumed to be the best result obtained by any algorithm. The relatively poor perfonnance of the 
neural network on the small multiknapsack problems is primarily because the neural network 
used by Battiti and Techiolli mostly found solutions that violated problem constraints and were. 
therefore invalid. As shown in table 4.2, RTS found the best solution six out of eight times and 
the neural network two out of eight times (beating RTS by a nominal 0.1-0.2%). Simulated 
annealing never found the best solution but obtained solutions that were on average between 
0.5% and 1.0% poorer than the best solution found. 
Optimisation Algorithm 
Repeated Local Minima Search 
Simulated Annealing 
Genetic Algorithm 
Neural Network 
Best R TS Variant 
Global Optima Found in 
Small Multiknapsack 
Problems* 
178 
189 
247 
69 
244 
Global Optima Found in 
Large Multiknapsack 
Problems** 
o 
2 
6 
Table 4.2 Performance on Small and Large Multiknapsack Problems 
* The number oftimes that the global optimum is found out of 300 times is given. 
** Each algorithm was tested eight times only on each large multiknapsack problem. The table 
gives the number of times out of eight that the given algorithm found the best solution. 
Repeated local minima search and genetic algorithms were not evaluated because these were 
reported by Battiti and Techiolli (1995a) to be too slow to find satisfactory solutions in 
acceptable computation time. 
Finally, repeated local minima search; simulated annealing, genetic algorithms, neural networks 
and RTS were studied using small and large, strongly correlated, multiknapsack problems. See 
Martello and Toth (1990) for details on such problems. Table 4.3 summarises the results 
obtained for the strongly correlated problems. The relatively poor perfonnance of the neural 
network on the small problems is again ascribed to the fact that most solutions found by the 
neural network violated problem constraints. On the eight large, strongly correlated problems 
that were considered, simulated annealing, and neural networks in particular, perfonned better 
thanRTS. 
In summary, the comparative studies indicate that tabu search more often finds the global 
optimum or the best-known solution in comparison to any of the other techniques considered. In 
addition, if the global optimum is not found tabu search (RTS in particular) obtains results that 
exhibit less variance than those of other techniques. 
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Optimisation Algorithm Global Optima Found on Global Optima Found on 
Small, Strongly Correlated Large, Strongly Correlated 
Problems* Problems** 
Repeated Local Minima Search 15,68, all -
Simulated Annealing 4, 22, all 0(-0.49%) 
Genetic Algorithm 29, 69, all -
Neural Network 0,0, 16 8 
RTS 15,38, all 0(-1.1%) 
Table 4.3 Algorithm Performance on Strongly Correlated Tasks 
* The three figures respectively give the number of global optima found, the number of 
solutions found that were within 99% of the global optimum and the number of solutions 
found that were within 95% of the global optimum. The experiment evaluated 100 randomly 
generated problems in total. 
* * Repeated local minima search and genetic algorithms were not evaluated because these were 
reported by Battiti and Techiolli (1995a) to be too slow to find satisfactory solutions in 
acceptable computation time. The table gives the number of times out of eight that the 
algorithm found the best solution. The best solution was assumed to be the best result 
obtained by any algorithm. The numbers in parentheses indicate the average difference 
between solutions found by the given algorithm and neural networks. 
4.3.4 Implementation Details of the CORA Algorithm 
4.3.4.1 Changes Made to the GNG Algorithm 
This section describes the changes made to the GNG algorithm that is used to train the single 
hidden layer of the radial basis function neural network. A modification made to the learning 
method of the weights to the single, output summation node is also described. A change has also 
been made to the manner in which the "right-sized" radial basis function neural network model is 
found. One of the criteria that is used is the same as the one used to detennine how much fuzzy 
rule simplification through membership function merging must take place. Consequently, a 
description of these criteria is postponed until the method by which the antecedent parts of fuzzy 
rules are simplified has been described (see section 4.3.4.4). 
Both unsupervised learning and supervised learning are used one after the other to train the 
hidden layer of the radial basis function neural network. The purpose of such learning is to bias 
the hidden layer topology towards being topology preserving. A user-defmed fraction of the total 
number of cell nodes available to the GNG algorithm is first trained using unsupervised learning, 
as described in section 4.1.1. The method of new node insertion has been slightly changed. The 
particular method used is identical to that followed by the DCS-GCS algorithm (Bruske and 
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Sommer, 1995b). Both the centre and resource of the new node are determined based on the 
proportion of resource currently allocated to the node with the maximum resource and its 
neighbour with the most resource. Figure 4.17 summarises the new insert_ cell_ node function 
that is used. The primary purpose of this change is to alter the network so that it reflects resource 
allocation after new node insertion as if the new node had been inserted from the start of 
training. A secondary purpose is to reduce the number of user-defined parameters required by the 
GNG algorithm. The changes in the way· in which resource is reallocated and the new node 
reference vector is initialised are also used in supervised learning. 
function insert cell node 
q ~ arg max ri for all i E S 
t ~ arg max ri for all i E Nq 
S~Su {u} 
a~rq/(rq+rt) 
Cu ~ cq + a(cq - Ct) 
ru ~ 0.5(a x rq + rtC1 - a)) 
A ~A u {(q, u)} 
A ~A U {(t, u)} 
a(q, u) ~ 0 
a(t, u) ~ 0 
Delete (q, t) from A 
rq ~ rq(l - O.5a) 
rt ~ rt(1 - 0.5(1 - a)) 
(determine maximum resource node) 
(Nq = set of direct topological neighbours of q) 
(create cell node u with centre cuJ 
(calculate ratio of resource allocated to q and t) 
(calculate reference vector of new node) 
(calculate resource of new node) 
(insert neighbourhood connections) 
(set connection ages) 
(remove neighbourhood connection) 
(update resource of maximum resource node and 
neighbour with maximum resource) 
Figure 4.17 Adapted inserCcell_node Function of the GNG algorithm 
After unsupervised training has been completed, the radial basis function neural network is 
prepared for supervised training. The initialisation function that is used is very similar to the one 
described, in figure 4.6, with the exceptions that no new cell nodes are created and no 
neighbourhood connections are formed. Rather, the existing (at least two) cell nodes and 
connection structure are used. In the calculation of the width of each hyperspherical Gaussian, 
the 't parameter is set to one9. As described in figure 4.6, the resource of each cell node is reset to 
unity. The reason for this is that the network output error is used in supervised learning, instead 
of the quantization error. Other minor details of network initialisation are that the weights of the 
connections between the hidden layer and the output layer are assigned random values in the 
range [0,1] and that the network bias term is permanently set to zero. 
9 Experimentation with different values of't showed that the value of one resulted in the best network performance 
in terms of predictive accuracy and number of cell nodes used. 
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After initialisation the network continues to train using supervised learning (described in section 
4.1.2). Two enhancements to the supervised GNG algorithm have been implemented. 
Specifically, if the number of training exemplars seen by the network is an integer multiple of a 
user-defined parameter 11, two functions are called. 
The fust function recalculates the width of the Gaussian of each cell node in a fashion identical 
to that used during network initialisation after unsupervised training ( described above). The aim 
of this exercise is to ensure that Gaussian widths will tend towards unifonnity, rather than being 
very large or very small. In addition, Gaussian width updating ensures that no Gaussian 
pennanently covers a smaller Gaussian of some other cell node. This latter phenomenon can 
happen if cell nodes move around significantly without new nodes being added to the network. 
The second function uses a linear regression method called (amongst other names) Cholesky 
decomposition (Datta, 1995) to detennine the optimal values for the weights to the network 
output layer. This regression technique will be described in more detail in section 4.3.4.3. The 
purpose of optimal weight calculation is threefold. The first purpose is to speed up network 
training by assisting the nonnally used delta method. The second purpose is to quickly 
incorporate the influence of the above-mentioned Gaussian width updating into the calculation of 
the outgoing weights. The third purpose is to prevent the delta method from finding weights with 
overly large magnitude. 
4.3.4.2 Implementation Details of the RTS Technique 
Three remaining issues need to be addressed with regard to the RTS technique. The first issue is 
the method used to initially distribute the set of membership functions obtained from the GNG-
trained network amongst the fixed set of new fuzzy rules. One of two methods can be used. 
The first method that can be employed clusters the original fuzzy rules obtained from the 
network according to the consequent (i.e. weight to the output layer) obtained for each of these 
fuzzy rules. There is the same number of clusters as there are new fuzzy rules. The membership 
functions of each cluster are then defined as the initial antecedent part of a new fuzzy rule. In 
other words, a new fuzzy rule is initially constructed from membership functions that belong to 
original fuzzy rules with roughly the same consequent. The second method that can be employed 
assigns the same number of membership functions to each fuzzy rule. Membership functions are 
randomly selected from the pool of unassigned membership functions. 
The second method is used by default. The reason for this is that it was found that the first 
method on some problems assigned few membership functions to some rules and many 
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membership functions to others. Such a form of initialisation was found to generate inferior rule 
models in comparison to ones formed using the second initialisation method. 
The second issue that needs to be addressed is the manner in which previously seen solutions are 
stored in memory. A hash table based on a double hashing function (Heileman, 1996) is used for 
this purpose. The hash key is generated using the membership function configuration of the 
particular solution. The following solution attributes are stored in memory. They are the solution 
cost function value, the last time the solution was found and the number of times the solution has 
been found. The membership function configuration itself is not stored in memory, owing to 
excessive memory requirements. 
The hash key is not unique for problems that have a large number of possible different 
" 
membership function configurations. For example, for a problem based on data with four 
attributes and using ten rules, the total number of different configurations lnat can be generated 
with the forty available membership functions is roughly 8 x 1047• This number exceeds the 
magnitude of all integer data types used by computers available to the author. For instance, the 
C++ unsigned long integer data type (the CORA algorithm was programmed in the C++ 
language) is typically four bytes which allows unique identification of roughly 4 x 109 
configurations only. To counteract this problem, after a solution has been found in memory using 
the hash key, the cost function value of the stored solution is compared to that of the current 
solution to determine if these are the same. If this is the case, it is assumed that the two solutions 
are identical. See Woodruff and Zemel (1993) for more information on hashing functions for use 
in tabu search. 
The final issue that must be discussed concerns the checkJoT_Tepetitions and the besCmove 
functions presented in figures 4.11 and 4.12, respectively. The description of the RTS technique 
in section 4.2 assumes that the configuration of a binary string of length L is being optimised. 
This is obviously not the case here. Therefore, in the checkJoT_Tepetitions function the test to 
determine if the repetition interval R is sufficiently short (i.e. R < 2(L - 1)) is replaced with the 
test R ~ MAX CYCLE. MAX CYCLE is a user-defmed constant. Furthermore the line 
St+l) = min(SI) x INCREASE, L - 2) in the checkJoT_Tepetitions function is altered to 
St+l) = SI) x INCREASE. The first change was made to the checkJoT_repetitions function 
because it is difficult to determine a theoretical maximum cycle length for the set covering 
problem under investigation. The second change was made to increase the speed of the RTS 
technique (the RTS technique was never found to have run out of possible swaps to make). 
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F or the same latter reason, the initial test whether A(/) contains nontabu moves in the besC move 
function, and its subsequent updating of S</)and ts, is not implemented. 
4.3.4.3 Calculation of a Fuzzy Rule Consequent and Solution Fitness 
This section describes the use of Cholesky decomposition (Golub and van Loan, 1993; Datta, 
1995) in more detail. There are two places where the method is used. The first is during the 
training of the radial basis function neural network. As described in section 4.3.4.1, the delta 
method and Cholesky decomposition are both used to determine the outgoing weights (i.e. the 
consequent of each fuzzy rule) of the network. The second place where Cholesky decomposition 
is used is where the R TS technique determines the cost function value of a membership function 
configuration. 
Cholesky decomposition is used to solve overdetermined, linear systems of the form Ax = b. In 
both cases described above, A represents the m x n (with m > n) firing strength matrix of the 
given set of n fuzzy rules. x represents the n x 1 solution vector, or in other words the set of 
fuzzy rule consequents. The m x 1 vector b represents the true output of the m training 
exemplars. Let C be the augmented matrix [A b]. The linear system is solved by first calculating 
the n x n product matrix P: P = eTc. Thereafter L U decomposition based on Gaussian 
elimination with partial pivoting is used to factorise P to determine the solution vector x as well 
as the estimated output b'. See Golub and van Loan (1993) as well as Datta (1995) for more 
details regarding these matrix operations. 
In the first case mentioned above where the network outgoing weights need to be calculated, the 
entire set of matrix operations are performed. In addition to the above calculations, the R TS 
technique also calculates the residual sum of squares IIAx -bll~, with the residuals being (Ax)i-
b for data exemplar i. This residual sum of squares is used as a component of the fitness (cost 
function value) of the current solution. See sections 4.3.4.6 and 4.3.4.7 for more details on how 
the final fitness value is determined. 
It must be noted that in the calculation of the network weights or the fitness of a solution 
generated by the RTS technique, the set of fuzzy rules is forced to fit the complete input / output 
relationship. In other words, the bias term in the radial basis function neural network is 
permanently set to zero and no constant term is calculated by the Cholesky decomposition 
method. The reason for this design decision is to improve the comprehensibility of the given set 
of fuzzy rules and to speed up the R TS technique. 
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4.3.4.4 The Combinatorial Rule Assembler and Obtaining the "Right-sized" Model 
This section elaborates on the method used to simplify the antecedent parts of the set of fuzzy 
rules created using the RTS technique. Antecedent part simplification is performed once the RTS 
algorithm has found a solution with satisfactory accuracy or a maximum number of RTS search 
iterations has been completed. The criteria used to determine the best level of simplification are 
identical to the ones used to determine the best radial basis function neural network size. The last 
part of this section therefore discusses the chosen criteria in the context of both fuzzy rule 
simplification and network size optimisation. 
A number of methods have been proposed for simplifying a set of fuzzy rules (e.g. Song, 1993; 
Setnes, 1995; Setnes, et al., 1998). The purpose of such methods is typically one or more of three 
things. The first is to simplify the antecedent part of a fuzzy rule by merging membership 
functions that are sufficiently close to each other into a single membership function of the same 
type. The second is to reduce the number of membership functions used in a set of fuzzy rules, 
and if possible delete copies of identical rules. This is done by redefining similar membership 
functions of different fuzzy rules in terms of a single, representative membership function. The 
third purpose is to delete membership functions that make an insignificant contribution to the 
fuzzy rule output. 
The purpose of fuzzy rule simplification, as it is employed by the CORA algorithm, is most like, 
but not identical to, the first purpose described above. There is one major difference. Merging by 
the CORA algorithm repeatedly attempts to replace two membership functions that are 
sufficiently close to each other with one that best fits the profile of the original two. The dual 
purpose of such merging is to minimally alter the firing strength properties of the fuzzy rule 
antecedent part while attempting maximum simplification. The merged membership function can 
be of a different type to the original two. This is in contrast to methods such as that of Song 
(1993) which merge two membership functions into a single one of the same type. Consider the 
following illustration of the merging process (figure 4.18). 
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Figure 4.18 Merging Two Membership Functions that Intersect Once 
Two one-dimensional, Gaussian membership functions are shown on the left of figure 4.18. Each 
represents a different linguistic term of the same linguistic variable. The two Gaussians intersect 
at a value of K. The simplification process employed by the CORA algorithm merges the two 
membership functions to form a single, one-dimensional, two-sided Gaussian (shown on the 
righthand side of figure 4.18). The functional form of this latter Gaussian is identical to that of 
the two-sided Gaussian described in section 2.1.2.2. The lefthand and righthand centres of the 
two-sided Gaussian are defined to be the same as the centres of the original lefthand and 
righthand Gaussians, respectively. The two-sided Gaussian has a truth-value of one between the 
two centres of the function. The value of the width parameter of the lefthand shoulder is chosen 
to be the one that best fits the profile that is formed by the lefthand sides of both original 
Gaussians. In figure 4.18, it is the width of the original, lefthand Gaussian. 
In some cases, such as the one illustrated in figure 4.19, the determination of a proper width 
value is more complicated. In figure 4.19 the lefthand shoulders of the two original Gaussians 
intersect. In this case the width value is chosen as the one that generates a lefthand shoulder of 
the two-sided Gaussian that best approximates (in the least squares sense) the maximum lefthand 
profile formed by the original two Gaussians. The same method is used to find the best righthand 
shoulder width value. 
Such merging is sequentially attempted for all pairs of membership functions (original and 
previously merged) whose intersection point K exceeds a certain threshold. 
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Figure 4.19 Merging Two Membership Functions that Intersect Twice 
Owing to the nonlinear nature of the antecedent part of each fuzzy rule as well as the interaction 
between the antecedent parts of different fuzzy rules, it is difficult to determine the optimum 
value of this threshold. Therefore, the following method is followed to determine the "right-
sized" model. By "right-sized" is implied the model that best approximates the true, underlying 
system that generated the data under examination. 
The threshold at which merging is allowed to take place is sequentially lowered by small 
decrements from a maximum value of one to a user-defined lower limit. For a threshold value of 
one no merging occurs. As the threshold decreases, so the degree of merging increases. For each 
threshold value the antecedent parts of the unmerged fuzzy rules obtained from the R TS 
technique are merged using the method described above. Two criteria are then calculated and 
subsequently used to find the best level of merging and in turn the "right-sized" model 10 . These 
are Akaike's Ale information criterion (Akaike, 1973, 1974), given by 
Ale = 10g(RSS) + 2(~) Equation 4.1 
where RSS is the residual sum of squares calculated for the particular set of merged fuzzy rules 
on the training data. p is the total number of parameters required by the merged set of rules (two 
for each symmetrical Gaussian, four for each two-sided Gaussian, one for the consequent of each 
10 Other criteria for determining the "right-sized" model were also investigated. These included criteria based on 
minimum description length (Oliver and Hand, 1994; Judd and Mees, 1995), minimum message length (Oliver and 
Hand, 1994), generalised prediction error (Moody, 1991, 1992) and Akaike ' s fma1 prediction error (Akaike, 1970). 
Preliminary experiments showed that the AIC and BIC criteria produce satisfactory results. 
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fuzzy rule). m is the total number of training exemplars. Akaike's BIC information criterion 
(Akaike, 1977) is given by the following equation with p and m defined as before 
BIC = loge RSS) + p 10g(P) . Equation 4.2 
m 
The level of merging that produces the minimum AIC and BIC values (the two criteria produced 
similar results) is chosen as the final level of fuzzy rule merging. 
As described in section 4.3.1, the RTS technique is run until the training accuracy of the best 
solution found thus far is satisfactory or until a maximum number of search iterations have been 
completed. Membership function merging then takes place. Thereafter the merged set of fuzzy 
rules can again be presented to the R TS technique for further membership function swapping. 
The AIC and BIC criteria are also used, together with a third criterion, to determine the optimal 
size of the radial basis function neural network. The third criterion is the performance of the 
radial basis function network on an unseen set of tuning data. In particular, these criteria are used 
to find the best number of cell nodes to place in the network's hidden layer. Although inefficient 
(and certainly open for improvement), a series of networks are generated, each with an 
increasing number of cell node~. AIC and BIC values are calculated for each trained network. 
The network that firstly produces the best accuracy on the tuning data set, secondly exhibits the 
minimum AlC and BIC values and thirdly that is of reasonable size to produce good 
generalisation characteri~tics, is then used for further computation by the R TS technique. 
4.3.4.5 Fuzzy Rule Set Reduction 
Rule set reduction is performed after rule antecedent assembly and merging have taken place. 
The Regression by Leaps and Bounds technique of Fumival and Wilson (1974) (see also Seber 
(1977)) is used for this purpose. The particular technique is used because it is guaranteed to find 
the best subset r of n fuzzy rules, given the integer r. In addition, the technique has been shown 
by Fumival and Wilson (1974) to amongst the fastest available. 
This combinatorial search technique is used to select the best 1, 2, 3 to n - 1 subsets of fuzzy 
rules from the assembled and merged set of n fuzzy rules. The smallest subset of fuzzy rules that 
retains a user-defined fraction of the training accuracy of the original n rules is then selected as 
the final assembled, merged and reduced set of fuzzy rules. This method of determining the 
optimum subset of fuzzy rules can certainly be improved. This was not done owing to time 
constraints. 
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4.3.4.6 Rule Model Output Prediction Surface Smoothing 
Preliminary experiments with the CORA algorithm showed that the RTS technique sometimes 
generated a rule model that exhibited excellent training accuracy but that generalised poorly. 
Inspection of these models revealed that in many cases the magnitudes of some of the fuzzy rule 
consequents were disproportionately large. One of the principal results of this phenomenon is 
that the predicted output surface produced by the rule model is excessively irregular, i.e. has 
large second order derivatives. In other words, the R TS algorithm has generated a model that 
overfits on the training data, i.e. models the training data too exactly, and because of this 
generalises disproportionately poorly. 
A consequent magnitude penalty factor, also called a weight penalty factor, is consequently used 
to diminish the negative effects of the above-mentioned problem. The magnitude of this factor is 
calculated as the sum of the squared consequent of each fuzzy rule that makes up the current rule 
model. A user-defined fraction of this factor is added to the current rule model fitness. (As 
described in section 4.3.4.3 this initial fitness is the residual sum of squares obtained by the 
current rule model.) Such consequent magnitude penalisation is employed throughout the 
construction of the fuzzy rule model by the CORA algorithm. 
The phenomenon of disproportionately large fuzzy rule consequents, or in different terms the 
generation of linear regression coefficients that exhibit large variances, is often the result of 
multicollinearity in multiple regression data. The problem of multicollinearity and ways to 
combat it, e.g. using ridge regression, is widely discussed in the statistical literature (see e.g. 
Judge (1987)). Although it is possible to use techniques such as ridge regression to combat the 
problems associated with multicollinearity, it was decided to use the above-described weight 
penalty factor method in the RTS algorithm. The reasons why the latter method is used are that 
the weight penalty factor method is easy to implement, is relatively fast computation-wise and 
gives one an explicit indication of how the RTS technique handles multicollinearity. 
4.3.4.7 Overlapping of Fuzzy Rules in the Attribute Space 
The above-mentioned preliminary experiments also brought to light that fuzzy rules generated by 
the algorithm tended to overlap in the attribute space to a considerable degree. This phenomenon 
can be attributed to the inherent bias in membership function swapping, i.e. to create fuzzy rules 
with highly overlapping membership functions. In addition, the method used by the supervised 
GNG algorithm to determine the width of the hyperspherical Gaussians (see section 4.3.4.1 for 
more details) does not take attribute space overlapping explicitly into account. Furthermore, the 
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CORA algorithm in effect uses the weighted sum operator (Jang, et aI., 1997) to determine the 
overall fuzzy rule set output. The result of these three factors is that the set of fuzzy rules turns 
into a distributed processing system. In other words, more than one rule needs to be inspected to 
determine the overall fuzzy output. 
One way to handle this problem is to determine the overall output of the set of fuzzy rules via the 
weighted average defuzzification operator (Jang, et aI., 1997; Lee and Park, 1997). If this 
operator is used there is no loss of membership function linguistic meaning. Unfortunately this 
operator is significantly· more computationally expensive than the weighted sum operator. 
Normal linear regression methods such as Cholesky decomposition can also not be used to 
determine the fuzzy rule output and solution fitness without considerable modification. 
A different method of reducing attribute space overlapping is therefore used by the CORA 
algorithm, in particular by the RTS technique (no changes have been made to the GNG 
algorithm). The method is similar to the one described in section 4.3.4.6. 
In particular, for each training exemplar, the sum of the firing strengths of all the rules with 
respect to the specific exemplar is calculated. The least loss of membership function linguistic 
meaning is attained if the sum of firing strengths is at most unity (Jang, et aI., 1997). 
Consequently if the sum of firing strengths for a particular training exemplar is greater than one, 
the squared difference (between one and the sum of firing strengths) is added to an initially zero 
penalty term. The final overlap penalty factor value is calculated over all the training exemplars. 
The magnitude of the overlap penalty factor is then compared to the value obtained by the GNG 
algorithm using exactly the same calculation. If the value for the current rule model is greater 
than that of the GNG-trained rule model, a user-defined fraction of this overlap penalty factor is 
added to the existing fitness value of the current rule model. The effect of this form of overlap 
penalisation is to discourage rule models that exhibit higher attribute space overlap in 
comparison to that of the GNG-trained rule model. 
The reasons why this particular form of overlap penalisation is used are as follows. First, 
preliminary experiments showed that any form of overlap penalisation reduces attribute space 
overlap but also starts to reduce the training accuracy of generated rule models. In the extreme, 
too much overlap penalisation makes it impossible for the RTS technique to build rule models 
with good training accuracy. Second, the above-mentioned overlap penalisation methodology is 
followed because it makes overlap penalisation relatively insensitive to the factor by which it is 
multiplied before being added to the current model fitness. In other words, the user does not have 
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to repeatedly tune the multiplication factor each time a rule model is constructed for a different 
data set. The final reason why this particular methodology is followed is that the author became 
aware of the attribute overlap problem at a relatively late stage of the development of the 
algorithm and its corresponding software implementation. Owing to time constraints, a more 
elegant solution to the problem of attribute space overlapping was therefore not possible. 
In summary, the fitness value is therefore a linear combination of the residual sum of squares 
obtained by the fuzzy rule model, the weight penalty factor and the overlap penalty factor. 
During fuzzy rule antecedent assembly, the RTS component of the CORA algorithm tries to 
minimise this composite fitness value. The purpose of such fitness minimisation is to fmd a 
fuzzy rule model that exhibits good training accuracy, has small rule consequents and has at 
worst the same attribute space overlapping as the overlapping obtained by the GNG algorithm. 
4.3.4.8 Computational Complexity 
This section considers the computation complexity of the CORA algorithm. Computational 
complexity experiments revealed that, especially for larger problems, most computation time 
(typically more than 90%) is taken up by two procedures used by the RTS best_move function. 
The first is the procedure that calculates the fuzzy rule firing strengths for a given set of 
exemplars. The second is the procedure that is used to determine the overall fitness (residual sum 
of squares plus penalty terms) of a solution found by the RTS technique. The best_move function 
itself uses the most computation time because it uses these two procedures but also because of 
the large number of membership function configurations that must be tested to find the next best, 
permissible swap. Owing to the fact that the most computation time is taken up by these two 
procedures, only they will be studied here. 
In the worst case (i.e. if all swaps are permissible) the total number of swaps that can be made is 
, gn(n~I)(~n~I)_I) 
total swaps = -----=------...:.... 
2 
Equation 4.3 
where g is the total number of membership functions and n is the number of fuzzy rules. g is 
equal to the number of data attributes times the number of Gaussians in the hidden layer of the 
trained radial basis function neural network. Swaps based on two membership functions from the 
same rule are considered illegal (the reason for the (n - l)/n factor). Therefore at worst the 
computational complexity of finding the best membership function swap IS 
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O((i(n - Ii - g(n - 1»/2). It will be shown in chapter 6 that the permissible swap restriction 
employed by the RTS technique can reduce this complexity substantially. 
Next, consider the computational complexity of determining the firing strengths of n fuzzy rules 
for m training exemplars, each with d attributes. Assume that every rule contains the same 
number of membership functions in each attribute dimension. In other words, the g membership 
functions have been evenly distributed between the n fuzzy rules. The antecedent part of a rule 
therefore contains g/(nd) membership functions in each attribute dimension. If each conjunction 
and disjunction operation is assumed to be of 0(1) complexity, the total computational 
complexity of presenting each training exemplar to each fuzzy rule is 
Equation 4.4 
In other words, in each attribute dimension (of a fuzzy rule antecedent part) g/(nd) - 1 
disjunction operations must be performed. The results of these operations in each of d attribute 
dimensions are conjuncted using d - 1 operations. These operations must occur for each training 
exemplar in each fuzzy rule (represented by the mn term). If equation 4.4 is simplified the 
computational complexity of calculating firing strengths for n fuzzy rules is O(mg - mn). 
Golub and van Loan (1993, p.248) and Datta (1995, p.361, p. 585) state that the computational 
complexity of using Cholesky decomposition methods for the solution of full rank, 
overdetermined, least squares problems is 
(
mn2 n3 J 0--+- . 
2 6 
Equation 4.5 
The first term of equation 4.5 indicates the number of floating point operations required for 
calculating the product matrix. The latter term indicates the number of floating point operations 
required for Gaussian elimination. In summary, determination of the fitness of a set of fuzzy 
rules has a computational complexity of 
Equation 4.6 
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4.3.4.9 Computational Speed Enhancements to the RTS Combinatorial Search 
This section discusses those speed enhancements that were made to the CORA algorithm. Owing 
to the fact that most computation time is spent by the RTS technique looking for more optimal 
solutions, speed enhancements have primarily been made to this part of the CORA algorithm. In 
particular, the method by which new solutions are generated, the method by which fuzzy rule 
firing strengths are calculated and finally the way in which the product matrix is calculated for 
rule consequent determination, have all been adapted. 
The first enhancement that has been made is the way in which the RTS combinatorial search 
generates new solutions. As described in section 4.3.1.2, the RTS algorithm uses membership 
function swaps to generate new, candidate solutions from the current solution, with 
computational complexity given by equation 4.3. In order to reduce the number of candidate 
solutions that are evaluated during a RTS iteration, membership function swapping is combined 
with membership function moving. Membership function moving involves the moving of a 
single membership function from one rule to another. No reciprocal membership function move 
occurs from the latter rule to the first. A move is allowed if the move meets the requirements 
described in section 4.3.1.2 for permissible swaps, in particular for the membership function that 
is moved and the rule that it is moved to. The effect of the move on the rule that loses the 
membership function is ignored. 
In the worst case (if all moves are permissible), the computational complexity of performing 
moves rather than swaps is given by equation 4.7. 
total moves = g (n -1). 
n 
Equation 4.7 
As before, g is the·total number of membership functions contained within the fuzzy rule model 
and n is the number of fuzzy rules. Equation 4.7 assumes that each rule has the same number of 
membership functions, viz. g / n membership functions. Each of the g / n membership functions 
of a particular rule can be passed to all rules, with the exception of the rule to which the 
membership function currently belongs. Comparison of equations 4.3 and 4.7 show that the use 
of moves rather than swaps to generate new solutions significantly decreases the number of 
fuzzy rule models that need to be evaluated during a given RTS search iteration. 
Currently the RTS technique can use swaps, moves or both swaps and moves as a means of 
creating new solutions from the existing solution. During a single iteration, either swaps or 
moves can be used but not simultaneously. The use of either swaps or moves can be changed if a 
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new RTS search iteration starts. The ratio of RTS search iterations that use swaps to those that 
use moves is user-defined. The current software implementation alternates between swaps and 
moves during the combinatorial search. 
The second enhancement that has been made to the RTS algorithm to further increase the speed 
at which improved rule models are obtained concerns how many swaps or moves are evaluated 
during one search iteration. It was found that even with the permissibility restrictions placed on 
swaps or moves (as described in section 4.3.1.2 and above) too many swaps or moves were 
evaluated for a given iteration. It should be intuitively clear that all pennissible swaps or moves 
that can be perfonned during a given search iteration will not always generate new rule models 
that have the same fitness. At the start of the combinatorial search, many of the newly generated 
solutions will have a better fitness than the current solution. The opposite is true towards the end 
of the search process. It therefore does not make sense to always try all pennissible swaps or 
moves because at the start of the combinatorial search it should be relatively easy to find an 
improved rule model. 
In addition, preliminary experiments brought to light that if all pennissible swaps or moves are 
evaluated all the time the RTS technique perfonns relatively few search iterations in 
computationally acceptable time. This in turn results in the RTS reactive mechanisms (e.g. the 
checkJor_repetitions and escape functions (section 4.2.4)) perfonning suboptimally. In 
particular, if only few search iterations are performed the reaction mechanisms do not quickly 
detect (in terms of the number of rule model evaluations) if the combinatorial search has become 
stuck in a search space attractor. This means that mU(;:h more computation time is spent 
evaluating solutions in the direct search space neighbourhood of the current solution rather than 
moving around in the search space looking for new local optima to investigate. 
The following methodology is employed to combat this problem. At the start of the 
combinatorial search only few of all pennissible candidate solutions are evaluated during a given 
search iteration. The level of the so-called "search resolution" is typically set at one percent. The 
candidate solutions that are evaluated are chosen randomly from the entire set of candidate 
solutions that may be generated. The level of search resolution is maintained at this low level as 
long as solutions· with improved fitness are discovered by the R TS technique. The search 
resolution is increased as soon as a better solution is not discovered. In other words, while 
improved rule models are being found the RTS technique does not examine the direct 
neighbourhood of the current solution very finely. As soon as the RTS algorithm does not find a 
better solution, it looks increasingly finely at the neighbourhood of the current solution. 
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While an improved solution is not being found, the search resolution is allowed to increase by a 
user-defined increment until a user-defined threshold is met. As soon as an improved solution is 
discovered, the search resolution is reset to the level it was assigned at the start of the 
combinatorial search. This increasing and resetting of the level of search resolution continues 
throughout the R TS combinatorial search. 
4.3.4.10 Computational Speed Enhancements to Rule Model Fitness Evaluation 
A number of enhancements have been made to the way in which the firing strength matrix is 
calculated for a particular rule model. These are the following. First, the truth-value, or 
activation, of each training exemplar with respect to each membership function is stored in 
computer memory and extracted when required. Second, at the start of a RTS search iteration the 
firing strength matrix of the existing solution is stored in memory. Subsequent membership 
function swapping or moving only updates the firing strengths of those rules that have been 
altered. The firing strengths of rules that do not participate in a specific swap or move are not 
changed. (Obviously, the effects of a previous swap or move must be undone as well.) The use 
of this speed enhancement reduces the computational complexity of calculating the firing 
strength matrix from O(mg - mn) to O(4(mg/n - m)). This formula is valid if either swaps or 
moves are utilised to generated candidate solutions. In other words, in the worst case the firing 
strengths of four fuzzy rules need to be updated in comparison to the n fuzzy rules that needed to 
be updated before. 
Finally, the intermediate results of firing strength calculations are stored in memory. If these are 
not affected by a membership function swap or move they can be used directly in firing strength 
calculations without the need for recalculation. For example, consider the calculation of the 
firing strength of a single fuzzy rule for a single data exemplar. The operations performed to 
obtain the firing strength are as follows. The disjunction of the truth-values of all the 
membership functions based on the first data attribute is first calculated. The result of this 
calculation is then conjuncted with the result of the disjunction calculation for the membership 
functions based on the second attribute, and so on. These intermediate disjunction results are 
stored in memory. If a subsequent membership function swap or move does not affect one or 
more of these disjunction results then one or more stored values can be used directly in the 
conjunction calculation. 
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If it is assumed that on average only half the disjunction operations need to be performed to 
update a particular fuzzy rule and at most four rules need to be updated, the computational 
complexity of calculating the firing strength matrix is further reduced to 
Equation 4.8 
or more simply, 
Equation 4.9 
A computational speed enhancement has also been made to the way in which fuzzy rule 
consequents are calculated. Inspection of the calculation of the n x n, product matrix used by the 
Cholesky decomposition technique shows that not all matrix elements need to be recalculated if 
only a portion of the firing strength matrix has been altered. Consider a single fuzzy rule i that 
has been changed, i.e. the rule's set of membership functions has been altered. Only those matrix 
elements that store the inner product between the firing strengths of fuzzy rule i and those firing 
strengths all the fuzzy rules, i.e n fuzzy rules, need to be changed. 
If it is assumed that at most four rules need to be updated for a particular membership function 
swap or move then the computational complexity of performing the Cholesky decomposition is 
reduced to the formula presented in equation 4.1 O. In equation 4.10 the mn2/2 term in equation 
4.5 is reduced to 4mnl2 or more simply, 2mn. 
Equation 4.10 
Subsequently, the computational complexity of evaluating a new solution, given that the 
complete firing strength and product matrices of the current solution are available, is given by 
equation 4.11. Equation 4.11 assumes that the information for four fuzzy rules needs to be 
updated. 
Equation 4.11 
120 
Stellenbosch University  https://scholar.sun.ac.za
Chapter 5 
Evaluation of the CORA Technique 
This chapter presents details of the experimental method used to evaluate both the performance 
and properties of the CORA algorithm. In particular, section 5.1 describes the issues that are 
addressed. These are primarily the predictive performance and complexity of the models derived 
by the CORA algorithm, the contribution of the different algorithmic components and the 
influence of training parameters. 
Section 5.2 discusses the experimental method that is used to evaluate the CORA algorithm. 
Based on recommendations of Salzberg (1997) the evaluation of the CORA algorithm is split 
into two parts. Chapter 5 and 6 are principally concerned with an appraisal of the CORA 
algorithm itself. A comparison of the results obtained by the CORA algorithm with those results 
obtained by other techniques is included in this evaluation. However, it must be emphasised that 
this comparison is not meant to show that the CORA algorithm is able to obtain better or worse 
results than existing algorithms. Rather, the aim of this particular comparison is to determine 
whether the results generated by the CORA algorithm are competitive with those of other 
techniques, rule construction techniques in particular. Furthermore, most of the data sets 
investigated in this chapter were used during the development of the CORA algorithm itself. 
They were also used by the author to gain familianty with all the other rule construction and 
regression techniques considered in this dissertation. It would therefore be unfair to compare the 
performance of the CORA algorithm to that of other techniques based on these data, with the aim 
of determining whether the CORA algorithm obtains significantly better results. The 
investigation into whether the results (e.g. predictive accuracy, model complexity) obtained by 
the CORA algorithm are in fact statistically different from those obtained by existing techniques 
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is considered in detail in chapter 7. This is the second part of the evaluation of the CORA 
algorithm. The data considered in chapter 7 were not used during the development phase of the 
CORA algorithm and will therefore allow a more unbiased estimation of the CORA algorithm's 
capabilities in comparison to other techniques. 
Section 5.3 describes the data and algorithms considered in this investigation. Details are given 
on which problems were selected for study, the preprocessing perfonned on the data and the way 
that the different modelling techniques were utilised. 
5.1 Issues that are Investigated 
5.1.1 Predictive Performance and Model Complexity 
The two most important issues that are studied in chapter 6 are the predictive perfonnance and 
complexity of the rule models· that are generated by the CORA algorithm. By predictive 
perfonnance is meant the regression or classification accuracy of a trained rule model on unseen 
data, i.e. data that were not used during training. Model complexity is defined in tenns of four 
different measures. These are: 
• The number of "if ... then ... " rules that are used in the rule model. 
• The total number of concepts used. The number of concepts of a given rule model is 
the total number of antecedents used by all the rules plus the number of rule 
consequents. As an example of how this calculation is made, consider the rule "If the 
reactor temperature is Low or Moderate and the feed flow rate is Generally High 
then the product quality is Very Good'. This rule is made up of three antecedents and 
one consequent. The number of concepts contained within this rule is therefore four. 
Note that an antecedent that uses a disjunction (OR) operator, such as the first one in 
the rule above, is assumed to consist of two concepts. No distinction is made 
between crisp and fuzzy antecedents. The consequents of a crisp rule, a Mamdani 
fuzzy rule or a Oth -order Sugeno fuzzy rule are each assumed to be a single concept. 
For decision tree-based models, e.g. those induced by CART, the number of concepts 
is obtained by first rewriting the decision tree in the fonn of a set of rules, one rule 
per leaf node. The number of concepts is then detennined as for "if ... then ... " rules. 
• The total number of parameters used to define the rule model. This measure is used 
for fuzzy rule models only. This is because the crisp rules considered in this chapter 
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all consist of natural language constructs only, rather than for example membership 
functions that each have an underlying, parameterised, mathematical formula. All 
fuzzy rule models generated in this study use either Gaussian or two-sided Gaussian 
membership functions. As described in section 2.1.2.2, the Gau~sian membership 
function is defined by two parameters, viz. a centre and a width. The two-sided 
Gaussian membership function is defined by four parameters. These are the centre 
and width of each of the lefthand and righthand shoulders of the membership 
function. 
The number of parameters of a fuzzy rule consequent depends on the type of rule and 
the consequent membership function that is used. A Mamdani rule with a Gaussian 
membership function as consequent uses two parameters. A Oth -order Sugeno rule 
has a crisp consequent and the consequent is thus described by a single parameter. 
For example, if the above-mentioned fuzzy rule uses simple, one-dimensional 
Gaussian membership functions only, its antecedent part requires six parameters and 
its consequent part two parameters. 
• The average number of rules that need to be evaluated to detennine the final output 
of the rule model. For crisp decision tree or crisp rule models such as those induced 
by CART (Breiman, et al., 1984) or BEXA (Theron, 1994), the average number of 
rules that need to be evaluated is always exactly one. The reason for this is that 
although algorithms such as BEXA or RISE (Domingos, 1994) can construct models 
in which some rules overlap in the input space, only one rule is used to determine the 
final output of the rule model. This happens even if more than one rule fires for the 
data exemplar for which an output must be determined. 
F our of the algorithms that are evaluated in this investigation do not generated "if ... then ... " 
rules. For these algorithms model complexity is quantitatively specified in tenns of the number 
of model parameters only. 
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5.1.2 Influence of CORA Algorithm Training Parameters 
The next part of chapter 6 examines the influence of the training parameters of the CORA 
algorithm. The parameters that are studied are the following (listed in order of interest): 
• The number of fuzzy rules that are assembled by the CORA algorithm. 
• The percentage of either swaps or moves that are evaluated during a given CORA 
training iteration. As described in sections 4.3.1.2 and 4.3.4.9, the CORA algorithm 
is able to either swap one-dimensional, Gaussian membership functions between two 
rules or to move a single one-dimensional, Gaussian membership function from one 
rule to another in order to generate a new rule model. 
• Whether only swaps, only moves or a combination of both of these are used during 
CORA training. 
• The level of consequent magnitude penalisation. As described in section 4.3.4.6, this 
parameter is used to keep the magnitudes of the assembled fuzzy rule consequents 
small and thus bias the search for the optimal rule model towards models that 
generate a smooth output prediction surface, rather than an irregular one. 
• The level of fuzzy rule input space overlap penalisation. As described in section 
.. 
4.3.4.7, this parameter influences the average number of rules that need to be 
evaluated to determine the final output of the trained rule model as well as the 
predictive performance of the derived rules. 
• Whether either Yu (1985) or Zadeh (1973) fuzzy conjunction and disjunction 
operators are used during the determination of the firing strengths of a fuzzy rule. 
The influence of these parameters is measured in terms of a number of different factors. The 
most important of these is the influence of different parameter settings on model predictive 
performance and complexity as well as the learning capability of the CORA algorithm. These 
issues will be evaluated for the CORA algorithm as a whole, as well as for each of the 
subcomponents of the algorithm. For the purposes of this investigation the CORA algorithm will 
be redefined in terms of three components or parts. The first part is made up of the reactive tabu 
search component of the algorithm and is denoted RTS. The second part consists of the merging 
component of the CORA algorithm and is denoted MRG. The third and final part of the 
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algorithm, the component that simplifies the merged rule set by deleting rules that do not 
significantly contribute to the final model training accuracy, is denoted RED. 
As described in chapter 4, the CORA algorithm is also based on the Growing Neural Gas (GNG) 
algorithm. In order to provide a better perspective of the results obtained by the above-mentioned 
RTS, MRG and RED components, and because the GNG algorithm is a fuzzy rule construction 
algorithm on its own, the results of the GNG algorithm will be presented separately. In other 
words, the GNG algorithm will be seen as a separate fuzzy rule construction algorithm, even 
though the CORA algorithm uses the models constructed by the GNG algorithm to generate 
fuzzy rules. 
Included in the evaluation of the different CORA algorithmic components is an examination of 
the applicability and ability of the measures used to determine the optimal level of membership 
function merging and rule reduction performed by the MRG and RED components. 
5.2 Experimerital Design 
5.2.1 Current Methodology for Comparing Algorithms and Models 
A number of researchers from both the statistical community and the artificial intelligence 
community have studied the experimental methodology used by artificial intelligence 
researchers. In particular, the methodology followed by researchers that have proposed 
techniques for data analysis has been examined. King, et al. (1995) found that many comparative 
studies have been intrasubject studies, i.e. new algorithms have only been compared to existing 
algorithms in the same field of research. This makes it difficult to establish the relative merits of 
different data analysis techniques. In addition, most comparative studies consider too few data 
sets to draw very general conclusions. Prechelt (1996) surveyed more than one hundred articles 
on neural network learning. He observed a general lack of comparative evaluation as well as the 
use of too few, and often artificial, data sets. For example, 29% of new algorithms were not 
evaluated on any real or at least realistic learning problem. Flexer (1996) studied the qualitative 
aspects of comparative evaluations presented in sixty-one articles from two leading neural 
network journals (Neural Networks and Neural Computation). He found that only 4.9% of the 
publications reported that a third independent data set was used ' for algorithm parameter tuning. 
In addition, only 4.9% of the publications used a statistical test to determine the relative 
significance of the performance results for the different algorithms that were studied. 
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Such lack of adequate experimentation or poor experimental methods, as observed by Prechelt 
and Flexer, means that it is difficult to determine whether new algorithms are in fact significantly 
better than existing techniques. The same problems, i.e. few comparative results and the 
investigation of few data sets, were found in the evaluation of fuzzy modelling publications 
described in section 2.3.1. In addition, as discussed in section 2.3.1, many fuzzy modelling 
publications present results based on data that have been repeatedly examined in the past. This 
again makes it difficult to ascertain whether improved algorithms are in general better than older 
ones, rather than just on the well-known data sets. 
5.2.2 Experimental Method Used 
In light of the above observations a modified version of the experimental method recommended 
by Salzberg (1997) is used to evaluate the CORA algorithm. The evaluation is split into two 
parts. The first part is presented in chapter 6 and the second part in chapter 7. The purpose of the 
former is to evaluate the CORA algorithm itself. Results comparing the rule models generated by 
the CORA algorithm with those derived by other techniques are used to determine whether the 
CORA algorithm is a competitive technique. These results are not meant to show that the CORA 
rule models are statistically significantly better or worse than models obtained using other 
techniques. Such a study is performed in chapter 7 where data are analysed that has not been 
used before. In other words, the aim of the investigation presented in chapter 7, in contrast to that 
of this chapter, is to determine whether the CORA algorithm is capable of producing models that 
are better than those generated by existing techniques. 
The reason for this split in the evaluation of the CORA algorithm is that Salzberg (1997, p.325) 
suggests that a k-fold cross-validation approach be followed. For each fold the data must be 
divided into three distinct subsets of data, viz. a training set, a validation or tuning set and a 
testing set of data. The algorithm in question uses the training set to generate a model. The 
tuning data are used to tune the parameters of the algorithm to obtain the best possible solution. 
Finally, the algorithm trains on both the training and validation data and the resultant model is 
then tested on the testing data. Results are averaged over the k folds. 
Performing k-fold cross-validation experiments for each of the different data sets, for each of the 
different algorithms and for each of the different algorithmic parameter settings that need to be 
evaluated is an extremely lengthy process. This is especially true for computationally intensive 
techniques such as the CORA algorithm. It was therefore decided to evaluate the CORA 
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algorithm using a two data set strategy in this chapter and a three set strategy in chapter 6. No 
fonn of k-fold cross-validation is perfonned. 
In this chapter a data set is first randomised and then split into a training set consisting of 75% of 
the exemplars and a validation set consisting of the remaining 25% of the exemplars. This 
75% / 25% split holds for all data sets unless indicated otherwise in table 5.1. The training data 
are used by each of the different algorithms and algorithmic variants to build models. Thereafter 
the generalisation perfonnance of a given model is detennined using the validation set of data. 
In chapter 7 each data set is split into training, validation and testing subsets of data. Models are 
again generated using the training data. The validation data are then used to tune algorithmic 
parameters to obtain the best possible solution. Thereafter each algorithm constructs a model 
using the training and validation data combined. Finally, the predictive perfonnance, etc. of these 
models is then detennined in a once-off fashion on the test set of data. More detail on the 
experimental procedure is given in chapter 7. 
In chapter 7 the results obtained by the various algorithms on the test data are compared more 
strictly with each other. The aim of this comparison is to detennine whether the perfonnance of 
the models generated by the CORA algorithm is statistically better than that of other types of 
models. The description of the statistical measure of significance used in these comparisons is 
postponed until chapter 7 because they are not used until that chapter. 
5.2.3 Predictive Performance Estimation 
Two measures are used to estimate predictive perfonnance. For classification problems 
predictive perfonnance, or accuracy, is defined as the percentage of exemplars that a trained 
model classifies correctly. For regression problems accuracy is defined as the root mean squared 
error. This is one minus the variance explained by the model over the total output variance, or in 
equation fonn: 
R 2 =1- SSE 
SST 
n 
where SSE = L(Yi - yJ2 
i=l 
n 1 (n J2 
and SST = ~(yn- n ~Yi 
Equation 5.1 
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5.3 Problems and Algorithms Evaluated 
5.3.1 Data Sets Investigated 
A list of the primary characteristics of the data l studied in this chapter is presented in table 5.1. 
In addition, sections 5.3.1.2 through 5.3.1.11 give a short summary of the ten problems that are 
studied. The second column of table 5.1 denotes whether the problem is a regression problem (R) 
or a classification problem2 (C). For classification problems the figure in brackets indicates the 
percentage of the data exemplars that belong to the majority class. The training data and 
validation data columns give the number of data exemplars used for training and validation, 
respectively. For the Spiral data set only training data are available. The fifth column indicates 
the number of problem attributes and the last column gives the percentage of these that are 
numeric. Numbers in parentheses indicate the actual number of attributes presented to the 
different training algorithms. This property of some of the data sets is explained in more detail 
later. 
Data Set Problem Number of Number of Input Numeric 
Name Type Training Validation Dimensionality Attributes (%) 
Data Data 
Abalone R 2350 783 8 (9) 88 (89) 
Auto R 299 99 7 100 
Housing R 407 136 13 100 
Ionosphere CJ64·11 263 88 34 (33) 100 
Servo R 125 42 4 (12) 50 (83) 
Sincos R 300 1200 4 100 
Slugflow C (62.4) 133 43 4 100 
Spiral C (50.0) 192 - 2 100 
Pima C (65.1) 576 192 8 100 
WBC C (65.5) 524 175 9 100 
Table 5.1 Details of the Data Sets Studied in Chapter 6 
5.3.1.1 Reasons for Choice of Data Sets 
The criteria that were used to decide which data sets to study are as follows. First, real-world 
regression and classification problems were preferred over synthetic problems. Unfortunately 
I All the data sets excluding those forthe Sincos and Slugflow problems were obtained from the UCI Repository of 
machine learning databases (Blake, et aI., 1998). 
2 All classification problems have two possible classes or outcomes. 
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relatively few suitable regression data sets are available to the author. In contrast, there are many 
classification problems available at repositories such as the VCI Repository of machine learning 
databases (Blake, et aI., 1998). Therefore although the CORA algorithm is primarily designed to 
solve regression problems, half of the problems examined are classification problems. This is 
done so that the properties of the CORA algorithm and the rule models that it derives can be 
evaluated over a wider range of problems. 
Second, only classification problems with two output classes were considered. The reason for 
this is that training and validation of the CORA algorithm becomes lengthy and cumbersome for 
classification problems with more than two classes. This is because the GNG algorithm and the 
CORA algorithm have been designed for single output problems. Classification problems with 
two or more classes therefore have to be reworked into three or more separate two-class 
problems. Rule models have to be generated for each of these data sets. The results obtained by 
all the rule models then have to be assembled to determine the final results of the CORA 
algorithm on the multiclass problem. 
Third, problems with varying data set sizes and input dimensionality were selected. This allows 
the performance of the CORA algorithm to be evaluated over a wide range of different problems. 
In addition, data sets with little or no missing values were chosen because the CORA algorithm 
has not been explicitly designed to be able to handle missing data. 
Fourth, data that consist exclusively of or that have a high proportion of numeric attributes were 
chosen over problems that have many discrete, unordered attributes. The reason for this is that 
membership functions are by nature ordered and therefote it does not make sense to try to build 
membership functions for unordered attributes. This is especially true in the context of the 
CORA algorithm, for two principal reasons. First, the RTS combinatorial search is explicitly 
biased towards constructing rules that each has an antecedent part comprising of highly 
overlapping membership functions. Membership functions based on unordered attributes cannot 
overlap. For example, consider an unordered attribute with possible values "Apple", "Pear" and 
"Orange". A membership function could be defined for each attribute value but the numerical 
overlap of any two of these membership functions would not make sense. Second, membership 
function merging (performed by the MRG component of the CORA algorithm) is based on the 
principle of numerically overlapping membership functions. Membership functions that do not 
overlap cannot be merged. 
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5.3.1.2 The Abalone Problem 
The purpose of the Abalone problem (Waugh, 1995) is to predict the age of abalone from eight 
physical measurements of such creatures. These measurements are the sex, maximum shell 
length, shell diameter, height, whole weight (weight of the entire abalone), shucked weight 
(weight of the meat alone), viscera weight (gut weight) and shell weight. All these measurements 
are continuous except for the first. The sex of the abalone can be male, female or infant. This 
attribute was encoded using two new attributes and the binary encoding 00, 01 and 10. 
Only the 3133 exemplars normally used by researchers studying this problem for training 
purposes are used to evaluate the performance of the CORA algorithm. 75% of this subset of 
exemplars are used for training and the remaining exemplars are used for validation purposes. 
5.3.1.3 The Automobile Miles Per Gallon Data Set (Quinlan, 1993b) 
This problem is hereafter defined as the Auto problem. The aim of this problem is to predict the 
fuel consumption of a variety of different automobiles. The attributes of the problem are the 
number of cylinders, displacement and power of the engine, the weight and acceleration of the 
automobile, the origin of the car and finally the year in which the particular car model was first 
manufactured. All attributes are assumed to be numeric. The original data set obtained from DCI 
Repository of machine learning databases contained an eighth attribute, the name of the car. This 
attribute is ignored in this study. The power attribute has six missing values. These were replaced 
by the mean value of the power attribute before the data were examined further. 
5.3.1.4 The Boston Housing Problem 
The aim of the Boston housing problem, defined as the Housing problem, is to predict the 
median value of owner-occupied homes in Boston, Massachusetts, based on thirteen continuous 
attributes. The attributes are the per capita crime rate by town, the proportion of residential land 
zoned for lots over 25000 ft2 (2323 m2), the proportion of nonretail business acres per town, 
whether the tract of land upon which the home is situated borders the river, the nitric oxides 
concentration in the air, the average number of rooms per dwelling, the proportion of owner-
occupied houses built prior to 1940, the weighted distances to five Boston employment centres, 
an index of accessibility to radial highways, the full-value property tax per $10000, the pupil to 
teacher ratio by town, the result of the formula 1000(Bk - 0.63i where Bk is the proportion of 
black people by town and finally the percentage lower status of the population. Refer to Harrison 
and Rubinfeld (1978) for more details regarding this set of data. 
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5.3.1.5 The Ionosphere Data Set 
This data set involves the classification of radar returns from the ionosphere. These radar data 
were collected by a system consisting of a phased array of sixteen high-frequency antennas. The 
targets were free electrons in the ionosphere. The radar returns are classified as "Good" if they 
show evidence of some type of structure in the ionosphere and otherwise "Bad". 
The radar data have been preprocessed using an autocorrelation function whose arguments are 
the time of a pulse and the pulse number. There are seventeen pulse numbers. Data exemplars 
are described by two continuous attributes per pulse number, corresponding to the complex 
values returned by the function resulting from the complex electromagnetic signal. This gives a 
total of 34 continuous attributes. The second of these attributes is ignored in this investigation 
because the values of the attribute are all identical. Refer to Sigillito, et al. (1989) for more 
details on this data set. 
5.3.1.6 The Servo Problem 
These data were obtained from the simulation of a servo system (Quinlan, 1992). The aim of the 
, problem is to predict the time required for the system to respond to a step change in position set 
point. The first two of the four attributes of the problem are discrete. Each of these has five 
. possible discrete values. These two attributes are encoded using ten new attributes and binary 
encoding. A particular set of five attributes therefore encodes one of the original, discrete 
attributes. A total of twelve attributes, ten binary, two continuous, were therefore presented to 
each of the algorithms studied in this chapter. 
5.3.1. 7 The Sincos Problem 
The Sincos problem is a synthetic problem created by Schmitz, et al. (1999). Three of the 
attributes (e, x, s) are continuous and the fourth (~) can take on one of two numeric values. The 
single, continuous output is given by 
y = sine 4ne - ~ ) + ax + bs + CE , Equation 5.2 
where e, x and s can range between zero and one. ~ can be either zero or Y2n. E has randomly 
generated, normally distributed values with a mean of zero and standard deviation of one. The 
data used in this investigation were generated using values of 0.3, 0 and 0.2 for a, b and c, 
respectively. Note that even though b is 0 and subsequently s plays no role in determining y, the 
various algorithms still have to deal with what is basically a nuisance variable. The validation set 
of data was generated with C set to O. 
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5.3.1.8 The Slug Flow Data Set 
This data set was reported by Reimann,et al. (1992) who studied the transitions between flow 
patterns of multiphase fluid flow systems in horizontal pipes. Two primary flow regimes are 
possible, viz. slug flow or non-slug flow. (The latter regime includes transitional phases such as 
slug-annular and slug-wave flow.) The aim of this data set is to predict which of these two flow 
regimes (slug or non-slug flow) are present in the pipe from four attributes of the flow system. 
The attributes are the flow pressure, the diameter of the pipe, the superficial liquid velocity and 
the superficial gas velocity. 
5.3.1.9 The Spiral Problem 
The Spiral data (Lang, et aI., 1988) represent two distinct, two-dimensional, intertwined spirals. 
The data of each spiral represent a class or discrete output value. The task is to train on all the 
data until the algorithm predicts the correct classification for all the exemplars. 
5.3.1.10 The Pima Diabetes Problem 
These data, defined as the Pima data set, are a subset of a larger database of results obtained 
from a study of the incidence of diabetes in Pima Indians (Smith, et al., 1988). The aim of the 
exercise is to predict whether the female patients that are at least 21 years old show signs of 
diabetes mellitus or not. The eight attributes available for this prediction are the number oftimes 
the patient has been pregnant, the plasma glucose concentration in an oral glucose tolerance test, 
the diastolic blood pressure, the triceps skin fold thickness, the two-hour serum insulin 
concentration, a body mass index, a diabetes pedigree function and finally the age of the patient. 
5.3.1.11 The Wisconsin Breast Cancer Problem 
The aim of this data set (Mangasarian and Wolberg, 1990; Mangasarian, et aI., 1990; Bennett 
and Mangasarian, 1992) is to predict whether a tissue sample is benign or malignant, based on 
the following sample attributes. The attributes are the clump thickness, uniformity of cell size, 
uniformity of cell shape, marginal adhesion, single epithelial cell size, the number of bare nuclei, 
the bland chromatin, the number of normal nucleoli and finally the level of mitoses. The original 
data set obtained from the VCI repository contains a tenth attribute, the sample code number. 
This attribute is ignored in this investigation. Sixteen exemplars contained a single missing value 
each. These were assumed to be the mean of the given attribute. 
This data set is referred to as the WBC problem, both in table 5.1 and the rest of this dissertation. 
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5.3.2 Algorithms Evaluated in Chapters 6 and 7 
5.3.2.1 Crisp Rule Construction Algorithms 
Apart from the rule models derived by the CORA algorithm, the results generated by the 
following algorithms are also evaluated both in chapter 6 as well as chapter 7. Fotclassification 
problems CART (Breiman, et al., 1984) and BEXA (Theron, 1994) are studied. CART is also 
used for regression problems. The logical tests of the CART decision tree nodes are restricted to . 
be functions of a single attribute. In other words, linear combinations of attributes are not 
permitted. Both these algorithms are described in chapter 2 of this dissertation. These are the 
only crisp decision tree or rule construction algorithms considered. The reasons why these two 
algorithms are used are as follows. First, software implementations of these algorithms are 
available to the author. Second, CART is typically used as a benchmark decision tree algorithm. 
Third, as discusseq iI].. section 2.2.2, BEXA is considered to be a state-of-the-art, crisp rule 
induction algorithm. The results obtained by BEXA should therefore give a good indication of 
the capabilities of advanced, crisp rule construction methods. 
5.3.2.2 Fuzzy Rule Construction Algorithms 
The rule models generated by two techniques that construct fuzzy rules are also studied. Both 
techniques build radial basis function networks (described in section 2.3.6.1) with one hidden 
layer and a single node in the output layer. The hidden layer kernel functions are 
multidimensional, spherical Gaussians. The output node is a linear summation node. The first 
technique trains the hidden layer using the Growing Neural Gas (GNG) method (Fritzke, 1994a) 
and the second technique uses k-means clustering (Moody and Darken, 1989). The weights to the 
output layer of the GNG network are trained using a combination of the delta rule (Widrow and 
Hoff, 1960; Stone, 1986) and multiple linear regression (Seber, 1977). The weights to the output 
layer of the k-means, radial basis function network are trained using linear regression only. 
These networks are applied to both classification and regression problems. 
The k-means, radial basis function network has a bias and the input nodes are also directly joined 
to the output layer by weighted connections. This means that the network function contains both 
linear terms and a constant in addition to the nonlinear terms represented by the network's 
hidden layer. The GNG network has neither a bias nor any linear terms. The GNG network is 
therefore directly equivalent to a set of Oth -order Sugeno fuzzy rules. The k-means, radial basis 
function network also generates a set ~f Oth -order Sugeno fuzzy rules but these are combined 
with a constant fuzzy rule (the bias term) and a linear function (the set oflinear terms). 
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The reasons why these two techniques are evaluated are because both construct Oth -order Sugeno 
fuzzy rules comparable to those generated by the CORA algorithm and software 
implementations of these techniques are available to the author. 
5.3.2.3 Other Regression Techniques 
In addition to the aforementioned rule construction techniques the results obtained by two 
variants of a multilayer perceptron· trained with the generalised delta rule, multiple linear 
regression and the MARS algorithm are also studied. These techniques do not construct rule-
based models. The reasons why they are considered are as follows. Multiple linear regression is 
used because it is a very well known technique and therefore provides a good baseline against 
which other regression techniques can be compared. The two multilayer perceptrons are 
considered because such networks are often used as a benchmark in the evaluation of new neural 
network architectures and training methods. MARS is evaluated because the author sees it as 
representative of the state-of-the-art in statistical, nonparametric modelling of regression 
problems. 
Both multilayer perceptrons considered in chapters 6 and 7 are neural networks that each 
consists of a single hidden layer and an output layer with a single output node; Both variants use 
tanh transfer functions (j{x) = tanh(Y2X» for the nodes of the network's hidden layer. The first 
variant has a summation output node. The second multilayer perceptron variant uses a tanh 
output node. Both neural network architectures have a bias term. The particular training method 
used to optimised the parameters of these networks is the generalised delta rule (Zurada, 1992; 
Haykin, 1994) with an adaptive learning rate. 
The regression model derived by the multivariate adaptive regression splines (MARS) algorithm 
(Friedman, 1991) consists of a set of linear regression splines (Schultz, 1969) and products 
thereof. These regression splines combine to form a piecewise approximation of the output. 
Splines are sequentially added to the existing regression model in order to minimise a predefmed 
error function. The algorithm fmds the regions in which each spline is applicable by adjusting a 
set of so-called knots. After an initial growth phase, MARS prunes the model by deleting some 
of the splines, based on another error function. Refer to Friedman (1991) for more details 
regarding the training method of MARS as well as the kind of models that are formed. 
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5.3.3 Details of Experimental Procedure 
5.3.3.1 Data Preprocessing 
Before the data sets examined in this chapter were split into training and validation sets each 
complete data set was randomised and then normalised to have a mean of zero and a standard 
deviation of one. This normalisation was done individually for all the attributes as well as the 
output of each problem. There are two reasons why this normalisation step was performed. The 
first is that both the GNG algorithm and the CORA algorithm assume that no bias term is used. 
In other words, these algorithms force the regression function that is constructed (the set of fuzzy 
rules can also be interpreted as a function consisting of a linear combination of nonlinear 
functions) to have an output of zero when no rule fires. Second, the data are scaled because the 
GNG algorithm uses the Euclidean metric to determine the distance between a hidden layer, 
multidimensional Gaussian and the input of data exemplars. If the data were not scaled an 
attribute with a high standard deviation would be seen as disproportionately more important than 
an attribute with a smaller standard deviation. 
As described in sections 5.3.1.2 and 5.3.1.6 respectively, the discrete attributes of the Abalone 
and Servo data sets were binary encoded before being studied. This encoded form of the data 
was presented to all the algorithms considered in this investigation. This was the case even for 
those algorithms such as CART that are able to handle discrete attributes without the need for 
some form of encoding. 
5.3.3.2 Use of Algorithms and Parameter Settings 
The techniques that are evaluated in chapter 6 were utilised in such a manner that, in the author's 
opinion, would maximally benefit each of the techniques, given the constraints set by algorithm 
software implementations as well as the time constraints of this investigation. For example, 
CART was allowed to use the validation set of data to choose the optimal tree during tree 
induction. In other words, the CART algorithm could "see" the validation data during training. 
. Owing to the software implementation constraints of the other techniques and algorithms, in 
particular the lack of the capability to use the validation data as the CART software does, these 
algorithms were initially run a number of times until a good set of default parameters were 
found. Thereafter, for a particular· set of data, the problem-specific parameters, such as 
number_oCrbfs (number of radial basis functions) or number_oCrules, were tuned based on the 
validation accuracy obtained by the derived models. Finally, for each nondeterministic algorithm 
three runs with different random seeds were performed using these optimal parameters: 
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The CORA algorithm was evaluated slightly differently. First, default parameters were chosen 
based on experience obtained during the development of the CORA software. Thereafter 
parameters that have the most effect on the performance of CORA algorithm were selected for 
detailed study. These parameters are those listed in section 5.1.2. For each parameter setting that 
was evaluated three different runs were performed, each with a different random seed. The GNG 
results (adjacency matrix, etc.) used for each of these runs correspond to the three runs with 
different random seeds performed by the GNG algorithm. 
Three different settings were examined for each of the first three training parameters listed in 
section 5.1.2, viz. the number of fuzzy rules assembled, the percentage of swaps or moves 
evaluated for a given iteration and whether moves or swaps or both are utilised. For the 
consequent magnitude penalisation parameter and the input space overlap penalisation parameter 
only two settings were evaluated, in particular whether the given form of penalisation is used or 
not. If a, form of penalisation is used, the penalisation factor was chosen' based on a few 
shortened, preliminary runs that were performed to gain an idea of what the effect of the 
penalisation factor would be for longer runs. 
The last parameter setting, whether Yu or Zadeh fuzzy conjunction and disjunction operators are 
used, was evaluated for only one of the data sets (the Auto problem) and for only a few of the 
other parameter setting combinations. The reason for this is because of time constraints placed 
on the experimentation that could be performed for this chapter. 
Finally, note that for some problems not all combinations of training parameter settings were 
evaluated owing to time constraints as well as the inability to perform such experiments. For 
instance, for the Abalone problem the effect of the number of rules on CORA model predictive 
accuracy was only evaluated for a move or swap threshold3 of 0.9 because it would take too long 
in terms of computation time to evaluate other possibilities. 
3 See section 4.3.4.9 for more details regarding this threshold. 
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Chapter 6 
Results and Discussion of the Empirical 
Evaluation of the CORA Algorithm 
This chapter presents and discusses the results obtained for the experiments performed to 
evaluate the performance and properties of the CORA algorithm and its three subcomponents. 
These subcomponents are the Reactive Tabu Search (RTS) component, the membership function 
merging (MRG) component and the fuzzy rule reduction (RED) component. Section 6.1 
compares the models generated by the CORA algorithm with those obtained using other 
techniques, specifically those described in section 5.3.2. Section 6.2 examines the influence of 
CORA training parameters in more detail. Thereafter section 6.3 discusses miscellaneous aspects 
of the CORA algorithm and· gives an in depth appraisal of some of the CORA algorithm and 
CORA rule model properties. Finally, section 6.4 presents conclusions regarding the 
performance of the CORA algorithm as well as the algorithm's properties. 
6.1 CORA Fuzzy Rule Models vs. Models Derived by 
Other Algorithms 
6.1.1 CORA Algorithm Training Capability 
The first aspect of the CORA algorithm that will be discussed is the algorithm's training 
capability. The aim of the experiments performed for this section was to determine whether the 
CORA algorithm is capable of retaining both the accuracy performance and geometrical 
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properties of the fuzzy rule model generated by the GNG algorithm. Model complexity is 
exclusively compared in tenns of the number of fuzzy rules that comprise the final trained 
model. A single data set, the Spiral data set, is examined. The reason for this is that the Spiral 
data set is two-dimensional and has a distinctive geometrical fonn (two intertwined spirals). This 
allows one to easily gain a visual perspective of the model generated by an algorithm. In 
addition, the Spiral problem is often used by researchers (e.g. Carpenter, et aI., 1992; Simpson, 
1992; Fritzke, 1994b; Bruske and Sommer, 1995b; Domingos, 1996c; Lovell and Bradley, 1996) 
to detennine whether a given technique is capable of solving a classification problem with highly 
nonlinear decision boundaries. 
The experiments l perfonned for this section consisted of trying different GNG network sizes, i.e. 
different numbers of hidden layer cell nodes (or in other words fuzzy rules) until first the GNG 
algorithm and second the CORA algorithm obtained models with maximum classification 
perfonnance. Both the GNG algorithm and the CORA algorithm were able to construct models 
with 100% classification accuracy on the training data (as described in section 5.3.1, the Spiral 
data set consists of training data only). Therefore, for this particular problem, the rule model 
generated by the CORA algorithm, given the correct set of training parameters, was able to retain 
the classification perfonnance obtained by the GNG-trained fuzzy rule model upon which it was 
based. 
Next consider the geometrical properties of the generated fuzzy rule models. Figures 6.1 and 6.2 
present a graphical depiction of the output decision boundaries generated by the models obtained 
1 The fmal GNG algorithm rule model was obtained using the default training parameters presented in Appendix A, 
with the exception of the number of training epochs, which was set to 1090, and the maximum number of cell nodes, 
which was set to 105. The random seed for all GNG runs and CORA runs was set to 5. 
All CORA algorithm runs were based on the optimal (100% classification accuracy) GNG model. Using this model, 
different CORA training parameter settings were tested until the CORA-generated rule model obtained 100% 
classification accuracy. The optimal CORA-generated model was obtained using the default settings described in 
Appendix A, with the exception of the number of training iterations (set to 5000), the number of assembled fuzzy 
rules (set to 30), the attribute space overlap penalty factor (set to 0.1), the consequent magnitude penalty factor (set 
to 0.001) and the minimum swap threshold (set to 0.01). 
The principal training parameters that affected classification performance were the number of cell nodes used by the 
GNG algorithm and the number of fuzzy rules assembled by the CORA algorithm. For the best training parameters 
settings the CORA-generated rule model exhibited an average attribute space overlap of 4.56. The GNG-generated 
rule model had a (worse) overlap of5.07. 
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by the GNG and the CORA algorithms. For the latter algorithm membership function merging 
and subsequent rule reduction did not change the trained fuzzy rule model in any way. In other 
words, each of the three CORA components (denoted RTS, MRG and RED hereafter) returned 
exactly the same model. 
Each figure2 presents a two-dimensional plot of the training data (represented by the small black 
circles) as well as the predicted rule model output surface. Each spiral represents a different 
output class. Lighter regions in the figure indicate that one class is predicted, whereas darker 
regions indicate that the other of the two possible classes is predicted by the given rule model. 
As expected3, and as can be seen in figure. 6.1, the estimated output of the GNG-derived rule 
model clearly forms two intertwined spirals, one lighter and the other darker (corresponding to 
the two different classes). This is especially true towards the centre of the figure where the 
training data are packed more closely together. Towards the outside of the spirals where the data 
become sparser the predicted output becomes less smooth, even though each training data point 
is correctly classified. 
As indicated in figure 6.2, the predicted output of the CORA-generated rule model also forms 
two intertwined spirals, one lighter and the other darker. The predicted output surface presented 
in figure 6.2 differs primarily in two respects from the surface shown in figure 6.1. First, the 
spirals in figure 6.2 are more square. This is owing to the fact that the CORA-generated rule 
model consists of 30 rules only, in comparison to the 105 rules of the GNG-generated model. 
Because relatively fewer rules could be assembled, the CORA algorithm was not able to generate 
decision surfaces as smoothly curved as those obtained by the GNG rule model. In addition, the 
CORA algorithm typically generated fuzzy rules with antecedent parts consisting of a 
disjunction of two or more axis-parallel hyperellipsoids. Figure 6.3 depicts the firing strength 
(output) surface of one such fuzzy rule. The fuzzy rule shown in this figure has an antecedent 
part consisting of a disjunction of four hyperellipsoids. In the author's opinion it is difficult to 
use suchhyperellipsoids to create a continuously curved, decision surface. 
2 The few small, randomly placed, white squares should be ignored. These squares are a result of the inability of the 
software used by the author to correctly copy pictures and have nothing to do with predicted model output or any 
other aspect of the derived fuzzy rule models. 
3 Fritzke (1994) as well as Bruske and Sommer (1995) have applied variants of the GNG algorithm on the same 
Spiral problem with similar success, viz. 100% classification accuracy and good representation of the double spiral 
geometry. 
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Figure 6.1 Estimated Output of the GNG Fuzzy Rule Model 
Figure 6.2 Estimated Output of the CORA Fuzzy Rule Model 
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Figure 6.3 Output Prediction Surface4 of a Typical Fuzzy Rule Generated by the CORA 
Algorithm for the Spiral Problem. 
Second, the CORA model decision surface (figure 6.2) is generally more homogeneous and 
lighter than the GNG model decision surface (figure 6.1), especially in regions where the 
training data are sparse (i.e. towards the outskirts of the two spirals). This phenomenon can be 
attributed to the fact that consequent magnitude penalisation is perfonned. Such penalisation 
forces the CORA algorithm to build rule models with a relatively smooth output prediction 
surface. In contrast, no such penalisation is perfonned during GNG algorithm training. The GNG 
algorithm is therefore able to generate a spikier and less smooth decision surface. 
6.1.2 Fuzzy Rule Model Predictive Accuracy 
The next aspect of the CORA algorithm that will be discussed is the predictive accuracy of the 
CORA-generated rule model. As described in section 5.2.3, predictive accuracy is measured in 
terms of the root mean squared error for regression problems and the percentage of correctly 
classified data exemplars for classification problems. The problems that were considered for this 
4 The few randomly distributed white dots should again be ignored. They have nothing to do with the actual output 
prediction surface. 
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investigation were the Abalone, Auto, Housing, Servo and Sincos regression problems. In 
addition, the Ionosphere, Slugflow, Pima and WBC classification problems were also studied. 
The results for this investigation are presented in figures 6.4 through 6.12. Only results on 
validation data are given. For algorithms such as CART or BEXA that perform tree or rule 
model postpruning, the validation results of the pruned models are presented. In each figure the 
first three bars or columns give worst, median and best predictive accuracy obtained by the 
CORA algorithm, averaged5 over the entire set of experiments performed for this chapter. The 
results presented are those obtained by the CORA algorithm after all three algorithmic 
components (RTS, MRG and RED) have been applied. The remaining bars in each figure give 
the results6 for the other algorithms that were studied. 
5 In particular, for each set of training parameters investigated, the average over three different random seed runs 
was first calculated. Thereafter the average over all of these initial average results was calculated. These latter 
results are the ones presented in the figures. 
6 For stochastic (i.e. that contain a probabilistic component) algorithms the magnitude of each bar is the average 
over each of the three different random seed runs performed. The error lines for these bars each represent one 
standard deviation of the applicable results above and below the average. 
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Figure 6.7 Predictive Accuracy on the Servo Problem 
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The labels for the radial basis function network, the multilayer perceptron with a summation 
output node, the multilayer perceptron with a tanh output node, multivariate linear regression and 
[mally the MARS algorithm are respectively RBF, BPlinear, BPtanh, MLR and MARS. Note 
that meaningful results could not be obtained in the case of the RBF algorithm on the Servo and 
Pima problems as well as the CART algorithm on the WBC problem. Note also that the high 
standard deviation of the results obtained by the RBF, BPlinear and GNG algorithms can be 
attributed to the fact that for some random seeds these algorithms constructed significantly 
suboptimal models. This was as a result of the training techniques of these algorithms getting 
stuck in local optima in the solution space, which led to the large variation in model performance 
for different random seeds. 
Inspection and analysis of the results in figures 6.4 through 6.12 reveal the following. First, in 
general the CORA algorithm was capable of constructing rule models with comparable or 
seemingly better7 accuracy than all the other techniques considered, bar the two multilayer 
7 As described in section 5.2.2 the difference in results obtained by the models generated by the various algorithms 
are not compared on a strict statistical basis in this chapter. However, in order to be able to summarise the results 
presented in the figures, less stringent comparisons between the performance of the various models are made. These 
should be interpreted as such. 
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perceptron variants. This is. especially true for the regression-type problems for which the CORA 
algorithm is designed. The principal exception is the Servo problem. For this particular problem 
the CORA-derived models are seemingly worse than those generated by the BPlinear, CART as 
well as MARS algorithms. In addition, the various CORA models display large variation in 
predictive performance. 
The relatively poor performance by the CORA models can be attributed to two factors. First, the 
Servo problem contains 83% discrete attributes. As described in section 5.3.1.6 the discrete 
attributes of this problem were encoded using ten new attributes and binary encoding before 
presentation to any of the algorithms. It seems that the GNG algorithm (upon which the CORA 
algorithm is partly based) in particular, struggles to solve problems for which the attribute space 
is primarily discrete. As described in chapter 4, the GNG algorithm attempts to construct a 
topology preserving mapping of the manifold formed by the training data in attribute space. The 
lack of numeric attributes and the consequent polarisation of exemplars in the attribute space 
make it very difficult for the GNG algorithm to generate such a mapping. 
The second reason why the CORA algorithm performs poorly on the Servo problem can be 
ascribed to the lack of training data and consequent sparsity of data in the high-dimensional 
attribute space. This latter phenomenon is commonly referred to as the curse of dimensionality 
(Bellman, 1961). The discrete attribute encoding used on the Servo problem in this study 
exacerbates this problem. It is therefore likely that overfitting occurred, i.e. the CORA algorithm 
constructed a model that modelled the training data rather than the underlying manifold that the 
training data are meant to be representative of. In addition, there are only 42 validation 
exemplars (table 5.1). Poor prediction of just a few validation exemplars will therefore have a 
pronounced effect on validation accuracy. 
Next, consider the difference in results obtained by the CORA algorithm and the GNG 
algorithm. From figures 6.4 through 6.12 it can be seen in eight out of nine problems (the 
exception is the Ionosphere problem) the best CORA model performance exceeds or is the same 
as the average accuracy of the GNG algorithm upon which the model was based. In addition in 
six out of nine problems the median accuracy obtained by the various CORA models exceeds or 
is the same as the average accuracy of the GNG models. The exceptions are the Housing, 
Ionosphere and Pima problems, two of which are classification problems. It seems therefore that 
the CORA modelling language that encompasses internally disjunctive fuzzy rules is generally 
more powerful than the modelling language used by the GNG algorithm (which does not allow 
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internally disjunctive rules), even if a range of different CORA algorithm training parameters are 
used. 
The above statement is aptly illustrated by the experiments perfonned on the Sincos problem. 
The best results that were obtained using the GNG algorithm are based on a hidden layer size of 
120 cell nodes8. For such a GNG network the training R2 is 0.83 with a corresponding validation 
R2 of 0.52. In contrast, the CORA algorithm was able to construct fuzzy rule models with a 
median validationR2 of 0.90 (best validation R2 is 0.96) based on a GNG model containing only 
30 nodes. (All CORA experiments were perfonned based upon a GNG model containing only 30 
nodes.) However, the best model that the GNG algorithm could build if only 30 rules were used, 
exhibited a training R2 of 0.24 and a validation R2 of 0.024. Therefore the CORA algorithm was 
able to construct more accurate models in comparison to the GNG algorithm, even if the GNG 
algorithm was allowed to use four times as many cell nodes as was allowed the CORA 
algorithm. 
More in depth inspection of the models derived by the GNG and CORA algorithms for the 
Sincos problem brought the following to light. The restrictions on the type of fuzzy rules that the 
GNG algorithm. can construct (no internal disjunction allowed) makes it difficult for the 
algorithm to effectively model the primarily sinusoidal nature of the Sincos output. In contrast, 
the ability of the CORA algorithm to build internally disjunctive rules allows the algorithm to 
selectively use membership functions in the appropriate attribute dimensions to approximate the 
sinusoidal output. Membership functions from the same original GNG radial basis functions 
from which the above membership functions were obtained, but that represent different 
attributes, can be used to model the secondary linear nature of the Sincos output surface. 
In addition, it was found that the CORA algorithm was forced to use relatively large fuzzy rule 
consequents in order to build accurate rules from the very inaccurate 30 fuzzy rules obtained 
from the GNG algorithm. In particular, rule consequent values ranged between +27.7 and -33.0. 
In nonnal circumstances, given the preprocessing perfonned on the data, such large and small 
consequents imply that the predicted output surface is fairly nonsmooth or irregular. Such 
variation is nonnally avoided whenever possible. Owing to this, as well as the unique means by 
which the CORA algorithm solved the Sincos problem, the Sincos problem will not be studied 
hereafter. 
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Next, a comparison of the results obtained by the CORA algorithm and the RBF technique 
shows that the use of additional mathematical constructs, such as those used be the RBF 
technique (see section 5.3.2.2 for details), does not necessarily result in the most accurate 
models. The results presented in figures 6.4 through 6.12 show that the CORA algorithm, which 
assembles Oth -order Sugeno rules with possible internal disjunction, can obtain comparable or 
seemingly better results than the RBF algorithm. 
Finally, consider the results obtained for the WBC problem (figure 6.12). This problem has been 
studied in various forms by a number of researchers, e.g. Curram and Mingers (1994), Brodley 
and Utgoff (1995), Dougherty, et al. (1995), Kohavi and John (1997), Domingos (1996c), 
Domingos and pazzani (1996), Theron (1994) and Hamker and Heinke (1997), with the purpose 
often being to compare new algorithms with existing ones. The WBC problem was investigated 
in this chapter for the same reason. However, initial results showed that if a 75% / 25% split of 
the randQmised set of problem data was used (as was done for most other problems), then 
validation classification accuracy results very similar to the best published results could be 
obtained using very small models. In particular, the CORA, GNG and RBF algorithms required 
only two hidden layer nodes and practically no training parameter tuning in order to obtain a 
validation classification accuracy of 0.965. Owing to the very small models that were built it was 
decided not to further evaluate the CORA algorithm on this problem for sections of this chapter 
that examine the influence of CORA algorithm training parameters. In addition, the relative ease 
by which good validation results can be obtained makes future study of this problem, as a means 
comparing the predictive performance of two or more techniques with each other, questionable. 
In the author's opinion, this data set is only useful as a problem for algorithm development. 
6.1.3 Fuzzy Rule Model Complexity 
This section compares the complexity of the models derived by the CORA algorithm with those 
models generated by other algorithms. The problems that are studied in this section are the 
Abalone, Auto, Housing and Servo regression problems as well as the Ionosphere, Slugflow, 
Pima and WBC classification problems. 
As described in section 5.1.1, model complexity is defined in terms of a number of factors. 
These are the number of rules that make up the model, the number of concepts used to form the 
g The results for both the GNG algorithm and CORA algorithm models that are presented in figure 6.8 are based on 
a GNG network hidden layer size of 30 cell nodes. 
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rules, the number of parameters required to define the model and the average number of rules 
that need to be evaluated to determine the output of the model. As mentioned in section 6.1.1, the 
last factor can also be interpreted as the average overlap of the set of rules in attribute space. Not 
all algorithms considered in this comparison exclusively derive "if. .. then ... " type rules and 
some don't derive such rules at all. For this reason only those models are included in the 
evaluation that can be realistically compared to each other with respect to the particular 
complexity measure under consideration. 
Specifically, for the "number of rules" and "number of concepts" measures only the models 
generated by the CORA, GNG, CART and BEXA algorithms are compared because only these 
algorithms generate models consisting exclusively of rules with each rule containing no 
mathematical constructs. For the "number of parameters" complexity measure the CORA, GNG, 
RBF, BPlinear, BPtanh, MLR and MARS models are compared with each other, where 
applicable. Finally, for the "attribute space overlap" measure the CORA, GNG, CART and 
BEXA models are compared with each other. 
It must be noted at this stage that the definition of the "number of parameters" complexity 
measure is biased against the radial basis function neural network-based algorithms. The 
definition of this measure (see section 5.1.1) was originally created with the aim of comparing 
the relevant complexities of the CORA and GNG rule models. The ways in which other 
algorithms calculate this measure was not considered at that stage. Post-experimental analysis of 
results brought to light that some algorithms assume that if exactly the same parameter is used in 
two or more different contexts or places in a model, the two or more parameters are assumed to 
be one parameter only in the calculation of model complexity. 
For example, the definition given in section 5.1.1 assumes that each membership function that is 
extracted from a n-dimensional, hyperspherical Gaussian is uniquely described by two 
parameters, viz. a centre and a width. According to the definition of the "number of parameters" 
complexity measure, n membership functions therefore require 2n parameters to be defined. 
However, by definition the width of a hyperspherical Gaussian is the same in all dimensions. In 
other words, strictly speaking, n membership fUnctions extracted from a n-dimensional 
hyperspherical Gaussian require the specification of n + 1 parameters only, viz. n centres and a 
single width. 
In addition, it must also be noted that this complexity measure does not take into account the 
functions for which the parameters are used. For example, no distinction is made between 
parameters used for one-dimensional Gaussian functions and those used for regression splines. 
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Different fonns of parameterised functions have inherently different complexities. The same 
argument holds for the "number of concepts" complexity measure. A concept such as a 
membership function is, in the author's opinion, more complex than a crisp singleton used in a 
crisp rule. 
Owing to the difficulty of calculating the number of model parameters (for CORA models in 
particular) based upon the above-described assumption (that different parameters in different 
places can in fact be identical and should be counted as a single parameter) and of quantifying 
the complexity of parameterised functions, the complexity measure defined in section 6.1.1 IS 
still used in this chapter. 
The comparative results related to model complexity based on the "number of rules" measure are 
summarised in figures 6.13 through 6.16. Those results' based on the "number of concepts" 
measure are presented in figures 6.17 through 6.20 and those based on the "number of 
parameters" measure are given in figures 6.21 through 6.24. Finally, those results based on the 
"attribute space overlap" complexity measure are presented in figures 6.25 through 6.28. 
In each of these figures the best, median and worst results9 are given for the CORA algorithm. 
The results presented in these figures were detennined using all three CORA algorithm 
components (the RTS, MRG and RED components). The best, median and worst results were 
detennined in an identical fashion to the way in which the results related to the predictive 
accuracy of the CORA model were calculated (described in section 6.1.2). Note that in this 
section "best" implies smallest, or least. In other words a model consisting of fewer "if. .. then ... " 
rules is considered less complex, and therefore better, than a model consisting of more rules. 
9 Each figure contains the results for two problems. For instance, figure 6.13 presents the results for the Abalone 
problem as well as the Auto problem. The symbols in parentheses after each algorithm label on the horizontal axis 
of each graph distinguish between the results for the two problems. Ab stands for the Abalone problem, Au for 
Auto, H for Housing, S for Servo, I for Ionosphere, S for SlugfIow, P for Pima and finally W for the WBC problem. 
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Figure 6.19 Number of Concepts on Ionosphere and Slugflow Data 
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Figure 6.20 Number of Concepts on Pima and WBC Problems 
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The complexity results for the models generated by the other nondeterministic algorithms, viz. 
GNG, RBF, BPlinear, BPtanh and MARS, are the average results over the three different random 
seed runs performed using each algorithm. The complexity results for the CART and BEXA 
algorithms are based on the induced rule models after tree or rule pruning has been employed. 
Consider first results for the "number of rules" complexity measure. For each of the four 
regression problems the best CORA models consist of fewer rules than both the GNG and CART 
models. In addition, inspection of figure 6.13 in conjunction with figures 6.4 and 6.5 shows that 
for the Abalone and Auto problems that no matter how many rules are used, the CORA models 
always seem to be more accurate than the CART models. This is also the case for the Pima 
classification problem (see figure 6.11 in conjunction with figure 6.16). However, for the 
remaining two regression problems (Housing and Servo), as well as the remaining classification 
problems (Ionosphere, Slugflow and WBC) the CORA models with the least rules are not 
guaranteed to be more accurate than their CART-derived counterparts. Finally, for the 
Ionosphere problem CART generated a model that is only seemingly slightly less accurate than 
the best (most accurate) CORA model but that has twice as few rules as the smallest (least rules) 
CORA model. 
In comparison to the GNG-generated models, the CORA-derived models always used fewer 
rules, but this is by design. For the Abalone and Sincos problems (see figures 6.4 and 6.8 in 
conjunction with figure 6.13) this restriction on the number of CORA rules that could be 
assembled did not prevent the CORA algorithm from constructing more accurate models, 
however many rules could be assembled1o. 
For three of the four classification problems, viz. Ionosphere, Pima and WBC, CORA was able 
to construct models with fewer rules than those derived by BEXA. In terms of the Pima and 
WBC problems, the CORA algorithm was able to construct models with comparable or 
seemingly better predictive performance than those models induced by BEXA, no matter how 
many rules were used. In contrast, for the Slugflow problem the CORA algorithm could not 
construct as small (few rules) models as BEXA, but it was possible for the CORA algorithm to 
construct ostensibly more accurate models. 
10 For the Sincos problem the CORA algorithm was allowed to assemble five, ten or fifteen rules using the 
membership functions obtained from a 30-rule GNG model. 
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The "number of concepts" complexity measure is considered next. The results for this measure 
are summarised in figures 6.17 through 6.20. For all problems the CORA algorithm constructed 
models containing fewer concepts than the GNG-derived models, with the exception of the WBC 
problem where both types of models contained roughly the same number of concepts (owing to 
the simplistic nature of this problem). Again, this phenomenon is partly by design in that the 
CORA algorithm always uses at most the same number of membership functions as the GNG 
algorithm, but always constructs fewer fuzzy rules. 
In terms of "number of concepts", the CORA models (and therefore the GNG models) are, for all 
problems considered here, more complex than the models generated by both CART and BEXA. 
In the case of the Abalone, Housing, Servo, Ionosphere and Pima problems the CORA models 
are all at least twice as complex as those induced by CART or BEXA. The reason for the more 
complex CORA models is twofold. First, the CORA algorithm uses either single-sided or two-
sided one-dimensional Gaussians to construct fuzzy rule antecedent parts. A typical antecedent is 
"the reactor temperature is Low". In contrast, for linear attributes both CART and BEXA are able 
to use antecedents of the form "BI $ b l" or "bl $ BI $ b2" where bl and b2 represent linear 
attribute values of attribute BI. Such latter types of antecedents are able to cover, i.e. hold true, 
for a much larger region in attribute space than a membership function described by a one-
dimensional Gaussian. It is therefore possible for the CART and BEXA algorithms to use such 
antecedents to represent large regions of a linear attribute which in turn translates to simpler 
"if. .. then ... " rules. 
Second, the current CORA algorithm is forced to use all the membership functions generated by 
the GNG algorithm. It could be argued that this is not strictly necessary in order to guarantee 
accurate rule models, but this is what is currently done. The use of all available membership 
functions, coupled with the lack of explicit "number of concepts" complexity penalisation during 
the RTS phase of rule assembly, means that the RTS component will tend to generate accurate, 
but relatively complex models. It was planned that the MRG and RED components of the CORA 
algorithm would substantially reduce the complexity of CORA models to bring it more in line 
with that of the other types of rule models. Unfortunately this does not seem to have happened to 
the extent that was hoped for. This phenomenon will be studied in more detail when the 
influence of CORA training parameters is discussed later on in this chapter in section 6.3.2. 
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Figures 6.21 through 6.24 present the results II for the "number of parameters" complexity 
measure experiments. As with the "number of concepts" complexity measure, and for the same 
reasons, the CORA models always use less parameters than the GNG-derived models do. 
The CORA models are generally appreciably more complex in comparison to the models 
generated by the other techniques (not the GNG algorithm) considered in this chapter. The 
exceptions are the following. For the Abalone and Auto problems (see figure 6.21) the CORA 
algorithm is able to build less complex models than the RBF algorithm. For the latter problem 
the CORA models always use less parameters than the corresponding RBF models although the 
predictive accuracy of the former is not always better than that of the latter (see figure 6.5 in 
conjunction with figure 6.21). Furthermore, for the Slugflow problem (see figure 6.23) the 
complexities of the CORA models (and the GNG models) are all less than that the RBF-
generated models and roughly the same as that of the BPtanh model. For the WBC problem 
(figure 6.24) both the CORA and GNG algorithms generate models that are less complex than 
those generated by either the RBF or the BPtanh algorithm. These CORA and GNG models are 
as accurate as the RBF models but less accurate than the BPtanh models (see figure 6.12). 
The final complexity issue that will be discussed is that of the average number of rules that need 
to be evaluated to determine model output, or in other words attribute space overlap. The results 
for these experiments are summarised in figures 6.25 through 6.28. Only the CORA, GNG, 
CART and BEXA algorithms are investigated, because only they exclusively construct 
"if. .. then ... " rules. 
As mentioned in section 6.1.1, both CART and BEXA generate models where the average 
number of rules that need to be evaluated to determine rule model output is always exactly one. 
In contrast it was found for all but one problem, the WBC problem, that more than one rule 
needs to be evaluated to determine overall GNG or CORA model output. For the WBC problem, 
both the GNG or CORA algorithms constructed two rules only. Owing to the fuzzy nature of 
these rules, only slightly more than one rule (on average) would need to be evaluated to 
determine final model output. 
This higher (greater than one) input space overlap phenomenon of the GNG and CORA 
algorithms can be attributed to the following algorithmic properties. First, the GNG algorithm 
II The software implementation of the MARS algorithm reports model complexity in terms of, amongst others, a so-
called "effective number of parameters" complexity measure. These are the results reported here. 
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has no explicit means of quantifying and limiting input space overlap. In addition, as described 
in section 4.1.2, the width of a cell node Gaussian is calculated as the fraction 't12 of the mean 
length of all connections emanating from the particular cell node. (See the insert_ celC node 
function described in detail in figure 4.8 for more information.) Such width determination can 
lead to wide Gaussians that overlap significantly with, or even completely cover, small (less 
wide) Gaussians that are near to the wide Gaussian. Second, the CORA algorithm is forced to 
use all GNG-generated membership functions, but to assemble fewer fuzzy rules than the GNG 
algorithm was allowed to use. Intuitively it should be clear that such apportionment of 
membership functions to fewer rules should typically lead to higher attribute space overlap. 
As described in section 4.3.4.7, input space overlap is explicitly penalised by the CORA 
algorithm. Figures 6.25 through 6.28 in conjunction with figures 6.4 through 6.12 show that it is 
possible for the CORA algorithm to generate models with less attribute space overlap, but with 
better predictive performance than the GNG algorithm. In particular, for the Housing, Servo, 
Ionosphere, Slugflow and Pima problems the attribute space overlap of each CORA model 
generated for this chapter is always less than that of the corresponding GNG model. However, 
these CORA models are not always more accurate than the corresponding GNG models. In other 
words, attribute space overlap penalisation is able to decrease model complexity, but for some 
problems this can be to the detriment of model predictive performance. 
6.2 Effect of CORA Algorithm Training Parameters 
This section examines the effect of CORA algorithm training parameters on the quality of model 
that can be assembled by the CORA algorithm. The parameters that are investigated are the 
number of assembled fuzzy rules, the percentage of either swaps or moves that are evaluated 
during a given R TS training iteration, whether only swaps, moves or both swaps and moves are 
utilised during RTS training, the level of consequent magnitude penalisation, the level of 
attribute space overlap penalisation and finally whether either Yu or Zadeh fuzzy conjunction 
and disjunction operators are utilised. 
The problems considered in this section are the Abalone, Auto, Housing, Servo, Ionosphere, 
Slugflow and Pima problems. Owing to space constraints, not all results are presented here. The 
12 "C was set to one in all the experiments described in this chapter. 
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remaining results are presented in the appendices. The discussion of the results includes both sets 
of information. 
6.2.1 Number of Assembled Fuzzy Rules 
Figures 6.29 through 6.40 show how the predictive accuracy and number of concepts of a set of 
CORA-derived fuzzy rules changes as the number of fuzzy rules that may be assembled by the 
algorithm changes. The results obtained by the GNG algorithm are also included. Appendix B 
presents similar results (the influence of number of CORA-assembled rules), but these are in 
terms of the number of rule model parameters. 
Each figure consists of ten bars. Each bar represents the average result over the three different 
random seed runs performed for the particular algorithm or algorithmic and for the particular 
training parameter settings. The black error line overlaid over each bar represents one standard 
deviation above and below the average result. 
In each figure the first bar represents the results obtained by the GNG algorithm, as indicated by 
the horizontal axis label. The number in parentheses following this label (and all others on the 
horizontal axis) is the number of fuzzy rules used by the algorithm to generate the figure results. 
The following nine bars are all results obtained with the CORA algorithm. These nine bars are 
grouped in three groups of three bars each. For a particular group the first bar represents the 
results obtained directly after the RTS component of the CORA algorithm has completed 
execution. The second bar represents the results obtained after both the R TS and MRG 
components have been executed. Finally, the third bar represents the results after all three CORA 
components, viz. the RTS, MRG and RED components, have been employed. 
Finally, figures B.7 through B.24 in Appendix B present results of experiments that also studied 
changes in CORA model predictive accuracy and complexity as a function of the number of 
CORA-assembled rules. The difference between these results and those presented in figures 6.29 
through 6.40 and figures B.1 through B.6 in Appendix B is that values of 0.5 and 0.01 for the 
minimum_swap_move_threshold training parameter were evaluated. The trends found in these 
latter results are in the author's opinion very similar to those found in figures 6.29 through 6.40 
and Appendix B. For this reason they are not explicitly mentioned in the following discussion 
but for completeness sake are presented in the appendices. 
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The particular GNG and CORA algorithm training parameter settings used for the experiments in 
this section are summarised in table 6.1. Where a value for a particular training parameter is not 
specified the default value specified in table A.2 (for the GNG algorithm) or table A.3 (for the 
CORA algorithm) was used. Both table A.2 and A.3 can be found in appendix A. 
Parameter GNG Algorithm CORA Algorithm 
number_of_epochs 1941363 1595 1482 -
I 540 I 262 I 167 
maximum number cell nodes See figures -
number_oCiterations (RTS component) - 2000 I 5000 I 1500 I 2000 
I 500 I 5000 I 2500 
number of rules - See figures 
consequent_magnitude yenalty _factor - 0.01 10.01 10.1 10.05 
\ 0.1 \ 0.02\ 0.1 
overlap yenalty _factor - 0.5 \ 0.1 10.110.5 
10.110.110.5 
minimum swap move threshold - 0.9 
swap move ratio lJ - 0.9 
Table 6.1 Parameter Settings for Number of Assembled Fuzzy Rules Experiments14 
The following observations and statements can be made regarding the influence of the number 
CORA-assembled fuzzy rules on model predictive accuracy and complexity: 
• For all four of the regression problems (figures 6.29, 6.30, 6.33 and 6.34) the correct 
I 
choice of the number of CORA-assembled fuzzy rules allowed the CORA algorithm 
to construct models with seemingly superior predictive accuracy in comparison to 
those generated by the GNG algorithm. This means that the ability to build internally 
disjunctive rules can provide one with an appreciably more powerful modelling 
language in comparison to those languages that do not encompass internally 
disjunctive rules. A similar conclusion was reached by Theron and Cloete (1996) 
who studied internal disjunction in terms of crisp "if ... then ... " rule induction. 
13 swap_moveJatio is the ratio ofRTS iterations that use swaps to construct new solutions to those that use moves 
to perform the same task. For example, a ratio of 0.9 implies that for each 100 RTS search iterations in turn, the fIrst 
ninety of these iterations use swaps to fInd new solutions and the last ten use moves. 
14 For the number _ oC epochs, number _ oCiterations, consequent_magnitude --'penalty_factor and 
overlap --'penalty_factor training parameters, the specifIed values are for the Abalone, Auto, Housing, Servo, 
Ionosphere, Slugflow and Pima problems, respectively. 
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The results are not as clear for the two classification problems (figures 6.37 and 
6.38). Neither the GNG nor the. CORA algorithm consistently outperforms the other. 
In the author's opinion this is owing to the suboptimal choice of solution fitness 
function. The influence of this algorithmic property is discussed in more detail 
below. 
Consider first the results after only the RTS component of the CORA algorithm had 
been used. Forthree of the four regression problems that were studied, an increase in 
the number of rules that could be assembled led to an increase in predictive accuracy. 
However, for the Auto (figure 6.30) and Servo (figure 6.34) problems the use of too 
many rules decreased the model predictive performance to levels below the optimum 
but above the worst results. For the remaining regression problem, the Abalone 
" 
problem (figure 6.30), an increase in the number of assembled rules led to a slow 
decline in predictive performance. The results for the two classification problems are 
not as clear as those for the regression problems but an increase in the number of 
assembled rules generally led to a decrease or at best to no change in predictive 
performance. 
It seems therefore, for regression problems in particular, that' an increase in the 
number of assembled fuzzy rules is generally beneficial in terms of predictive 
accuracy. However, in some cases too many rules seem to have provided the CORA 
algorithm with too much modelling power. In other words the CORA algorithm 
constructs models that overfit on the training data l5 and in turn generalise poorly on 
the validation data. 
In the case of classification problems the above phenomenon is coupled with the 
disadvantages of using a regression-based objective function to evaluate solutions 
instead of a classification-based one. In other words, the generally, but not 
consistently downward trend in predictive performance as the number of assembled 
rules is increased can be attributed to overfitting as well as to the use of a suboptimal 
objective function. This observation is supported by the relatively high standard 
deviation of the classification results after the RTS component has finished 
execution. 
15 All CORA models for a particular problem were generated using the same number ofRTS iterations. 
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• Changes to the number of assembled fuzzy rules do not seem to have caused a clear 
trend in the effect of membership function merging. Nevertheless, merging has for 
most problems a negative effect on predictive performance. The exceptions are the 
Auto and Ionosphere problems. For these two problems the average model predictive 
performance increases or does not change if membership function merging is 
performed, although the high standard deviation of the results makes it difficult to 
determine whether these trends are significant. 
However, if one considers the "number of concepts" figures 6.31, 6.32, 6.35, 6.36, 
6.39 and 6.40, the average decrease in predictive accuracy for some problems is, in 
the author's opinion, outweighed by the appreciable gain in model simplicity. 
Consider table 6.2 below. 
Problem Relevant Figures Predictive Accuracy Model Comrlexity 
Decrease (%) Decrease! (%) 
Abalone 6.29, 6.31 and B.l 1.2 17115 
Housing 6.33,6.35 and B.3 2.3 41 138 
Servo 6.34, 6.36 and B.4 18 72183 
Pima 6.38, 6.40 and B.6 1.3 35140 
- Table 6.2 Average Decrease in Predictive Accuracy and Model Complexity 
Owing to Membership Function Merging 
The table lists the problems for which membership function merging caused a 
decrease in model predictive accuracy. For each problem the case (number of fuzzy 
rules) is shown where predictive accuracy decreased the most. For the Abalone 
problem this occurred when ten rules were assembled, for the Housing problem when 
twenty rules were used, the Servo problem when five rules were constructed and for 
the Pima problem this occurred when five rules were assembled. 
Table 6.2 shows that for three (Abalone, Housing, Pima) of the four problems where 
membership function merging had a detrimental effect on predictive performance the 
average decrease in accuracy was 1.6%. For these problems model concept 
complexity on average dropped by 31 %. Unfortunately, for the Abalone, Housing 
16 The last column of table 6.2 contains two numbers for each problem. The first number is the decrease in model 
concept complexity and the second number is the drop in parameter complexity. Percentages are calculated based on 
the largest model complexity value, i.e. before merging took place. 
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and Pima problems in particular, the high standard deviation of the results make it 
difficult to determine whether the drop in model complexities is always significant. 
The detrimental effect of membership function merging is most pronounced for the 
Servo problem. This can be attributed to the fact that the Servo problem consists of 
few data and contains 83% discrete or binary attributes (upon presentation of the data 
to the GNG and CORA algorithms). As discussed in section 6.3.1.2 these two factors 
cause the CORA algorithm to model the Servo data relatively poorly. Apart from 
overfitting on the training data, the RTScomponent of the CORA algorithm seems to 
use combinations of the uppermost sections of membership function Gaussian curves 
to create decision boundaries for problems consisting primarily of discrete attributes. 
The method of membership function merging used by the MRG component 
smoothes these uppermost curve sections (see section 4.3.4.4 and figure 4.18 for 
details). Such smoothing seems to disrupt the RTS-created model decision 
boundaries to such a degree that predictive performance is seemingly significantly 
harmed. 
• In contrast to membership function merging, the effect of the RED component does 
exhibit a relationship with respect to changes in the number of assembled fuzzy 
rules. In particular, as the number of constructed fuzzy rules increases, so the level of 
complexity reduction increases (see figures 6.31, 6.32, 6.35, 6.36, 6.39, 6.40 as well 
as figures B.l through B.6). The complexity reduction seems substantial, especially 
if the results are considered for the experiments where the greatest number of fuzzy 
rules was utilised. A summary of these particular results is presented in table 6.3. 
Problem Model Complexity Decrease17 (%) 
Abalone 8.118.0 
Auto 15 114 
Housing 30130 
Servo 23123 
Iono~here 40140 
Pima 0116 
Table 6.3 Average Model Complexity Decrease as a Result of Rule Reduction 
17 Percentages are calculated based on the largest model complexity value, in other words after merging took place. 
The fIrst number given in the column is the percentage decrease in model concept complexity and the second 
number is the drop in parameter complexity. 
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Unfortunately the significance of the reduction in complexity is for some problems 
difficult to determine owing to the high standard deviation of the results. 
Rule reduction does not seem to be linked with a corresponding change (increase or 
decrease) in predictive accuracy. In other words, the trend of increased complexity 
reduction does not seem to be linked with any seemingly consistent change in model 
predictive accuracy. In some cases rule reduction seems to on average improve 
predictive performance, e.g. the Abalone problem (using thirty rules), the Housing 
problem (thirty rules) and the Pima problem (ten rules). 
The worst case of where accuracy is negatively influenced is the Ionosphere problem 
(figure 6.37). Here a drop in R2 of 0.917 to 0.909, or 0.87%, in accuracy is found 
where thirty fuzzy rules are used. (Again, these results should be treated with 
caution. owing to the high sample standard deviation.) The reason why the worst 
results are obtained with a classification pr~blem is most likely because the RED 
component decides which rules to ignore based on a R2 accuracy measure, rather 
than a classification accuracy measure. In other words classification performance is 
not explicitly considered. 
6.2.2 Percentage of RTS Swaps or Moves Evaluated per Iteration 
This section presents results of experiments that were performed to study the effect of the RTS 
minimum swap or move threshold18 on model predictive accuracy and complexity. Three levels 
of the threshold were studied, viz. using at most 10%, 50% or 99% of available swaps or moves. 
All other training parameters were set to the values given in table 6.1. Where a value for a 
particular training parameter is not specified in the table the default value specified in table A.3 
in appendix A was used. 
18 The tenn "minimum swap (or move) threshold" is defmed as the maximum percentage of all possible and 
pennissible solutions (generated by applying a single swap or move to the current solution) that may be evaluated 
during any RTS combinatorial search iteration. A threshold of 0.9 means that only 10% of all possible and 
pennissible solutions may be evaluated. As another example, a threshold of 0.0 1 means that 99% of all possible and 
pennissible swaps or moves may be evaluated. Furthennore, the tenn "search resolution" refers to the current swap 
(or move) threshold used by the RTS algorithm (see section 4.3.4.9 for details on how this current threshold is 
calculated). These defmitions of minimum and current swap (or move) threshold are identical to those used 
elsewhere in this dissertation. 
167 
Stellenbosch University  https://scholar.sun.ac.za
The problems considered in this section are the Auto, Servo, Slugflow and Pima problems. The 
Abalone, Housing and Ionosphere problems were not studied, because experiments that allowed 
the consideration of more than 10% of available swaps or moves during the RTS combinatorial 
search took too long to perform, given the time constraints set for this investigation. In addition, 
only one number_oCrules (number of CORA rules to construct) setting was tested for the 
Slugflow problem because the GNG algorithm generated a model with so few rules. Finally, it is 
important to note that for a particular problem all experiments were run for the same number of 
RTS search iterations, no matter what level ofRTS minimum swap threshold was employed. 
Typical experimental results are presented in figures 6.41 through 6.48. These figures show how 
rule model predictive accuracy as well as the number of model concepts is affected by changes 
in RTS search resolution. Only the results are shown of experiments where the maximum 
number of CORA fuzzy rules was used. The remainder of the results are presented in appendix 
B~ specifically figures B.25 through B.46. The configuration of each figure is similar to that of 
the figures used in section 6.3.2.1. The only difference (apart from the actual results) is that the 
number in parentheses after the CORA labels indicates the search resolution rather than the 
number of fuzzy rules. 
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Inspection and analysis of the above-mentioned figures reveal the following with regard to the 
influence of changes in RTS search resolution on CORA rule model predictive accuracy and 
complexity: 
• Consider first the accuracy results obtained by the RTS component of the CORA 
algorithm. In general there does not seem to be a clear relationship between the 
minimum swap (or move) threshold and rule model predictive accuracy. 
Improvements in accuracy as a result of a less stringent swap ( or move) threshold are 
at most 2.9% (for the Slugflow problem) and at worst 3.3% (for the Servo problem 
using five rules). In addition, the results for most experiments exhibit large standard 
deviations. From this can be concluded that a decrease in RTS swap (or move) 
threshold (i.e. more swaps or moves are tested) generally does not lead to an increase 
in model predictive accuracy . 
• Next, consider the predictive accuracy results obtained after the MRG and RED 
components of the CORA algorithm have been used. As with the RTS component 
results, no generally valid trends can be observed as the RTS minimum swap (or 
move) threshold changes. Likewise, inspection of figures 6.43, 6.44 and 6.47, as well 
as figures B.33, B.34, B.35, B.36, B.42 and B.44, reveals that changes in minimum 
threshold do not seem to have any significant effect on the level of model 
simplification that is performed by the MRG or RED components. 
In summary, no significant change in either predictive accuracy or model complexity reduction 
with respect to changes in swap (or move) threshold can be observed in the experimental results 
for this section. On the other hand, this means that substantial reductions in R TS computation 
time can be -obtained without appreciably affecting final trained model accuracy or complexity. 
For example, if the minimum swap threshold is set at 0.9 then at worst (the RTS search never 
finds a better solution than the initial one) the RTS computational time will only be 10% of what 
it would be without the minimum swap threshold constraint. 
However, as described in section 4.3.4.9, it must be kept in mind that all RTS combinatorial 
searches used an initial search resolution of one percent. Inspection of trends in RTS training 
accuracy brought to light that for most problems the R TS search resolution did not constantly or 
consistently deviate from one percent during the initial rule assembly phase. Figure 6.49 shows 
typical training fitness and accuracy (in terms of R2) curves together with the corresponding 
search resolution curve. As shown in figure 6.49 this initial training phase is usually where most 
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improvements in model fitness are made by the RTS algorithm. This phenomenon is especially 
true if many membership functions are being apportioned amongst many rules. In this case the 
RTS component usually found it relatively easy to discover new rule models with improved 
fitness. 
RTS Component Training 
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Figure 6.49 Training Accuracy and RTS Search Resolution against RTS Iterations19 
In the light of this, it seems that the adaptive modification of the search resolution by the RTS 
component, from an initial value of one percent up to the swap (or move) threshold, plays a more 
significant role in determining final rule model properties than the minimum swap (or move) 
threshold does. In particular, the use of an initial search resolution of one percent in all 
experiments that use the same set of parameters, with the exception of the minimum swap (or 
move) threshold, most likely causes the RTS search trajectory in each of these experiments to be 
19 The results given in figure 6.49 are for an experiment based on the Abalone problem. Ten fuzzy rules were 
assembled. The minimum swap (or move) threshold was set at 0.9. The swap to move ratio was also set to 0.9. The 
random seed was 5. Other training parameters were set to default values (see table A.3 in appendix A). 
The first two subplots in figure 6.49 each present two curves, viz. the best fitness (or accuracy) and the current 
fitness (or accuracy). By and large these plots are on top of each other, except between roughly 330000 and 450000 
RTS iterations. 
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roughly the same. This in turn will mean that the trained models will be more or less the same. 
This hypothesis is substantiated by the lack of any significant trends in the results presented for 
this section. 
6.2.3 Rule Construction Using Swaps, Moves or Both 
The next aspect of the CORA algorithm that will be discussed concerns the effects of using 
swaps, moves or both swaps and moves during the R TS combinatorial search. The reader is 
referred to section 4.3.4.9 for more details regarding the difference between swaps and moves, as 
well as how the RTS algorithm alternates between swaps and moves (if this training option is 
chosen). 
The problems that are studied are the Abalone, Auto, Housing, Servo, Ionosphere, Slugflow and 
Pima problems. The influence of using swaps, moves or both of these is evaluated in terms of 
rule model predictive accuracy and complexity. For each problem the use of swaps, moves or 
both is evaluated for each of the number _ oC rules settings studied in section 6.3.2.1. If both 
swaps and moves are employed, the swap_moveJatio is set to 0.9. The reason for this choice of 
ratio is because it was originally felt that moves should be used to make the RTS component 
capable of changing the initial membership function distribution presented to the RTS 
component, rather than being the primary means of generating new solutions. If swaps are used 
the membership function distribution will stay the same throughout aRTS combinatorial search. 
Otherwise, the same training parameter settings as those given in table 6.1 were employed. 
Predictive accuracy and concept complexity results are presented in figures 6.50 through 6.63. 
Additional accuracy, concept complexity, as well as parameter complexity results are presented 
in appendix B, specifically figures B.47 through B.89. In each figure caption, the abbreviation 
"SMB" stands for "swaps, moves or both swaps and moves". The number in parentheses at the 
end of each figure caption is the number of rules used to construct the relevant rule models. 
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The following observations can be made regarding the figures presented in this section as well as 
those presented in appendix B. 
• Consider first the effect on predictive accuracy. Note that for this discussion the 
results obtained· using swaps exclusively are assumed to be the standard against 
which the results obtained using the other two training variants (moves only or both 
swaps and moves) are measured. 
The exclusive use of moves seemingly improved predictive accuracy for the Auto, 
Ionosphere and Slugflow problems (see figures 6.51, 6.58 and 6.62) when the 
maximum number of rules was assembled. In the last case the high standard 
deviation of the results makes it difficult to determine whether the increase in 
accuracy is significant. However, if fewer rules are assembled and moves are used 
exclusively for the Auto and Ionosphere problems, or if any number of rules is 
assembled using both swaps and moves, there seems to have been no substantial 
change in predictive accuracy. 
For the Abalone, Servo and Pima problems the use of either moves or both swaps 
and moves together with any number of assembled rules seems to have no 
appreciable effect on accuracy. The one exception is where ten rules were assembled 
for the Servo problem. In this case the exclusive use of moves resulted in appreciably 
worse predictive accuracy. 
Significantly worse results were obtained for the Housing problem if the maximum 
allowed thirty rules were assembled using moves (see figure 6.54). Likewise, if 
fewer rules are assembled (see figures B.66 and B.68) the predictive performance of 
the derived rule models drops, although the high standard deviation of the results 
makes it difficult to determine if this drop is significant. 
• In general the use of moves seems to have allowed greater model complexity 
reduction than using swaps did. However, in only three cases, viz. the Auto problem 
using 27 rules (figure 6.53), the Abalone problem using ten rules (figure B.60) and 
the Ionosphere problem using ten rules (figure B.84), did the use of moves lead to 
seemingly substantial reductions in model complexity. For the other experiments the 
high variation in the results makes it difficult to determine whether the drop in model 
complexity is significant. 
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In summary, the use of either moves or both swaps and moves (based on a swap_move_ratio of 
0.9) instead of swaps only, does not seem to have had a consistently beneficial or detrimental 
effect on model predictive accuracy. In terms of model complexity, the use of moves instead of 
swaps generally led to greater complexity reduction by the MRG and RED components of the 
CORA algorithm.· It is hypothesised that the reason for these phenomena is the following. As 
described in section 4.3.4.9, a move consists of passing a single membership function from one 
fuzzy rule to another. No reciprocal membership function moves is performed from the latter 
rule to the former. The only restriction that is placed on this move is that it must meet the 
permissibility requirements set out in section 4.3.1.2 with respect to the membership function 
that is being moved and the rule that it is moved to. 
In contrast, the effect of the move on the rule that loses the membership function is ignored. In 
other words, any membership function overlapping that has been constructed by the R TS 
component of the CORA algorithm is not taken into account. Such creation of membership 
function overlapping in one rule and possible destruction of overlapping in the other rule can 
lead to a set of fuzzy rules with two properties, one negative and the other positive. The negative 
effect is that the rule model overfits on the training data and thus generalises poorly. In other 
words, owing to the relatively relaxed restrictions placed on the combinatorial search when using 
moves, the RTS component is more able, than when swaps are used, to find some model that fits 
the training data well rather than the underlying model represented by the data. The advantage of 
using moves instead of swaps is that in general more rule model simplification can be performed. 
Owing to the more relaxed permissibility restrictions the RTS component is more able to create 
fuzzy rules with antecedent parts that exhibit a greater degree of overlapping. This in turn allows 
more membership function merging to take place. 
6.2.4 Consequent Magnitude Penalisation 
This section discusses the results obtained for the experiments performed to investigate the effect 
on model predictive accuracy and complexity of consequent magnitude penalisation. The 
problems considered in this section are the Abalone, Auto, Housing, Servo, Slugflow and Pima 
problems. The results obtained for these problems are presented in figures 6.64 through 6.75 as 
well as the figures in appendix B, specifically figures B.90 through B.95. The former set of 
figures give the accuracy and concept complexity results and the latter set of figures present the 
parameter complexity results. 
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Each figure gives the results for a particular problem, for all the number_oCrules settings 
employed in section 6.3.2.1. All other CORA training parameter settings were identicalto those 
given in table 6.1, with the exception of the consequent magnitude penalisation factor (set to the 
value in table 6.1 or set to zero). Both swaps and moves were employed based upon the 
swap_move_ratio given in table 6.1. In each figure the horizontal axis label for a particular 
subset of experimental runs gives the number of rules assembled in parentheses and whether 
consequent magnitude penalisation was employed or not (Yes or No). 
Inspection of the above figures as well as those in appendix B, specifically B.90 through B.95, 
reveals the following: 
• Consequent magnitude penalisation generally improves rule model predictive 
accuracy in comparison to the situation where no penalisation is performed. This is 
especially the case if, for a particular problem, relatively many rules are assembled. 
The single exception to these phenomena is the results for the Servo problem (see 
figure 6,69). For this problem the use of consequent magnitude penalisation has a 
substantially negative effect on predictive accuracy, no matter how many fuzzy rules 
are assembled. 
The general improvement in predictive accuracy can be attributed to the fact that the 
use of consequent magnitude penalisation forces the RTS combinatorial search to 
look for rule models that fit the data well but that also generate a relatively smoother 
output prediction surface. Models that generate a more smooth output surface usually 
generalise better than those that generate a rougher surface do, for the same training 
accuracy. 
In addition, consequent magnitude penalisation leads to rules with small 
consequents. In other words, small changes in the antecedent part and thus the 
predicted output of a given fuzzy rule (caused by membership function merging) 
should lead to small changes in the overall fuzzy rule model output and therefore not 
influence model accuracy much. In contrast, small changes in antecedent part of a 
fuzzy rule with a large consequent can cause large changes, usually detrimental, in 
the fuzzy rule output and in turn the fuzzy rule model output. 
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Furthermore, for two or more interacting rules, each with a large consequent, the 
merging of some of one rule's membership functions can significantly alter the 
interaction between this rule the other two or more rules. Remember that 
membership function merging does not explicitly take the interaction between fuzzy 
rules in the attribute space into account. The negative effects of such fuzzy rule· 
interaction alteration will be more pronounced for rules that have large consequents. 
This will result in large and most often detrimental variations in model accuracy, in 
particular after either or both membership function merging and rule reduction have 
been performed. 
• In addition, as expected, consequent magnitude penalisation reduces the variance 
exhibited by RTS component predictive accuracy for four of the six problems 
studied, specifically the Abalone (figure 6.64), Auto (figure 6.65), Housing (figure 
6.68) and Slugflow (figure 6.72) problems. Furthermore, the reduction in RTS 
component accuracy generally translates to a reduction in the variance of the 
accuracy both after membership function merging and rule reduction. This is the case 
for the Abalone problem (using twenty or thirty rules), the Auto problem (using 22 
and 27 rules), the Housing problem, the Servo problem, the Slugflow problem and 
the Pima problem (using ten or fifteen rules). 
• Consequent magnitude penalisation can lead to greater rule model simplification 
(both membership function merging and rule reduction), in comparison to the 
experiments where no consequent magnitude penalisation is employed. This 
statement holds true for the Auto, Housing (using twenty rules), Servo and Pima 
(using ten rules) problems. 
6.2.5 Attribute Space Overlap Penalisation 
Attribute space overlap penalisation is studied in this section. As described in section 4.3.4.7, the 
RTS component penalises the fitness of a rule model by a factor of the attribute space overlap of 
the set of fuzzy rules. The aim of such penalisation is to force the RTS component to build 
models with at worst the same attribute space overlap as the GNG-derived rule model and in 
doing so to improve model comprehensibility. 
The problems considered in this section are the Abalone, Auto and Pima problems. More 
problems were studied not studied owing to the time constraints placed on the experiments for 
this chapter. The experimental results for this section are presented in figures 6.76 through 6.81 
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as well as figures B.96 through B.98 in appendix B. The model properties that are investigated 
are predictive accuracy and model complexity. As in section 6.3.2.4, experiments were 
performed for all three number_oCrules settings for each problem. In each figure, the number of 
assembled rules is indicated in parentheses in the relevant horizontal axis label. All other CORA 
training parameter settings used in these experiments were identical to those given in table 6.1, 
with the exception of the attribute space overlap, penalty factor. This parameter was either set to 
zero or to the value specified in table 6.1. 
Inspection of figures 6.76, 6.77 and 6.80 reveals that attribute space overlap penalisation, as it is 
, 
performed by the RTS component of the CORA algorithm, generally has no appreciable effect 
on predictive accuracy. The two exceptions are the Abalone problem using twenty rules, where 
penalisation gave significantly worse results, and the Auto problem using 22 rules, where 
penalisation gave seemingly substantially improved results. Furthermore, attribute space overlap 
penalisation seems to have had no significant effect on model concept or parameter complexity. 
What the results do indicate is that it is generally possible to construct a set of internally 
disjunctive fuzzy rules from a larger set of purely conjunctive fuzzy rules, using all the 
membership functions of the latter set, force the former set to have the same attribute space 
overlap as the latter, decrease model concept and parameter complexity, and still improve on rule 
model predictive accuracy. This statement is particularly applicable to the Abalone and Auto 
regression problems. (Refer to figures 6.29 through 6.32, as well as B.I and B.2 in appendix B 
for substantiation of the accuracy and complexity claims.) 
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6.2.6 Yu Fuzzy Operators vs. Zadeh Fuzzy Operators 
As described in section 4.3.1.3, preliminary experimentation brought to light that use of the 
fuzzy operators proposed by Zadeh (Klir and Yuan, 1995; Kasabov, 1996) produced inferior 
models in comparison to models based on the fuzzy operators proposed by Yu (1985). This 
section presents a comparison of the results obtained using these two sets of operators on the 
Auto problem. The CORA training parameter settings presented in table 6.1 were used in all 
experiments, with the exception of the number of assembled fuzzy rules and of course the type of 
fuzzy operator employed. The same three number_oCrule settings were used as were studied in 
section 6.3.1.2, viz. 17, 22 and 27 rules. The experimental results, in terms of predictive accuracy 
and model complexity, are presented in figures 6.82 through 6.84 . 
• As shown in figure 6.82, the use of the Yu fuzzy operators improved predictive 
accuracy results for all three number_oCrule settings, although where 17 rules were 
assembled the high standard deviation of the results makes it difficult to determine 
the significance of the difference in results. The reason for the difference in results 
obtained using the Yu operators and those obtained using the Zadeh fuzzy operatos is 
hypothesize to be the following. Consider first rul e assembly based on the Zadeh 
operators. Owing to "maximum / minimum" nature of these operators, the RTS 
component is able to use very small variations in the membership function profile of 
a given rule in a given input dimension to change the prediCted output of the rule and 
in turn the interaction between this and other fuzzy rules. In contrast, the Yu OR 
operator determines the result of an OR operation using both membership functions 
involved. The determination of the outcome of a Yu AND operation is also 
distributed between the two relevant operands. This distributed means:ofcalculating 
fuzzy rule output causes the trained rule model to generalise better than when Zadeh 
operators are employed. 
• Better model simplification (see figures 6.83 and 6.84) was generally obtained using 
Zadeh operators rather than Yu operators. In particular, for an average 2.1 % gain in 
predictive model concept complexity worsens on average by 6.6% but improves by 
2.5% if the parameter complexity measure is used. However, in the author's opinion 
the gain in predictive accuracy when Yu operators are used outweighs the increase in 
model complexity. 
188 
Stellenbosch University  https://scholar.sun.ac.za
0.92 I I 300 
>-. 0.90 
275 
f/l 
u .... 
~ fr 250 u 
8 0.88 ~ 8 225 
..:r: 
(I) ..... 
;> 0 
't 0.86 ~ 200 
~ .0 
(I) § 175 ... 
J:l.. 0.84 Z 
150 
0.82 125 
CORACI7) CORA(17) CORA(22) CORA(22) CORA(27) CORA(27) CORACI7) CORA(17) CORA(22) CORA(22) CORA(27) CORA(27) 
Yu Zadeh Yu Zadeh Yu Zadeh Yu Zadeh Yu Zadeh Yu Zadeh 
Number of Rules / Yu vs. Zadeh Number of Rules / Yu vs. Zadeh 
Figure 6.82 Accuracy vs. Use ofYu or Zadeh Fuzzy Operators Figure 6.83 Concepts vs. Use ofYu or Zadeh Fuzzy Operators 
550,-----------------------------------------, 
f/l 500 i:;;;;:::------
~ § 450 
~ 
e: 400 
o 
~ ~ 350 
Z 300 
250 
CORACI7) CORACI7) CORA(22) CORA(22) CORA(27) CORA(27) 
Yu Zadeh Yu Zadeh Yu Zadeh 
Number of Rules / Yu vs. Zadeh 
Figure 6.84 Parameters vs. Use ofYu or Zadeh Fuzzy Operators 
189 
Stellenbosch University  https://scholar.sun.ac.za
Stellenbosch University  https://scholar.sun.ac.za
6.3 Sundry Issues and a Discussion of Results 
This part of chapter 6 investigates miscellaneous issues that have not been covered in the 
previous sections of this chapter. In addition, a more in depth discussion is given of problems 
encountered during the experimentation performed for this chapter. 
6.3.1 Minimisation of Attribute Space Overlap 
As described in section 4.3.4.7, the manner in which fuzzy rule attribute space overlapping is 
performed by the CORA algorithm is to penalise such overlapping if it exceeds the value 
exhibited by the original GNG-derived rule model. However, the experiments performed for 
section 6.2.5 showed that for the problems investigated in that section, this form of attribute 
space overlapping penalisation has no appreciable effect on either model predictive accuracy or 
complexity. The question can therefore be raised as to what degree of penalisation of attribute 
space overlapping can be performed without substantially affecting model predictive accuracy. 
This section studies this question in more detail. 
In particular, the attribute space overlap mechanism employed by the RTS component of the 
CORA algorithm was altered to allow for greater penalisation. Instead of only penalising the 
CORA model overlap if it exceeds the value exhibited by the GNG rule model, CORA ~odel 
attribute space overlap is penalised if it exceed a value of one. In other words, the fitness of the 
CORA rule model is penalised if on average more than one rule needs to be evaluated to 
determine the rule model's output. 
The problems considered in this section are the Abalone, Auto, Housing and Servo problems. 
More problems were not considered owing to time constraints. For all experiments the CORA 
training parameters specified in table 6.1 were used, including the overlap penalisation factor. 
Only one number_oCrules setting was tested for each problem. In particular, twenty, twenty-
two, twenty and fifteen rules were respectively constructed for the Abalone, Auto, Housing and 
Servo problems. The results of the experiments are presented in figures 6.85 Through 6.88 as 
well as figures B.99 and B.100 in appendix B. The model properties that are investigated are the 
predictive accuracy, model concept complexity and model parameter complexity. The results of 
two problems are presented in each figure, distinguished by the symbol in parentheses after each 
horizontal axis label. Ab, Au, H and S respectively stand for the Abalone, Auto, Housing and 
Servo problems. Furthermore, for each problem the results where the level of overlap is 
penalised if it exceeds that of the GNG algorithm are presented together with the corresponding 
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results where the level of overlap is penalised if it exceeds a magnitude of one. As before, each 
group of three bars represent the results after the RTS, MRG and RED components have 
successively completed execution. In addition to the figures, table 6.4 presents a comparison of 
the level of attribute space overlap obtained by the GNG algorithm and each of the two CORA 
algorithm variants. 
Problem GNG Overlap CORA Overlap (GNG Level) CORA Overlap (Level of 1) 
Abalone 4.9 (0) 4.4 (0.21) 1.6 (0.14) 
Auto 6.6 (0.18) 5.3 (0.092) 1.9 (0.078) 
Housing 9.1 (0) 5.9 (0.90) 2.6 (0.19) 
Servo 7.3 (0) 4.5 (0.26) 1.4 (0.15) 
Table 6.4 Comparison of GNG and CORA Algorithm Attribute Space Overlap2o 
Inspection of the results reveals some interesting phenomena. In particular, for three of the four 
problems investigated the greater level of attribute space overlap penalisation seems· to have no 
appreciable effect on predictive accuracy. The exception is the Servo problem. The reason for 
this exception is hypothesised to be the fact that the Servo problem is predominantly discrete. 
Higher levels of attribute space overlap penalisation seem to detrimentally affect the capability 
of the RTS component to construct rules that adequately fit this type of data. 
20 The second column of table 6.4 gives the attribute space overlap of the CORA algorithm variant that penalises 
overlap if it exceeds that of the GNG algorithm. The third column gives the results of the CORA algorithm variant 
that penalises overlap if it exceeds a magnitude of one. 
The number in brackets given after each overlap value is the standard deviation of the three different random seed 
runs perfonned to generate the results. 
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Inspection of the complexity results show that model complexity, both in terms of the number of 
concepts and the number of parameters, decreases if level of overlap penalisation is increased. 
This is especially valid for the Auto, Housing and Servo problem results, after all three CORA 
components have been employed. However, if one examines table 6.4, it is clear that increased 
overlap penalisation significantly decreases the attribute space overlap exhibited by the CORA 
rule models. 
This means that the CORA algorithm is able to generate rule models with significantly reduced 
attribute space overlap, less concept and parameter complexity, but improved predictive 
accuracy, in comparison to the GNG algorithm. However, this statement is only completely valid 
for the Auto problem. In addition, as mentioned in section 4.3.4.7, preliminary experiments 
(based on a few small, synthetic problems) performed during the design of the CORA algorithm 
revealed that in some cases attribute space overlap had a significantly negative effect on model 
predictive accuracy. More experiments based on different problems should therefore be 
perfonned to detennine for which kinds of problem the CORA algorithm is able to achieve such 
results. 
As an aside, another means by which attribute space overlap can be reduced, apart from using 
weighted average defuzzification (lang and Sun, 1997), is to alter the way in which the GNG 
algorithm detennines the width of the Gaussian of a cell node. The method that is currently used 
(see section 4.3.4.1 for details) does not explicitly consider attribute space overlap. This means 
that a GNG rule consisting of a cell node with a wide Gaussian could overlap with, or even 
completely subsume, a GNG rule that is based on a cell node with a relatively narrow Gaussian. 
This is especially the case if the latter cell node is close to the fonner, but based on the GNG 
adjacency structure is not is not seen to as a neighbour of the fonner cell node. 
More careful analysis of the overlap that is caused by the updating of a GNG cell node 
Gaussian's width would allow one to detennine in which regions of the GNG network a high 
level of attribute space overlapping is prevalent. This infonnation could then be presented to the 
GNG training algorithm as an additional resource21 tenn with the aim of biasing GNG network 
construction towards models exhibiting less attribute space overlap. Lower GNG rule model 
overlap would make it easier for the CORA algorithm to generate models exhibiting lower 
attribute space overlap. 
21 See section 4.1.1 for a definition of "resource". 
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6.3.2 RTS Component Training Characteristics 
Two aspects of the training speed of the RTS component of the CORA algorithm will be 
discussed here. The flIst is whether the use of the adjacency matrix generated by the GNG 
algorithm (section 4.3.1.2) significantly reduces the combinatorial complexity of the search 
performed by the R TS component. The second aspect that is discussed is whether nongreedy 
search, as opposed to greedy search, is required to fmd the optimal solution. 
6.3.2.1 Combinatorial Complexity Reduction Using the GNG Adjacency Matrix 
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Figure 6.89 gives a typical adjacency matrix22 generated by the GNG algorithm. A matrix 
element indicates whether the cell nodes represented by 'the row-column combination are 
topologically adjacent. (A cell node is assumed adjacent to itself to allowthe CORA algorithm's 
membership function swapping permissibility function to operate correctly.) Specifically, a 
matrix element value of one indicates that two GNG cell nodes are adjacent whereas a blank 
value indicates that they are not. 
It should be clear from figure 6.89 that significantly more cell nodes are not adjacent to each 
other than cell nodes that are adjacent. This means that the combinatorial complexity of 
evaluating each rule model that can be generated using anyone of all permissible swaps (or 
moves) is significantly less than the worst case scenario described in section 4.3.4.8 (section 
4.3.4.9 for moves). This means that use of the GNG adjacency matrix significantly reduces the 
computational cost of the combinatorial search performed by the RTS component of the CORA 
algorithm. 
6.3.2.2 Training ProfIles Exhibited by the RTS Component of the CORA Algorithm 
Typical model fitness, regression accuracy (R2) and search resolution profiles are given in 
figures 6.90 through 6.93. The results are for the Abalone, Auto, Housing and Servo problems 
using 20, 22, 20 and 15 rules, respectively. The training parameter settings used for these 
problems are identical to those given in table 6.1. Each figure give results for a single run of the 
CORA algorithm based on a random seed of nine. The horizontal axis of each subplot represents 
the number of model evaluations completed by the RTS component of the CORA algorithm. 
Note that the RTS component attempts to minimise model fitness, but in doing so tries to 
maximise model regression accuracy. 
22 The adjacency matrix was generated for the Auto problem using thirty radial basis functions. The training 
parameter settings given in table 6.1 were used. 
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Inspection of the bottom subplots of each of above figures shows that a number of locally 
optimal solutions are encountered en route to the best solution found by the RTS combinatorial 
search. Remember that the search resolution is reset to its maximwn value of 0.99 if and only if a 
solution is found that is more fit than any solution found by the RTS algorithm in previous 
search iterations. This means that simple greedy search will get stuck in local optima and not 
find as optimal a solution as nongreedy search will be capable of finding. This is a partial 
justification for the use of the nongreedy RTS combinatorial search algorithm over greedy search 
algorithms. 
6.3.3 Selecting the Optimum GNG Radial Basis Function Network 
Model and Membership Function Merging 
This section discusses the criteria used to determine the optimwn GNG radial basis function 
network size as well as optimal level of merging and rule reduction by the CORA algorithm. 
Consider first the optimality of the AIC and BIC information criteria (Akaike, 1973, 1974, 
1977). As described in section 4.3.4.4 both the AlC and BIC criteria are employed to determine 
the optimal GNG radial basis function network size and the threshold at which the CORA 
algorithm performs membership function merging. Even though satisfactory results were 
obtained using these criteria, it should be remembered that these criteria were originally 
proposed for linear systems only. It should be clear that both the GNG and CORA rule models 
contain nonlinear components. In order to determine the effectiveness of the two criteria, a 
nwnber of different size GNG radial basis function networks were trained using the data from 
the Auto problem. The default GNG training parameter settings given in table 6.1 were used for 
these experiments, with the exception of the nwnber of training epochs. The number of training 
epochs was chosen proportional to the size of the GNG network under consideration. Larger 
networks were trained for more epochs. The results of these experiments are presented in figure 
6.9423 . 
23 Figure 6.94 compares the validation accuracy obtained by the GNG rule model with the calculated AIC and BIC 
values for a number of different size GNG networks. The bottom solid line is a moving average line with period 
three of the validation accuracy results. The top dashed line is a moving average line with period three of the BIC 
information criterion values. The remaining dotted line is a moving average line with period three of the AIC 
information criterion results. 
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Inspection of figure 6.94 shows that both the AlC and BlC criteria exhibit at least four local 
minima. In addition, the optimal solution predicted by these two criteria is a GNG network 
consisting of 37 nodes. Figure 6.94 shows that this GNG network did not generate the best 
validation accuracy results. On the contrary, the most accurate GNG network consists of 43 cell 
nodes and has a validation R2 of 0.86, as opposed to the validation R2 of 0.84 of the 37-node 
GNG network. The phenomenon of multiple local optima means that exclusive use of the AlC 
and BlC criteria, as a means of fmding the "right-sized" GNG model, could cause suboptimal 
GNG models to be selected. However, satisfactory results were obtained in the GNG network 
construction experiments performed for this chapter, owing to the fact that the use of these two 
information criteria is coupled with a third criterion. As described in section 4.3.4.4, the third 
criterion is the predictive performance of the GNG rule model on unseen data. 
On the other hand, the AlC and BlC information criteria are currently the only way that the level 
of membership function merging by the MRG component of the CORA algorithm is determined. 
It is hypothesised that that the local optima generated by the AlC and BIC criteria contributed to 
the MRG component in some experiments producing results that exhibit high standard deviations 
(see for example figures 6.30 and 6.32 in section 6.2.1). Unfortunately, owing to time 
constraints, experiments to evaluate this aspect of membership function merging could not be 
performed. 
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6.3.4 Variance of Results Generated by the CORA Algorithm 
The final issue that is discussed in this chapter is the high variance or standard deviation of the 
results generated by the CORA algorithm for some problems. Three factors are thOUght to be the 
primary cause of the high variance of the results generated by the CORA algorithm . 
• Both the GNG algorithm and the RTS component of the CORA algorithm generate 
results with less variance for problems that have a relatively high data exemplar 
density24. In particular, the results with the lowest variance were generally obtained 
for experiments based on the Abalone problem. (The Abalone problem has a data 
density of 261.) Consider the results presented in figure 6.95. Figure 6.95 gives the 
variance of the predictive accuracy of the models generated by the three CORA 
algorithmic components vs. the data. density of the problems that were considered. 
The results for the Autocatalytic problem, first considered in chapter 7, are also 
shown. (The Autocatalytic problem has a data density of 159.) 
Inspection of figure 6.95 shows that that the current version of the CORA algorithm 
is more suited to problems for which there exist a large number of data. If there are 
few data the CORA algorithm struggles to find the true underlying model that is 
represented by the data. This phenomenon holds true for any of the three algorithmic 
components. (The trend of decreased accuracy variance as the data density increases 
is the most pronounced for the MRG and RED components.) 
Similar conclusions were reached during the analysis of the results obtained by 
existing rule construction techniques (section 3.3.3). In that study it was found that 
less-than-greedy rule construction techniques struggle to build models that perform 
significantly better than models built using simple greedy techniques for problems 
that exhibit a low data exemplar density. 
24 Data exemplar density is defined as the quotient of the number of training exemplars divided by the number of 
problem attributes. 
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• As mentioned in section 6.3.3, the criteria used to determine the level of membership 
function merging performed by the MRG component of the CORA algorithm 
generate results that exhibit local optima. Exclusive use of these criteria can cause 
membership function merging to be performed at various thresholds. This can cause 
models to be generated that are significantly different and therefore exhibit varying 
levels of predictive performance and model complexity. 
• The combinatorial complexity of the rule assembly problem solved by the RTS 
component of the CORA algorithm is large. For example, consider the experiment 
where twenty fuzzy rules are assembled for the Abalone problem. (Results of this 
experiment are presented in section 6.3.2.2, specifically in figure 6.90.) On average 
the R TS component evaluated 281 models per iteration. Assume that on average 
these 281 models formed only 10% of all possible models25 that could be created 
from the current rule model. If this is the case then the RTS algorithm randomly 
selected these models from a total of 2810 rule models. This random selection of 
models occurred during each of 2000 R TS iterations. It should be clear that it is 
25 The minimum swap (or move) threshold for this particular experiment was 0.9. At worst the RTS algorithm would 
therefore have to evaluate 10% of all possible solutions that could be created from the current rule model. 
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difficult for the R TS algorithm to consistently construct the same fuzzy rule model if 
different random seeds are used26• 
6.4 Summary and Conclusions 
This chapter compared the performance of the CORA algorithm with other rule construction 
techniques, as well as techniques that do not explicitly build models in the form of a set of 
"if. .. then ... " rules. In addition, the effect of the CORA algorithm training parameters and the 
usefulness of the different algorithmic components were evaluated and discussed. The following 
summary of results and conclusions can be drawn from the experiments and discussion presented 
in this chapter: 
• For the Spiral problem the CORA algorithm is capable of retaining the geometrical 
form (two intertwined spirals) and training accuracy of the GNG rule model. In 
addition, the CORA model contained 30 rules in comparison to the 105 rules of the 
GNGmodel. 
• The CORA algorithm is capable of constructing rule models with comparable or 
nominally better predictive accuracy than all the other techniques considered, with 
the exception of the two multilayer perceptron variants. However, the CORA 
algorithm performs poorly in comparison to the other techniques that were evaluated 
on problems, the Servo problem in particular, that are predominantly discrete and 
contain few data. 
For eight of the rune problems investigated, the CORA algorithm was able to 
assemble a set of fuzzy rules that is more accurate than the GNG rule model from 
which the membership functions of the CORA rule model were drawn. CORA rule 
models are always less complex than their GNG counterparts in terms of number of 
fuzzy rules, concept complexity and parameter complexity. 
For the nine regression and classification problems considered in this chapter, the 
models derived by the CORA algorithm are more complex than their CART and 
26 A second example of the combinatorial complexity of the rule assembly exercise is based on an experiment 
performed on the Auto data, the results of which are presented in figure 6.91. For this experiment the RTS 
component evaluated on average 195 models per RTS iteration. A total of 1072271 models were evaluated over 
5000 RTS iterations. 
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BEXA derived counterparts in tenns of concept complexity. However, in some cases 
the CORA models contain fewer rules, but exhibit comparable or better predictive 
accuracy. This means that for some problems the rules derived by the CORA 
algorithm have greater modelling capability than the rules used by CART or BEXA. 
In tenns of parameter complexity, the CORA rule models are generally more 
complex than the models derived by the other techniques (not the GNG algorithm) 
although there are a few exceptions (see section 6.1.3 for details). 
• The CORA algorithm is able to generate rule models that exhibit less attribute space 
overlap than their GNG-derived counterparts. However, for some problems (the 
Housing, Servo, Ionosphere, Slugflow and Pima problems) and for certain CORA 
training parameter settings, the reduction in attribute space overlap is detrimental to 
model predictive perfonnance. Such models exhibit less overlap but also have poorer 
predictive accuracy than their GNG-derived counterparts. 
Further experimentation (section 6.3.1) brought to light that for the Abalone, Auto 
and Housing problems and certain CORA training parameter settings, the magnitude 
of attribute space overlap is reduced by more than two-thirds, in comparison to the 
overlap exhibited by the GNG rule models, but without appreciably affecting model 
predictive accuracy. In these overlap reduction experiments the attribute space 
overlap was reduced to between 1.6 and 2.6. This means that it is possible for the 
CORA algorithm to generate models with attribute space overlap that approaches 
that of the CART and BEXA rule models. (The CART and BEXA rule models 
always have an overlap of one.) This can be done even though the GNG model (upon 
which the CORA rule models are based) overlap ranges between 4.9 and 9.1 for the 
Abalone, Auto and Housing problems. 
• For the Abalone, Auto, Housing and Servo regression problems the correct choice of 
the number of assembled rules allows the CORA algorithm to construct models with 
nominally superior predictive accuracy in comparison to those generated by the GNG 
algorithm. Furthermore, in general an increase in the number of assembled fuzzy 
rules leads to an increase in predictive accuracy. However, the use of too many rules 
leads to overfitting on the training data. 
• In the "number of fuzzy rules" experiments performed for section 6.2.1, membership 
function merging generally has a negative effect on predictive performance; 
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However, for the Auto and Ionosphere problems membership function mergmg 
decreases model complexity but increases predictive accuracy. Furthermore, for the 
Abalone, Housing and Pima problems merging on average and at worst decreases 
predictive accuracy by 1.6% for a corresponding 31 % decrease in model concept 
complexity. In the author's opinion the drop in predictive accuracy is therefore in 
most cases outweighed by the increase in model simplicity. 
For the experiments performed in section 6.2.1, rule reduction increased with 
increasing number of assembled rules. Furthermore, rule reduction, in contrast to 
membership function merging, does not always decrease model predictive accuracy. 
At worst (for the Ionosphere classification problem using thirty rules) rule reduction 
decreased predictive accuracy by 0.87%. However, rule reduction is generally able to 
appreciably decrease model complexity. For the problems considered in section 
6.2.1, model complexity decreased by on average 19% in terms of model concepts 
and by 22% in terms of model parameters . 
• An increase in the swap (or move) threshold employed by the CORA algorithm does 
not consistently lead to significantly different (more or less accurate, or less 
complex) rule models. This means that a relatively stringent swap ( or move) 
threshold value such as 0.9 can be used to substantially decrease computational 
complexity without seemingly altering the properties of the models that are derived. 
However, it must be kept in mind that all RTS combinatorial searches currently start 
with a search resolution of one percent. It seems that the adaptive modification of the 
search resolution by the R TS component, from an initial value of one percent up to 
the swap ( or move) threshold, plays a more significant role in determining final rule 
model properties than what the minimum swap (or move) threshold does. This 
statement is substantiated by the lack of any consistent trends in the results of the 
experiments performed to study the influence of the swap (or move) threshold (see 
section 6.2.2) . 
• The use of moves or both swaps and moves by the RTS component as a means of 
assembling fuzzy rules, instead of only using swaps, does not seem to have a 
consistently beneficial or detrimental effect on model predictive accuracy. In the 
experiments performed for section 6.2.3, the use of moves instead of swaps generally 
leads to greater model complexity reduction by the MRG and RED components of 
the CORA algorithm. 
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• The use of consequent magnitude penalisation generally improves rule model 
predictive accuracy, especially if many fuzzy rules are assembled. In addition, it was 
found that consequent magnitude penalisation reduced the variance of the RTS 
component predictive accuracy results for four of the six problems studied in section 
6.2.4. This generally leads to reduced variation in the predictive accuracy results of 
the MRG and RED components. Furthermore, in some cases the use of consequent 
magnitude penalisation leads to greater rule model simplification. 
• On the Auto problem the use of the fuzzy operators proposed by Yu rather than the 
operators proposed by Zadeh allows the CORA algorithm to construct more accurate 
rule models. However, greater model simplification is possible if the latter set of 
fuzzy operators is employed. In the author's opinion, the average gain in predictive 
accuracy (2.1 %) outweighs the average increase in model concept complexity (6.6%) 
if Yu rather than Zadeh operators are used. Interestingly, if Yu operators are used the 
model parameter complexity on average improves (i.e. decreases) by 2.5%. 
• The use of the GNG adjacency matrix allows the CORA algorithm to reduce 
significantly the complexity of the combinatorial search performed by the R TS 
component. The combinatorial complexity of evaluating each rule model that can be . 
generated using anyone of all permissible swaps (or moves) is significantly less than 
the worst case scenario described in section 4.3.4.8 (section 4.3.4.9 for moves). 
• Experiments on the Abalone, Auto, Housing and Servo problems showed that for all 
of these problems the RTS component encountered a number of local optima during 
its search for the rule model with the best fitness. This means that nongreedy search 
will obtain better solutions than simple greedy search will for these problems. 
• Both the AIC and BIC information criteria generate results that exhibit a number of 
local optima if they are used to determine the "right-sized" GNG model or to choose 
the optimal level of membership function merging by the MRG component. This 
could lead to suboptimal GNG rule models as well as higher than expected variation 
in the results obtained by the MRG component of the CORA algorithm. 
Other criteria for determining the "right-sized" model were studied during the 
development of the CORA algorithm. However, it was found at that stage that the 
AIC and BIC criteria were easy (in the author's opinion) to implement and produced 
(for those experiments) satisfactory results. In the light of the conclusions reached in 
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this chapter regarding the sub optimality of the AlC and BIC information criteria it is 
suggested that more advanced criteria, such as the minimum description length 
(Rissanen, 1983; Quinlan and Rivest, 1989); Judd and Mees, 1995) or minimum 
message length (Oliver and Hand, 1994) criteria, be evaluated in future development 
of the CORA algorithm . 
• In many experiments the models generated by the CORA algorithm using different 
random seeds only, produced results that exhibited greater than expected variation. It 
is thought that there are three reasons for this phenomenon. First, the CORA 
algorithm struggles to model problems that have a low data exemplar to number of 
attributes ratio, leading to greater than expected variation in results. In section 6.3.4 it 
is shown that this problem is not restricted to the CORA algorithm. The same 
phenomenon occurs using other advanced rule construction techniques. Second, the 
exclusive use of the AlC and BIC information criteria by the MRG component Qffue 
CORA algorithm can result in membership function merging being based on 
different local optima found in the AIC and BIC results. If this is the case, 
membership function merging will occur at varying thresholds, leading to increased 
variation in results. Third, the combinatorial complexity of constructing rules in the 
way that the CORA algorithm does is large. This means that it will be difficult for 
the CORA algorithm to consistently fmd the same solution if different random seeds 
are used. 
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, 
Chapter 7 
Modelling of a Chaotic Reaction System 
This chapter studies the application of the CORA algorithm to the modelling ofa chaotic 
reaction system. (Consult (Abarbanel, 1996) for more information regarding chaotic systems.) 
The reaction system that is investigated is an autocatalytic process that takes place in a 
continuously stirred tank reactor (CSTR). The first part of the chapter, section 7.1, describes the 
purposes of this particular investigation. Section 7.2 describes the reaction system in detail as 
well as how the data used in this investigation were obtained. Thereafter section 7.3 describes the 
experimental method that is used to evaluate the results obtained by the CORA-algorithm as well 
as the results of the other algorithms considered in this investigation. Section 7.4 presents and 
discusses the experimental results. Finally, section 7.5 summarises the results that were obtained 
and presents conclusions. 
The Autocatalytic problem was chosen for study for the following reasons. First, the experiments 
performed for chapter 6 showed that the CORA algorithm obtains more consistent results (i.e. 
with less variation) on problems that have a high data exemplar density, such as the Abalone 
problem (see section 6.3.4). The Autocatalytic data are generated synthetically and therefore as 
many data as required can be generated, achieving any sought after data exemplar density. It was 
therefore possible to generate enough data so that an adequate data exemplar density was 
obtained. Second, the Autocatalytic problem is in the author's opinion a relatively complicated 
and therefore difficult problem to solve. This is because the problem involves nonlinear time 
series prediction, exhibits chaotic phenomena and the data contain noise. 
207 
Stellenbosch University  https://scholar.sun.ac.za
7.1 Purpose of Investigation 
As described in section 5.2.2, the evaluation of the CORA algorithm is split ihto two parts. The 
first part, evaluation of the CORA algorithm and its subcomponents, is presented in chapter 6. 
The second part of the evaluation is presented in this chapter. The primary purpose of the 
investigation presented in this chapter is to determine whether the CORA algorithm is capable of 
constructing rule models that are better than those generated by existing techniques. 
The particular CORA model properties that are evaluated in this comparison are the predictive 
accuracy of the model on unseen data and the model complexity. Model complexity is evaluated 
in terms of four different complexity measures, viz. number of rules that make up the model 
concept complexity, parameter complexity and the average number of rules that need to be 
evaluated to determine the rule model's output. The definitions of these complexity measures are 
identical to those given in section 5.1.1. 
The secondary purpose of the investigation is to briefly study the rule models derived by the 
CORA algorithm, specifically the visual appearance of a fuzzy rule and the time series that is 
predicted by the rule model. 
7.2 The Chaotic Reaction System 
7.2.1 Description of the Reaction System 
Grey and Scott (1983, 1984) proposed the reaction system studied here. The system is composed 
of two parallel, autocatalytic reactions that take place in an isothermal, continuously stirred tank 
reactor with catalyst decay. Lynch (1992) added a second autocatalytic reaction to the system in 
order to make chaotic behaviour possible. The complete reaction system proceeds according to 
the following reaction stoichiometry and rate equations: 
A+2B ~3B Equation 7.1 
B~C Equation 7.2 
D+2B ~ 3B Equation 7.3 
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The symbols A, B, C and D represent chemical species. The reaction rate rj of chemical i is a 
function of a rate constant kj and the relevant reactant reactor, or exit!, species concentrations, 
Cj , y, etc. If it is assumed that the reactions occur in an isothennal, continuous flow stirred tank 
reactor, the reaction system can be described by three independent, ordinary, differential 
equations. In dimensionless fonn, the differential equations describing the reaction system are 
dX 2 
-=I-X-Da XZ dr x Equation 7.4 
dY 2 
-=I-Y -DayYZ 
dr 
Equation 7.5 
dZ () 2 2 
-=1- I+Da z Z+axDaxXZ +ayDayYZ . dr 
Equation 7.6 
x, Y and Z respectively represent the dimensionless concentration2 of species A, B and C. Dax, 
Day and Daz are respectively the Damk5hler numbers for species A, B and C. ax and ay are the 
ratio of the concentration of species A to that of species .B, and the ratio of the concentration of 
species B to that of species A, respectively, in the continuously stirred tank reactor inlet stream. 1: 
is dimensionless time3. 
7.2.2 Data Generation 
In order to generate the data for this case study, the differential equations (equations 7.4 through 
7.6) were numerically integrated using a fifth-order Runge Kutta technique with an adaptive 
integration step size (Gerald and Wheatley, 1989). Initial conditions of X= Y= Z= 0 at 1: =0 
were used. Dax, Day and Daz were set to 18000, 400 and 80, in that order. Integration was 
performed over 100 seconds, generating a time series of roughly 10000 data exemplars. 
Thereafter the data were resampled using a constant sampling rate ofO.Ols. 
The X attribute was embedded with an embedding dimension of five and a lag of nine. This 
resulted in a set of five attributes, viz. X(1:-36), X(1:-27), X(1:-18), X(1:-9) and X(1:). These five' 
1 In an ideal, continuously stirred tank reactor the reactor and exit concentrations of chemical species are identical 
(Fogler, 1992). 
2 The dimensional species concentrations are calculated using the equations X= CA I CAO, Y= CDI CDO,X= Csl Cso. 
CiO is the reactor inlet stream concentration of chemical specie i. 
3 't = t x QN where t is time, Q is the reactor feed flow rate and V is the reactor volume. 
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attributes are used to predict the value of X three steps into the future, viz. X( -r+ 3). In addition, 
noise was added to the output variable (X(-r+3)) to increase the difficulty of the time series 
prediction problem. In particular, random noise with a greatest magnitude equal to 1 0% the 
standard deviation of the X attribute was added to X(-r+3). The fmal data set therefore consists of 
five attributes and a single noisy output. The data set contains 9961 exemplars. The data thus 
obtained will henceforth be denoted the Autocatalytic data set and the entire problem will be 
called the Autocatalytic problem. 
7.3 Experimental Design 
This section describes the experimental method and statistical measures used to evaluate and 
compare the models derived by the CORA algorithm with those obtained using the other 
techniques considered in this chapter. 
7.3.1 Experimental Method 
The preprocessing that was perfonned on the Autocatalytic data was nonnalisation 4 on the entire 
set of data. Note that the data were not randomised because the Autocatalytic data are time series 
data. Randomisation would destroy any time series infonnation contained within the data. 
Thereafter the data were split into three subsets, viz. training, validation and testing data sets. 
The first 5971 data were used for training, the following 1990 data for validation and the 
remaining 2000 data were used for testing purposes. 
The training data were then presented to each modelling technique in turn for model generation. 
During this exercise, the training parameters of each technique were tuned until the best model 
was obtained. The measure of model quality used to find the best model was the predictive 
accuracy perfonnance of the given model on the validation data set. The best training parameter 
settings that were found are given in appendix C. The above methodology was used for all the 
algorithms evaluated in this chapter with the exception of the CART algorithm (and of course the 
MLR algorithm). The methodology followed for the CART algorithm is as follows. First, the 
training and validation data were combined into a single set of data. The CART algorithm then 
perfonned ten-fold cross validation on these data, generating ten regression trees. The regression 
4 The entire set of data were nonnalised so that each attribute as well as the output has a mean of zero and a standard 
deviation of one. 
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tree with the overall best predictive accuracy for any of the ten folds was then exclusively used 
for further experimentation. 
Once the best training parameters were determined for each algorithm, the training and 
validation data were combined into a single set of training data (with the exception of the 
experiments performed with the CART algorithm). Each algorithm then constructed a final 
model using these training data. Finally, the predictive accuracy of the generated model was 
determined, in a once-off fashion, on the testing data. For the CART algorithm the testing 
accuracy was determine using the best regression tree (as defined above). For algorithms that 
contain a stochastic component, three experiments using the best training parameters (obtained 
using the original validation data) were performed, each with a different random seed. This was 
done so that the variation in the results obtained by these algorithms could be calculated. 
The specific manner in which the CORA algorithm was used is as follows. First, the training and 
validation data were used to find the best algorithmic training parameters. The knowledge of the 
CORA algorithm and its properties that was gained in chapter 6 was used to assist the search for 
the best set of training parameters. Thereafter three runs, each using a different random seed, 
were performed using the combined training and validation data for training. For each of the 
three CORA models the predictive performance of the model was then determined on the testing 
data. 
7.3.2 Models and Modelling Techniques Evaluated 
The following models and modelling techniques are evaluated in this chapter: 
• Crisp regression trees induced by the CART algorithm. The regression trees are 
converted into a set of identically performing "if ... then ... " rules before being 
evaluated. 
• Two radial basis function neural networks. The first is trained using the Growing 
Neural Gas (GNG) algorithm and the second using k-means clustering. Both 
networks contain one hidden layer and an output layer comprising of a single 
summation node. The hidden layers of both networks use Gaussian transfer functions 
as nodes. The trained networks are each converted to a set of Oth -order Sugeno fuzzy 
rules before being evaluated. The k-means radial basis function network contains an 
additional linear model that is converted to a linear equation to supplement the fuzzy 
rule model. 
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• A multilayer perceptron trained with the generalised delta rule using an adaptive 
learning rate. The perceptron contains one hidden layer and an output layer with a 
single output node. tanh transfer functions are used for the nodes of the network's 
hidden layer. The output node is a linear summation node. The neural network 
architecture includes a bias term. 
• Two multivariate regression spline models trained by two MARS algorithm variants. 
The first variant, labelled MARS(nb), does not employ bootstrapping. The second 
variant, labelled MARS(b), does employ bootstrapping. 
• A multivariate linear regression model trained using the least squares approach. 
• Two fuzzy rule models generated by two different variants of the CORA algorithm. 
The first CORA algorithm variant, labelled CORA hereafter, is the standard 
algorithm described in chapter 4. The second variant, henceforth labelled 
CORA(mo), attempts to minimise the attribute space overlap of the fuzzy·rules in an 
identical manner used for the overlap minimisation experiments for section 6.3.1. 
7.3.3 Hypothesis Testing and Statistical Measures 
The paired-sample t-test (Sachs, 1984) is used to determine whether the properties (e.g. 
predictive accuracy) of the models obtained by the various techniques are significantly different 
from each other. Equation 7.7 is the equation used to calculate the t-test statistic. The Bonferroni 
adjustment (Day and Quinn, 1989) is applied in order to minimise the probability of increases in 
Type I errors (Snedecor and Cochran, 1967). 
Equation 7.7 
Xi and cr? represent the average and variance of the given property value over all ni experiments 
that were performed by algorithm i. The null hypothesis (that two algorithms have the same level 
of, for example, predictive accuracy) is rejected with 1 OO(l-a)% confidence if 
It 21 ~ t a where p = k(k - 1) . 
-r 2 2p' 
Equation 7.8 
In equation 7.8 a represents the confidence level (e.g. 0.05), r the problem degrees of freedom 
and k the number of replications (experiments) that were performed using a particular algorithm. 
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Note that this is a two-tailed test, meaning that the null hypothesis can be rejected either if the 
model generated by algorithm one is more accurate than the model generated by algorithm two, 
or vice versa. 
7.4 Results 
The results obtained for this chapter are split into three parts. Section 7.4.1 examines the 
predictive accuracy of the CORA models vs. the accuracy exhibited by the models of the other 
techniques considered in this chapter. The second part of the results, presented in section 7.4.2, 
presents a comparison of the complexity of the various models. Finally, section 7.4.3 examines 
the visual characteristics of a fuzzy rule, both before and after membership function merging. In 
addition, the time series prediction of the fuzzy rule model is briefly discussed in section 7.4.4. 
7.4.1 Comparative Predictive Accuracy 
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Figure 7.1 Predictive Accuracy of CORA Algorithm and Other Modelling Techniques 
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Figure 7.1 5 compares the predictive accuracy (in terms of R2) on the test data obtained by the 
CORA models with the accuracy obtained by the models generated by each of the other 
techniques listed in section 7.3.2. The horizontal axis labels for each algorithm are the same as 
those used in chapter 6 (see section 6.1.2) with the exception of the labels for the CORA and the 
MARS algorithms. (The meaning of the CORA and MARS algorithm labels is explained in 
section 7.3 .2.) 
Each bar or column in the figure represents the average accuracy obtained by the given model 
over the three different random seed runs. For both CORA variants the predictive accuracy 
obtained by each of the three CORA algorithm subcomponents, viz. the reactive tabu search 
(RTS) component, the membership function merging (MRG) component and the rule reduction 
(RED) component, is reported6. The black error bar that is superimposed over each column 
represents the standard deviation exhibited by the given set of predictive accuracy results. The 
CART and MLR algorithm are deterministic and therefore only a single experiment was 
performed using each of these two algorithms. 
Modelling CORA CORA (minimum overlap) 
Technique RTS MRG RED RTS MRG RED 
GNG ./ X X 
RBF ./ X X 
BPlinear 
CART ././ ././ ./ ././ ././ ././ 
MLR ././ ././ ././ ././ ././ ././ 
MARS (no bootstrap) ././ ./ ./ ./ ./ 
MARS (bootstrap) ././ ./ ./ 
Table 7.1 Predictive Accuracy Significance Results (An explanation of the meaning of the 
ticks and crosses in the table is given in the first paragraph of p.2lS.) 
S For interest sake, the so-called "no prediction accuracy" for the test data of the Autocatalytic problem is as follows. 
If the current value of X, viz. X('t), is used to predict the next value of the X time series (X(,t+l» then the one step 
ahead testing accuracy is R2 = 0.90. If X('t) is used to predict three steps ahead (as is done in all the experiments 
performed for this investigation), viz. X('t+ 3), then the testing accuracy is R2 = 0.72. 
6 The solid grey column represents the average predictive accuracy obtained by the RTS component. The white 
column represents the average predictive accuracy obtained after the RTS and MRG components have both been 
employed. The striped column represents the average predictive accuracy results obtained after all three 
subcomponents of the CORA algorithm have been utilised. 
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The statistical significance of the difference in results exhibited by the various models is 
summarised in table 7.1. The significance of the results obtained by the GNG, RBF, BPlinear, . 
CART, MLR, MARS(nb) (i.e. MARS with no bootstrapping) and MARS(b) (i.e. MARS with 
bootstrapping) are each compared with the results obtained by the RTS, MRG and RED 
subcomponents of the CORA algorithm (both algorithmic variants). The ./ symbol indicates that 
the given CORA algorithm subcomponent constructs a model that is significantly more accurate 
than the model generated by the other algorithm under consideration with at least 95% but less 
than 99.9% confidence. The ././ symbol indicates the same but with at least 99.9% confidence. 
No table entry indicates that neither algorithm constructs a model with predictive accuracy that is 
significantly different (with greater than 95% confidence) from that of the other model under 
consideration. The X symbol indicates that the CORA model is significantly less accurate than 
the other model at a confidence level of at least 95%. The X X symbol indicates the same but 
with at least a 99.9% confidence level that the accuracy of the CORA model is worse than that of 
the other model under consideration. 
From table 7.1 it can be seen that the CORA models are significantly more accurate than both 
the multivariate linear regression (MLR) model and the regression tree induced by CART. This 
phenomenon holds true no matter which CORA variant or subset of CORA algorithm 
components are utilised during fuzzy rule model construction. In addition, the models generated 
by the RTS component of the standard CORA variant are significantly more accurate than the 
models derived by the GNG, RBF, MARS(nb) and MARS(b) algorithms. 
However, if theMRG and RED components of the CORA algorithm are employed then the rule 
models of the standard CORA algorithmic variant are in general (the exception is the RED rule 
model vs. the MARS(b) model) significantly more accurate than the MARS models only. 
Furthermore, for the experiments performed for this investigation the MRG and RED rule 
models of the minimum overlap CORA variant are found to be significantly less accurate than 
the GNG and RBF models. 
No statistically significant difference in the results obtained by the two CORA variants and the 
multilayer perceptron trained by the generalised delta rule (BPlinear) are found. This is 
principally because of the high standard deviation of the accuracy results exhibited by the. 
BPlinear models. 
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Model Property CORA (minimum overlap) vs. CORA7 (%) 
Predictive Accuracy (84) 
Number of Rules 79 
Number of Concepts 95 
Number of Parameters 98 
Attribute Space Overlap >99 
Table 7.2 Statistical Significance Critical Confidence Levels for the Difference in 
Property Values of the CORA Models8 
The critical confidence levels of the statistical significance of the difference in accuracy obtained 
by the models of the two CORA algorithmic variants are given in table 7.2 (in the first row). 
Table 7.2 shows that the predictive accuracy exhibited by each of the two CORA models is only 
significantly different at a low confidence level of 84%. 
The remaining results presented in table 7.2 will be discussed in section 7.4.2. 
7.4.2 Comparative Model Complexity 
Algorithm Number of Rules Number of Concepts Attribute Space 
Overlap 
CORA 16.3 (1.2) 130 (16) 4.94 (0.73) 
CORA (minimum overlap) 15.0 (1.0) 99.0 (11) 1.71 (0.083) 
GNG 30 180 6.63 (0.050) 
CART 108 215 1 
Table 7.3 Comparative Model Complexity in Terms of Number of "if ... then ... " Rules, 
Number of Concepts and Attribute Space Overlap 
Algorithm Number of Parameters 
CORA 256 (18.0) 
CORA (minimum overlap) 198 (19.1) 
GNG 330 
RBF 423 
BPlinear 36 
MLR 5 
MARS (no bootstrap) 43.5 (0.00) 
MARS (bootstrap) 48.2 (2.02) 
Table 7.4 Comparative Model Parameter Complexity 
7 Figures in parentheses indicate that the models of the standard CORA variant exhibit better property values 
(accuracy, etc.) than the minimum overlap CORA variant. 
8 The results in table 7.2 are those exhibited by the CORA rule models after all three algorithmic components (RTS, 
MRG and RED) have been employed. 
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The complexity results exhibited by the various models are presented in tables 7.3 and 7.4. The 
numbers in parentheses are the standard deviations of the results of the models generated by the 
algorithms that contain a stochastic component. Only the rule models derived by the two CORA 
variants, the GNG algorithm and CART are compared with respect to number of rules, number 
of concepts and attribute space overlap (i.e. average number of rules that need to be evaluated to 
determine rule model output). This is owing to the fact that the other algorithms (RBF, BPlinear, 
MLR and both MARS variants) do not exclusively generate rule models. All models with the 
exception of the CART regression tree are compared with respect to the number of model 
parameters. 
Modelling CORA CORA (minimum overlap) 
Technique R C P 0 R C P 0 
GNG ././ ./ ./ ./ ././ ././ ././ ././ 
RBF - - ././ - - - ././ -
BPlinear 
- -
XX 
- - -
XX 
-
CART ./ ./- ././ - XX ././ ././ - XX 
MLR - - XX - - - XX -
MARS (no bootstrap) - - XX - - - XX -
MARS (bootstrap) - - XX - - - XX -
Table 7.5 Significance of Comparative Model Complexity Results 
Table 7.5 summarises the statistical significance of the difference in complexity results obtained 
by the various algorithms with respect to the two CORA algorithmic variants. The symbols R, C, 
P and 0 stand for the number of rules, number of concepts, number of parameters and attribute 
space overlap, respectively. The defmitions of the ./, ././ and X X symbols are identical to the 
ones given for these symbols in section 7.4.1. The "-" symbol indicates that the significance test 
for the particular model complexity measure and set of models was not performed. 
Inspection of table 7.5 reveals the following. First, all CORA models are significantly simpler 
than the GNG models (upon which they are based). This phenomenon holds -true for all four 
model complexity measures (i.e. number of rules, number of concepts, number of parameters, 
attribute space overlap) considered here. In addition, the CORA models contain significantly 
fewer parameters than the models generated by the RBF training method. Furthermore, the 
CORA models are significantly less complex than the CART regression tree with respect to 
number of rules and number of concepts. 
In contrast, the models of both CORA algorithmic variants are in terms of the parameter 
complexity measure significantly more complex than the BPlinear, MLR, MARS(nb) and 
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MARS(b) models9. Furthennore, the attribute space overlap exhibited by the CORA models is 
significantly worse than that of the CART regression tree. 
Next, consider the complexity results for the CORA models only. The last four rows in table 7.2 
• 
give the statistical significance of the difference in complexity results obtained by the two 
CORA variants. Table 7.2 shows that the minimum overlap CORA variant constructs models 
that are significantly less complex than the models generated by the standard CORA variant in 
tenns of three of the complexity measures. These are the number of concepts, number of 
parameters and attribute space overlap. The fonner algorithmic variant- also generates a rule 
model that consists of fewer rules than the model generated by the latter variant but the 
significance level of the difference is only 79%. 
The results of a combined evaluation of both the accuracy and complexity results of the CORA 
variant models and the GNG-generated models are summarised in table 7.6. In particular, the 
percentage decrease or increase (indicated by parentheses) of the CORA model property value 
with respect to the GNG model property value is given. 
Model CORA CORA (minimum overlap) 
Property RTS MRG RED RTS MRG RED 
Predictive Accuracy (0.22) 0.20 0.42 0.32 0.64 0.83 
Number of Rules 33 33 46 33 33 50 
Number of Concepts 5.6 13 28 5.6 28 45 
Number of Parameters 3.0 7.5 22 3.0 22 40 
Attribute Space Overlap (0.054) 2.8 26 65 66 74 
Table 7.6 Average Percentage Decrease (Increase) in CORA Model Property Value vs. 
GNG Models1o 
Inspection of table 7.6 reveals that the worst decrease in predictive accuracy exhibited by either 
of the CORA models is 0.83% (obtained by the minimum overlap CORA variant). The 
corresponding decrease in model complexity that is achieved for this loss in predictive accuracy 
is at least 40%. In the author's opinion, the increase in model simplicity justifies the loss in 
predictive accuracy even though the t-test results indicate that this particular difference between 
9 The method used to determine the number of CORA model parameters is described in section 6.1.3. 
10 Percentages are calculated based on the average property values exhibited by the GNG rule models. Figures in 
parentheses indicate that the average property value of the CORA models is greater than the corresponding average 
value for the GNG models. 
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the predictive accuracy of the CORA and GNG models is significant at a greater than 95% 
confidence level (see table 7.1). 
If one considers the accuracy results obtained by the standard CORA model (which were never 
obtained results that were significantly worse than the GNG model results at more than an 90% 
confidence level) then the worst drop in predictive accuracy is 0.42% (after the RED component 
has been applied). Unlike the above results for the minimum overlap CORA variant this drop in 
predictive accuracy was not found to be significant with 95% or more confidence. (The actual 
critical confidence level is 89%.) Furthermore, this less than 0.5% drop in predictive accuracy is 
accompanied by at least a 22% decrease in model complexity. In the author's opinion, the 
increase in model simplicity again justifies the nonsignificant (at even a 90% confidence level) 
loss in predictive accuracy. 
7.4.3 Interpretation of a CORA Fuzzy Rule 
~bc;g;c 
-~~ -0.5 0 0.5 1 1.5 ~ 
-J -1 -0.5 0 0.5 1 1.5 I~ ~ 
-J -1 -0.5 0 0.5 1 1.5 
:; 
-1 5 -1 -0.5 0 0.5 1 1.5 ~b I 
-1.5 -1 -0.5 0 0.5 1 1.5 
Figure 7.2 CORA (Minimum Overlap Variant) Fuzzy Rule Assembled by the RTS 
Component 
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Figures 7.2 and 7.3 present examples of fuzzy rules generated by the CORA algorithm. In 
particular, the membership functions of these rules are shown. The consequent for the fuzzy rule 
in figure 7.2 is -1.1 and the consequent for the fuzzy rule in figure 7.3 is -0.82. A negative 
consequent means that the rule will exhibit an inverse response to any data exemplar presented to 
it. In each of these figures the membership functions of the fuzzy rule are grouped according to 
each dimension or attribute of the Autocatalytic data. For example, the membership functions 
that pertain to the first attribute, viz. X(t-36) , are given in the top subplot of a figure . The rule in 
figure 7.2 was generated by the RTS component of the minimum overlap CORA algorithmic 
variant. No merging has been performed on the rule. Figure 7.3 presents the same rule but after 
membership function merging has been performed. The merging threshold, obtained using the 
AlC and BIC information criteria, was 0.996. (See section 4.3.4.4 for details regarding the 
membership function merging threshold and the two information criteria.) 
:~ ~ 
:~ -0.5 0 0.5 1 1.5 ~ 
J -1 -0.5 0 0.5 1 1.5 I~ ~ 
J -1 -0.5 0 0.5 1 1.5 :; 
:~ -1 -0.5 0 0.5 1 1.5 ~ 
-1.5 -1 -0.5 0 0.5 1 1.5 
Figure 7.3 CORA (Minimum Overlap Variant) Fuzzy Rule Obtained after Membership 
Function Mergingll 
11 The merging threshold used for this particular merging exercise was 0.996 . 
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Two interesting phenomena can be observed in figures 7.2 and 7.3. First, it is clear that for this 
particular fuzzy rule membership function merging appreciably simplifies the antecedents 
pertaining to the X('r-36) and X(1") attributes. In particular, the number of membership functions 
used for the X( 1"-36) attribute is reduced from nine to one. In addition, the number of 
membership functions for the X(1") attribute is reduced fourfold. For this particular rule such 
membership function merging causes the antecedent part of the merged rule to contain no fuzzy 
disjunction operations anymore. The simplified rule can be rewritten as 
If X( 1"-36) is Fairly Medium and X( 1"-27) is Low and X( 1"-18) is Medium and 
X(1"-9) is Medium-Low andX(1") is Medium-High thenX(1"+3) is -0.82. 
Second, most of the membership functions depicted in figures 7.2 and 7.3 are fairly wide in 
relation to the attribute ranges. (The attribute values of the Autocatalytic problem range between 
-0.75 and +0.75.) This can be attributed to the fact that the Autocatalytic problem is a fairly 
high-dimensional problem. The Growing Neural Gas algorithm, from which the original 
membership functions are obtained, is forced to use wise membership functions in order to be 
able to adequately cover the high-dimensional attribute space. Such wide membership functions 
cause the set of fuzzy rules to form a smooth output prediction surface. This in turn usually 
improves the generalisation capabilities (on previously unseen data) of the fuzzy rule set. 
7.4.4 Fuzzy Rule Model Time Series Prediction 
Figure 7.4 presents the testing estimated output of the fuzzy rule model vs. the targetX(1"+3) time 
series. The results are taken from one of the testing experimental runs performed with the 
standard CORA algorithmic variant. It can be seen that the predicted output of the fuzzy rule 
model follows the target time series fairly closely over the entire time span, even though the 
target times series is sharply peaked. However, close inspection reveals that the estimated time 
series more often than not does not precisely follow the peaks of the true time series. The reason 
for this is that consequent magnitude penalisation was employed during the experimental run. As 
described in section 4.3.4.6, increased penalisation causes the model output prediction surface to 
become increasingly smooth. This seems to have happened here to such a degree that the CORA 
model was unable to exactly match the largest peaks or deviations of the Autocatalytic time 
series. 
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7.5 Summary and Conclusions 
In summary, the standard CORA variant in its entirety (employing all algorithmic components) 
generally obtains significantly more accurate models than those generated by the CART, MLR 
and MARS algorithms (the baseline confidence level is 95%). However, only the RTS models 
are significantly more accurate than the GNG and RBF models. 
The models of the complete minimum overlap CORA algorithmic variant are also significantly 
more accurate than those obtained using MLR or CART. In addition, the models generated by 
the RTS component of the minimum overlap CORA variant are generally significantly more 
accurate than the models of either of the MARS variants. However, after either the MRG or both 
the MRG and RED components have been employed the resultant rule models are significantly 
less accurate than both the GNG and RBF models. 
No significant conclusions can be reached regarding the comparative accuracy performance of 
the BPlinear and CORA models because of the high variance of the accuracy results of the 
BPlinear models. 
In terms of model complexity, all CORA models are significantly simpler than the GNG models 
upon which they are based. In addition, the CORA models contain significantly fewer 
parameters than the RBF models and less rules and concepts than the CART regression tree. In 
contrast, the models of both CORA algorithmic variants contain significantly more parameters 
than the BPlinear, MLR, MARS(nb) and MARS (b) models. Furthermore, the attribute space 
overlap of the CORA models is significantly worse than that of the CART regression tree. 
Inspection of the accuracy and complexity results of the GNG and CORA models brought to 
light the following. The worst percentage drop in average predictive accuracy (in comparison to 
the GNG results) exhibited by the standard CORA models is 0.42%. The corresponding decrease 
in model complexity is at least 22%. Furthermore, the worst decrease in predictive accuracy 
exhibited by the minimum overlap CORA models is 0.83% with a corresponding decrease in 
model complexity of at least 40%. In the author's opinion, the increase in model simplicity 
justifies the loss in predictive accuracy, even though for the latter CORA variant the difference 
in the accuracy results between the CORA and GNG models is statistically significant. 
In conclusion, for the Autocatalytic problem studied in this chapter, the CORA algorithm is 
capable of building models with either better or comparable accuracy to the models constructed 
by the other modelling techniques that were evaluated. This means that it is not always necessary 
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to use additional mathematical constructs (as does for instance the RBF technique) to improve 
model predictive perfonnance. Rather, these results indicate that improved predictive 
perfonnance can be achieved with improved learning methods and the intelligent application of 
natural language constructs (such as fuzzy conjunction and disjunction operators) in the 
antecedent parts of fuzzy rules. In addition, the intelligent use of such fuzzy operators can 
significantly reduce model complexity for (in the author's opinion) a relatively small drop in 
predictive accuracy. Lastly, the successful application of the CORA algorithm to the modelling 
of the Autocatalytic problem shows that it is possible to construct relatively intelligible 
"if. .. then ... " fuzzy rule models from chemical process data that are competitive (in tenns of 
accuracy) with other model types (e.g. multivariate spline models). 
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Chapter 8 
Conclusions and Future Work 
The artificial intelligence community has developed a large body of algorithms that can be 
employed as powerful data analysis tools. However, discussions with petrochemical plant 
process engineers (section 1.1) brought to light that such techniques are currently not readily 
used in operational decision support. The primary reasons for this are as follows. First, process 
operator personnel usually have little secondary and no tertiary education. Intelligibility and 
comprehensibility are therefore important requirements for any process model. However, 
existing techniques (e.g. the CART regression tree algorithm) that construct relatively intelligible 
models do not meet the necessary accuracy requirements. Conversely, the process operators and 
even the process engineers generally find that the models generated by techniques (e.g. neural 
networks) that do meet the accuracy requirements are difficult to understand and to interpret. 
This latter factor often leads to the eventual abandonment of decision support tools thatare based 
on relatively unintelligible process models. 
8.1 Evaluation of Existing Rule Building Techniques 
In the light of these findings, an analysis of the limitations of existing techniques that construct 
intelligible models was performed. "if ... then ... " rule-based models were taken to be of adequate 
intelligibility, based on the comprehensibility postulate of Michalski (1983) as well as the results 
of comparative studies available in the literature. The analysis therefore focussed on algorithms 
that construct rule-based models. The particular characteristics of existing techniques that were 
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investigated are the search strategies used to construct rules and the historical trends in rule 
format. The investigation revealed the following. 
• Nongreedy vs. greedy. Techniques that are not completely greedy and that are able to 
explicitly detect and utilise attribute interactions (typical in most chemical processes) 
during rule construction can produce rule models that are significantly less complex, 
and therefore more intelligible, than those obtained using greedy techniques. 
Furthermore, in most cases such rule sets have predictive accuracy that is comparable 
to the accuracy of rule sets obtained with greedy methods. A major problem with 
nongreedy search methods is the significant increase in computational complexity 
incurred by using such methods. 
• Data fragmentation and concept replication. Training data set fragmentation and 
concept replication during rule construction can have a significantly detrimental 
effect on model predictive accuracy and comprehensibility. This is true for most 
decision tree induction algorithms as well as for set covering methods that employ a 
"divide and conquer" approach during rule construction. Empirical results indicate 
that algorithms that do not suffer from training set fragmentation can build rule 
models that are significantly more accurate and in some cases less complex than 
models obtained using techniques that do have this problem. 
• Rule format. The historical trend in both decision tree and fuzzy rule format has 
been towards increased mathematical content. The primary aim of this change in 
model format is to improve model predictive accuracy. In the author's opinion, the 
improvements in predictive accuracy usually do not justify the decrease in model 
comprehensibility and intelligibility. 
• Internal disjunction. Rule set complexity can be further reduced if internal 
disjunction in the antecedent part is allowed and the search for such rules is guided 
using intelligent search restrictions. Such search restrictions can also significantly 
reduce the computational complexity involved in finding internally disjunctive rules. 
As far as the author is aware, internal disjunction is generally not used in fuzzy 
modelling as a means of improving accuracy rather than resorting to the use of 
mathematical constructs in fuzzy rules. 
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Thereafter, based on the above conclusions, a novel fuzzy rule construction technique was 
proposed called the Combinatorial Rule Assembly (CORA) algorithm. The CORA algorithm 
constructs internally disjunctive Oth -order Sugeno rules. Rule construction proceeds by first using 
the Reactive Tabu Search (RTS) combinatorial search method to optimally allocate a set of 
membership functions generated by the Growing Neural Gas (GNG) radial basis function 
network training algorithm between a fixed number of fuzzy rules. The radial basis function 
adjacency matrix generated by the GNG algorithm is used to reduce the combinatorial search 
space and to bias the construction of rules towards rules that each comprises of a set of highly 
overlapping membership functions. After initial rule assembly, rule model simplification takes 
place. First, the membership functions of each rule that overlap significantly are merged into 
single membership functions. Second, rules are discarded that do not significantly contribute to 
the overall rule model performance. 
8.2 Evaluation of the CORA Algorithm 
The CORA algorithm was evaluated in two parts. The aim of first part was to determine whether 
the algorithm is capable of constructing rule models that are competitive with those generated by 
other algorithms, in terms of both predictive accuracy and model complexity. In addition, the 
influence of CORA training parameter settings was also investigated. The conclusions that were 
reached for the first part of the evaluation are the following . 
• Geometrical form retention. For the Spiral problem the CORA model retains the 
geometrical form and training accuracy of the GNG model upon which it is based 
while using fewer fuzzy rules (30 instead of 105). 
• Predictive accuracy and model complexity. The CORA algorithm is capable of 
constructing rule models with comparable or nominally better predictive accuracy 
than all the other modelling techniques considered, with the exception of the two 
multilayer perceptron variants. However, the CORA algorithm performs poorly in 
comparison to the other techniques that were evaluated on problems that are 
predominantly discrete and contain few data. 
For eight of the nine problems that were studied, the generated CORA models are 
more accurate than the GNG models upon which the CORA models are based. The 
CORA rule models are less complex than their GNG counterparts in terms of number 
of fuzzy rules, concept complexity and parameter complexity. 
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For all of the nine problems, the CORA models contain more concepts than their 
CART and BEXA counterparts. However, in some cases the CORA models contain 
fewer rules, but exhibit comparable or better predictive accuracy. This means that for 
some problems the CORA rules have greater modelling capability than the rules used 
by CART or BEXA. 
The CORA rule models generally contain more parameters than the models derived 
by the other techniques (not the GNG algorithm). 
• Attribute space overlap. The CORA algorithm is able to generate models that have 
less attribute space overlap than their GNG-derived counterp~s. However, for the 
Housing, Servo, Ionosphere, Slugflow and Pima problems and certain CORA 
training parameter settings the reduction in attribute space overlap is detrimental to 
model predictive performance. Such models exhibit less overlap but also have poorer 
predictive accuracy than their GNG-derived counterparts. 
Further experimentation brought to light that for the Abalone, Auto and Housing 
problems and certain CORA training parameter settings the magnitude of attribute 
space overlap is reduced by more than two-thirds (to between 1.6 and 2.6), in 
comparison to the overlap of the GNG rule models without appreciably affecting 
model predictive accuracy. The CORA algorithm can therefore build models with 
attribute space overlap that approaches that of the CART and BEXA rule models. 
This can be done even though the GNG model (upon which the CORA models are 
based) overlap ranges between 4.9 and 9.1 for the same three problems. 
• Number of assembled rules. For four of the five regression problems (the Abalone, 
Auto, Housing and Servo problems) that were studied, the correct choice of the 
number of assembled rules allows the CORA algorithm to build models with 
nominally superior predictive accuracy in comparison to the GNG-derived models. 
Furthermore, an increase in the number of assembled fuzzy rules generally leads to 
an increase in predictive accuracy. However, the use of too many rules leads to 
overfitting. 
• Membership function merging. In the "number of fuzzy rules" experiments 
performed for section 6.2.1, membership function merging generally has a negative 
effect on predictive performance. However, for the Auto and Ionosphere problems 
membership function merging decreases model complexity but increases predictive 
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accuracy. Furthermore, for the Abalone, Housing and Pima problems merging on 
average and at worst decreases predictive accuracy by 1.6% for a corresponding 31 % 
decrease in model concept complexity. In the author's opinion the drop in predictive 
accuracy is therefore in most cases outweighed by the increase in model simplicity. 
For the experiments performed in section 6.2.1, rule reduction increased with 
increasing number of assembled rules. Furthermore, rule reduction, in contrast to 
membership function merging, does not always decrease model predictive accuracy. 
At worst (for the Ionosphere classification problem using thirty rules) rule reduction 
decreased predictive accuracy by 0.87%. However, rule reduction is generally able to 
appreciably decrease model complexity. For the problems considered in section 
6.2.1, model complexity decreased by on average 19% in terms of model concepts 
and by 22% in terms of model parameters. 
• Swap (or move) threshold. An increase in the swap (or move) threshold employed 
by the CORA algorithm does not consistently lead to significantly different (more or 
less accurate, or less complex) rule models. This means that a relatively stringent 
swap (or move) threshold value such as 0.9 can be used to substantially decrease 
computational complexity without seemingly altering the properties of the models 
that are derived. However, it seems that the adaptive modification of the search 
resolution by the RTS component, from an initial value of one percent up to the swap 
(or move) threshold, plays a more significant role in determining final rule model 
properties than the minimum swap (or move) threshold. 
• Swaps vs. moves. The use of moves or both swaps and moves by the RTS 
component, as a means of assembling fuzzy rules, instead of exclusively using swaps 
does not seem to have a consistently beneficial or detrimental effect on model 
predictive accuracy. However, the use of moves rather than swaps generally leads to 
greater model complexity reduction by the MRG (membership function merging) 
and RED (rule reduction) components of the CORA algorithm. 
• Consequent magnitude penalisation. The use of consequent magnitude penalisation 
generally improves rule model predictive accuracy, especially if many fuzzy rules 
are assembled. In addition, consequent magnitude penalisation reduces the variance 
of the RTS component predictive accuracy results for four of the six problems 
studied in section 6.2.4. This generally leads to reduced variation in the predictive 
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accuracy results of the MRG and RED components. Furthermore, in some cases the 
use of consequent magnitude penalisation leads to greater rule model simplification. 
• Fuzzy operators. On the Auto problem the use of Yu fuzzy operators rather than 
Zadeh fuzzy operators allows the CORA algorithm to construct more accurate rule 
models. However, greater model simplification is possible if Zadeh operators are 
used. In the author's opinion, the average gain in predictive accuracy (2.1 %) 
outweighs the average increase in model concept complexity (6.6%) if Yu, rather 
than Zadeh operators are used. 
• Combinatorial search complexity. The use of the GNG adjacency matrix 
significantly reduces the complexity of the combinatorial search performed by the 
RTS component of the CORA algorithm. The combinatorial complexity of 
evaluating each rule model that can be generated using anyone of all permissible 
swaps (or moves) is significantly less than the worst case scenario· described in 
section 4.3.4.8 (section 4.3.4.9 for moves). 
• Local optima. Experiments on the Abalone, Auto, Housing and Servo problems 
showed that for all four problems the RTS component encountered a number of local , 
optima during its search for the rule model with the best fitness. This means that 
nongreedy search will obtain better solutions than simple greedy search will for these 
problems. 
• Variance of results. In many experiments the models generated by the CORA 
algorithm using different random seeds only, produced results that exhibited greater 
than expected variation. It is hypothesised that there are three reasons for this 
phenomenon. First, the CORA algorithm struggles to model problems that have a 
low exemplar to attributes ratio. However, this problem is not restricted to the CORA 
algorithm. The same phenomenon occurs using other advanced rule construction 
techniques. Second, the exclusive use of the AIC and BIC information criteria by the 
MRG component can cause membership function merging to be based on different 
local optima found in the AIC and BIC results. (Both the AlC and BIC information 
criteria generate results that exhibit a number of local optima during the 
determination of the optimal level of membership function merging.) If this occurs 
then membership function merging will be performed at varying thresholds leading 
to increased variation in results. Third, the combinatorial complexity of constructing 
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rules using methodology of the CORA algorithm is large. It is therefore difficult for 
the CORA algorithm to consistently find the same solution if different random seeds 
are used. 
The purpose of the second part of the evaluation was to find out whether the CORA algorithm 
can construct models that are significantly more accurate and / or significantly less complex than 
other modelling techniques. The problem investigated in this evaluation is the time series 
prediction (three steps ahead) of a noisy, nonlinear, chaotic reaction system. The experiments 
performed on these data revealed the following. 
• Accuracy. The standard CORA algorithm in its entirety (employing all algorithmic 
components) generally obtains significantly more accurate models than those 
generated by the CART, MLR and MARS algorithms (the baseline confidence level 
is 95%). However, only the RTS models are significantly more accurate than the 
GNG and RBF models. 
The models of the complete minimum overlap CORA variant are also significantly 
more accurate than those obtained using MLR or CART. In addition, the models 
generated by the RTS component of the minimum overlap CORA variant are 
generally significantly more accurate than the models of either of the MARS 
variants. However, after either the MRG or both the MRG and RED components 
have been employed the resultant rule models are significantly less accurate than 
both the GNG and RBF models. 
• Complexity. All CORA models are significantly simpler than the GNG models upon 
which they are based. In addition, the CORA models contain significantly fewer 
parameters than the RBF models and significantly less rules and concepts than the 
CART regression tree. In contrast, the models of both CORA algorithmic variants 
contain significantly more parameters than the BPlinear, MLR, MARS(nb) and 
MARS(b) models. Also, the attribute space overlap of the CORA models is 
significantly worse than that of the CART regression tree. 
• Loss of accuracy vs. increase in simplicity. Taking all results into account, the worst 
percentage drop in average predictive accuracy (in comparison to the GNG results) 
exhibited by the standard CORA models is 0.42%. The corresponding decrease in 
model complexity is at least 22%. Furthermore, the worst decrease in predictive 
accuracy exhibited by the minimum overlap CORA models is 0.83% with a 
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corresponding decrease in model complexity of at least 40%. In the author's opinion, 
the increase in model simplicity justifies the loss in predictive accuracy, even though 
for the latter CORA variant the difference in the accuracy results between the CORA 
and GNG models is statistically significant. 
In conclusion, for the Autocatalytic problem the CORA algorithm can build models that have 
either better or comparable accuracy in comparison to the models constructed using the other 
modelling techniques that were evaluated. This means that it is not always necessary to use 
additional mathematical constructs to improve model predictive performance. Rather, improved 
predictive performance can be achieved using better learning methods and the intelligent 
application of natural language constructs (such as fuzzy conjunction and disjunction operators) 
in the antecedent parts of fuzzy rules. In addition, the intelligent use of such fuzzy operators can 
significantly reduce model complexity for (in the author's opinion) a relatively small drop in 
predictive accuracy. Lastly, the successful application of the CORA algorithm to the modelling 
of the Autocatalytic problem shows that it is possible to construct relatively intelligible 
"if ... then ... " fuzzy rule models from chemical process data that are competitive (in terms of 
accuracy) with other model types (e.g. multivariate spline models). 
8.3 Future Work 
The evaluation of the CORA algorithm brought to light a number of problems or limitations 
associated with the CORA algorithm. The proposed research tasks below are designed to address 
some of the more important and interesting of these problems and limitations . 
• Attribute space overlap. In the experiments performed for this dissertation the 
attribute space overlap exhibited by the GNG models is in most cases high. High 
attribute space overlap makes a rule model less intelligible. The method used by the 
GNG algorithm to determine the width of a radial basis function directly affects the 
attribute space overlap of the GNG rule model and indirectly that of the CORA 
model. It would be desirable to reformulate the GNG width-updating procedure to 
reduce rule overlap and thus improve rule model comprehensibility. 
• Use of membership functions. The current version of the CORA algorithm utilises 
all the membership functions generated by the GNG algorithm to construct rules. 
Arguably this is unnecessary. It would be interesting to study ways in which 
membership functions could be selectively utilised during fuzzy rule assembly. For 
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instance, a dummy rule could be created. Such a rule would take part in the 
membership function swapping or moving operations of the RTS component but be 
ignored during rule consequent identification as well as rule model fitness 
evaluation. The dummy rule would then act as a repository of membership functions 
that can be selectively utilised by the RTS component to build better rules. 
• Combinatorial search focus. Currently the RTS component is allowed to change the 
antecedent part of each rule in the rule model. During the experiments performed for 
this dissertation it was found that some rules contributed more than others towards 
the quality (e.g. predictive accuracy, attribute space overlap) of the rule model. It 
would be interesting to study whether the RTS search can be reformulated to only 
attempt to improve poorly performing rules. This would lead to a significant 
reduction in the size of the combinatorial search and would also explicitly focus the 
RTS search towards improving the worst performing rules. 
• Membership function merging. Another manner in which the computational 
expense of rule assembly can be reduced is to perform membership function merging 
during antecedent part construction by the R TS component, rather than in a once-off 
fashion after the RTS search has been completed. In particular, membership function 
can be performed once a reasonable rule model has been constructed. The merged set 
of membership functions can then be used to again build a rule model, and so on. 
• "Right-sized" model determination. It was determined in chapter 6 that the AIC and 
BIC information criteria that are currently used to determine the "right-sized" GNG 
model as well as the level of membership function merging are suboptimal. As 
mentioned in chapter 6, there are a number of other measures that can be used to find 
the "right-sized" model, etc. An example of these is the minimum description length 
measure (see e.g. Quinlan and Rivest, 1989). It would be instructive to see whether 
the CORA algorithm produces better and more consistent models (less variance in 
results) based on one or more of these measures. 
• Choice of data. Results in chapter 3 and chapter 6 showed that it is often the case 
that advanced rule construction techniques struggle to perform better than simple 
greedy techniques on problems which exhibit a low data exemplar density. It is 
suggested that this phenomenon be studied more comprehensively and in more detail 
to determine the extent and generality of this problem. 
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Appendix A 
Default Algorithm Parameter Settings 
This appendix lists the parameter settings for the algorithms that were evaluated in chapters 6 
and 7. Parameter settings are given for CART, BEXA, the Growing Neural Gas algorithm, the 
CORA algorithm, the radial basis function network, the two multilayer perceptron variants and 
the MARS algorithm. In addition, a list is given of the different results that were recorded during 
each experiment for a given algorithm. 
A.1 The CART Decision Tree Algorithm 
Different split criteria are used by CART for classification and regression problems. For 
classification problems the Gini impurity criterion (Breiman, et al., 1984) is used. For regression 
problems the splitting criterion minimises the least squares error when choosing the best split. 
During tree induction, both for classification and regression problems, all surrogates count 
equally and a maximum of five surrogates may be used. Refer to Breiman, et al. (1984) for more 
details of these concepts. 
The information stored for each run of the CART algorithm is the training and validation 
accuracy of the induced decision tree. If applicable, the testing accuracy is also recorded. 
Furthermore, the number of tree leaves and the total number of tree nodes (leaf and decision 
nodes) are also recorded. 
The CART software implementation allows one to set the random seed of the algorithm. As far 
as could be ascertained, different seed values had no effect on the final output of the algorithm. 
Therefore the algorithm was run once only for each problem. 
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A.2 Crisp Rule Induction Using BEXA 
Apart from the CART software, none of the software implementations of the algorithms that are 
evaluated in chapters 6 and 7 are able to use a validation data set in a similar, automatic fashion 
to the way the CART software can. Therefore all these algorithms, excluding the CORA 
algorithm, were trained and evaluated several times in order to find the best values for the 
problem-specific parameters. For the BEXA algorithm the only parameter that was tuned was 
beam_width. The best results obtained using beam widths of either 1 or 10 are reported. Table 
A.l below gives a complete list of all the parameter settings that were used. The reader is 
referred to section 2.2.2.2 and Theron (1994) for more details regarding the meaning of these 
settings or parameters. 
Setting or Parameter Value(s) 
type_oCrules unordered 
display _negated_sets yes 
partitioning_method one _ cutyoint 
specialize_method remove_single_values 
beam width best of 1 or 10 
-
remove_duplicates yes 
prevent_empty _conjunctions yes 
uncover_new _negatives yes 
generate _ irredundant _covers yes 
LEF (laplace,max,O.OOOO) 
significance_test none 
significance_threshold 
° stop_growth _test log_likelihood_ratio _statistic 
stop_growth _threshold -90 
postyruning_ method prune_like _quinlan 
classification method classify with conjuncts 
Table A.1 BEXA Parameter Values and Settings 
The information recorded for each BEXA run is the training and validation accuracies (or if 
applicable, the testing accuracy) as well .as the number of concepts for both the unpruned and 
pruned rule models. 
As far as the author is aware, BEXA is a deterministic algorithm. Therefore, after the optimal 
parameter settings were found the algorithm was run once with these optimal settings and the 
results recorded. 
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A.3 The Growing Neural Gas (GNG) Algorithm 
The parameter settings used for the GNG algorithm are listed in Table A.2. The second 
parameter in the table, viz. switch_to _supervised, indicates how many cell nodes need to be 
inserted into the hidden layer of the GNG network before network training switches from 
unsupervised to supervised mode. 
Setting or Parameter Value(s) 
number_of_epochsl 50 to 800 
switch_to _supervised after V4 of nodes inserted 
maximum number cell nodes 2 to 150 
- --
cell_node _insertion_interval (A.) 1000 iterations2 
maximum yermitted _ connection_age (amax) 500 
winner Jeference _vector_update _factor (Ew) 0.005 
runner_up Jeference.,... vector_update _factor (En) 0.0001 
winner_and _ runner ~ up_resource Jeduction_ factor (a) 0.1 
cell_node Jesburce _reduction_factor ((3) 0.005 
width_update _factor (1:) 1.0 
delta_learning_method_learning_rate 0.0001 
random seed 5,70r9 
width update interval 5 epochs 
Table A.2 GNG Parameter Values and Settings 
The results recorded for the GNG algorithm are the training and validation accuracies (or testing 
accuracy if applicable), and the epoch at which the best training accuracy was obtained. In 
addition, the number of radial basis functions, concepts and parameters required to completely 
describe the set of fuzzy rules are also recorded. Finally, the input space overlap of the set of 
derived fuzzy rules is also stored. 
A.4 The Combinatorial Rule Assembler (CORA) 
Table A.3 lists the parameter values that were used by the CORA algorithm in this dissertation. 
The number of Reactive Tabu Search (RTS) combinatorial search iterations (the 
number_oCiterations parameter) was adjusted according to two factors. The primary factor was 
the number of iterations required by the algorithm to obtain an acceptable training accuracy. The 
parameter number_oCiterations was assigned at least a value that was roughly twice this number 
lOne epoch equals one presentation of the entire training data set to the network. 
2 An iteration equals the presentation of one training exemplar to the network. 
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of iterations. The secondary factor was the time that the CORA algorithm took to complete a run. 
Problems that caused the algorithm to complete iterations slowly were given fewer search 
iterations to complete. 
Setting or Parameter 
number of iterations 
number of rbfs 
number of rules 
maximum_cycles 
maximum_repetitions 
chaos threshold 
hash table size 
- -
consequent_magnitude yenalty _factor 
overlap yenalty _factor 
minimum_ swap _move _threshold 
maximum_swap _ move ~ threshold 
swap_move _threshold_decrement 
rule reduction threshold 
Value(s) 
500 to 5000 
detennined by GNG algorithm3 
5 to 304 
50 
3 
3 
103591 
o to 0.1 
o to 0.5 
0.01,0.5 or 0.9 
0.99 
0.0025 
0.0025 
random seed 5, 7 or 9 
Table A.3 CORA Algorithm Parameter Values 
The maximum_cycles, maximum_repetitions and chaos_threshold parameter values used in this 
dissertation are identical to those used by Battiti and Tecchiolli (1994a). The hash table size was 
chosen to be a prime number large enough so that the hash table never filled for any problem 
considered in this dissertation. Refer to Heileman (1996) for more details regarding hash tables. 
When consequent magnitude penalisation was employed the magnitude of the penalisation factor 
was chosen based on a few shortened, preliminary runs with the given set of training data. For 
each successive run the magnitude of the penalisation factor was increased until the training 
accuracy of the generated set of fuzzy rules could not exceed an acceptable level (in comparison 
to results obtained with no consequent magnitude penalisation). The fmal penalisation factor 
value chosen was at most this magnitude. 
When overlap penalisation was employed the magnitude of the overlap yenalty _factor was 
principally determined by the magnitude of the overlap of the fuzzy rules derived by the GNG 
3 All of the radial basis functions in the hidden layer of the GNG-trained radial basis function network were given to 
the RTS algorithm for its combinatorial search. 
4 In the current software implementation, the maximum number of rules assembled by the RTS component of the 
CORA algorithm must be less than the number of radial basis functions obtained from the GNG-trained radial basis 
function network. 
254 
Stellenbosch University  https://scholar.sun.ac.za
algorithm. If the latter was large in comparison to the unpenalised fitness of the initial set of 
fuzzy rules of the RTS component of the CORA algorithm, then the penalty factor was chosen to 
be relatively small and vice versa. Small penalty factors were in the region of 0.1 and large 
penalty factors had a maximum magnitude of 0.5. The reason why such a method was used to 
determine the overlap penalty factor was to ensure that the R TS component spent most effort 
trying to minimise the regression error of the set of fuzzy rules, rather than the input space 
overlap of the set of rules. 
The value for the swap_move_threshold_decrement parameter was chosen so that the RTS 
component of the CORA algorithm tends to use its search attractor detection and avoidance 
functionality before significantly increasing the percentage of swaps or moves that are evaluated 
for a given search iteration. 
The principal results that are recorded for each componentS of the CORA algorithm are as 
follows. They are the training and validation (or testing, if applicable) accuracies, the number of 
rules, concepts and parameters used by the trained rule model, and finally the input space overlap 
of the rule model. Lastly, the RTS iteration at which the best training accuracy was obtained is 
also recorded. 
A.5 The k-meansRadial Basis Function Network 
Setting or Parameter Value(s) 
number of iterations 10 to 90 
number of rbf nodes 5 to 30 
- - -
rbf width factor 1 to 8 
- -
random seed 5, 7 or 9 
Table A.4 k-means Radial Basis Function Network Settings 
Table A.4 gives the parameters that could be set for the k-means radial basis function network 
used in this dissertation. The righthand column lists the range of parameter values that were 
utilised. The number of training iterations was set based on the number of hidden layer nodes 
that were used. More iterations were used if more radial basis functions were employed. The 
width of each radial basis function is defined as the distance between the centre of the current 
radial basis function (for which a width must be determined) and the radial basis function that is 
5 The components that are being referred to are the Reactive Tabu Search (RTS) component, the membership 
function merging (MRG) component and the rule reduction (RED) component. 
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closest to it in the input space, times the rbCwidth_factor. An Euclidean norm IS used to 
calculate the distance. 
The results stored for each experiment performed with the radial basis fti:nction network are the 
training and validation (or testing, if applicable) accuracies, the ntunber of hidden layer radial 
basis function nodes that are used and finally the number of training iterations. 
A.6 The Multilayer Perceptron 
Two different multilayer perceptron networks were evaluated in this dissertation. Both use the 
same range of settings. These are listed in Table A.5. The information stored in experiments 
using either of these two algorithms is the training and validation (or testing, if applicable) 
accuracies, the number of hidden layer nodes and finally the number of training iterations. 
Setting or Parameter Value(s) 
number of epochs 10000 to 100000 
number of hidden layer nodes 2 to 20 
random seed 5,7 or 9 
Table A.S Multilayer Perceptron Training Parameter Settings 
A.7 Multivariate Adaptive Regression Splines 
The settings used by the Multivariate Adaptive Regression Splines (MARS) algorithm for all the 
problems that were evaluated in this dissertation are listed in Table A.6. Refer to Friedman 
(1991) for more detailed description of the algorithmic parameters. maximum_basis _functions 
refers to the maximum number of basis functions that can be used to build a model. The version 
of MARS used in this dissertation utilises the bagging procedure of Breiman (1996). 
number_bootstrap_samples refers to the number of bootstrap repetitions that are used for the 
bagging procedure. 
Setting or Parameter Default Value(s) 
maximum basis functions 15 
number bootstrap. samples 50 
max attributes "per basis function 8 
random seed 5,7 or 9 
Table A.6 MARS Training Parameter Settings 
The information stored for each MARS experiment is the validation (or testing, if applicable) 
accuracy and the so-called "effective number of model parameters". 
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Appendix B 
Additional Figures for the Empirical 
Evaluation Presented in Chapter 6 
This appendix contains all the figures pertaining to the experiments performed for the empirical 
evaluation of the CORA algorithm presented in chapter 6, but that were not placed in that 
chapter. The figures can be grouped into the following sets: 
• Figures B.I through B.6 give additional results for section 6.2.1. The figures show 
how the number of CORA model parameters changes as the number of rules 
assembled by the CORA algorithm increases. 
Each bar of the ten bars in each figure represents the average result over the three 
different random seed runs performed using either the GNG or the CORA algorithm. 
The black error line overlaid over each bar represents one standard deviation above 
and below the average result. 
In each figure the fust bar represents the results obtained by the GNG algorithm. The 
number in parentheses following each horizontal axis label is the number of fuzzy 
rules used by the given algoritluTI to generate the results presented in the figure. The 
following nine bars are all results obtained with the CORA algorithm. These nine 
bars are grouped in three groups of three bars each. For a particular group the first 
bar represents the results obtained directly after the RTS component of the CORA 
algorithm has completed execution. The second bar represents the results obtained 
after both the RTS and MRG components have been executed. Finally, the third bar 
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represents the results after all three CORA components, viz. the RTS, MRG and 
RED components, have been employed. 
• Figures B. 7 through B.24 give additional results for section 6.2.1. In contrast to 
figures 6.29 through 6.40 and B.l through B.6, these figures present results of 
experiments that used a minimum_swap_move_threshold of either 0.5 or 0.01. The 
minimum_swap _move_threshold value that is used is indicated in parentheses after 
each figure caption. 
• Figures B.25 throughB.28 give parameter complexity results for section 6.2.2 where 
the effect of the RTS search resolution is studied. In these figures the same number 
(the maximum) of fuzzy rules are used as are used in figures 6.4 1 through 6.48 in 
section 6.2.2. The information in parentheses at the end of each figure caption gives 
the problem for which the results are applicable as well as how many rules were used 
by the CORA algorithm to generate the results. 
Figures B.29 through B.46 present further results of the search resolution 
experiments performed in section 6.2.2. Predictive accuracy, concept complexity and 
parameter complexity results are shown. The difference between these figures (apart 
from the particular results) and those given in section 6.2.2 as well as figures B.25 
through B.28 is that fewer rules were assembled by the CORA algorithm. For each 
figure, the relevant problem and the number of assembled rules is given in 
parentheses after each figure caption. 
• Figures B.47 through B.53 give additional parameter complexity results for section 
6.2.3. The efficacy of using swaps, moves or both swaps and moves to construct rule 
models is studied in section 6.2.3. The number in parentheses at the end of each 
figure caption is the number of rules used to construct the relevant rule models. In 
each figure caption, the abbreviation "SMB" stands for "swaps, moves or both swaps 
and moves". The CORA algorithm assembled the maximum number of fuzzy rules 
(see section 5.3.3.2 for details) while generating these results. 
Figures B.54 through B.89 present additional predictive accuracy and model 
complexity results for section 6.2.3. The CORA algorithm used fewer rules while 
generating these results, as indicated by the number in parentheses after each figure 
caption. A minimum_swap_threshold of 0.9 was used in all the experiments upon 
which figures B.4 7 through B.89 are based. 
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• Figures B.90 through B.95 give additional results for section 6.2.4 where the effect 
of consequent magnitude penalisation is studied. Specifically, parameter complexity 
results are presented for the problems that were investigated in section 6.2.4. In each 
figure the horizontal axis label for a particular subset of experimental runs gives the 
number of rules assembled in parentheses and whether consequent magnitude 
penalisation was employed or not (Yes or No). Note that consequent magnitude 
penalisation is referred to as weight penalisation in the figures. 
• Figures B.96 through B.98 give additional results of the attribute space overlap 
experiments performed for section 6.2.5. In each figure the horizontal axis label for a 
particular subset of experimental runs gives the number of rules assembled In 
parentheses and whether attribute space overlap penalisation was used or not. 
• Finally, figures B.99 and B.lDD give parameter complexity results for, the 
"minimisation of attribute space overlap" experiments performed for section 6.3.1. 
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Figure B.60 No. of Concepts vs. 5MB for Abalone Problem (10) 
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Figure B.62 No. of Parameters vs. 5MB for Abalone Problem (20) 
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Figure B.64 No. of Parameters vs. 5MB for Abalone Problem (10) 
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Figure B.70 No. of Concepts vs. 5MB for Housing Problem (20) 
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Figure B.79 Accuracy vs. 5MB for Pima Problem (10) 
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Figure B.S3 No. of Concepts vs. 5MB for Pima Problem (10) 
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Appendix C 
Algorithmic Training Parameters Used in the 
Evaluation of the Autocatalytic Data 
This appendix lists (where applicable) the training parameter values that were used by the 
modelling techniques employed in the evaluation of the Autocatalytic data in chapter 7. The 
techniques and models that were considered in chapter 7 are the CART regression tree algorithm, 
, 
the Growing Neural Gas and k-means radial basis function network training algorithms, 
multivariate linear regression, a multilayer perceptron trained using the generalised delta rule, 
the MARS algorithm and finally the CORA algorithm. 
As described in section 7.3.1, three training runs were performed with each stochastic modelling 
technique for the final testing experiments. The purpose of performing three runs was to 
determine the variation of results if an algorithm uses different random seeds. 
e.l The CART Algorithm 
The training parameter settings used by the CART algorithm in chapter 7 are as follows. Least 
squares error minimisation was used to find the best attribute and attribute value upon which to 
split at a decision node. During tree induction, all surrogates counted equally and a maximum of 
five surrogates were used. 
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< ·~:·t. 
' ........ .,., 
e.2 The Growing Neural Gas,Algorithm 
In most cases the default training parameter settings given for the Growing Neural Gas algorithm 
in appendix A,speCifically table A.2 in section A.3, were used in the experiments performed for 
chapter 7. The exceptions are the number of training epochs and the maximum number of cell 
nodes that could be added to the radial basis function network's hidden layer. For the three 
different random seed runs the number of training epochs was respectively 60, 60 and 85. The 
maximum number of cell nodes was set at 30 for all runs. 
'""·'{3.3 The CORA Algorithm 
'" "'.~ 
........... 
'" 
As described in:'S~ction 7.3.2, tWo variants of the CORA algorithm were e~aluated. The first was 
'"">"'1\1, 
the standard CORA'al'gopthm. The second variant attempts to minimise attribute space overlap 
'''''-'-4 
in an identical fashion to th~"1tlg~thm described in section 6.3.1. The training parameter values 
for the two CORA variants are s~aQsed in table C.1. Both CORA algorithmic variants used 
'"<..:., 
the same training parameters. Where paraciete( values are not specified the same values as those 
" .. ~-., .. 
given in table A.3 in appendix A were used."'""" 
'".~ .. " 
~, 
Setting or Parameter "\~""-""'t:. '. Value 
" 
Number of Reactive Tabu Search Iterations " . 2,000 
Initial Number of Fuzzy Rules to Assemble 20 
Consequent Magnitude Penalisation Factor 0.03 
Attribute Space Overlap Penalisation Factor 0.5 
Minimum Swap / Move Threshold 0.9 
Table C.l CORA Algorithm Training Parameter Values Used in Chapter 7 
C.4 The k-means Radial Basis Function Network 
The training parameters that were used for the three random seed runs performed by the k-means 
radial basis function network algorithm are as follows. For all three random seed runs the 
number of hidden layer radial basis functions was 38 nodes. Furthermore, 152 training iterations 
and a width factor of two were used for all three runs. 
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C.SThe Multilayer Perceptron 
All experiments were performed using a multilayer perceptron that contained a single hidden 
layer. The hidden layer contained five nodes that were each described by a tanh transfer function. 
In all experiments each multilayer perceptron was trained for a total of 120000 epochs. 
C.6 Multivariate Adaptive Regression Splines 
As mentioned in section 7.3.2, the models generated by two' variants of the MARS algorithm 
were evaluated. One uses bootstrapping and the other does not. Apart from this factor the same 
training parameter values specified in table A.6 in appendix A were employed. 
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