ABSTRACT
INTRODUCTION
The ability to measure environmental impacts, such as energy and material efficiency, of different industrial processes has become critically important for manufacturing companies as they attempt to balance economic growth with environmental impacts. On the economic side are traditional metrics including cost, quality, reliability, and productivity; i.e., the basis for measuring the performance of individual processes and systems. On the environmental side are measures for CO2 emission, energy and water consumption. These types of measures historically have not been collected at the level of an individual manufacturing process; however, the availability of much more extensive data at the machine level is making it possible to assess these factors at that level. Machine tool controllers [1, 2] and standards (e.g., MTConnect [3] ) allow manufacturers to collect and use increasingly larger amounts of data.
This large amount of data being collected from manufacturing processes and systems [4, 5] enables manufacturers to gain value from the data, i.e., transform information into insights and then into action. In doing so, data mining including advanced statistical techniques has proven to be successful for discovering useful knowledge from this large data for data-driven decision making. As part of data mining, predictive analytics have been used for a wide range of manufacturing problems such as fault diagnosis and preventive maintenance [6] , product demand forecasting [7] , surface roughness prediction [8] . Surface roughness prediction is a widely used index of product quality, and energy prediction for different machining operations based on measured data [1, 9, 10] . For example, since there is a lack of adequate and acceptable physics-based (e.g., mechanistic) models for metal cutting processes, empirical models (e.g., statistical regression, artificial neural networks, fuzzy set theory) are generally used in metal cutting processes [11] .
Accuracy plays a crucial role in making reliable decisions based on the predicted results. Thus, accurate prediction of the required energy consumption for machine tool operations can enable manufacturers to improve operating efficiency and cost, respond to new regulations and business drivers (e.g., the Smart Grid [12] ), and develop useful process monitoring approaches relying on the predicted results. Moreover, one should consider in a smart-grid-future all agents can be assumed to be prosumers; i.e., a manufacturing company can be both a power generator and a power consumer. Thus, data-driven predictive analytics will play a more determinant role in estimating the generated and required energy within a certain time period for design, planning, and operation decisions.
A prediction model must be capable of providing a quantification of the uncertainty associated with the prediction for informed decision-making. To this aim, in the present work, a novel framework is proposed to estimate prediction intervals (PIs) rather than point predictions. PIs are used to provide information on the confidence in the predictions accounting for both the uncertainty in the model parameters and noise in the input variables. The framework proposed is based on an ensemble of Neural Network (NN) models. Specifically, an NN ensemble is a learning paradigm where a certain number of NNs are combined to estimate the desired output for the target of interest (see Fig. 1 ) [13] . To train each individual NN; i.e., to determine the optimal values of the weights of a multi-layer perceptron neural network (MLP NN), a multi-objective genetic algorithm (MOGA) framework (non-dominated sorting genetic algorithm-II, NSGA-II) [14] has been used to estimate the bounds defining the PIs. The performance of the MOGA-NN model has been tested via different case studies and demonstrated high accurate prediction results [15, 16] .
In general terms, it is well known that an ensemble of different predictors can generate predictions that are more accurate than those obtained by individual predictors [13] . Typically, an NN ensemble is constructed in two steps: i) training a number of individual NNs and ii) combining the predictions yielded from these NNs. The aim of assembling a number of NNs into an ensemble is to obtain high training accuracy and to improve the generalization ability, which is defined as the performance of the trained network on unseen data patterns.
In short, the aim of this work is to develop a reliable method to predict the total energy consumption of a milling machine tool performing cutting operations including face milling, contouring, pocketing, slotting, spiraling and drilling. The objective is to understand the effects of the machining parameters on energy consumption during the production phase. Since this is ongoing research work, this paper provides only the preliminary prediction results for a face milling operation, whereas the overall objective is to estimate the total energy required for cutting and non-cutting operations for a Computer Numerical Control (CNC) milling machine.
MULTI-LAYER PERCEPTRON NEURAL NETWORKS AND INTERVAL PREDICTION
NNs are universal approximators, often used as regression models, capable of learning non-linear patterns from historical data [17] . MLP NNs are a common and popular type of feedforward NNs [17, 18] . A MLP NN consists of processing units called neurons or nodes that are interconnected by weights. The nodes are ordered into one input layer, one or more hidden layers, and one output layer. Each layer receives input signals generated by the previous layer, produces output signals through an activation function (e.g., a sigmoid transfer or activation function), and distributes the output to the neurons in the subsequent layer. Herein, a three-layered (i.e., input-hiddenoutput) MLP is used.
The prediction accuracy of an NN can depend on several factors, such as the network topology, the level of variability and uncertainty in the input data, the number of data samples used for training, the learning algorithm, and the set of initial parameters. Zhang et al. [18] , Rojas [19] , and Bishop [20] provide a good overview of the theoretical basics of NN modeling.
By definition, given an input-output process , ( ), a PI is a statistical estimator composed by lower and upper bounds, ( ) and ( ), within which a future target ( ) is expected to lie with a certain probability 1 − , denoting its nominal coverage rate [21, 22] :
There are two indicators used to evaluate the quality of the PIs: the prediction interval coverage probability (PICP) and the prediction interval width (PIW). This work uses PICP as the empirical coverage rate to analyze the actual performance of the predictive modeling. It is estimated as the proportion of true output values lying within the estimated PIs [22] :
where is the number of samples in the training or testing sets, and = 1, if ∈ [ ( ), ( )] and otherwise = 0. Note that Eq. (2) is an empirical version of PICP, which yields an estimate of PICP according to the frequentist interpretation of probability theory.
The prediction interval width (PIW) measures the extension of the estimated interval as the difference between the estimated lower and upper bound values. Herein, the normalized mean prediction interval width (NMPIW) is used as the second measure indicating the quality of the constructed prediction intervals. The mathematical definition of PIW and NMPIW measures are as follows [22] :
where and represent the true minimum and maximum values of the target (i.e., the bounds of the range in which the true values fall) in the training set, respectively. The denominator of Eq. (4) corresponds to the range of the training set . The regression function = ( ) is constructed by supervised learning, which requires a training dataset, {( , )| = 1, 2, ⋯ , } where D is the number of the samples in the dataset, and the input vector x and the corresponding output vector y are given observations [23] . NMPIW is a dimensionless measure representing the average width of PIs as a percentage of the underlying target range [22] . Normalization against the range of the target allows one to objectively compare PIs of different targets.
The main requirement on the quality of the estimated PIs is a high coverage probability (CP) that the true values will be within the predicted intervals; on the other hand, to give useful practical information, the intervals need to have small widths. The two requirements conflict since a small interval will induce a low probability that the true value be within the interval itself, whereas wide intervals may be required to obtain high coverage probability.
To obtain optimal PIs based on interval size and coverage, we follow the method presented by Ak et al. [15, 16] using NSGA-II. NSGA-II is a powerful multi-objective evolutionary algorithm (MOEA) [14] . The algorithm finds the optimal values of the parameters of the NN that maximize PICP and minimize NMPIW simultaneously in the sense of Pareto optimality. The implementation steps of training a MLP NN by NSGA-II can be found in [15, 16] . With respect to the characteristics of the PI estimation problem, we can write a formal expression to better define the problem in a multi-objective framework:
Objectives: find the optimal solution set of weights ̂ such to:
where is the vector of the NN weights (parameters) to be optimized during the training process. To simplify implementation, maximizing PICP was accomplished by minimizing 1-PICP.
Note that the proposed MOGA-NN method aims to obtain optimal PIs without the prior knowledge, statistical inference or distribution assumption of forecasting errors required in most traditional approaches.
Khosravi et al. [22] proposed a "Lower and Upper Bound Estimation Method (LUBE)" that obtains NN-based PIs by considering both CP and PIW in the PI construction phase. They performed the training by using a single-objective PI-based cost function called Coverage Width Criterion (CWC), which combines two separate objectives: PICP and NMPIW. The adapted CWC objective function used in the present work is defined as [21, 22] :
where and are user-specified constants. The role of was to magnify any small difference between and PICP. The value gives the nominal confidence level. Then and determine the penalty paid by the PIs with low coverage probability. In our framework for NN ensemble construction, we use the CWC scoring function proposed by Khosravi et al. [22] to rank the individual NNs on the validation set (see Section 3). We stress that we do not use CWC (Eq. 6) during the training of the individual networks. We instead use the multi-objective formulation of the PI estimation problem in terms of Eq. (5). In other words, in this work, we use a multi-objective framework rather than a single objective one. CWC is a single-objective function used to combine both objectives (PICP and NMPIW) in one single quality measure for optimization [21, 22] . As such, it yields only one single solution not a Pareto front of optimal solutions as we obtain in this work. CWC is just a scoring function a posteriori used in our case study; any other scoring function could also be used to rank the individual NNs on the validation set.
PI ESTIMATION VIA AN ENSEMBLE OF MOGA-BASED NNS
Herein, a method to construct PIs using an ensemble of NNs is proposed. The method uses the same training data set and the same number of hidden neurons for each individual NN, but initial parameters of NNs are chosen randomly, thus each NN has different set of initial weights. The random initializations are applied to increase the diversity of NN models. After we train each NN an overall Pareto front, which can also be called as combined Pareto front, is obtained applying non-dominated sorting to the Pareto fronts yielded from each trained network. The implementation procedure for the proposed method is summarized as follows:
Step 1: Divide the input data set into training (Dtr) and validation (Dvald).
Step 2: Set the number of hidden neurons and other initial parameters.
Step 3: Train m MOGA-based NNs using Dtr, where each network uses the full training set and differs only in its random initial weight settings. Thus, obtain m optimal Pareto fronts.
Step 4: Obtain an overall best Pareto front from the m optimal Pareto fronts (see Fig. 2 ).
Step 5: Perform validation using Dvald with the solutions on the overall best Pareto front.
Step 6: Obtain the non-dominated solutions on the validation front obtained in Step 5.
Step 7: Calculate the CWCvald value of the non-dominated solutions and sort (rank) them with respect to their CWCvald values.
Step 8: Select the nbest NNs giving the smallest CWCvald and discard the others.
Step 9: For each testing sample i in the testing dataset Dtest, determine the k-nn in the training dataset of each selected nbest NNs.
Combination of the outputs
Step 10: Combine the lower and upper bounds of the selected k-nn by mean and median calculations, respectively.
Step 11: Perform testing with the selected nbest NNs on the testing set. Then, compare the estimated PI results of the selected nbest NNs with the combined PI results. Figure 1 . A BASIC SCHEME OF NN ENSEMBLE.
CASE STUDY
The case study focuses on predicting the energy consumed by a milling machine tool. The data set used in this case study was generated by Park et al. [10] . They describes an intelligent machine monitoring framework that consists of two basic models: (1) a data-management and extraction agent, and (2) a data-driven machine-learning and knowledge-extraction agent. The former agent consists of the MTConnect agent [3, 10] and a data post-processor. The MTConnect agent retrieves raw sensor data from a machine tool and systematically converts and organizes the data into semantically meaningful input features and response output.
The raw data includes the timestamp, power demand, feed rate, spindle speed, and numerical control (NC) code block (an NC code block corresponds to a specific cutting operation). The raw data is processed to obtain derived data, such as the average feed rate, average spindle speed, and cumulative energy consumption for each NC code block. The data set also includes simulated data, such as the depth of cut and cutting strategy (i.e., climb versus conventional milling). This data is determined by comparing two sequential tool positions reported by the MTConnect agent relative to the actual dimensions and location of the workpiece.
The data set was generated from a total of 18 parts machined with 196 face milling, 108 contouring, 54 slotting and pocketing, 16 spiraling and 32 drilling experiments. Of these six operations, the case study focuses on face milling to demonstrate the effectiveness of the proposed energy prediction model. We refer the reader to Bhinge et al. [1] , Helu et al. [2] , and Park et al. [10] for detailed information about the experimental design and data processing techniques used to generate the data set.
Predicting the energy consumed during machining requires that we first understand the power demanded by the machine tool. Diaz et al. [24] defined three components of the power demand of a machine tool: cutting (i.e., process), variable, and constant power components. The cutting power demand is the
Input Data
Training … 1 2 Combination of multiple individual model outputs power needed to remove material and generate a chip. The variable power component is due to machine tool components that have constant power demands but that may not always be active (e.g., drive motors). The constant power component represents the demand of peripheral equipment that are always active when the machine is powered on (e.g., computer panel) [25] . This case study focuses on the entire power demand of the machine tool during face milling operations. We predict the interval [ , ] for energy consumption y (output) corresponding to the machine operational parameters (i.e., the input feature vector) by constraining the prediction function = ( ) via each individual NN. Thus the inputoutput data set is defined as {( , )| = 1, 2, ⋯ , } where D denotes the number of points (in this case, the number of NC code blocks) in the training dataset, and denotes the input feature vector for the i th machine operation. The optimum input feature vector is determined using the holdout cross-validation technique [10, 23] . This feature vector = { 1 , 2 , … , 5 } for face milling is defined as follows:
1 ∈ ℝ Feed rate: the velocity at which the tool is fed 2 ∈ ℝ Spindle speed: rotational speed of the tool 3 ∈ ℝ Depth of cut: the actual depth of material that the tool is removing 4 ∈ {1,2,3,4} Active tool cutting direction: 1 is for x-axis, 2 for y-axis, 3 for z-axis, and 4 for x-y axes 5 ∈ {1,2,3} Cutting strategy: 1 is for conventional, 2 for climbing, and 3 for both.
Each component of the optimum input feature vector represents a characteristic that helps define the energy consumed by the machine tool. For detailed information about the selection of the input features we refer the reader to Park et al. [10] .
For the testing parts, three parts with identical geometry are machined but using different sets of spindle speeds (see Table 1 ). The machining operations used to produce the test part involve the cutting operations (face milling, pocketing, drilling), the noncutting operations (air-cut in x-y direction air-cut in z direction), and auxiliary operations (such as rapid tool motion) [10] . For the case study, of the total of 1466 pairs of input machine parameters and the corresponding energy output (J) for the face milling operation data, 1173 have been used for training each individual NN and the rest for validation. We have used 99 single NC code blocks in the test dataset. For all datasets, the inputs were normalized to be in the value range [0, 1] .
Each individual NN in the ensemble is trained independently to minimize the prediction error with respect to the target. We have used the same architecture (i.e. the number of hidden neurons) for each individual NN. Thus, the number of hidden neurons has been set to five after a trial-and-error process.
The and values (see Section 2) were set to 90% and 50, respectively, in our experiment. Table 2 contains the parameters of the NSGA-II for training the NN. "MaxGen" indicates the maximum number of generations used as a termination condition and _ indicates the total number of individuals per population.
_ indicates the initial crossover probability and is fixed during each iteration of the training process. _ is the initial mutation probability and it decreases at each iteration (generation) by the formula: The final results for testing part 3 obtained by proposed ensemble of NNs integrated with a k-nn approach are shown in Table 3 . Those are the PICP and NMPIW results of the ensemble of NNs calculated via median and mean aggregation. In this case study, the k value has been set to 3 and 5, respectively. In the Table 3 , the "Best of nbest" column demonstrates the PICP and NMPIW results corresponding to one whose CWC score is the smallest among the selected 10 best individual NNs to construct ensembles. In other words, this is the best prediction result yielded by one of the selected 10 best NNs. From the results, it is seen that the proposed ensemble method gives higher PICP with smaller NMPIW value than those we obtained from the individual NN training. Figure 3 shows the combined PIs results for the testing set of "test part 3" estimated by the proposed ensemble method via median aggregation with k value of 5. Note that test parts 2 and 3 use different spindle speeds from those of the training sets. Thus, one can obtain higher prediction results for "test part 1" since it uses the same spindle speed as the training sets. Table 3. COMBINED PI RESULTS ON THE TESTING SET  ACCORDING TO TWO AGGREGATION (MEAN AND MEDIAN) CALCULATIONS.
Figure 3. ESTIMATED PIS FOR TEST PART 3 ENERGY PREDICTION (DASHED LINE FOR UPPER BOUND AND DOTTED LINE FOR LOWER BOUND), AND MEASURED ENERGY CONSUMPTION DATA IN THE TESTING SET (SOLID LINE).

CONCLUSION
In this paper, the use of an NN ensemble model to predict the energy consumption of a machine tool is demonstrated. We perform prediction with NNs accounting for the uncertainty associated both to the input data and the regression model itself. Thus, we have estimated the prediction results in the form of intervals. The results obtained by the proposed ensemble method are promising in terms of the quality of the predicted PIs. We can conclude that the proposed ensemble modeling framework yields a reliable estimation of the PIs characterized by a high coverage probability and a small interval size.
While we have demonstrated the preliminary case study results only for face milling operations, we are currently working on estimating the energy consumption of other cutting and noncutting operations. Then, the estimated energy consumption pertinent to each machine operation can be aggregated to calculate the required total energy consumption for machining a part. This type of data-driven prediction method can support better design, planning, and operation decisions. It can help improve machine tool efficiency and reduce cost through optimal process parameter selection, enable advanced process monitoring, or allow manufacturers to respond to new regulations and business drivers.
The prediction model can be improved as further experimental datasets are collected. In doing so, different topology (i.e., number of hidden neurons) might be used for each individual NN. Moreover, using disjoint subsets of the training set for each individual NN might be also considered. 
