Existence of solutions for a class of fractional boundary value problems via critical point theory  by Jiao, Feng & Zhou, Yong
Computers and Mathematics with Applications 62 (2011) 1181–1199
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Existence of solutions for a class of fractional boundary value problems
via critical point theory✩
Feng Jiao a, Yong Zhou b,∗
a School of Mathematics and Information Sciences, Guangzhou University, Guangdong 510006, PR China
b School of Mathematics and Computational Science, Xiangtan University, Hunan 411105, PR China
a r t i c l e i n f o
Keywords:
Fractional differential equations
Boundary value problem
Fractional advection–dispersion equation
Critical point theory
Existence
a b s t r a c t
In this paper, by the critical point theory, a new approach is provided to study the existence
of solutions to the following fractional boundary value problem:
d
dt

1
2 0
D−βt (u′(t))+ 12 tD
−β
T (u
′(t))

+∇F(t, u(t)) = 0, a.e. t ∈ [0, T ],
u(0) = u(T ) = 0,
where 0D
−β
t and tD
−β
T are the left and right Riemann–Liouville fractional integrals of order
0 ≤ β < 1 respectively, F : [0, T ]×RN → R is a given function and∇F(t, x) is the gradient
of F at x. Our interest in this problem arises from the fractional advection–dispersion
equation (see Section 2). The variational structure is established and various criteria on
the existence of solutions are obtained.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional differential equations have recently been proved to be valuable tools in the modeling of many phenomena
in various fields of science and engineering. Indeed, we can find numerous applications in viscoelasticity, neurons,
electrochemistry, control, porous media, electromagnetism, etc., (see [1–6]). There has been significant development in
fractional differential equations in recent years; see the monographs of Kilbas et al. [7], Miller and Ross [8], Podlubny [9],
Samko et al. [10] and the papers [11–30] and the references therein.
In this paper, we consider the fractional boundary value problem (BVP) of the following form
d
dt

1
2 0
D−βt (u′(t))+ 12 tD
−β
T (u
′(t))

+∇F(t, u(t)) = 0, a.e. t ∈ [0, T ],
u(0) = u(T ) = 0,
(1)
where 0D
−β
t and tD
−β
T are the left and right Riemann–Liouville fractional integrals of order 0 ≤ β < 1 respectively,
F : [0, T ] × RN → R is a given function satisfying some assumptions and ∇F(t, x) is the gradient of F at x. In particular, if
β = 1, BVP (1) reduces to the standard second-order boundary value problem.
Physical models containing fractional differential operators have recently renewed attention from scientists which is
mainly due to applications as models for physical phenomena exhibiting anomalous diffusion. A strong motivation for
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investigating the fractional BVP (1) comes from the fractional advection–dispersion equation (ADE). A fractional ADE is
a generalization of the classical ADE in which the second-order derivative is replaced with a fractional-order derivative.
In contrast to the classical ADE, the fractional ADE has solutions that resemble the highly skewed and heavy-tailed
breakthrough curves observed in field and laboratory studies [11,12], in particular in contaminant transport of ground-
water flow [13]. In [13], Benson et al. state that solutes moving through a highly heterogeneous aquifer violations violate
the basic assumptions of local second-order theories because of large deviations from the stochastic process of Brownian
motion.
Let φ(t, x) represent the concentration of a solute at a point x at time t in an arbitrary bounded connected setΩ ⊂ RN .
According to [12,15], the N-dimensional form of the fractional ADE can be written as
∂φ
∂t
= −∇(vφ)−∇(∇−β(−k∇φ))+ f , inΩ, (2)
where v is a constantmean velocity, k is a constant dispersion coefficient, vφ and−k∇φ denote themass flux fromadvection
and dispersion respectively. The components of ∇−β in (2) are a linear combination of the left and right Riemann–Liouville
fractional integral operators
(∇−β(−k∇φ))i = (q−∞D−βxi + (1− q)xiD−β∞ )

−k∂φ
∂xi

, i = 1, . . . ,N, (3)
where q ∈ [0, 1] describes the skewness of the transport process, and β ∈ [0, 1) is the order of the Riemann–Liouville left
and right fractional integral operators on the real line (see Section 2, (12) and (13)). This equation may be interpreted as
stating that the mass flux of a particle is related to the negative gradient via a combination of the left and right fractional
integrals. Eq. (3) is physically interpreted as a Fick’s law for concentrations of particles with a strong nonlocal interaction.
For discussions of Eq. (2), see [13,15]. When β = 0, the dispersion operators in (2) are identical and the classical ADE is
recovered. In a more general version of (2), k is replaced by a symmetric positive definite matrix.
A special case of the fractional ADE (Eq. (2)) describes symmetric transitions, where q = 1/2. In this case, ∇−β is
equivalent to the symmetric operator
(∇−β)i = 12−∞D
−β
xi +
1
2 xi
D−β∞ , i = 1, . . . ,N. (4)
Combining (2) and (4) gives the mass balance equation for advection and symmetric fractional dispersion.
The fractional ADE has been studied in one dimension [13], and in three dimension [14], over infinite domains by using
the Fourier transform of fractional differential operators to determine a classical solution. Variational methods, especially
the Galerkin approximation has been investigated to find the solutions of fractional BVP [15] and fractional ADE [16] on a
finite domain by establishing some suitable fractional derivative spaces. A Lagrangian structure for some partial differential
equations is obtained by using the fractional embedding theory of continuous Lagrangian systems [17].
We note that for nonlinear fractional BVP, some fixed point theorems were already applied successfully to investigate
the existence of solutions (e.g. [27–30]). However, it seems that fixed point theorem is not appropriate for discussing BVP
(1) since the equivalent integral equation is not easy to be obtained. On the other hand, there is another effective approach,
calculus of variation, which proved to be very useful in determining the existence of solutions for integer order differential
equation provided that the equation with certain boundary value conditions possesses a variational structure on some
suitable Sobolev spaces, for example, one can refer to [31–35] and the references therein for detailed discussions.
However, to the best of the author’s knowledge, there are few results on the solutions to fractional BVP which were
established by the critical point theory, since it is often very difficult to establish a suitable space and variational functional
for fractional differential equations with some boundary conditions. These difficulties are mainly caused by the following
properties of fractional integral and fractional derivative operators. These are
(i) the composition rule in general fails to be satisfied by fractional integral and fractional derivative operators (e.g. [7,
Lemma 2.21]),
(ii) the fractional integral is a singular integral operator and fractional derivative operator is non-local (Section 2,
Definitions 2.1–2.3), and
(iii) the adjoint of a fractional differential operator is not the negative of itself (e.g. [7, Lemma 2.7]).
It should bementionedhere that the fractional variational principleswere started to be investigateddeeply. The fractional
calculus of variations was introduced by Riewe in [36] where he presented a new approach to mechanics that allows one
to obtain the equations for a nonconservative system using certain functionals. Klimek [37] gave another approach by
considering fractional derivatives, and corresponding Euler–Lagrange equations were obtained, using both Lagrangian and
Hamiltonian formalisms. Agrawal [38] presented Euler–Lagrange equations for unconstrained and constrained fractional
variational problems, and as a continuation of Agrawal’s work, the generalized mechanics are considered to obtain the
Hamiltonian formulation for the Lagrangian depending on fractional derivative of coordinates [39]. It is worth mentioning
that the fractional Hamiltonian is not uniquely defined and many researchers have explored this area giving new insight
into this problem (e.g., [40]).
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In this paper, our main purpose is to investigate the existence of solutions for BVP (1). The technical tool is the critical
point theory. The rest of this paper is organized as follows: in Section 2, we describe the fractional operators and some of
their propertieswhichwill be used in this paper. In Section 3,we develop a fractional derivative space and somepropositions
are proven which will aid in our analysis, and in Section 4, we shall exhibit a variational structure for BVP (1). The results
presented in Sections 3 and 4 are basic, but crucial to limpidly reveal that under some suitable assumptions, the critical
points of the variational functional defined on a suitable Hilbert space are the solutions of BVP (1). In Section 5, we will
introduce some critical point theorems. Also, various criteria on the existence of solutions for BVP (1) will be established.
We conclude this Introduction with some comments on BVP (1) when β = 0. As already mentioned, if β = 0, then BVP
(1) reduces to the standard second-order boundary value problem of the following form
u′′(t)+∇F(t, u(t)) = 0, a.e. t ∈ [0, T ],
u(0) = u(T ) = 0,
where F : [0, T ]×RN → R is a given function and∇F(t, x) is the gradient of F at x. Althoughmany excellent results have been
worked out on the existence of solutions for second-order BVP (e.g. [32,33]), it seems that no similar results were obtained
in the literature for fractional BVP. The present paper is to show that the critical point theory is an effective approach to
tackle the existence of solutions for fractional BVP.
2. Reminder about fractional calculus
A number of definitions for the fractional derivative have emerged over the years [9], and in this paper, we restrict our
attention to the use of the Riemann–Liouville and Caputo fractional derivatives. In this section, we introduce some basic
definitions and properties of the fractional calculus which are used further in this paper. For the proofs, which are omitted,
we refer the reader to [7,9] or other texts on basic fractional calculus.
Definition 2.1 (Left and Right Riemann–Liouville Fractional Integrals [7,9]). Let f be a function defined on [a, b]. The left and
right Riemann–Liouville fractional integrals of order γ for function f denoted by aD
−γ
t f (t) and tD
−γ
b f (t), respectively, are
defined by
aD
−γ
t f (t) = 1
Γ (γ )
∫ t
a
(t − s)γ−1f (s)ds, t ∈ [a, b], γ > 0,
and
tD
−γ
b f (t) =
1
Γ (γ )
∫ b
t
(s− t)γ−1f (s)ds, t ∈ [a, b], γ > 0,
provided the right-hand sides are pointwise defined on [a, b], where Γ > 0 is the gamma function.
Remark 2.1. For n ∈ N, if γ = −n, Definition 2.1 coincides with nth integrals of the form [7,9]
aD−nt f (t) =
1
(n− 1)!
∫ t
a
(t − s)n−1f (s)ds, t ∈ [a, b], n ∈ N
and
tD−nb f (t) =
1
(n− 1)!
∫ b
t
(s− t)n−1f (s)ds, t ∈ [a, b], n ∈ N.
Definition 2.2 (Left and Right Riemann–Liouville Fractional Derivatives [7,9]). Let f be a function defined on [a, b]. The left
and right Riemann–Liouville fractional derivatives of order γ for function f denoted by aD
γ
t f (t) and tD
γ
b f (t), respectively,
are defined by
aD
γ
t f (t) = d
n
dtn a
Dγ−nt f (t) = 1
Γ (n− γ )
dn
dtn
∫ t
a
(t − s)n−γ−1f (s)ds

and
tD
γ
b f (t) = (−1)n
dn
dtn t
Dγ−nb f (t) =
1
Γ (n− γ ) (−1)
n d
n
dtn
∫ b
t
(s− t)n−γ−1f (s)ds

,
where t ∈ [a, b], n− 1 ≤ γ < n and n ∈ N. In particular, if 0 ≤ γ < 1, then
aD
γ
t f (t) = ddt aD
γ−1
t f (t) = 1
Γ (1− γ )
d
dt
∫ t
a
(t − s)−γ f (s)ds

, t ∈ [a, b] (5)
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and
tD
γ
b f (t) = −
d
dt t
Dγ−1b f (t) = −
1
Γ (1− γ )
d
dt
∫ b
t
(s− t)−γ f (s)ds

, t ∈ [a, b]. (6)
Remark 2.2. For n ∈ N, if γ becomes an integer n− 1, according to Definition 2.2, we recover the usual definitions, namely
aDn−1t f (t) = f (n−1)(t) and tDn−1b f (t) = (−1)n−1f (n−1)(t), t ∈ [a, b],
where f (n−1)(t) is the usual derivative of order n− 1.
Remark 2.3. If f ∈ C([a, b],RN), it is obvious that Riemann–Liouville fractional integral of order γ > 0 exists on
[a, b]. On the other hand, following [7, Lemma 2.2, p. 73], we know that the Riemann–Liouville fractional derivative of
order γ ∈ [n − 1, n) exists a.e. on [a, b] if f ∈ ACn([a, b],RN), where Ck([a, b],RN)(k = 0, 1, . . .) denotes the set of
mappings having k times continuously differentiable on [a, b], AC([a, b],RN) is the space of functions which are absolutely
continuous on [a, b] and AC (k)([a, b],RN) (k = 1, . . .) is the space of functions f such that f ∈ Ck−1([a, b],RN) and
f (k−1) ∈ AC([a, b],RN). In particular, AC([a, b],RN) = AC1([a, b],RN).
The left and right Caputo fractional derivatives are defined via the above Riemann–Liouville fractional derivatives (see [7,
p. 91]). In particular, they are defined for the function belonging to the space of absolutely continuous functions.
Definition 2.3 (Left and Right Caputo Fractional Derivatives [7]). Let γ ≥ 0 and n ∈ N.
(i) If γ ∈ (n − 1, n) and f ∈ ACn([a, b],RN), then the left and right Caputo fractional derivatives of order γ for function f
denoted by caD
γ
t f (t) and ctD
γ
b f (t), respectively, exist almost everywhere on [a, b]. caDγt f (t) and ctDγb f (t) are represented
by
c
aD
γ
t f (t) = aDγ−nt f (n)(t) = 1
Γ (n− γ )
∫ t
a
(t − s)n−γ−1f (n)(s)ds

and
c
tD
γ
b f (t) = (−1)ntDγ−nb f (n)(t) =
(−1)n
Γ (n− γ )
∫ b
t
(s− t)n−γ−1f (n)(s)ds

,
respectively, where t ∈ [a, b]. In particular, if 0 < γ < 1, then
c
aD
γ
t f (t) = aDγ−1t f ′(t) = 1
Γ (1− γ )
∫ t
a
(t − s)−γ f ′(s)ds

, t ∈ [a, b] (7)
and
c
tD
γ
b f (t) = −tDγ−1b f ′(t) = −
1
Γ (1− γ )
∫ b
t
(s− t)−γ f ′(s)ds

, t ∈ [a, b]. (8)
(ii) If γ = n− 1 and f ∈ ACn−1([a, b],RN), then caDn−1t f (t) and ctDn−1b f (t) are represented by
c
aD
n−1
t f (t) = f (n−1)(t), and ctDn−1b f (t) = (−1)(n−1)f (n−1)(t), t ∈ [a, b].
In particular, caD
0
t f (t) = ctD0bf (t) = f (t), t ∈ [a, b].
With these definitions, we note some of the properties of the Riemann–Liouville fractional integral and derivative
operators, as outlined in [7,9]. The first result yields the semigroup property of the Riemann–Liouville fractional integral
operators.
Property 2.1 ([7]). The left and right Riemann–Liouville fractional integral operators have the property of a semigroup, i.e.
aD
−γ1
t (aD
−γ2
t f (t)) = aD−γ1−γ2t f (t) and tD−γ1b (tD−γ2b f (t)) = tD−γ1−γ2b f (t), ∀γ1, γ2 > 0
in any point t ∈ [a, b] for continuous function f and for almost every point in [a, b] if the function f ∈ L1([a, b],RN).
Now we present the rule for fractional integration by parts, which were proved in [10].
Property 2.2 ([7,10]).We have the following property of fractional integration∫ b
a

aD
−γ
t f (t)

g(t)dt =
∫ b
a

tD
−γ
b g(t)

f (t)dt, γ > 0,
provided that f ∈ Lp([a, b],RN), g ∈ Lq([a, b],RN) and p ≥ 1, q ≥ 1, 1/p+1/q ≤ 1+γ or p ≠ 1, q ≠ 1, 1/p+1/q = 1+γ .
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The composition of the Riemann–Liouville fractional integration operator with the Caputo fractional differentiation
operator is given by the following result.
Property 2.3 ([7]). Let n ∈ N and n− 1 < γ ≤ n. If f ∈ ACn([a, b],RN) or f ∈ Cn([a, b],RN), then
aD
−γ
t (
c
aD
γ
t f (t)) = f (t)−
n−1
j=0
f (j)(a)
j! (t − a)
j
and
tD
−γ
b (
c
tD
γ
b f (t)) = f (t)−
n−1
j=0
(−1)jf (j)(b)
j! (b− t)
j,
for t ∈ [a, b]. In particular, if 0 < γ ≤ 1 and f ∈ AC([a, b],RN) or f ∈ C1([a, b],RN), then
aD
−γ
t (
c
aD
γ
t f (t)) = f (t)− f (a), and tD−γb (ctDγb f (t)) = f (t)− f (b). (9)
The Riemann–Liouville fractional derivative and the Caputo fractional derivative are connectedwith each other by the following
relations.
Property 2.4 ([7,9]). Let n ∈ N and n−1 < γ < n. If f is a function defined on [a, b] for which the Caputo fractional derivatives
c
aD
γ
t f (t) and ctD
γ
b f (t) of order γ exist together with the Riemann–Liouville fractional derivatives aD
γ
t f (t) and tD
γ
b f (t), then
c
aD
γ
t f (t) = aDγt f (t)−
n−1
j=0
f (j)(a)
Γ (j− γ + 1) (t − a)
j−γ , t ∈ [a, b]
and
c
tD
γ
b f (t) = tDγb f (t)−
n−1
j=0
f (j)(b)
Γ (j− γ + 1) (b− t)
j−γ , t ∈ [a, b].
In particular, when 0 < γ < 1, we have
c
aD
γ
t f (t) = aDγt f (t)− f (a)
Γ (1− γ ) (t − a)
−γ , t ∈ [a, b] (10)
and
c
tD
γ
b f (t) = tDγb f (t)−
f (b)
Γ (1− γ ) (b− t)
−γ , t ∈ [a, b]. (11)
The fractional integrals and derivatives (see Definitions 2.1–2.3), defined on a finite interval [a, b] of the real line R, are
naturally extended to the real line R.
Definition 2.4 (Left and Right Riemann–Liouville Fractional Integrals and Fractional Derivatives on the Real Line [7,9]). Let f be
a function defined on R.
The left and right Riemann–Liouville fractional integrals of order γ > 0 on the real line for function f denoted by
−∞D
−γ
t f (t) and tD
−γ
∞ f (t), respectively, are defined by
−∞D
−γ
t f (t) = 1
Γ (γ )
∫ t
−∞
(t − s)γ−1f (s)ds (12)
and
tD−γ∞ f (t) =
1
Γ (γ )
∫ ∞
t
(s− t)γ−1f (s)ds, (13)
where t ∈ R and γ > 0.
The left and right Riemann–Liouville fractional derivatives of order γ > 0 on the real line for function f denoted by
−∞D
γ
t f (t) and tD
γ
∞f (t), respectively, are defined by
−∞D
γ
t f (t) = d
n
dtn −∞
Dγ−nt f (t) = 1
Γ (n− γ )
dn
dtn
∫ t
−∞
(t − s)n−γ−1f (s)ds

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and
tDγ∞f (t) = (−1)n
dn
dtn t
Dγ−n∞ f (t) =
1
Γ (n− γ ) (−1)
n d
n
dtn
∫ ∞
t
(s− t)n−γ−1f (s)ds

,
where t ∈ R, n− 1 ≤ γ < n and n ∈ N. In particular, if γ becomes an integer n− 1, then
−∞Dn−1t f (t) = f (n−1)(t) and tDn−1∞ f (t) = (−1)n−1f (n−1)(t), t ∈ R, n ∈ N,
where f (n−1)(t) is the usual derivative of order n− 1.
If 0 ≤ γ < 1, then
−∞D
γ
t f (t) = 1
Γ (1− γ )
d
dt
∫ t
−∞
(t − s)−γ f (s)ds

, t ∈ R (14)
and
tDγ∞f (t) = −
1
Γ (1− γ )
d
dt
∫ ∞
t
(s− t)−γ f (s)ds

, t ∈ R. (15)
Remark 2.4. Themain purpose of considering fractional derivatives on the real line in this paper is to exploit the properties
of the Fourier transform of fractional differential operators to obtain some useful estimates for our investigation. We refer
to [9] for detailed discussions about the Fourier transform of the fractional derivatives on the real line.
3. Fractional derivative space
Let us recall that for any fixed t ∈ [0, T ] and 1 ≤ p <∞,
‖u‖Lp([0,t]) =
∫ t
0
|u(ξ)|pdξ
1/p
, ‖u‖Lp =
∫ T
0
|u(t)|pdt
1/p
and ‖u‖∞ = max
t∈[0,T ]
|u(t)|.
The following result yields the boundedness of the Riemann–Liouville fractional integral operators from the space
Lp([0, T ],RN) to the space Lp([0, T ],RN), where 1 ≤ p < ∞. It should be mentioned here that the similar results have
been presented in [7,10,15].
Lemma 3.1. Let 0 < α ≤ 1 and 1 ≤ p <∞. For any f ∈ Lp([0, T ],RN), we have
‖0D−αξ f ‖Lp([0,t]) ≤
tα
Γ (α + 1)‖f ‖Lp([0,t]), for ξ ∈ [0, t], t ∈ [0, T ]. (16)
Proof. Inspired by the proof of Young’s theorem [41], we can prove (16).
In fact, if p = 1, we have
‖0 D−αξ f ‖L1([0,t]) =
1
Γ (α)
∫ t
0
∫ ξ
0
(ξ − τ)α−1f (τ )dτdξ

≤ 1
Γ (α)
∫ t
0
∫ ξ
0
(ξ − τ)α−1|f (τ )|dτdξ
= 1
Γ (α)
∫ t
0
|f (τ )|dτ
∫ t
τ
(ξ − τ)α−1dξ
= 1
Γ (α + 1)
∫ t
0
|f (τ )|(t − τ)αdτ
≤ t
α
Γ (α + 1)‖f ‖L1([0,t]), for t ∈ [0, T ]. (17)
Now, suppose that 1 < p <∞ and g ∈ Lq([0, T ],RN), where 1/p+ 1/q = 1. We have∫ t
0
g(ξ)
∫ ξ
0
(ξ − τ)α−1f (τ )dτdξ
 = ∫ t
0
g(ξ)
∫ ξ
0
τ α−1f (ξ − τ)dτdξ

≤
∫ t
0
|g(ξ)|
∫ ξ
0
τ α−1|f (ξ − τ)|dτdξ
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=
∫ t
0
τ α−1dτ
∫ t
τ
|g(ξ)||f (ξ − τ)|dξ
≤
∫ t
0
τ α−1dτ
∫ t
τ
|g(ξ)|qdξ
1/q ∫ t
τ
|f (ξ − τ)|pdξ
1/p
≤ t
α
α
‖f ‖Lp([0,t])‖g‖Lq([0,t]), for t ∈ [0, T ]. (18)
For any fixed t ∈ [0, T ], consider the functional Hξ∗f : Lq([0, T ],RN)→ R
Hξ∗f (g) =
∫ t
0
[∫ ξ
0
(ξ − τ)α−1f (τ )dτ
]
g(ξ)dξ . (19)
According to (18), it is obvious thatHξ∗f ∈ (Lq([0, T ],RN))∗, where (Lq([0, T ],RN))∗ denotes the dual space of Lq([0, T ],RN).
Therefore, by (18) and (19) and the Riesz representation theorem, there exists h ∈ Lp([0, T ],RN) such that∫ t
0
h(ξ)g(ξ)dξ =
∫ t
0
[∫ ξ
0
(ξ − τ)α−1f (τ )dτ
]
g(ξ)dξ (20)
and
‖h‖Lp([0,t]) ≤ t
α
α
‖f ‖Lp([0,t]) (21)
for all g ∈ Lq([0, T ],RN). Hence, we have by (20)
1
Γ (α)
h(ξ) = 1
Γ (α)
∫ ξ
0
(ξ − τ)α−1f (τ )dτ = 0D−αξ f (ξ), for ξ ∈ [0, t],
which means that
‖0D−αξ f ‖Lp([0,t]) =
1
Γ (α)
‖h‖Lp([0,t]) ≤ t
α
Γ (α + 1)‖f ‖Lp([0,t]) (22)
according to (21). Combining (17) and (22), we obtain inequality (16). The proof is complete. 
In order to establish a variational structure for BVP (1), it is necessary to construct appropriate function spaces. Denote
by C∞0 ([0, T ],RN) the set of all functions h ∈ C∞([0, T ],RN) with h(0) = h(T ) = 0. According to Lemma 3.1, for any
h ∈ C∞0 ([0, T ],RN) and 1 < p < ∞, we have h ∈ Lp([0, T ],RN) and c0Dαt h ∈ Lp([0, T ],RN). Therefore, one can construct a
set of space Eα,p0 , which depend on L
p-integrability of the Caputo fractional derivative of a function.
Definition 3.1. Let 0 < α ≤ 1 and 1 < p < ∞. The fractional derivative space Eα,p0 is defined by the closure of
C∞0 ([0, T ],RN)with respect to the norm
‖u‖α,p =
∫ T
0
|u(t)|pdt +
∫ T
0
|c0Dαt u(t)|pdt
1/p
, ∀u ∈ Eα,p0 . (23)
Remark 3.1. (i) It is obvious that the fractional derivative space Eα,p0 is the space of functions u ∈ Lp([0, T ],RN) having an
α-order Caputo fractional derivative c0D
α
t u ∈ Lp([0, T ],RN) and u(0) = u(T ) = 0.
(ii) For any u ∈ Eα,p0 , noting the fact that u(0) = 0, we have c0Dαt u(t) = 0Dαt u(t), t ∈ [0, T ] according to (10).
(iii) It is easy to verify that Eα,p0 is a reflexive and separable Banach space.
Proposition 3.1. Let 0 < α ≤ 1 and 1 < p <∞. The fractional derivative space Eα,p0 is a reflexive and separable Banach space.
Proof. In fact, owing to Lp([0, T ],RN) be reflexive and separable, the Cartesian product space
Lp2([0, T ],RN) = Lp([0, T ],RN)× Lp([0, T ],RN)
is also a reflexive and separable Banach space with respect to the norm
‖v‖Lp2 =

2−
i=1
‖vi‖pLp
1/p
, (24)
where v = (v1, v2) ∈ Lp2([0, T ],RN).
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Consider the spaceΩ = {(u, c0Dαt u) : ∀u ∈ Eα,p0 }, which is a closed subset of Lp2([0, T ],RN) as Eα,p0 is closed. Therefore,Ω
is also a reflexive and separable Banach space with respect to the norm (24) for v = (v1, v2) ∈ Ω .
We form the operator A : Eα,p0 → Ω as follows
A : u → (u, c0Dαt u), ∀u ∈ Eα,p0 .
It is obvious that
‖u‖α,p = ‖Au‖Lp2 ,
which means that the operator A : u → (u, c0Dαt u) is an isometric isomorphic mapping and the space Eα,p0 is isometric
isomorphic to the spaceΩ . Thus Eα,p0 is a reflexive and separable Banach space, and this completes the proof. 
Applying Property 2.3 and Lemma 3.1, we can now give the following useful estimates.
Proposition 3.2. Let 0 < α ≤ 1 and 1 < p <∞. For all u ∈ Eα,p0 , we have
‖u‖Lp ≤ T
α
Γ (α + 1) ‖
c
0 D
α
t u‖Lp . (25)
Moreover, if α > 1/p and 1/p+ 1/q = 1, then
‖u‖∞ ≤ T
α−1/p
Γ (α)((α − 1)q+ 1)1/q ‖
c
0 D
α
t u‖Lp . (26)
Proof. For any u ∈ Eα,p0 , according to (9) and noting the fact that u(0) = 0, we have that
0D−αt (
c
0D
α
t u(t)) = u(t), t ∈ [0, T ].
Therefore, in order to prove inequalities (25) and (26), we only need to prove that
‖0 D−α t(c0Dα tu)‖Lp ≤
Tα
Γ (α + 1) ‖
c
0 D
α
t u‖Lp , (27)
where 0 < α ≤ 1 and 1 < p <∞, and
‖0D−αt (c0Dαt u)‖∞ ≤
Tα−1/p
Γ (α)((α − 1)q+ 1)1/q ‖
c
0 D
α
t u‖Lp , (28)
where α > 1/p and 1/p+ 1/q = 1.
First, we note that c0D
α
t u ∈ Lp([0, T ],RN), inequality (27) follows from (16) directly.
We are now in a position to prove (28). For α > 1/p, choose q such that 1/p+ 1/q = 1. ∀u ∈ Eα,p0 , we have
|0D−αt (c0Dαt u(t))| =
1
Γ (α)
∫ t
0
(t − s)α−1c0Dαs u(s)ds

≤ 1
Γ (α)
∫ t
0
(t − s)(α−1)qds
1/q
‖c0Dαt u‖Lp
≤ T
1/q+α−1
Γ (α)((α − 1)q+ 1)1/q ‖
c
0 D
α
t u‖Lp
= T
α−1/p
Γ (α)((α − 1)q+ 1)1/q ‖
c
0 D
α
t u‖Lp ,
and this completes the proof. 
According to (25), we can consider Eα,p0 with respect to the norm
‖u‖α,p = ‖c0 Dαt u‖Lp =
∫ T
0
|c0 Dαt u(t)|pdt
1/p
(29)
in the following analysis.
Proposition 3.3. Let 0 < α ≤ 1 and 1 < p < ∞. Assume that α > 1/p and the sequence {uk} converges weakly to u in Eα,p0 ,
i.e. uk ⇀ u. Then uk → u in C([0, T ], RN), i.e. ‖u− uk‖∞ = 0, as k →∞.
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Proof. If α > 1/p, then by (26) and (29), the injection of Eα,p0 into C([0, T ], RN), with its natural norm ‖ · ‖∞, is continuous,
i.e. if uk → u in Eα,p0 , then uk → u in C([0, T ], RN).
Since uk ⇀ u in E
α,p
0 , it follows that uk ⇀ u in C([0, T ], RN). In fact, for any h ∈ (C([0, T ], RN))∗, if uk → u in Eα,p0 , then
uk → u in C([0, T ], RN), and thus h(uk)→ h(u). Therefore, h ∈ (Eα,p0 )∗, which means that (C([0, T ], RN))∗ ⊆ (Eα,p0 )∗.
Hence, if uk ⇀ u in E
α,p
0 , then for any h ∈ (C([0, T ], RN))∗, we have h ∈ (Eα,p0 )∗, and thus h(uk) → h(u), i.e. uk ⇀ u in
C([0, T ], RN).
By the Banach–Steinhaus theorem, {uk} is bounded in Eα,p0 and, hence, in C([0, T ], RN). We are now in a position to prove
that the sequence {uk} is equi-uniformly continuous.
Let 1/p+ 1/q = 1 and 0 ≤ t1 < t2 ≤ T . ∀f ∈ Lp([0, T ],RN), by using the Hölder inequality and noting that α > 1/p, we
have
|0D−αt1 f (t1)− 0D−αt2 f (t2)| =
1
Γ (α)
∫ t1
0
(t1 − s)α−1f (s)ds−
∫ t2
0
(t2 − s)α−1f (s)ds

= 1
Γ (α)
∫ t1
0
(t1 − s)α−1f (s)ds−
∫ t1
0
(t2 − s)α−1f (s)ds
+ 1Γ (α)
∫ t2
t1
(t2 − s)α−1f (s)ds

≤ 1
Γ (α)
∫ t1
0
((t1 − s)α−1 − (t2 − s)α−1)|f (s)|ds+ 1
Γ (α)
∫ t2
t1
(t2 − s)α−1|f (s)|ds
≤ 1
Γ (α)
∫ t1
0
((t1 − s)α−1 − (t2 − s)α−1)qds
1/q
‖f ‖Lp
+ 1
Γ (α)
∫ t2
t1
(t2 − s)(α−1)qds
1/q
‖f ‖Lp
≤ 1
Γ (α)
∫ t1
0
((t1 − s)(α−1)q − (t2 − s)(α−1)q)ds
1/q
‖f ‖Lp
+ 1
Γ (α)
∫ t2
t1
(t2 − s)(α−1)qds
1/q
‖f ‖Lp
= ‖f ‖Lp
Γ (α)(1+ (α − 1)q)1/q (t
(α−1)q+1
1 − t(α−1)q+12 + (t2 − t1)(α−1)q+1)1/q
+ ‖f ‖Lp
Γ (α)(1+ (α − 1)q)1/q ((t2 − t1)
(α−1)q+1)1/q
≤ 2‖f ‖Lp
Γ (α)(1+ (α − 1)q)1/q (t2 − t1)
α−1+1/q
= 2‖f ‖Lp
Γ (α)(1+ (α − 1)q)1/q (t2 − t1)
α−1/p. (30)
Therefore, the sequence {uk} is equi-uniformly continuous since, for 0 ≤ t1 < t2 ≤ T , by applying (30) and in view of (29),
we have
|uk(t1)− uk(t2)| = |0D−αt1 (c0Dαt1uk(t1))− 0D−αt2 (c0Dαt2uk(t2))|
≤ 2(t2 − t1)
α−1/p
Γ (α)(1+ (α − 1)q)1/q ‖
c
0D
α
t uk‖Lp
= 2(t2 − t1)
α−1/p
Γ (α)(1+ (α − 1)q)1/q ‖uk‖α,p
≤ c(t2 − t1)α−1/p,
where 1/p+ 1/q = 1 and c ∈ R+ is a constant. By the Ascoli–Arzela theorem, {uk} is relatively compact in C([0, T ], RN). By
the uniqueness of the weak limit in C([0, T ], RN), every uniformly convergent subsequence of {uk} converges uniformly on
[0, T ] to u. The proof is complete. 
4. Variational structure
In this section, we will establish a variational structure which enables us to reduce the existence of solutions of BVP (1)
to the one of finding critical points of corresponding functional defined on the space Eα,p0 with p = 2 and 1/2 < α ≤ 1.
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First of all, making use of Property 2.1, for any u ∈ AC([0, T ],RN), BVP (1) transforms to
d
dt

1
2 0
D
− β2
t

0D
− β2
t u
′(t)

+ 1
2 t
D
− β2
T

tD
− β2
T u
′(t)

+∇F(t, u(t)) = 0,
u(0) = u(T ) = 0,
(31)
for almost every t ∈ [0, T ], where β ∈ [0, 1).
Furthermore, in view of Definition 2.3, it is obvious that u ∈ AC([0, T ],RN) is a solution of BVP (31) if and only if u is a
solution of the following problem
d
dt

1
2 0
Dα−1t (
c
0D
α
t u(t))−
1
2 t
Dα−1T (
c
tD
α
T u(t))

+∇F(t, u(t)) = 0,
u(0) = u(T ) = 0,
(32)
for almost every t ∈ [0, T ], where α = 1 − β/2 ∈ (1/2, 1]. Therefore, we seek a solution u of BVP (32) which, of course,
corresponds to the solutions u of BVP (1) provided that u ∈ AC([0, T ],RN).
Let us denote by
Dα(u(t)) = 1
2 0
Dα−1t (
c
0D
α
t u(t))−
1
2 t
Dα−1T (
c
tD
α
T u(t)). (33)
We are now in a position to give a definition of the solution of BVP (32).
Definition 4.1. A function u ∈ AC([0, T ],RN) is called a solution of BVP (32) if
(i) Dα(u(t)) is derivative for almost every t ∈ [0, T ], and
(ii) u satisfies (32).
In what follows, wewill treat BVP (32) in the Hilbert space Eα = Eα,20 with the corresponding norm ‖u‖α = ‖u‖α,2 which
we defined in (29).
Consider the functional u →−  T0 (c0Dαt u(t), ctDαT u(t))dt on Eα . The following estimate is useful for our further discussion.
Proposition 4.1. If 1/2 < α ≤ 1, then for any u ∈ Eα , we have
| cos(πα)|‖u‖2α ≤ −
∫ T
0
c
0D
α
t u(t),
c
tD
α
T u(t)

dt ≤ 1| cos(πα)| ‖u‖
2
α. (34)
Proof. Let u ∈ Eα and u˜ be the extension of u by zero on R/[0, T ]. Then supp(u˜) ⊆ [0, T ]. However, as the left and right
fractional derivatives are nonlocal,
supp(−∞Dαt u˜) ⊆ [0,∞) and supp(tDα∞u˜) ⊆ (−∞, T ].
Nonetheless, the product (−∞Dαt u˜, tDα∞u˜) has support in [0, T ].
On the other hand, according to [16, Theorem 2.3 and Lemma 2.4], we have∫ ∞
−∞
(−∞Dαt u˜(t), tD
α
∞u˜(t))dt = cos(πα)
∫ ∞
−∞
|−∞Dαt u˜(t)|2dt
= cos(πα)
∫ ∞
−∞
|tDα∞u˜(t)|2dt, (35)
where −∞Dαt and tDα∞ are the Riemann–Liouville fractional derivatives on the real line (see Definition 2.4). Helpful in
establishing (35) is the Fourier transform of the Riemann–Liouville fractional derivative on the real line [9]. Hence, according
to Remark 3.1, (35) and noting that cos(πα) ∈ [−1, 0) as α ∈ (1/2, 1], we have
−
∫ T
0
(c0D
α
t u(t),
c
tD
α
T u(t))dt = −
∫ T
0
(0Dαt u(t), tD
α
T u(t))dt
= −
∫ T
0
(−∞Dαt u˜(t), tD
α
∞u˜(t))dt
= −
∫ ∞
−∞
(−∞Dαt u˜(t), tD
α
∞u˜(t))dt
= − cos(πα)
∫ ∞
−∞
|−∞Dαt u˜(t)|2dt
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= − cos(πα)
∫ ∞
0
|0Dαt u˜(t)|2dt
≥ − cos(πα)
∫ T
0
|0Dαt u(t)|2dt
= | cos(πα)|
∫ T
0
|c0Dαt u(t)|2dt
= | cos(πα)|‖u‖2α. (36)
On the other hand, by using Young’s inequality, we obtain∫ T
0
(c0D
α
t u(t),
c
tD
α
T u(t))dt
 = ∫ T
0
(0Dαt u(t), tD
α
T u(t))dt

≤
∫ T
0
1√
2
|0Dαt u(t)|
√
2|tDαT u(t)|dt
≤ 1
4ε
∫ T
0
|0Dαt u(t)|2dt + ε
∫ T
0
|tDαT u(t)|2dt
= 1
4ε
∫ T
0
|c0Dαt u(t)|2dt + ε
∫ ∞
0
|tDα∞u˜(t)|2dt
≤ 1
4ε
‖u‖2α + ε
∫ ∞
−∞
|tDα∞u˜(t)|2dt
= 1
4ε
‖u‖2α +
ε
| cos(πα)|
∫ ∞−∞(−∞Dαt u˜(t), tDα∞u˜(t))dt

= 1
4ε
‖u‖2α +
ε
| cos(πα)|
∫ T
0
(0Dαt u(t), tD
α
T u(t))dt

= 1
4ε
‖u‖2α +
ε
| cos(πα)|
∫ T
0
(c0D
α
t u(t),
c
tD
α
T u(t))dt
 .
Therefore, by taking ε = | cos(πα)|/2, we have∫ T
0
(c0D
α
t u(t),
c
tD
α
T u(t))dt
 ≤ 1| cos(πα)| ‖u‖2α. (37)
Inequality (34) follows then from (36) and (37), and the proof is complete. 
Remark 4.1. According to (34) and (35), for any u ∈ Eα , it is obvious that∫ T
0
|ctDαT u(t)|2dt ≤
∫ ∞
−∞
|tDα∞u˜(t)|2dt = −
∫ T
0
(c0D
α
t u(t),
c
tD
α
T u(t))
| cos(πα)| dt ≤
1
| cos(πα)|2 ‖u‖
2
α,
which means that ctD
α
T u ∈ L2([0, T ],RN).
Our task is now to establish a variational structure on Eα with α ∈ (1/2, 1]. Also, we will show that the critical points of
that functional are indeed solutions of BVP (32), and therefore, are solutions of BVP (1).
Theorem 4.1. Let L : [0, T ] × RN × RN × RN → R be defined by
L(t, x, y, z) = −1
2
(y, z)− F(t, x)
where F : [0, T ] × RN → R satisfies the following assumption
(H1) F(t, x) is measurable in t for each x ∈ RN , continuously differentiable in x for almost every t ∈ [0, T ] and there exist
m1 ∈ C(R+,R+) and m2 ∈ L1([0, T ],R+) such that
|F(t, x)| ≤ m1(|x|)m2(t), |∇F(t, x)| ≤ m1(|x|)m2(t)
for all x ∈ RN and a.e. t ∈ [0, T ].
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If 1/2 < α ≤ 1, then the functional defined by
ϕ(u) =
∫ T
0
L(t, u(t), c0D
α
t u(t),
c
tD
α
T u(t))dt
=
∫ T
0
[
−1
2
(c0D
α
t u(t),
c
tD
α
T u(t))− F(t, u(t))
]
dt, (38)
is continuously differentiable on Eα , and ∀u, v ∈ Eα , we have
⟨ϕ′(u), v⟩ =
∫ T
0
(DxL(t, u(t), c0D
α
t u(t),
c
tD
α
T u(t)), v(t))dt +
∫ T
0
(DyL(t, u(t), c0D
α
t u(t),
c
tD
α
T u(t)),
c
0D
α
t v(t))dt
+
∫ T
0
(DzL(t, u(t), c0D
α
t u(t),
c
tD
α
T u(t)),
c
tD
α
T v(t))dt
= −
∫ T
0
1
2
[(c0Dαt u(t), ctDαT v(t))+ (ctDαT u(t), c0Dαt v(t))]dt −
∫ T
0
(∇F(t, u(t)), v(t))dt. (39)
Proof. First, we note that for a.e. t ∈ [0, T ] and every [x, y, z] ∈ RN × RN × RN , one has
|L(t, x, y, z)| ≤ m1(|x|)m2(t)+ 14 (|y|
2 + |z|2), (40)
|DxL(t, x, y, z)| ≤ m1(|x|)m2(t), (41)
|DyL(t, x, y, z)| ≤ 12 |z| and |DzL(t, x, y, z)| ≤
1
2
|y|. (42)
Then, inspired by the proof of [31, Theorem 1.4], it suffices to prove that ϕ has at every point u a directional derivative
ϕ′(u) ∈ (Eα)∗ given by (39) and that the mapping
ϕ′ : Eα → (Eα)∗, u → ϕ′(u)
is continuous.
(1) It follows easily from Remark 4.1 and (40) that ϕ is everywhere finite on Eα . Let us define, for u and v fixed in
Eα, t ∈ [0, T ], λ ∈ [−1, 1],
G(λ, t) = L(t, u(t)+ λv(t), c0Dαt u(t)+ λc0Dαt v(t), ctDαT u(t)+ λctDαT v(t))
and
ψ(λ) =
∫ T
0
G(λ, t)dt = ϕ(u+ λv).
We shall apply the Leibniz formula of differentiation under integral sign to ψ . By (41) and (42), we have
|DλG(λ, t)| = |(DxL(t, u(t)+ λv(t), c0Dαt u(t)+ λc0Dαt v(t), ctDαT u(t)+ λctDαT v(t)), v(t))|
+ |(DyL(t, u(t)+ λv(t), c0Dαt u(t)+ λc0Dαt v(t), ctDαT u(t)+ λctDαT v(t)), c0Dαt v(t))|
+ |(DzL(t, u(t)+ λv(t), c0Dαt u(t)+ λc0Dαt v(t), ctDαT u(t)+ λctDαT v(t)), ctDαT v(t))|
≤ m1(|u(t)+ λv(t)|)m2(t)|v(t)| + 12 |
c
tD
α
T u(t)+ λctDαT v(t)||c0Dαt v(t)|
+ 1
2
|c0Dαt u(t)+ λc0Dαt v(t)||ctDαT v(t)|
≤ m0m2(t)|v(t)| + 12 |
c
tD
α
T u(t)||c0Dαt v(t)| +
1
2
|c0Dαt u(t)||ctDαT v(t)| + |c0Dαt v(t)||ctDαT v(t)|,
where
m0 = max
(λ,t)∈[−1,1]×[0,T ]
m1(|u(t)+ λv(t)|).
Sincem2 ∈ L1([0, T ],R+), v is continuous on [0, T ], and in view of Remark 4.1, we have
|DλG(λ, t)| ≤ d(t),
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where d ∈ L1([0, T ],R+). Thus the Leibniz formula is applicable and
d
dλ
ψ(0) =
∫ T
0
DλG(0, t)dt
=
∫ T
0
(DxL(t, u(t), c0D
α
t u(t),
c
tD
α
T u(t)), v(t))dt +
∫ T
0
(DyL(t, u(t), c0D
α
t u(t),
c
tD
α
T u(t)),
c
0D
α
t v(t))dt
+
∫ T
0
(DzL(t, u(t), c0D
α
t u(t),
c
tD
α
T u(t)),
c
tD
α
T v(t))dt.
Moreover,
|DxL(t, u(t), c0Dαt u(t), ctDαT u(t))| ≤ m1(|u(t)|)m2(t),
|DyL(t, u(t), c0Dαt u(t), ctDαT u(t))| ≤
1
2
|ctDαT u(t)|
and
|DzL(t, u(t), c0Dαt u(t), ctDαT u(t))| ≤
1
2
|c0Dαt u(t)|.
Thus, by Remark 4.1 and (26),
⟨ϕ′(u), v⟩ =
∫ T
0
(DxL(t, u(t), c0D
α
t u(t),
c
tD
α
T u(t)), v(t))dt +
∫ T
0
(DyL(t, u(t), c0D
α
t u(t),
c
tD
α
T u(t)),
c
0D
α
t v(t))dt
+
∫ T
0
(DzL(t, u(t), c0D
α
t u(t),
c
tD
α
T u(t)),
c
tD
α
T v(t))dt
≤ c1‖v‖∞ + c2‖c0Dαt v(t)‖L2 + c3‖ctDαT v(t)‖L2
≤ c1‖v‖∞ + c2‖v‖α + c3| cos(πα)| ‖v‖α
≤ c4‖v‖α,
where c1, c2, c3 and c4 are some positive constants. Therefore, ϕ has, at u, a directional derivative ϕ′(u) ∈ (Eα)∗ given
by (39).
(2) By a theorem of Krasnosel’skii, (41) and (42) imply that the mapping form Eα into L1([0, T ],RN) × L2([0, T ],RN) ×
L2([0, T ],RN) defined by
u → (DxL(·, u, c0Dαt u, ctDαT u),DyL(·, u, c0Dαt u, ctDαT u),DzL(·, u, c0Dαt u, ctDαT u))
is continuous, so that ϕ′ is continuous from Eα into (Eα)∗, and the proof is complete. 
Theorem 4.2. Let 1/2 < α ≤ 1 and ϕ be defined by (38). If assumption (H1) is satisfied and u ∈ Eα is a solution of the
corresponding Euler equation ϕ′(u) = 0, then u is a solution of BVP (32) which, of course, corresponding to the solution of
BVP (1).
Proof. By Theorem 4.1, Property 2.2, (7) and (8), we have
0 = ⟨ϕ′(u), v⟩ = −
∫ T
0
1
2
[(c0Dαt u(t), ctDαT v(t))+ (ctDαT u(t), c0Dαt v(t))]dt −
∫ T
0
(∇F(t, u(t)), v(t))dt
=
∫ T
0
1
2
(0Dα−1t (
c
0D
α
t u(t)), v
′(t))− 1
2
(tDα−1T (
c
tD
α
T u(t)), v
′(t))dt −
∫ T
0
(∇F(t, u(t)), v(t))dt (43)
for all v ∈ Eα .
Let us definew ∈ C([0, T ],RN) by
w(t) =
∫ t
0
∇F(s, u(s))ds, t ∈ [0, T ],
so that∫ T
0
(w(t), v′(t))dt =
∫ T
0
[∫ t
0
(∇F(s, u(s)), v′(t))ds
]
dt.
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By the Fubini theorem and noting that v(T ) = 0, we obtain∫ T
0
(w(t), v′(t))dt =
∫ T
0
[∫ T
s
(∇F(s, u(s)), v′(t))dt
]
ds
=
∫ T
0
(∇F(s, u(s)), v(T )− v(s))ds
= −
∫ T
0
(∇F(s, u(s)), v(s))ds.
Hence, by (43) we have, for every v ∈ Eα ,∫ T
0

1
2 0
Dα−1t (
c
0D
α
t u(t))−
1
2 t
Dα−1T (
c
tD
α
T u(t))+ w(t), v′(t)

dt = 0 (44)
If (ej) denotes the Canonical basis of RN , we can choose v ∈ Eα such that
v(t) = sin 2kπ t
T
ej or v(t) = ej − cos 2kπ tT ej, k = 1, . . . and j = 1, . . . ,N.
The theory of Fourier series and (44) imply that
1
2 0
Dα−1t (
c
0D
α
t u(t))−
1
2 t
Dα−1T (
c
tD
α
T u(t))+ w(t) = C
a.e. on [0, T ] for some C ∈ RN . According to the definition ofw ∈ C([0, T ],RN), we have
1
2 0
Dα−1t (
c
0D
α
t u(t))−
1
2 t
Dα−1T (
c
tD
α
T u(t)) = −
∫ t
0
∇F(s, u(s))ds+ C (45)
a.e. on [0, T ] for some C ∈ RN .
In view of ∇F(·, u(·)) ∈ L1([0, T ],RN), we shall identify the equivalence class Dα(u(t)) given by (33) and its continuous
representant
Dα(u(t)) = 1
2 0
Dα−1t (
c
0D
α
t u(t))−
1
2 t
Dα−1T (
c
tD
α
T u(t)) = −
∫ t
0
∇F(s, u(s))ds+ C (46)
for t ∈ [0, T ].
Therefore, it follows from (46) and a classical result of the Lebesgue theory that −∇F(·, u(·)) is the classical derivative
of Dα(u(t)) a.e. on [0, T ]which means that (i) in Definition 4.1 is verified.
Since u ∈ Eα implies that u ∈ AC([0, T ],RN), it remains to show that u satisfies (32). In fact, according to (46), we can
get that
d
dt
Dα(u(t)) = d
dt

1
2 0
Dα−1t (
c
0D
α
t u(t))−
1
2 t
Dα−1T (
c
tD
α
T u(t))

= −∇F(t, u(t)).
Moreover, u ∈ Eα implies that u(0) = u(T ) = 0, and therefore (1) is verified. The proof is complete.
From now on, ϕ given by (38) will be considered as a functional on Eα with 1/2 < α ≤ 1. 
5. The existence of solutions for BVP (1)
According to Theorem 4.2, we know that in order to find solutions of BVP (1), it suffices to obtain the critical points of
functional ϕ given by (38). We need to use some critical point theorems. For instance, see [31–33]. However, for the reader’s
convenience, we still state some necessary definitions and theorems and skip the proofs.
Let H be a real Banach space and C1(H,RN) denote the set of functionals that are Fréchet differentiable and their Fréchet
derivatives are continuous on H .
Definition A. Let ψ ∈ C1(H,RN). If any sequence {uk} ⊂ H for which {ψ(uk)} is bounded and ψ ′(uk) → 0 as k → 0
possesses a convergent subsequence, then we say that ψ satisfies the Palais–Smale condition (denoted by P.S. condition).
Theorem A ([31,33]). Let H be a real reflexive Banach space. If the functional ψ : H → RN is weakly lower semi-continuous
and coercive, i.e. lim‖z‖→∞ ψ(z) = +∞, then there exists z0 ∈ H such that ψ(z0) = infz∈H ψ(z). Moreover, if ψ is also Fréchet
differentiable on H, then ψ ′(z0) = 0.
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Theorem B (Mountain Pass Theorem [32,33]). Let H be a real Banach space and ψ ∈ C1(H,RN) satisfying the P.S. condition.
Suppose that
(i) ψ(0) = 0,
(ii) there exist ρ > 0 and σ > 0 such that ψ(z) ≥ σ for all z ∈ H with ‖z‖ = ρ ,
(iii) there exists z1 in H with ‖z1‖ ≥ ρ such that ψ(z1) < σ .
Then ψ possesses a critical value c ≥ σ . Moreover, c can be characterized as
c = inf
g∈Ω¯
max
z∈g([0,1])
ψ(z),
where Ω¯ = {g ∈ C([0, 1],H) : g(0) = 0, g(1) = z1}.
First, we use Theorem A to consider the existence of solutions for BVP (1). Assume that condition (H1) is satisfied. Recall
that, in our setting in (38), the corresponding functional ϕ on Eα given by
ϕ(u) =
∫ T
0
[
−1
2
(c0D
α
t u(t),
c
tD
α
T u(t))− F(t, u(t))
]
dt
is continuously differentiable according to Theorem 4.1 and is also weakly lower semi-continuous functional on Eα as the
sum of a convex continuous function [31, Theorem 1.2] and of a weakly continuous one [31, Proposition 1.2].
In fact, according to Proposition 3.3, if uk ⇀ u in Eα , then uk → u in C([0, T ],RN). Therefore, F(t, uk(t))→ F(t, u(t)) a.e.
t ∈ [0, T ]. By the Lebesgue dominated convergence theorem,wehave  T0 F(t, uk(t))dt →  T0 F(t, u(t))dt , whichmeans that
the functional u →  T0 F(t, u(t))dt is weakly continuous on Eα . Moreover, the following lemma implies that the functional
u →−  T0 [(c0Dαt u(t), ctDαT u(t))/2]dt is convex and continuous on Eα .
Lemma 5.1. Let 1/2 < α ≤ 1 and assumption (H1) be satisfied. If u ∈ Eα , then the functional H : Eα → RN denoted by
H(u) = −1
2
∫ T
0
(c0D
α
t u(t),
c
tD
α
T u(t))dt
is convex and continuous on Eα .
Proof. The continuity follows from (34) and (29) directly. We are now in a position to prove the convexity of H .
Let λ ∈ (0, 1), u, v ∈ Eα and u˜, v˜ be the extension of u and v by zero on R/[0, T ] respectively. Since the Caputo fractional
derivative operator is linear operator, we have by Remark 4.1 and (35) that
H((1− λ)u+ λv) = −1
2
∫ T
0
(c0D
α
t ((1− λ)u(t)+ λv(t)), ctDαT ((1− λ)u(t)+ λv(t)))dt
= −1
2
∫ T
0
(0Dαt ((1− λ)u(t)+ λv(t)), tDαT ((1− λ)u(t)+ λv(t)))dt
= −1
2
∫ ∞
−∞
(−∞Dαt ((1− λ)u˜(t)+ λv˜(t)), tDα∞((1− λ)u˜(t)+ λv˜(t)))dt
= | cos(πα)|
2
∫ ∞
−∞
|−∞Dαt ((1− λ)u˜(t)+ λv˜(t))|2dt
≤ | cos(πα)|
2
∫ ∞
−∞
[(1− λ)|−∞Dαt u˜(t)|2 + λ|−∞Dαt v˜(t)|2]dt
=
∫ ∞
−∞
[
−1− λ
2
(−∞Dαt u˜(t), tD
α
∞u˜(t))−
λ
2
(−∞Dαt v˜(t), tD
α
∞v˜(t))
]
dt
=
∫ T
0
[
−1− λ
2
(c0D
α
t u(t),
c
tD
α
T u(t))−
λ
2
(c0D
α
t v(t),
c
tD
α
T v(t))
]
dt
= (1− λ)H(u)+ λH(v),
which implies that H is a convex functional defined on Eα . The proof is complete. 
According to the arguments above, if ϕ is coercive, by Theorem A, ϕ has aminimum so that BVP (1) is solvable. It remains
to find conditions under which ϕ is coercive on Eα , i.e. lim‖u‖α→∞ ϕ(u) = +∞, for u ∈ Eα . We shall see that it suffices to
require that F(t, x) is bounded by a function for a.e. t ∈ [0, T ] and all x ∈ RN .
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Theorem 5.1. Let α ∈ (1/2, 1] and assume that F satisfies condition (H1). If
|F(t, x)| ≤ a¯|x|2 + b¯(t)|x|2−γ + c¯(t), t ∈ [0, T ], x ∈ RN , (47)
where a¯ ∈ [0, | cos(πα)|Γ 2(α+ 1)/2T 2α), γ ∈ (0, 2), b¯ ∈ L2/γ ([0, T ],R), and c¯ ∈ L1([0, T ],R), then BVP (1) has at least one
solution which minimizes ϕ on Eα .
Proof. According to the arguments above, Our problem reduces to prove that ϕ is coercive on Eα . For u ∈ Eα , it follows from
(34), (47) and (25) that
ϕ(u) = −1
2
∫ T
0
(c0D
α
t u(t),
c
tD
α
T u(t))dt −
∫ T
0
F(t, u(t))dt
≥ | cos(πα)|
2
∫ T
0
|c0Dαt u(t)|2dt − a¯
∫ T
0
|u(t)|2dt −
∫ T
0
b¯(t)|u(t)|2−γ dt −
∫ T
0
c¯(t)dt
= | cos(πα)|
2
‖u‖2α − a¯‖u‖2L2 −
∫ T
0
b¯(t)|u(t)|2−γ dt − c¯1
≥ | cos(πα)|
2
‖u‖2α − a¯‖u‖2L2 −
∫ T
0
|b¯(t)|2/γ dt
γ /2 ∫ T
0
|u(t)|2dt
1−γ /2
− c¯1
= | cos(πα)|
2
‖u‖2α − a¯‖u‖2L2 − b¯1‖u‖2−γL2 − c¯1
≥ | cos(πα)|
2
‖u‖2α −
a¯T 2α
Γ 2(α + 1)‖u‖
2
α − b¯1

Tα
Γ (α + 1)
2−γ
‖u‖2−γα − c¯1
=
 | cos(πα)|
2
− a¯T
2α
Γ 2(α + 1)

‖u‖2α − b¯1

Tα
Γ (α + 1)
2−γ
‖u‖2−γα − c¯1,
where b¯1 = (
 T
0 |b¯(t)|2/γ dt)γ /2 and c¯1 =
 T
0 c¯(t)dt .
Noting that a¯ ∈ [0, | cos(πα)|Γ 2(α + 1)/2T 2α) and γ ∈ (0, 2), we have
ϕ(u) = +∞ as ‖u‖α →∞,
and hence ϕ is coercive, which completes the proof. 
Our task is now to use Theorem B (Mountain pass theorem) to find a nonzero critical point of functional ϕ on Eα .
Theorem 5.2. Let α ∈ (1/2, 1] and suppose that F satisfies condition (H1). If
(H2) F ∈ C([0, T ] × RN ,R) and there exists µ ∈ [0, 1/2) and M > 0 such that 0 < F(t, x) ≤ µ(∇F(t, x), x) for all x ∈ RN
with |x| ≥ M and t ∈ [0, T ],
(H3) lim sup|x|→0 F(t, x)/|x|2 < Γ 2(α + 1)/2T 2α uniformly for t ∈ [0, T ] and x ∈ RN
are satisfied, then BVP (1) has at least one nonzero solution on Eα .
Proof. We will verify that ϕ satisfies all conditions of Theorem B.
First, we will prove that ϕ satisfies the P.S. condition. Since F(t, x) − µ(∇F(t, x), x) is continuous for t ∈ [0, T ] and
|x| ≤ M , there exists c ∈ R+, such that
F(t, x) ≤ µ(∇F(t, x), x)+ c, t ∈ [0, T ], |x| ≤ M.
By assumption (H2), we obtain
F(t, x) ≤ µ(∇F(t, x), x)+ c, t ∈ [0, T ], x ∈ RN . (48)
Let {uk} ⊂ Eα, |ϕ(uk)| ≤ K , k = 1, 2, . . . , ϕ′(uk)→ 0. Notice that
⟨ϕ′(uk), uk⟩ = −
∫ T
0
[(c0Dαt uk(t), ctDαT uk(t))+ (∇F(t, uk(t)), uk(t))]dt (49)
It follows from (48), (49) and (34) that
K ≥ ϕ(uk) = −12
∫ T
0
(c0D
α
t uk(t),
c
tD
α
T uk(t))dt −
∫ T
0
F(t, uk(t))dt
≥ −1
2
∫ T
0
(c0D
α
t uk(t),
c
tD
α
T uk(t))dt − µ
∫ T
0
(∇F(t, uk(t)), uk(t))dt − cT
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=

µ− 1
2
∫ T
0
(c0D
α
t uk(t),
c
tD
α
T uk(t))dt + µ⟨ϕ′(uk), uk⟩ − cT
≥

1
2
− µ

| cos(πα)|‖uk‖2α − µ‖ϕ′(uk)‖α‖uk‖α − cT , k = 1, 2, . . . .
Since ϕ′(uk)→ 0, there exists N0 ∈ N such that
K ≥

1
2
− µ

| cos(πα)|‖uk‖2α − ‖uk‖α − cT , k > N0,
and this implies that {uk} ⊂ Eα is bounded. Since Eα is a reflexive space, going to a subsequence if necessary, wemay assume
that uk ⇀ uweakly in Eα , thus we have
⟨ϕ′(uk)− ϕ′(u), uk − u⟩ = ⟨ϕ′(uk), uk − u⟩ − ⟨ϕ′(u), uk − u⟩
≤ ‖ϕ′(uk)‖α‖uk − u‖α − ⟨ϕ′(u), uk − u⟩ → 0, (50)
as k →∞. Moreover, according to (26) and Proposition 3.3, we have uk is bounded in C([0, T ],RN) and ‖uk − u‖∞ = 0 as
k →∞. Hence, we have∫ T
0
∇F(t, uk(t))dt →
∫ T
0
∇F(t, u(t))dt as k →∞. (51)
Noting that
⟨ϕ′(uk)− ϕ′(u), uk − u⟩ = −
∫ T
0
(c0D
α
t (uk(t)− u(t)), ctDαT (uk(t)− u(t)))dt
−
∫ T
0
(∇F(t, uk(t))−∇F(t, u(t)))(uk(t)− u(t))dt
≥ | cos(πα)|‖uk − u‖2α −
∫ T
0
(∇F(t, uk(t))−∇F(t, u(t)))dt
 ‖uk − u‖∞.
Combining (50) and (51), it is easy to verify that ‖uk − u‖2α → 0 as k →∞, and hence that uk → u in Eα . Thus, we obtain
the desired convergence property.
From lim sup|x|→0 F(t, x)/|x|2 < Γ 2(α+1)/2T 2α uniformly for t ∈ [0, T ], there exist ϵ ∈ (0, | cos(πα)|) and δ > 0 such
that F(t, x) ≤ (| cos(πα)| − ϵ)(Γ 2(α + 1)/2T 2α)|x|2 for all t ∈ [0, T ] and x ∈ RN with |x| ≤ δ.
Let ρ = Γ (α)((α−1)/2+1)1/2
Tα−1/2 δ and σ = ϵρ2/2 > 0. Then it follows from (26) that
‖u‖∞ ≤ T
α−1/2
Γ (α)((α − 1)/2+ 1)1/2 ‖u‖α = δ
for all u ∈ Eα with ‖u‖α = ρ. Therefore, we have
ϕ(u) = −1
2
∫ T
0
(c0D
α
t u(t),
c
tD
α
T u(t))dt −
∫ T
0
F(t, u(t))dt
≥ | cos(πα)|
2
‖u‖2α − (| cos(πα)| − ϵ)
Γ 2(α + 1)
2T 2α
∫ T
0
|u(t)|2dt
≥ | cos(πα)|
2
‖u‖2α −
1
2
(| cos(πα)| − ϵ)‖u‖2α
= 1
2
ϵ‖u‖2α
= σ
for all u ∈ Eα with ‖u‖α = ρ. This implies that (ii) in Theorem B is satisfied.
It is obvious from the definition of ϕ and (H3) that ϕ(0) = 0, and therefore, it suffices to show that ϕ satisfies (iii) in
Theorem B.
Since 0 < F(t, x) ≤ µ(∇F(t, x), x) for all x ∈ RN and |x| ≥ M , a simple regularity argument then shows that there exists
r1, r2 > 0 such that
F(t, x) ≥ r1|x|1/µ − r2, x ∈ RN , t ∈ [0, T ].
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For any u ∈ Eα with u ≠ 0, κ > 0 and noting that µ ∈ [0, 1/2) and (34), we have
ϕ(κu) = −1
2
∫ T
0
(c0D
α
t κu(t),
c
tD
α
T κu(t))dt −
∫ T
0
F(t, κu(t))dt
≤ κ
2
2| cos(πα)| ‖u‖
2
α − r1
∫ T
0
|κu(t)|1/µdt + r2T
= κ
2
2| cos(πα)| ‖u‖
2
α − r1κ1/µ‖u‖1/µL1/µ + r2T →−∞
as κ →∞. Then there exists a sufficiently large κ0 such that ϕ(κ0u) ≤ 0. Hence (iii) holds.
Finally, noting that ϕ(0) = 0 while for our critical point u, ϕ(u) ≥ σ > 0. Hence u is a nontrivial weak solution of BVP
(1), and this completes the proof. 
Corollary 5.2. ∀α ∈ (1/2, 1], suppose that F satisfies conditions (H1) and (H2). If
(H3)′ F(t, x) = o(|x|2), as |x| → 0 uniformly for t ∈ [0, T ] and x ∈ RN
is satisfied, then BVP (1) has at least one nonzero solution on Eα .
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