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ABSTRACT 
The promising development of highly energetic geothermal resources could considerably enhance geothermal power production 
worldwide. The first attempt at tapping supercritical/heated fluids was made by the Iceland Deep Drilling project (IDDP), but 
unfortunately a magma layer at a depth of 2,100m was encountered, and the drilling was abandoned. Yet, this drilling operation failure 
generated new opportunities for assessing the potential power generation close to shallow magmatic intrusions. Detailed numerical 
methods are required to assess the heat transfer and fluid thermodynamics at wellbore and reservoir scale at near supercritical conditions 
to provide production scenarios and forecasts as accurate as possible. A primary steady-state study of reservoir and wellbore heat 
extraction from a geothermal well near a magmatic chamber has been performed with Computational Fluid Dynamics (CFD) techniques. 
Using simplified geological assumptions based on the IDDP-1 well description, a 2D axisymmetric single phase flow model was 
developed and its results were compared to those obtained with a full 3D CFD model. The simulated output power simulations reached 
25 MW at 350°C and a wellhead pressure of 140 bars. Methodology and results from this study show that CFD techniques can be 
successfully used to assess geothermal energy outputs for unconventional geothermal wells and can provide details of a vapor superheated 
flow structure at wellbore-reservoir scale. 
1. INTRODUCTION 
The need for sustainable energy supplies raises thrilling challenges to develop low-carbon emitting technologies and decrease  dependency 
on fossil fuels (Fuss et al., 2008). Geothermal energy already contributes to generate power and heat worldwide, reaching a total electric 
capacity of 10.9 GW in 24 countries; this is expecting to increase in the future (Bertani, 2012). 
In 2009, the drilling into very high enthalpy geothermal resources in Iceland raised new opportunities for increasing the potential power 
generation per well (Elders et al., 2014). More recently, on the 25 January 2017, the second well of the Iceland Deep Drilling Project 
(IDDP-2) successfully reached 427°C and a fluid pressure of 34 MPa at a depth of more than 4,500 m. At such thermodynamics conditions 
above the critical point of pure water (22 MPa, 374°C), the enthalpy increases sharply, the density decreases and the energy available per 
unit of volume is 20 times higher than with conventional extracted geothermal fluids (Suarez Arriaga and Samaniego 2013). During the 
initial test in 2010, superheated steam was recovered from circulating water heated by a permeable rock above the magma intrusion 
(Axelsson et al., 2014). The modeling of the fluid properties near the bottom of the well showed an enthalpy of 2,900 kJ/kg at 160 bars 
and 390°C. In the initial phase of the project, the well IDDP-1 produced 10-12 kg/s of dry superheated steam (Friðleifsson et al., 2014). 
The measured temperature reached 440°C at the surface with a well pressure around 150 bar (Ingason et al., 2014). This was stopped at a 
depth of 2,072 m as a magma layer was encountered somewhere between 2,092 m and 2,104 m (Pálsson et al., 2014). 
Numerical codes can be used to assess supercritical fluid flow and heat transfer in porous media. Examples include HYDROTHERM 
(Hayba and Ingebritsen 1994), HOTH2O extension of STAR (Pritchett, 1995) and the TOUGH2 code (Kissling, 1995; Brikowski, 2001) 
extended with AUTOUGH2 (Croucher and O’Sullivan 2008) and an inverse modelling module iTOUGH2 (Magnusdottir and Finsterle 
2015). In addition, a modified extension of the SHEMAT-Suite code was applied to simulate supercritical conditions in a two-phase 
water/steam reservoir in Tuscany (Büsing et al., 2016) and the Complex System Modelling Platform CSMP++ (Weis et al., 2014) was 
able to model supercritical conditions near magmatic intrusions with complex geometries (Scott et al., 2015a).  
Although these simulators are well-established tools for modeling supercritical fluid flow and heat transfer in porous and fractured media, 
they do not deal with the processes occurring near the bottom hole and along the wellbore. Even if the T2Well code (Pan et al., 2015) 
calculates a wellbore numerical solution for a Water - NonCondensibleGas - NaCL equilibrium (Vasini, 2016), it is limited in temperature 
and pressure for supercritical issues (350°C and 1000 bars), especially for the conditions observed in the IDDP project.  
Numerical studies on closed well systems are documented in the literature (Lenhard and Malcho 2013; Huang et al. 2015). Only a limited 
number of CFD based studies have however been performed and are reported for geothermal reservoir management with open wells. One 
such study describes a homogeneous 3D Enhanced Geothermal System (EGS) run with the steady-state (Chen and Jiang, 2015) and the 
transient solvers to consider thermal non-equilibrium conditions between solid and fluid (Jiang et al., 2013). 
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The modeling of supercritical fluid heat transfer using CFD techniques is mainly limited to nuclear engineering applications involving 
water (Cheng et al., 2007). For supercritical CO2, a doublet fractured EGS was investigated using the NIST real gas model formulation in 
the commercial code ANSYS Fluent (Fluent 2016), which provides supercritical thermodynamics properties (Luo et al., 2014; Jiang et 
al., 2017). Cheng et al. (2007) established that the choice of turbulence model (k-ω in this case) can produce inaccurate results at 
supercritical pressure. However, their model showed reasonable predictions of Heat Transfer Coefficient and wall temperature. Recently, 
the wellbore heat transfer was investigated considering constant water properties using a k-ε turbulence model (Huang et al. 2015a, Huang 
et al. 2015b). From the latter study, the heat in the production well was transferred to the surroundings and a steady heat transfer process 
could be considered after 30 days.  
In the work described here, the steady state heat transfer and fluid flow processes in a geothermal well and a porous medium are 
investigated numerically with the CFD code ANSYS Fluent 17.1.0. Geometry and data from the IDDP-1 well are used to create the model 
and apply boundary conditions. CFD-based predicted results are analysed to obtain surface and bottom hole data, for different magma 
temperatures and production mass flow rates. Two different turbulence models are tested in the wellbore and laminar flow conditions are 
applied in the porous medium. Results obtained with a 2D axisymmetric model are compared to those obtained with a full 3D model.  
2. METHODOLOGY 
2.1 Model description 
The geometry and the mesh were created with the pre-processor ICEM CFD 17.1.0.  For the model development phase and to obtain 
results quickly, a 2D axisymmetric model was considered first, see Figure 1. The domain investigated contains a 80 m radius saturated 
porous zone delimited by the ground surface (x=0 m) up to x=- 2,100 m (Zone 1).  A simplified geothermal well is present, from x=0 m 
up to x=-2070 m. The wall of this well is represented by the plain black line on Figure 1. To keep a mass equilibrium and to allow a mass 
flow inlet boundary condition to be applied far away from the well, the domain is extended from 80 m to 100 m in the radial direction r, 
between x=-2,000 m and x=-2,100 m (Zone 2) and is terminated by a wall. It is assumed that no exchange is present on this wall, although 
this is clearly not the case in reality. However, this assumption is valid as the wall is located far away from the well, so will not have any 
effect on the flow in that region. As a first assumption, the well is described as an open well with same properties and diameter as the 
slotted liner (9-5/8'' -240 mm) present in the IDDP-1 project (Ingason et al., 2014). Thus, the producing zone is only limited at a depth of 
2,070 m, and not from potential upper zones as raised by Pálsson et al. 2014. A “Pressure outlet” boundary condition is applied at the well 
exit (x=0 m). A 10 m thick unsaturated conductive layer separates the porous zone (Zone 2) from the magma region located at a depth of 
2,100 m (Zone 3). A structured mesh was generated, comprising 1,400,760 cells, with local refinements present inside and around the 
wellbore. 
 
Figure 1: Schematic representation of the axisymmetric model 
The porous media properties are taken from Axelsson et al. (2014) and the well properties from Duan et al. (2016). The porous media 
porosity is set to 10% (Axelsson et al., 2014) with a homogeneous permeability of 10-14 m² (Scott et al., 2015b). If not specified, the 
magma layer temperature is set by default to 850°C (Elders et al., 2011). The density, specific heat and thermal conductivity of the porous 
media are set to 2,700 kg/m³, 800 J/kg.K and 1.5 W/m.K, respectively. For the well, the following material properties are considered: 
7,848 kg/m³, 460 J/kg.K. To account for the cement which surrounds the casing up to x=-1950 m (Pálsson et al., 2014), the wellbore 
material is set to 0.3 W/m.K for Portland Cement (Thórhallsson et al., 2014) rather than considering the casing properties (45.65 W/m.K). 
The wellbore considered is 15 mm thick. The injected fluid is water vapor; its density ρ is calculated with the ideal gas law: 
TRp ..
      (1) 
where p and T are the static pressure (Pa) and temperature (K) respectively. R is the gas constant equal to 8.314 J.K-1 mol-1. 
The wellhead pressure outlet is set to 140 bars. The vapor properties (specific heat, thermal conductivity, viscosity) are implemented via 
a temperature linear approximation based on a 160 bar constant pressure, see the Appendix section for details. User defined functions 
(UDFs) have been created to apply a local geothermal gradient on the side of the model, based on the temperature measurements along 
the IDDP-1 well (Axelsson et al., 2014; Mortensen et al., 2014).  
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A full 3D model was also created with a structured mesh composed of 2,918,202 cells. The system investigated is identical to the 2D 
axisymmetric one, but a conventional rectangular domain considered in CFD geothermal modeling (Huang et al., 2017) was used to run 
the numerical simulations. 
2.2 Mathematical model 
The governing equations are solved with the CFD code ANSYS Fluent 17.1.0, which is based on the finite volume approximation. The 
flow in the porous medium is considered as laminar while a turbulent model is applied in the well. For an axisymmetric model, the 
continuity equation is written as: 
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2.1.1 Laminar model 
The momentum equations in the porous medium are defined for a laminar flow with the following equations: 
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.  , with  ν the fluid velocity and  μ its  molecular viscosity. (5) 
The energy equations in the fluid and solid zone are: 
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effk is the effective thermal conductivity k + tk , with the turbulence thermal conductivity tk equals to 0 in the laminar zone. The stress 
tensor eff is defined and can be retrieved in the Fluent User Guide (Fluent 2016). The energy E and the sensible enthalpy h are calculated 
via Equations (8) and (9):  
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2.1.2 Turbulence model 
As a high fluid velocity and the Reynolds number in the well are expected to be high, turbulence is considered. Two models are 
investigated: the standard k- ε and the k-ω SST (Menter, 1993). The standard turbulence k-ε model is based on transport equations for the 
turbulence kinetic energy (k) and its dissipation rate (ε) (Fluent 2016). This model is fast and has proved to be efficient at high speed and 
suitable for numerous industrial applications. The k-ω Shear Stress Transport (SST) turbulence model calculates the turbulent kinetic 
energy and the specific dissipation by modification of the turbulent viscosity formulation to account for the transport effects of the 
principal turbulent shear stress. Continuum equations can be written as: 
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The effective diffusivity
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kA   with  ,,k  the turbulent Prandtl number and the eddy viscosity t  are described in 
Fluent 2016. 
The SST formulation combines: (i) the use of a k–ω formulation in the inner parts of the boundary layer which makes this model directly 
usable in the viscous sub-layer and can therefore be used as a Low-Re turbulence model , and (ii) a switch to a k–ε model in the bulk flow 
and therefore avoids sensitivity problems encountered by a k–ω formulation due to inlet turbulence properties (Fluent 2016). The different 
terms present in the continuum equation for both models are reported in Table 1. 
Table 1: Terms in continuum equation 
Turbulence 
model  ,
A
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bk GG ,  represent respectively the generation of turbulent kinetic energy due to mean velocity and buoyancy. They are defined with MY
(dilatation in compressible turbulence), MD  (cross-diffusion term) and the constants ,3,2,1C in Fluent 2016. 
2.1.2 Numerical model 
For all CFD simulations described here, the SIMPLE (Semi-Implicit Method for Pressure Linked Equation) algorithm was used to address 
the pressure-velocity coupling. A first order upwind differencing scheme was applied for the discretization of the spatial-derivative terms. 
Energy, density, turbulence, momentum and the specific dissipation rate component were all based on a first order upwind scheme. The 
standard method was chosen for the pressure solution. The steady solver was applied and gravity effects were considered. A convergence 
criterion of 1e-03 was set-up for every equation apart from the energy, where a value of 1e-6 was applied. 
3 RESULTS AND DISCUSSION 
3.1 Ideal gas modeling 
Figure 2a shows a 2D contour plot of the temperature distribution in the whole domain and a closer view near the bottom hole of the 
well, when the k-ε turbulence model is used with a water vapor injection of 30kg/s. As can be seen, the temperature is very high in the 
magma region and decreases axially as the distance from this region increases. In the bottom hole zone, a temperature of 430°C is reached 
and propagates into the well. Figure 2b describes the numerical results of temperature along the centerline of the well when considering 
water vapor injections of 1kg/s, 10kg/s and 30kg/s, the k-ε and the k- ω turbulence models, and different magma temperatures: 850°C (the 
default temperature), 950°C and 1050°C. 
At the bottom hole, the vapor temperature rises locally in the well due to the pressure drop between the porous medium and the well zone. 
When a mass flow rate of 10-30kg/s is applied at the inlet, the wellhead temperature reaches 358°C ± 10°C with maximum depth variations 
evaluated around 5 %. The 1kg/s case drives more heat, but the vapor shows significant thermal losses with the surrounding rocks toward 
the surface. A 3 % variation in results is noted between the k-ε and k-ω turbulence models in the wellbore region. 
A slightly higher wellhead temperature is observed when increasing the magma temperature, while the temperature distribution in the 
porous medium is highly affected (Figure 2b). Note that in this region, a 850°C threshold appears due to calculation limitations in the 
ideal gas formulation. 
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a) b)  
Figure 2: a) Temperature distribution of the near bottom hole area (left) and below 2,000 m (right) for the k-ε_30kg simulation. 
b) Temperature distribution along the centerline (x=0 m).  
3.2 3D vs axisymmetric modeling 
Figure 3a shows the temperature distribution in the direction normal to the well axis at x=-1000 m, where the flow is fully developed, 
from the center of the well (r=0m) to the radius r=1 m. Figure 3b summarizes the fluid velocity, density, enthalpy and output power when 
the magma temperature is 850°C with the k-ε and k–ω turbulence models for different injection mass flow rates. 2D axisymmetric and 
full 3D based results are compared on Figure 3a. Only the k-ε turbulence model was investigated in the 3D model, as it has been seen 
previously for the 2D axisymmetric study that the difference of results between the two turbulence models tested is small, around 5°C. 
The 3D simulation provides results slightly hotter than those obtained with the axisymmetric case, but reasonably consistent when looking 
at the range of output temperature values. An axisymmetric model can therefore be used instead of a full 3D model for such studies, which 
reduces computational costs significantly. 
a) b)  
Figure 3: a) Radius temperature distribution at 1,000m between the axis center of the well and 1 m in the surroundings rocks. 
The 3D results are shown for two orthogonal horizontal directions (x, y). b) Simulation-based output results 
Simulated results in the porous media zone obtained with the 2D axisymmetric and the 3D models are significantly different, see Figure 
2b. In the first meters below the bottom hole, the axisymmetric simulation presents a sharp temperature drop while the 3D model shows 
a slower decreasing distribution. The comparative use of the k-ε and k-ω model gives very wide temperature upstream flow variations, 
which do not seem to follow any general rule. 
In the wellbore, the bottom hole pressures reaches 14.9-15.3 MPa (around 150 bars). The mass flow rate applied leads to unrealistic values 
in the porous medium (1000-2000 bars). Thus, the properties calculated in the permeable zone are open to discussion. The model calculates 
a high Reynolds number value (Re>10,000) between -2070 m and -2069 m and rapidly reaches a constant value (100-500) indicating a 
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laminar flow behavior. Surprisingly, applying a hotter magma temperature does not affect the wellhead temperature. It seems that the 
output conditions constrain the model to converge at 358°C±10°C for 140 bars.  
The applied ideal-gas formulation calculates correctly the vapor state above the saturated point of pure water (140 bar-336°C estimated 
from IAPWS-97 (Wagner et al., 2000)) but underestimates the gas density (around 50 kg/m³ while a value of 71 kg/m³ is estimated from 
IAPWS-97), see Figure 3b. Assuming a saturated vapor might not be correct for brine geothermal fluids as the boiling point curve of 
pure water and seawater diverge significantly above 300°C (Arnorsson et al., 2007). Considering a pessimistic net generation efficiency 
value of 30% (DiPippo, 2015), the potential output power simulated with an infinite source of heat provides almost 25 MW for 30 kg/s of 
steam flowing towards a dry steam plant (Figure 3b). 
The simulations performed provide a steady state assessment with a constant magma temperature and geothermal fluids circulation. These 
assumptions imply that the geothermal system is continuously supplied, which may not be true at large time scale and during excessive 
production. The surface results are underestimated compared to the literature, but the bottom hole temperature values are in a similar 
range as those obtained through modeling by Axelsson et al. (2014). The differences of output results could be explained by the steady 
state formulation considered. Indeed, the production of superheated vapor during flow testing may be seen as a transient state regarding 
an initial reservoir state recently drilled. In addition, numerous assumptions were considered (boundary conditions, pure vapor, etc.). 
These might need revisiting and updating with potential in-situ properties.  
5 CONCLUSION 
A CFD modeling study of a very high enthalpy geothermal system including a simplified wellbore domain was performed. The heat 
transfer and fluid flow of an ideal-gas formulation for vapor were analyzed. The results show that both the 2D axisymmetric and the full 
3D models generate close results in the wellbore. Because of its higher computational efficiency, the axisymmetric model can be 
considered suitable for the well and the surroundings rocks, but might not be accurate enough in the reservoir area. A decrease of the mass 
flow rate production drives more heat from the reservoir, but cools down faster when flowing up to the surface. The use of steady state 
conditions with a constant bottom layer temperature can assess a long-term power production.  
CFD simulations can be useful for assessing new heat recovery methods in dedicated environment with an infinite source of heat regarding 
the surface facilities lifetime. However, it has been shown in this study that the water circulation simulated with a constant mass flow 
within the porous media needs to be investigated further. The number of assumptions should also be reduced to generate a more robust 
model, potentially with the inclusion of in-situ properties. 
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APPENDIX 
Temperature  
(K) 
Specific  
Heat 
 (J/kg.K) 
Thermal  
Conductivity  
(W/m.K) 
Viscosity  
(kg/m.s) 
423 K 4266 0.6934 1.86E-04 
473 K 4422 0.6749 1.38E-04 
523 K 4732 0.6315 1.09E-04 
573 K 5476 0.5587 8.83e-05 
623 K 8789 0.1041 2.29e-05 
673 K 4178 0.07994 2.5e-05 
723 K 3269 0.07850 2.72e-05 
773 K 2896 0.08138 2.94e-05 
823 K 2711 0.08585 3.15e-05 
873 K 2612 0.09113 3.35e-05 
923 K 2557 0.09691 3.55e-05 
973 K 2529 0.1030 3.75e-05 
1023 K 2517 0.1094 3.94e-05 
1073 K 2515 0.1160 4.13e-05 
Appendix 1: Pure vapor thermal properties at 160 bars used in the piecewise linear function (Wagner and Krezschmar, 2010) 
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