This paper provides a state-of-the-art review about computational ontologies to raise awareness about this research area in the IS discipline and to explore areas where IS researchers can engage in fruitful research. This paper discusses the basic foundations and definitions pertaining to the field of computational ontologies. It reviews the intersection of computational ontologies with the IS discipline. It also discusses methods and guidelines for developing computational ontologies. The paper concludes with recommendations for important and emerging directions for research.
I. INTRODUCTION
Ontology as "the metaphysical study of the nature of being and existence" [Princeton University, 1997] is as old as the discipline of philosophy. More recently and more concretely, it was defined by a contemporary philosopher as "the science of what is, of the kinds and structures of objects, properties events, processes, and relations in every area of reality" [Smith, 2003] . While ontology remains a fertile area of research in philosophy, it is also a matter of inquiry, development, and application for quite some time now in disciplines related to computation, information, and knowledge (e.g., artificial intelligence, knowledge representation, information science, library science, and database management) because of the need in these fields to categorize and structure entities and concepts of interest. However, in the last decade or so, the interest and application of ontological principles exploded in a number of disciplines, including chemistry, The definition of computational ontologies by Gruber is quite succinct and popular and we adopt his definition in this paper.
TYPES OF COMPUTATIONAL ONTOLOGIES
A computational ontology can be of several types. AI researchers take the view that it can either be a representation vocabulary or a body of knowledge (i.e., a knowledge base) [Chandrasekaran et al., 1999] . This distinction is essentially a distinction between intension and extension [Sowa, 1984, p. 11] about the universe of discourse. The representation vocabulary in the discourse universe provides symbols for the concepts in the universe, thus being the intension for the universe. The knowledge base is essentially the set of all referents to which a concept may refer to, thus being an extension for this concept. For example, in the MibML ontology that we are developing for the bounded universe of multiagent-based integrative business information systems [Kishore et al., 2004a , Zhang et al., 2003 , Zhang et al., 2004 , the notion of Goal provides an extension for this universe because it is a symbol and part of the representation vocabulary for this universe. On the other hand, all possible types of goals in this universe (including such goals as replenish inventory or supply orders) form the extension of this universe and are part of the knowledge base for this universe. However, it is to be clearly understood that the extension in the ontological context does not include specific real instances and each member of the extension set is essentially a class of actual instances that exist in time and space. For example, in the universe of medicine, disease is part of the representation vocabulary, a symbol, whereas flu and typhoid are part of the extension of the ontology. A particular occurrence of the disease flu (e.g., John suffering from flu at a particular time in a particular place) will be an actual instance of the class flu and will not be a part of the medicine ontology.
Ontologies can also be distinguished in terms of the level of knowledge they capture and represent. Top-level ontologies start with very general top-level concepts such as a "Thing" and provide a taxonomy of top-level concepts. There are a number of formal top-level ontologies, some of which are implemented on computers. Examples of formal top level ontologies, i.e., ontologies that have been specified using some formal logics, include Bunge's ontology [Bunge, 1977 ], Sowa's upper level ontology [Sowa, 1999] , General Ontological Language (GOL) [Degen et al., 2001] , and IEEE Standard Upper Ontology (SUO) [IEEE, 2003 ]. Some popular top-level implemented ontologies include CYC [Lenat and Guha, 1990] , WordNet [Miller, 1990] , and Generalized Upper Model [Bateman et al., 1994] . Details about these ontologies are provided in Appendix I. Lenat and Guha, 1990) .
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Figure 3: Sowa's Upper-Level Ontology (adapted from Sowa, 2000 ).
While the top-level implemented ontologies pertain to an unbounded universe of discourse, they are classified as computational ontologies in this paper because they are implemented computationally. Lower-level ontologies pertain to bounded universe of discourses and are referred to as application, domain, and task ontologies in the literature. We do not distinguish among them and simply refer to them as computational ontologies that pertain to a bounded universe of discourse.
CONTENT AND MECHANISM THEORIES
The AI literature has generally distinguished between content and mechanism theories [Chandrasekaran et al., 1999] . Content theory is similar to the notion of declarative knowledge while mechanism theory is essentially procedural knowledge [Smith, 2003] . Some authors use ontology to refer only to content theory or declarative knowledge because it captures the "what" knowledge. Others define the notion of method and task ontologies to capture procedural knowledge about a domain [Studer et al., 1998 , Studer et al., 1996 .
TERMINOLOGICAL AND AXIOMATIC ONTOLOGIES
Another distinction made in the literature is between terminological and axiomatic ontologies [Sowa, 1999] . Categories in a terminological ontology need not be fully specified by axioms and definitions but can simply be a collection of categories and terms. On the other hand, in axiomatic ontologies, categories are distinguished by axioms and definitions stated in logic or some computer-oriented language that can be automatically translated into logic. A comprehensive formal computational ontology will, therefore, consist of things and concepts that can be primitive or compound, and relationships of a variety of types among them that could include structural, logical, behavioral, spatial, and temporal types of relationships, all bound together and defined in terms of formal axioms and rules.
ONTOLOGIES VS. METAONTOLOGIES
Finally, it is also important to distinguish between ontologies and meta-ontologies. While a computational ontology captures knowledge about a universe of discourse, a meta-ontology is the language that is used to represent the ontology [Uschold and Gruninger, 1996] . This representation language is itself an ontology and it can be informal (e.g., English), semi-formal (e.g., UML), or formal (e.g., First Order Logic).
It is important to distinguish between ontologies and metaontologies in terms of the different levels of representation languages that are used to represent knowledge about a particular universe of discourse. Tarski [1982] developed a theory of stratified metalevels to distinguish between languages and meta-languages and what they can and cannot refer to. In this theory, a language at level 0 (L 0 ) can refer to entities in some universe of discourse D but L 0 cannot refer to its own symbols or the truth values of its own statements. The metalanguage L 1 can refer to the original D, to the symbols of L 0 , to the truth values of statements in L 0 , and to the relationships between the language L 0 and D. The universe of discourse for L 1 is therefore the union of L 0 and D. Similarly, the universe of metalanguage L 2 is the union of L 1 , L 0 , and D. In general, the n th level metalanguage includes all the languages beneath itself, their domains of discourse, and the truth values of statements in those languages. But no language can refer to its own symbols or to the truth values of its statements. For example, any of the three languages -the English language, the UML language, or predicate logic -can be used as a metalanguage for representing the symbols in the domain of discourse of medicine to create a medical ontology. However, it should be noted that all the three metalanguages -English, UML, and predicate logic -themselves refer to their respective universe of discourse and each of them, therefore, represent an ontology in their own right. However, as has been noted, uninterpreted logic languages such as predicate logic, conceptual graphs, or Knowledge Interchange Format (KIF) are ontologically neutral 1 because they impose no constraint on the subject matter to be represented and, thus, any lowerlevel ontology (i.e., lower-level language) can be represented using them [Sowa, 1999, p. 492 ]. This approach is preferred to ensure minimal encoding bias [Gruber, 1993b] .
III. ONTOLOGIES AND THE INFORMATION SYSTEMS DISCIPLINE
One of the major goals in every discipline is to define and categorize terms, concepts, and phenomenon of interest to that discipline to create a common language and to advance knowledge in the discipline. While all disciplines deal with the philosophical notion of ontology, the role of ontology is much more pronounced and its impact is much more widespread in the IS discipline. Unlike other disciplines, one of the major pursuits in the IS discipline is to create knowledge about the phenomenon of "knowledge" itself and of its raw material -information [Dretske, 1981 , Nonaka, 1994 . Further, information systems artifacts are themselves embodiments of human knowledge [Armour, 2000 , Kishore et al., 2004b and they, therefore, explicitly or implicitly encapsulate ontologies about the discourse universes represented by them. Thus, in our opinion, the IS discipline is much closer to both ontology and epistemology than other typical business and management disciplines.
Research in the IS discipline that deals with ontologies in an explicit manner can be classified under two major streams.
Creating IS ontologies
1 This statement is not entirely true because any language at any level makes assumptions about the fundamental entities and relationships that exist in its universe of discourse. As aptly stated by Sowa, "the starting primitives cannot be defined in terms of anything more primitive; they can only be specified indirectly by their relationships to other concepts in the system" [Sowa, 1999, p. 76] . Therefore, it is wise to use a meta-ontology that is not only formally specified and rigorous but also exhibits minimal ontological commitment [Gruber, 1995] .
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These streams are discussed in more detail in the following paragraphs.
CREATING INFORMATION SYSTEMS ONTOLOGIES
Creating ontologies about the IS universe (i.e., the IS discipline) is a fertile area of research pursuit in the IS discipline as it is perhaps an area of inquiry in other disciplines. However, this pursuit goes beyond other disciplines in that the IS ontologies are not created just for the sake of understanding and reasoning about the IS universe but they also serve as meta-ontologies for the IS discipline. Therefore, we classify IS ontologies into two broad types.
1. Ontologies of information systems 2. Ontologies for information systems.
These two types of ontologies are now discussed.
Ontologies of Information Systems
Ontologies of information systems include attempts to capture a comprehensive ontology of all the concepts and relationships among them that are pertinent to understanding and reasoning about the information system and related universes. These ontologies are essentially the extension of the information systems discipline or a knowledge base of all information systems concepts. Such ontologies range from simple taxonomic structures to more elaborate and axiomatic ontologies.
Examples of simple taxonomic ontologies that capture the knowledge structure within the IS and computing disciplines are the IS keyword lists [e.g., Barki et al., 1988 , Barki et al., 1993 [Wand and Weber, 1989 , Wand and Weber, 1990 , Wand and Weber, 1993 which is based on Bunge's philosophical ontology [Bunge, 1977 , Bunge, 1979 , the Framework for Information Systems Concepts (FRISCO) ontology produced by the FRISCO task group within Working Group 8.1 of the International Federation of Information Processing (IFIP) [Falkenberg et al., 1998 ], and Alter's work systems and information systems ontologies [Alter, 1999] . These three IS ontologies are similar in that they attempt to identify and formalize the fundamental concepts in the IS discipline but differ greatly in terms of the amount of detail they capture in the ontology about the IS universe.
The FRISCO ontology is perhaps the most detailed ontology. It not only provides an informal ontology with 37 concepts, 15 assumptions, and 41 textual definitions, but is also a formal ontology that is expressed using first order logic and contains 15 primitives, 2 axioms, 11 functions, and 49 formal definitions. Alter's ontology is an informal ontology and provides a total of 106 "fundamental concepts" (FCs) including 10 first layer FCs and 96 second layer FCs. Wand and Weber's ontology is a formal ontology primarily geared towards analyzing the static and dynamic aspects of information systems and to examine the question of what constitutes a good decomposition in information systems.
Ontologies for Information Systems
Ontologies for information systems are similar to the first category of IS ontologies in that they also attempt to identify and capture the fundamental concepts about the IS universe. However, these ontologies differ from ontologies in the first category in that these ontologies are specifically and expressly designed as IS modeling/programming languages. They contain appropriate Computational Ontologies and Information Systems: I. Foundations by R. Kishore, R. Sharman, and R. Ramesh syntax and semantics to be used for modeling and implementing specific information systems artifacts (e.g., system models, entire systems, and skeletal systems or frameworks) [Kishore et al., 2004b] .
These ontologies are the intension of the IS discipline because they provide a representation vocabulary for modeling and representing information systems. This category of ontologies can be further sub-divided into three sub-categories:
• IS modeling grammars,
• general-purpose computer programming languages, and
• special-purpose computer languages/formalisms.
Grammars. IS modeling grammars are used for modeling of information systems artifacts. Some of the commonly-used grammars include the ER, Data Flow Diagram (DFD), PetriNet, State Transition Diagram, StateCharts, and UML modeling grammars.
General-Purpose Computer
Programming Languages, such as C, C++, and Java languages, also qualify as ontologies for information systems because they embody the possible concepts and relationships in a universe of discourse, even though this universe is closer to the computing machine and mathematics than to the social and organizational aspects that are an integral part of business information systems.
Special-Purpose
Computer Languages/Formalisms, such as KIF, conceptual graphs, OIL/DAML, and Ontolingua are designed specifically for developing and implementing application and domain ontologies and are discussed in more detail in the companion paper . While ontologies in this sub-category can be readily identified as meta-ontologies, IS modeling grammars and general-purpose computer programming languages are also essentially meta-ontologies. For example, the ER formalism can be used to create an ontology of entities and relationships in a particular domain (such as in the human resources area within a firm or more generally within an industry). State Transition Diagrams can be used to create an ontology of states, triggers, and transitions that various entities within a domain undergo. In a manner similar to special-purpose ontology development languages, general-purpose programming languages can also be used to implement ontologies on the computer although these languages may not be as efficient as special-purpose languages because they are designed primarily to implement information systems and not ontologies.
Ontologies for information systems differ in their formality. While all computer programming languages -both general-purpose and special-purpose -provide very formal syntax and semantics for developing and implementing ontologies and information systems, some IS modeling languages are quite formal (such as PetriNets and StateCharts) while others are only semi-formal (such as ER model and DFDs).
APPLICATIONS OF ONTOLOGIES IN THE INFORMATION SYSTEMS DISCIPLINE
A more recent stream of research deals with application of philosophical (top-level) and computational ontologies in the IS discipline. Research is being undertaken in this stream in the two fertile areas discussed next.
Evaluation of IS Modeling Grammars using Philosophical Ontologies
As discussed in the previous subsection, IS modeling grammars are themselves ontologies that provide symbols and language for modeling of the real world. However, the symbols, axioms, and rules these grammars provide and the assumptions they make are not always explicit or obvious. Further, these grammars may provide guidelines that are sometimes confusing or even conflicting. For example, the ER formalism provides two basic constructs -entities and relationships. The question is when something is an entity and when it is a relationship. For example, is marriage between two individuals an entity or a relationship? The basic ER formalism is silent about this aspect and a data modeler is free to model marriage as either an entity (with its own attributes, e.g., data of marriage) or as a relationship. However, the constructs and semantics of much narrower ontologies such as the IS modeling grammars can be evaluated using top-level philosophical ontologies.
Several researchers used such an ontological analysis approach to evaluate the notation and semantics of various conceptual modeling grammars. For example, Wand et al. [2000] evaluated the relationship construct in the ER model based on the BWW ontology. Their ontological analysis not only provides precise definitions for the conceptual modeling constructs, but also derives rules for the use of the relationship construct in the ER conceptual modeling grammar. Milton et al. [2003 Milton et al. [ /4, 2002 [Scheer, 1999] . In addition, the BWW ontology was used to evaluate data flow diagrams [Wand and Weber, 1989] , objectoriented modeling [Evermann and Wand, 2001 , Parsons and Wand, 1997 , Takagaki and Wand, 1991 , and reference models in information systems development [Fettke and Loos, 2003 ].
Further, Wand and Weber [2002] also identified evaluation of the expressiveness of conceptual modeling grammars to assess their strengths and weaknesses as a future research opportunity.
Ontology-Driven Information Systems
There is growing recognition that ontological principles and concepts need not be restricted to the traditional domains of knowledge inquiry, but can be fruitfully applied to and developed further in the broader field of information systems [Guarino, 1998 , Studer et al., 1998 , Uschold and Gruninger, 1996 . This recognition led to the notion of "ontology driven information systems" [Guarino, 1998 ], a concept that, although in a preliminary stage of development, opens up new ways of thinking about ontologies and IS in conjunction with each other. Guarino suggests that the idea of ontology-driven IS covers both the temporal and the structural dimensions of IS. A brief overview about the notions of ontology-driven information systems as developed by Guarino [1998] follows; however, the reader is referred to the original paper by Guarino for a complete discussion of this topic.
Guarino's View. From the perspective of the temporal dimension, ontologies can be used in IS both during the development time or run-time. When domain and task ontologies [Van Heijst et al., 1997] are used during development time, the semantic content about the domain contained within those ontologies can be easily transformed and translated into IS components, thereby enabling knowledge reuse, reducing the cost of conceptual analysis, and assuring the ontological adequacy of the IS [Guarino, 1998] . Guarino [1998] also suggests that even a high-level generic ontology consisting of coarse domain-level distinctions among the basic entities of the world and meta-level distinctions about kinds of classes and kinds of relations can also be used as a tool, similar to a CASE tool, during development time to increase quality of the analysis process. Ontologies can also be used during run-time as another component of an ontology-driven information system to enable communication among software agents. It is to be noted that software agents communicate with each other using messages whose meaning can be understood with reference to an ontology that the communicating agents commit to using.
From the perspective of the structural dimension of IS, all the three components of information systems (databases, user interfaces, and application programs) can use ontologies in their own ways [Guarino, 1998] 1997] can be used effectively during the development time for requirements analysis and conceptual modeling. Further, the resulting conceptual model for the domain application can be converted into a computer-processable ontology which can support "intensional 2 queries" to provide information about the meta-data content of a particular database.
• A common top-level ontology can be used for information integration because it can assist in developing a common conceptual schema for a large data warehouse by integrating a number of heterogeneous conceptual schemas for underlying databases.
• Domain ontologies can be used to generate user interfaces that check for constraint violations which are encapsulated within the generating ontologies, as was done in the Protégé Project [Guarino, 1998 ].
• Ontologies can be used effectively in both the static and procedural portions of application programs [Guarino, 1998 ]. The static portion of application programs encode some knowledge about the domain in terms of class and type declarations whereas the procedural portion of the programs embed knowledge about domain procedures and business rules. If procedural knowledge embedded within a program is explicitly represented outside the program rather than implicitly represented within the program, the system turns into a classical knowledge-based system which can be supported by a core knowledge base and ontologies [Guarino, 1998 ].
Thus, ontologies can be used in several areas in information systems both during development time and run-time. These applications are covered under the rubric of ontology-driven information systems. Further, as can be seen from the above discussion, the notion of ontology-driven information systems is much broader in scope than the traditional knowledge-based or databasedriven systems, which can in fact benefit from an application of computational ontologies.
IV. ONTOLOGICAL ENGINEERING
The discussion in Sections II and III lays out the foundations of Ontology-Driven Information Systems in terms of their basic principles and structure. In this section, we focus on the methodology for conceptualizing and developing ontologies and extending them to information systems design. The methodology for ontology construction can be viewed as the backbone of the emerging discipline of Ontological Engineering.
Ontological engineering is concerned with finding the right answers to the following key questions:
• What is the purpose for which an ontology is needed?
• What skills are needed in conceptualizing and building the ontology?
• What constitutes the proposed ontology?
• What methodology is to be used in ontology development?
In many ways, ontological engineering can be likened to the process of traditional information systems development, where we begin with informal and formal systems analysis, continue with conceptualization of system models, leading to logical and physical designs of systems. Ontological engineering is quite similar, except that the domains of analysis can be very large and the knowledge capture and representation mechanisms can be quite varied. Therefore, ontology
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PURPOSES OF ONTOLOGIES
Noy and McGuinness [Noy and McGuinnss, 2002] summarize the following major purposes:
1. enable a shared understanding of the structure of information among people and agents, 2. enable information reuse in applications, 3. make the assumptions underlying an IS implementation explicit and well-understood, 4. specify the knowledge embodied in an ontology at an appropriate level of granularity (universe, bounded universe, domain, operational), and 5. apply the ontological structures at different stages of IS development: analysis, conceptualization and design.
In particular, these broad purposes translate to following specific objectives:
1. Can we create some high-level templates that systems analysts could use to capture data on user requirements and structure them in some standardized manner [Storey, 2002] ?
2. Can we enable communication among analysts and interoperability among systems when dealing with diverse system components [Uschold et al., 1998 ]?
3. Can we create design templates at various levels of granularity that would lead to rapid systems design and development [Kishore et al., 2004b] ?
4. Can we enable various systems engineering requirements such as re-usability, search for services in some repository, develop and maintain reliable systems and ensure persistent systems growth [Jasper, 1999] ?
5. Can we enable interoperability among heterogeneous systems through a shared understanding at a meta-level ontology [Paton et al., 1999] ?
Obviously, ontologies have been developed and continue to be developed for such diverse objectives. In particular, based on a study of various ontologies, Jasper and Uschold [1999] identify four broad categories of ontologies:
• Ontology for knowledge reuse,
• Ontology as specification,
• Ontology as a provider of common access of heterogeneous information and
• Ontology as a search mechanism.
In any case, the fundamental step in ontological engineering is a precise enunciation of the objectives for which an ontology is needed. Clearly, the scope and thrust of ontological engineering will increase as more needs for ontological support in IS development arise.
ONTOLOGY-BUILDING SKILLS
To build meaningful and tractable ontologies, the following skills are needed:
• Conceptual modeling skills
• Domain-specific expertise
Computational Ontologies and Information Systems: I. Foundations by R. Kishore, R. Sharman, and R. Ramesh
• Systems engineering skills.
The conception of an ontology basically begins with an enunciation and modeling of the concepts, their relationships, and behaviors embodied in an ontology. As a result, extensive conceptual modeling constitutes the core of the ontology development process. The scope and thrust of an ontology would determine the extent of domain expertise and systems engineering skills required. When a universe of discourse is vast or when an ontology is used as a purely explanatory device as in the philosophical discipline, the emphasis on ontology-building skills shifts more towards the core conceptual modeling skills. However when an ontology becomes more and more applied, especially as an IS tool for software engineering, the emphasis tends to be more significantly shared among the three skills. Hence the objectives for which an ontology is developed guide the skills needed rather closely.
CONSTITUTION OF AN ONTOLOGY
As described in Section II, the perspectives on what constitutes an ontology vary significantly from the philosophical to the more applied disciplines. We adopt a more applied view in this section, especially in the IS context. Using Gruber's [1993a] definition of an ontology as a specification of conceptualization, we can regard it as an embodiment of:
• concepts,
• relationships, and
• behaviors These three components constitute the structure of an ontology.
Concepts contain distinctions, are related to one another, and display various behaviors. The distinctions are usually described as in a taxonomy with a view to describe the various concepts constituting the universe of discourse.
A similar taxonomy of distinctions among the various possible relationships could also be envisioned. We term these distinctions of concepts and relationships as basic. Then, applying the different types of relationships among the concept distinctions, various binary and n-ary related concept distinctions could be derived. We term such distinctions as extended.
The behavior construct describes the dynamics of the basic and extended distinctions such as interactions, communication, workflow and states of existence of the distinctions [Eriksson and Penker, 2000] . Together, the basic and extended distinctions with their behaviors yield both axiomatic principles of ontology construction and usage; combining the axioms with the basic assumptions and structure of an ontology, constraints on ontology application can be derived. The ontology structure, its assumptions, axioms and constraints together yield the basic building blocks for the design of a wide array of IS systems and solutions.
ONTOLOGY CONSTRUCTION: THE CUE-N-ANCHOR GUIDED STRATEGY
A fundamental question that always arises when embarking on an ontology project is: How to build an ontology? Several researchers [e.g., Borst et al., 1997 , Fernández et al., 1997 , Holsapple and Joshi, 2002 , Kishore et al., 2004b , Noy and McGuinnss, 2002 , Uschold, 1996 , Uschold and Gruninger, 1996 , Uschold et al., 1998 ] proposed methodologies for ontology construction based mostly on their personal experiences. Although these approaches are influenced by their personal styles and preferences, certain common themes and directions emerge from a study of their recommended techniques. We synthesize these ideas into an evolving strategy for ontology development in this subsection.
At the outset, we set out with two caveats: (1) no ontology is complete and (2) no methodology is perfect. Consequently, the best one can do is to adopt an evolving strategy for ontology construction in a heuristic sense; the strategy may have to be refined, adjusted and even course-Computational Ontologies and Information Systems: I. Foundations by R. Kishore, R. Sharman, and R. Ramesh corrected as the ontology begins to take shape. In this process, the ontology builder may need to revisit some of the earlier developments to refine and strengthen the ontology based on the persistent learning that occurs throughout the development process. This procedure is not a prespecified and fully structured iterative process; clearly, such a prescription may not work with most ontology builders. Instead, we suggest a non-fully specified, semi-structured strategy of crisscrossing among the various developments that occur during the process. As a result, the proposed strategy is evolutionary, heuristic, but guided throughout. Hence, instead of presenting the proposed strategy as a sequence of steps, we introduce it as a set of guidelines which developers could use as they see appropriate.
Guideline 1: Define the area and scope of the ontology as best as you can.
To define the area and scope, we need a fairly clear understanding of the purposes for which the ontology is being built, the skills required in its development, and at least an approximate idea of the ontology constitution and its application. In this regard, a focus on the specific goals of the ontology is essential. While the criteria for evaluating an ontology suggested by Gruber [Gruber, 1995] are more appropriate while actually developing the ontology, we suggest the notion of informal competency questions proposed by Gruninger and Fox [1995] at this stage. Competency questions are essentially queries about the scenarios for which an ontology is designed and which the ontology should be able to answer. The idea behind these questions is to ensure that the ontology being developed is competent enough to respond to queries that may be posed to a future system that uses this ontology as a foundation. These questions can be used to guide the scope definition, such as what ontology is needed, what should be its level of detail, and will it serve our purpose and similar inquiries.
Guideline 2: Perform a baseline analysis.
The baseline analysis consists of two tasks: (1) brainstorming and (2) review of existing ontologies and relevant literature. Uschold and Gruninger [1996] suggest the use of sustained brainstorming sessions 3 to produce all relevant concepts and relationships, eliminating redundancies and ambiguities, and building a tentative structure of the ontology. Activities in the review task may be carried out either concurrently or in some sequence. In this task, other ontologies should be reviewed with the following questions in mind:
• How have they been constructed?
• How do they represent knowledge?
• How are they used?
• What construction approaches, representation structures and applications from the existing ontologies are relevant to our needs?
• In what manner can they be used for our needs? Do they help us in learning about the way (process) we can develop our ontology and associated systems? Or are they helpful in building the content (product) of the ontology and associated systems being developed? In other words, do they help us at the process level or the product level? Guideline 3: Anchor your ontology well and use cues to guide its development throughout. An ontology must be well anchored. The anchor points could be domain-specific, context-specific or even literature-specific. Clearly, the brainstorming and review components could cause significant information overload on the developers. The magnitude of information that is both available and could be generated is vast. Therefore, we suggest the following strategy:
1. Identify a set of ideas as your anchors. These ideas could come from either brainstorming or the review. The proposed ontology should be adequately grounded in these anchors so that the development effort is both guided and protected from loss of direction.
2. Identify a set of ideas as your cues. Again these ideas could come from different sources. The cues are ancillaries that could be used to both enrich the ontology as well as guide the development.
The cue-n-anchor notion is quite important to the successful development of an ontology. In this context, we differentiate between the Push and the Pull approaches to ontology development. In the Push approach, all existential evidence tends to drive ontology development and the subsequent population of its knowledge bases; this is roughly the philosopher's approach to an ontology. In the Pull approach, the developer chooses the existential evidence that is appropriate and necessary for the goals of the ontology. This applied strategy and is more closely allied with an engineer's approach. The cue-n-anchor notion is central to the Pull approach and is important to the development of ontology-driven information systems.
Guideline 4: Develop a glossary of terms and refine the competency questions.
The glossary should enumerate the concepts, relationships, behaviors and even rudimentary structures if possible. The competency questions 4 assume more definitive shapes and are specified formally at this stage. These questions will later be used to ensure that the ontology is complete enough to serve the ultimate needs and if is free of any internal and external contradictions. The glossary and the refined and formalized competency questions constitute the baseline ontology document.
Guideline 5: Structure the baseline glossary into a specifiable ontology using a crisscross strategy. An ontology specification could consist of (a) simple taxonomic structures, (b) specific data modeling structures such as object specifications, or (c) behavior models. A taxonomic structure usually serves as the backbone of an ontology and usually includes the basic and extended distinctions. Internal contradictions are not allowed. Standard relations such as is-a, has-a, member-of and many others could be used to structure these distinctions. Extended distinctions are then derived by overlapping the concept and relationship glossary as indicated in Guideline 4. A more formal specification of the ontology is obtained by incorporating class structures and their properties (such as slots and facets within the extended distinctions and by linking the distinctions to different behavior models. A detailed discussion about the class structures and properties is contained in the companion paper . Finally, the axioms and constraints are derived by applying logical and evidential reasoning. The emerging structure should then be tested for soundness using the constraints. By soundness we mean that the ontology is unambiguous and coherent with no internal contradictions 5 . This guideline constitutes the verification and validation steps in ontology construction.
Computational Ontologies and Information Systems: I. Foundations by R. Kishore, R. Sharman, and R. Ramesh Example. The above guideline is a major condensation of numerous steps involved in ontology construction. We next outline a crisscross strategy to weave among these steps in a coherent fashion using the following simple illustration. Consider building a taxonomy of concept distinctions. Assume that we start with a top-down approach where we begin with a highest-level concept, and develop its distinctions using the standard taxonomic relations. We call this the decompositional structure. At some point during this process, we may observe that (a) the decompositional structure is not yet complete, but (b) we are not able to proceed further due to lack of evidential support from below. At this point, we could suspend the top-down enumeration, and begin a bottom-up process by considering individual instances of concepts and grouping them into higher-level aggregates. We call this the compositional structure. At some point during this process, we may observe that: (a) the compositional structure is not yet complete, but (b) we are not able to proceed further due to lack of conceptual support from above. At this stage, we could suspend the bottom up process and resume top-down decompositional process that could be aided by compositional structure built so far. By crisscrossing in this manner between the two processes, the two structures should be combined with tests of verification and validation at the meeting points. We used this strategy quite successfully in our MibML ontology development project.
Guideline 6: Using the Cue-N-Anchor approach, decide on integrating existing ontologies with the one being built and evaluate formal representation mechanisms. As an ontology is being built, existing ontologies may be found that could well be integrated with the current one in order to achieve the specified purposes. This integration could occur at two levels: (1) knowledge capture level and (2) knowledge level. At the knowledge capture level, the baseline ontology being constructed could benefit from well-understood knowledge capture mechanisms used in existing ontologies. These mechanisms could be used to extend, refine, and even simplify the current ontology. At the knowledge level, existing ontologies could yield representational concepts, tools and other artifacts to enrich and simplify the current ontology. Again, since the world of ontologies is vast, we recommend the Cue-N-Anchor approach. In a similar vein, a representation mechanism and an implementation tool for the ontology being built should be determined based on a survey of existing ontologies.
Guideline 7: Develop the formal representation of the ontology. The formal specification should include:
1. the foundational conceptual model of the universe being modeled at appropriate levels of granularity, and 2. the full schema of the ontology describing the concept-relation structures, behavior models, assumptions, axioms and constraints, and proofs of bounded completeness and soundness of representation.
The formal representation should be evaluated using the fully specified formal competency questions (Guideline 4) and also Gruber's [1995] criteria for evaluating ontologies. This step could involve both logical and empirical evaluations of the ontology, identification of logical flaws, structural flaws, inadequacies in bounded completeness, and other application deficiencies. The correction of these deficiencies may take the designer to any of the earlier stages in ontology development described in these guidelines.
only if it takes a form that makes it impossible for the premises to be true and the conclusion nevertheless to be false. Otherwise, a deductive argument is said to be invalid" [Fieser and Dowden] .
V. FUTURE RESEARCH DIRECTIONS
Research on computational ontologies, ontological engineering, and ontology-driven information systems are fertile areas of academic pursuit with practical implications. While a complete enumeration of all the research directions in these areas is daunting, we highlight some of the research themes we believe are important and provide guidelines in the following discussion.
DOMAIN ONTOLOGIES
For an ontology to be useful over the long haul, the issue of mapping an ontology to other parts of the system such as databases, user-interfaces, organizational processes needs to be addressed better [Ding and Foo, 2002] . Theoretical and empirical foundations for this kind of mapping need to be established 6 . We also need theoretical, empirical, and best practice papers that provide better guidance to the community, in integrating ontologies into existing information systems. Integration of top-level ontologies with domain level ontologies needs to be established on a much firmer footing.
Ontology needs to be developed in several domains so that information systems can be built upon them. One such area is semantic nets where we see significant development ongoing. Besides semantic nets, research on the ontological foundations of the following domains are highly promising: learning ontologies in application domains such as new product development, immersive learning environments, co-design of business and IT systems, web services, the emerging notion of the semantic web and other organizational process models in systems development. Furthermore, we envisage the arrival of a new field of enquiry -onto-mining -that deals with mining ontologies for knowledge discovery and application in several domains.
SPECIAL-PURPOSE REPRESENTATION VOCABULARIES FOR THE INFORMATION SYSTEMS DISCIPLINE
The creation of a complete ontology of a discourse universe (i.e., an extension consisting of ontological instances of the various concepts in the universe) is the ultimate goal from the perspective of knowledge codification and knowledge sharing in any universe. However, the first step towards achieving this goal is the creation of representation vocabularies that can be used to describe and model the ontological instances in an appropriate ontology. As discussed in Section III, conceptual modeling grammars provide representation vocabularies for the IS discipline. However, akin to general-purpose tools most of these grammars and vocabularies, such as DFDs, ER model, UML, and PetriNets are general-purpose vocabularies in the sense that they can be used to model any and all information systems. However, because these grammars are general-purpose vocabularies, they are not geared towards particular types of information systems and, thus, do not provide efficient tool sets for meeting the needs of these bounded universes. Recognizing this limitation of the general-purpose vocabularies, for some time researchers have been developing special-purpose representation vocabularies. Examples of such special-purpose grammars include the Smart Object Model for modeling of complex operations management systems [Vaishnavi et al., 1997] , the SEAM model [Bajaj and Ram, 2002] , the language/action perspective [Flores et al., 1988 , Winograd, 1987 , the metagraph approach [Basu and Blanning, 2000] , and the XRL language [van der Aalst and Akhil, 2003] for modeling of workflow systems, and the IA framework [Pan and Tenenbaum, 1991] , the ADEPT framework [Jennings et al., 2000] , and the MibML conceptual modeling grammar [Kishore et al., 2004a , Zhang et al., 2003 , Zhang et al., 2004 for modeling multiagent systems. While the IS discipline is making progress in grammars, clearly a need exists for more special-purpose vocabularies as the Web and the multiagent systems architectures become more prevalent and widespread.
ONTOLOGIES AND LEARNING MODELS
Learning is central to the ontology development process. Ontologies evolve from a combination of domain knowledge capture, conceptual modeling of knowledge constructs, structural modeling of knowledge representation and inference mechanisms, and populating the knowledge bases. Learning is central in each of these components. Single-loop and double-loop learning mechanisms [Argyris, 1983] which are widely studied in the behavioral sciences literature can be adopted in developing each of these ontology components. The organizational learning literature focuses on four fundamental principles: (1) Organizational learning involves a tension between assimilating new learning (exploration) and using what has been learned (exploitation), (2) Organizational learning is multilevel: individual, group, and organization, (3) These three levels of organizational learning are linked by social and psychological processes: intuiting, interpreting, integrating, and instutionalizing ( the 4I's), and (4) Cognition affects action (and vice versa) [Crossan, 1999] . The 4I's are related in feed-forward and feedback processes across the levels. Diagnostic systems are needed in enterprise learning processes to ensure that individuals are following institutionalized methods. Development of enterprise system-wide ontologies incorporating the underlying dynamic learning mechanisms would be valuable in these processes. Research is needed in ontological analysis of the feed-forward mechanisms (representing an innovation for instance) as they relate to the feedback mechanisms (representing what has been learned and adopted from the innovation). Since ontologies are known to increase the potential for knowledge reuse and sharing [Uschold and Gruninger, 1996] , ontological bases for organizational learning would considerably improve communication between people with different needs, viewpoints and contexts, and enhance interoperability among organizational processes and systems. In this context, ontologies can be used in knowledge sharing in complex industrial applications [Borst et al., 1997] . Knowledge sharing across domains can be facilitated by using general and abstract ontological super theories such as mereology, topology, graph theory, and systems theory as building blocks underlying the learning and adoption processes involved. Some of these approaches are illustrated in Landes et al. [1999] , Gruber [1993a] , Motta et al. [2000], and Mulholland, et al. [2001] . Developing ontological approaches to supporting experiential learning processes in organizations is an important area for future research [Shipman and Marshall, 1999] .
ONTOLOGY MINING
Mining ontologies for knowledge derivation and development is a new area of research. Mining the underlying ontology structures can renew or extend existing knowledge bases and eventually lead into unexplored territories. Ontology mining can be viewed in terms of two complementary components:
1. mining domain knowledge bases to construct or extend domain ontologies, and 2. mining domain ontologies to derive extended knowledge on the underlying domains.
Some of the major efforts in these research directions include the Gene Ontology (GO) mining project [Ashburner, 2000] , ontology mining in text based systems [Maedche and Staab, 2000] , grid based mining and knowledge discovery , data mining ontology for grid computing [Cannataro and Comito, 2003 ], mining web-based data ontologies for intelligent answering processes and multiagent systems [Li and Zhong, 2003] , adapting the traditional data mining techniques to ontology mining [Wrobel et al., 2003] , ontology-based multimedia data mining for design information retrieval [Simoff and Maheri, 2002] , Intelligent Assistance for the Data Mining Process [Bernstein et al., 2002] , and many more applications. Several applications of ontology mining appeared in emerging areas such as the semantic web, web services architectures, virtual community design, digital entertainment, and new product development processes in manufacturing systems. Developing new methods of ontology mining in application domains by deriving from and employing foundational theories, tools and techniques of ontology (Section II) is an important research direction as are innovative approaches to the ontology building process by extending the data mining techniques.
VI. CONCLUSION
This paper presented and discussed the foundations and definitions of computational ontologies, their creation and application in the IS domain, and key topics in ontological engineering. We provided a number of definitions and categorizations for ontologies available in the literature and reconciled them (Section II).
We discussed the distinction between ontologies and meta-ontologies. We also distinguished between ontologies of IS and ontologies for IS. We discussed the creation of ontologies of both these types because they are a fertile research area in computational ontology. Ontologies of IS include IS keyword lists, the ACM Computing Classification System, organizational knowledge management ontologies, the Bunge Wand Weber (BWW) ontology, the FRISCO ontology, and Alter's work systems and information systems ontologies. Ontologies for IS include IS modeling grammars, general-purpose computer programming languages, and special-purpose computer languages/formalisms. Although hundreds of ontologies for IS exist, only some of the more prominent ones in these areas are discussed briefly in the paper.
We discussed the application of computational ontologies in the IS discipline in two particular areas: evaluation of IS modeling grammars and ontology-driven information systems. We outlined some past research and current work being done in Section IV.
In Section V we discussed development of computational ontologies, or ontological engineering, including a discussion on the purposes computational ontologies serve, the ontology building skills, and the constitution of an ontology 7 . We synthesized ontology construction guidelines provided in the literature into a Cue-N-Anchor guided strategy for ontology construction and presented seven guidelines that emerge from this synthesis.
The paper concludes with a number of future research directions, including domain ontologies, special-purpose representation vocabularies for the IS discipline, ontologies and learning models, and ontology mining.
A companion paper, Volume 14, Article CYC [Lenat and Guha, 1990 ]: CYC was developed as a general top-level ontology for commonsense knowledge to facilitate reasoning in the AI field. The root of this ontology is also called a thing but thing in this ontology does not possess properties of its own. Thing is divided into individual objects, intangibles, and represented things. CYC contains more than 10,000 concept types used in the rules and facts encoded in the knowledge base. All concepts in the CYC ontology are connected to each other through axioms and rules.
WordNet [Miller, 1990] : Wordnet is one of the most well-developed lexical ontologies and provides an online lexical reference system. Version v2 of WordNet is used by some dictionaries on the web (e.g., www.dictionary.com ). WordNet distinguishes between nouns, verbs, adjectives, and adverbs and organizes lexical objects (categories) in the ontology semantically in these toplevel distinctions (categories). WordNet also organizes lexical objects in synnets which are essentially networks of synonyms. There are a total of 70,000 synnets in WordNet.
Generalized Upper Model [Bateman et al., 1994]:
Generalized Upper Model is also a top-level ontology that was designed in the AI field to support natural language processing in English, German, and Italian. The top-level concept in this ontology is called an um-thing which is divided into three categories: configuration, element, and sequence. This ontology is purely a taxonomic ontology and does not connect the concepts in the taxonomy through axioms and rules. It was developed with the assumption that all axiomatic information about linguistic concepts will be encoded in the natural language processing programs.
Sowa's Upper-Level Ontology [Sowa, 1999 ]: Sowa's ontology is an upper-level ontology that is strongly rooted in philosophy. Sowa synthesizes the ontologies and ontological notions proposed by Heraclitus, Peirce, and Whitehead into an ontology at the root of which is the symbol T for universal type. T is split along three distinctions or dimensions. The first dimension divides T into physical and abstract categories which are further divided into three sub-categories each based on Peirce's distinction of firstness, secondness, and thirdness. T is also divided along another dimension into three other categories, namely, independent, relative, and mediating. Finally, it is also divided into continuants and occurrents. Thus, the entire ontology is represented as a lattice of 12 categories that are derived by forming combinations of the three basic distinctions.
General Ontological Language (GOL) [Degen et al., 2001] : GOL is an upper-level ontology that was developed to overcome limitations of the ontology of sets. In GOL, the entities of the real world are either sets or urelements. Urelements are further divided into individuals and universals. Individuals belong to the realm of concrete entities, which means that they exist within the confines of space and time. Universals are entities that can be instantiated simultaneously by a multiplicity of different individuals that are similar in given respects. Individuals are further classified into substances, moments, chronoids, topoids, and situoids. A substance is that which can exist by itself. A moment is an entity which can exist only in another entity. A situoid is a part of the world that can be comprehended as a coherent whole and does not need other entities in order to exist. Situations are situoids at a time to represent a snap-shot view of some part of the world. Chronoids and topoids are instances of the universals Time and Space, respectively. Relations are entities which glue together the things of the real world. GOL is a fully-axiomated top-level ontology.
IEEE Standard Upper Ontology (SUO) [IEEE, 2003]:
SUO is one of the latest ontology projects. It was undertaken by the IEEE Standard Upper Ontology Working Group (SUO WG) to specify an upper-level ontology that will support computer applications such as data interoperability, information search and retrieval, automated inferencing, and natural language processing. This ontology is currently under development. IEEE SUO WG defined an information flow framework that comprises three metalevels -top, upper, and lower -at which upper-level ontologies exist. SUO project is an attempt to reconcile a number of existing upper level ontologies including the Knowledge Interchange Format [Genesereth, 1992] and to create a comprehensive and fullyaxiomated upper-level ontology that contains between 1000 and 2000 terms which provide a common structure for low-level domain ontologies of much larger size and more specific scope. 
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