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1 Introduction
L’inte´reˆt de l’utilisation des biopuces cdna pour la ge´ne´tique n’est plus a`
de´montrer [EISE-99]. Cette technologie complexe arrive maintenant a` une cer-
taine maturite´ et son utilisation s’e´tend notamment dans la mode´lisation des re-
lations ge`ne expression individu. De ce fait, le de´fi actuel est l’ame´lioration de
la pre´cision des mesures re´alise´es de fac¸on a` augmenter la qualite´ des expres-
sions estime´es et donc les re´sultats fonctionnels. En effet, le plus souvent les
re´ponses cherche´es jusqu’a` pre´sent e´taient binaires, alors que maintenant la re-
cherche s’oriente vers des mesures moins tranche´es ou` l’on veut mesurer un quan-
tum d’expression.
D’un point de vue concret, l’utilisation des biopuces fait appel a` des technolo-
gies tre`s diffe´rentes. Les sources d’impre´cision dans le process de production sont
nombreuses et il est donc fondamental de maıˆtriser chaque e´tape et d’appliquer
avec rigueur chaque proce´dure.
Parmi toutes les e´tapes, celle du traitement d’images est une des plus impor-
tantes et certainement celle ou` les gains de pre´cision les plus importants peuvent
eˆtre obtenus [BROW-01] [KATZ-02]. Cette phase est aussi celle ou` les risques
d’erreurs sont les plus grands, car la qualite´ des mesures re´alise´es est e´videmment
affecte´e par toutes les e´tapes pre´ce´dentes. Le travail pre´sente´ ici s’attaque donc a`
l’ame´lioration du calcul des expressions en proposant une nouvelle me´thode de
segmentation des images.
La premie`re motivation de ce travail est de construire une me´thode de trai-
tement d’images plus ge´ne´rique que celle propose´e par les concepteurs de robot
spoteur et de scanner a` biopuces. En effet, ces derniers sont souvent associe´s a` des
logiciels de traitement d’images de´veloppe´s dans le but d’utiliser les me´tadonne´es
de´crivant la lame fournie par les robots d’un meˆme constructeur [YANG-02]. Ceci
complique en particulier les comparatifs entre des biopuces produites avec des
appareils diffe´rents et donc les e´changes de donne´es images entre laboratoires.
L’utilisation conjointe de lames produites avec du mate´riel he´te´roge`ne. est tre`s
complexe et la gestion de l’obsolescence des robots spoteur est un gros proble`me.
Ce travail vise aussi a` arriver a` une qualite´ plus importante de segmentation
des images et en particulier a` ge´rer correctement les de´formations de spots, a` cor-
riger au mieux les de´placements de sonde et donc a` fournir les meilleurs masques
possibles pour le calcul des expressions malgre´ les diffe´rents bruits pre´sents.
La me´thode propose´e ici est originale car elle combine des approches diffe´rentes
pour chaque e´tape ne´cessaire a` la de´tection des spots. Elle s’inspire de me´thodes
utilise´es dans d’autres contextes tels que la te´le´de´tection sur image SAR qui sont
e´galement acquises en lumie`re cohe´rente et pre´sentent donc le meˆme genre de
bruit [GOOD-76]. Elle pre´sente aussi l’inte´reˆt de faire intervenir au minimum un
ope´rateur tout en tole´rant l’utilisation d’images issues de mate´riel quelconque.
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Ce document est pre´sente´ en trois parties : la premie`re consacre´e au contexte
de cette e´tude, la seconde traitant du proble`me de positionnement de la grille sur
l’image et la dernie`re pre´sentant notre me´thode de segmentation et ses re´sultats.
2 Contexte
comme cela est dit plus haut, le calcul de l’expression des spots ne´cessite deux
e´tapes pre´liminaires de traitement, une de localisation grossie`re des zones ou` se
trouvent les sondes sur l’image, nous l’appellerons positionnement de la grille, et
une re´alisant le calcul de la liste des pixels appartenant a` un spot, que nous appel-
lerons segmentation. Le positionnement est essentiel pour e´viter des erreurs dra-
matiques d’association risquant de conduire a` des re´sultats errone´s d’expe´rience
[WIER-02]. Il est couramment re´alise´ suivant deux me´thodes qui sont l’utilisation
de me´tadonne´es ou l’association zone-spot apre`s segmentation de l’image.
– l’utilisation de me´tadonne´es ne´cessite l’emploi d’appareils et de logiciels
d’un unique constructeur ou au minimum une interope´rabilite´ entre tous les
acteurs de la chaıˆne. Le repe´rage des spots se fait donc a priori en utili-
sant la position des de´poˆts fournis par le spoteur et la position de la zone
image´e fournie par le logiciel pilotant le scanner. Pratiquement, ces donne´es
sont inscrites dans des fichiers qui sont e´change´s entre les postes servant
au traitement. Pour que le positionnement re´ussisse, il faut que tous les fi-
chiers soient de´code´s sans erreur par tous les e´le´ments de cette suite de
logiciels. Cela pre´sente le de´faut principal de condamner l’utilisation de
mate´riel he´te´roge`ne et de ne pas tenir compte des variations de position des
spots apre`s le de´poˆt.
– la strate´gie inverse de la pre´ce´dente me´thode consiste a` re´aliser la seg-
mentation de l’image en spot puis a` plaquer dessus la grille des sondes
fournies par le spoteur [WEE-03]. Le but de cette me´thode est de corri-
ger les e´ventuels effets de glissement des spots ou autres artefacts intro-
duits durant la production de la lame, la phase d’hybridation et l’acquisi-
tion de l’image. Il s’agit ici soit de processus d’association individuelle de
spots, soit de me´thode associant recherche des blocs de de´poˆt et associa-
tion des spots dans les blocs. Apre`s l’essai de diverses variantes de cette
classe de me´thodes [KATZ-03], nous devons constater qu’il s’agit encore
d’un proble`me ouvert. En effet, ces techniques ne peuvent s’affranchir des
risques inhe´rents au glissement de sonde, aux erreurs de sens d’insertion de
la lame, ou aux images ne repre´sentant qu’une vue partielle de la lame. Le
risque de non de´tection comple`te d’une ligne ou d’une colonne de la bio-
puce ne peut eˆtre ne´glige´ et il conduit a` une incertitute syste´matique. Ce der-
nier cas se produit du fait de la non hybridation d’une se´rie de sondes et donc
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son ave`nement est impre´visible. De plus, la ne´cessite´ de la pre´de´tection
oblige a` traiter l’inte´gralite´ de l’image et donc introduit un risque important
de fausse de´tection de spot.
Face a` ce constat, nous proposons ici une me´thode semi-automatique de posi-
tionnement, de´crite dans la partie 3, permettant par l’intervention tre`s courte d’un
ope´rateur de corriger les de´fauts de la deuxie`me classe de me´thode de positionne-
ment sans reque´rir de me´tadonne´es et donc de mate´riel ou de logiciel particulier.
Le but de la segmentation est de se´parer les pixels d’un spot de ceux du fond.
Les me´thodes les plus couramment employe´es fonctionnent soit a` l’aide d’algo-
rithmes s’appuyant sur la reconnaissance des formes [HIRA-02] ou bien a` l’aide
de classifications base´es sur la valeur des pixels [YIDO-97].
– dans le cas ou` on utilise des crite`res base´s sur la forme, on pre´suppose
que les spots visibles sur l’image ont des caracte´ristiques ge´ome´triques
conformes aux sondes de´pose´es. Les caracte´ristiques pre´suppose´s sont donc
le plus souvent la circularite´ et la convexite´ du spot. Les techniques em-
ploye´es utilisent soit des cercles fixes, soit des cercles ou ellipses adaptatifs
mais, dans tous les cas, le positionnement et la forme sont des pre´suppose´s
[PET-04]. Bien e´videmment, ces conditions ne sont que rarement re´alise´es
et les re´sultats produits conduisent soit au rejet de nombreux spots soit a` la
prise en compte de nombreux pixels de fond dans les expressions calcule´es.
– l’utilisation de classification est base´e sur l’existence d’une diffe´rence sta-
tistique entre les valeurs des pixels de fond et ceux constituant les spots. Ces
me´thodes sont le plus souvent base´es sur l’analyse de statistiques du premier
ordre permettant de discriminer localement les pixels du spot de ceux du
fond [WEE-03]. Elles sont parfois associe´es a` des techniques de croissance
de re´gion de contours actifs qui re´introduisent l’aspect reconnaissance de
forme et a` partir d’un pre´suppose´ fort de positionnement initial.
Nous proposons ici une me´thode hybride des deux approches pre´ce´dentes
base´e sur une double prise en compte de la forme et des signaux visant a` s’affran-
chir des petites erreurs de positionnement et inte´grant des hypothe`ses de connexite´
par arc5 des spots. D’autres travaux ont de´veloppe´ des approches similaires telles
que celles base´es sur les classifications de Man-Whitney ou base´es sur des tech-
niques d’association dissociation ([BAR-06]). Notre approche se distingue par
l’emploi de crite`res topologiques de voisinage associe´ une approche statistique
e´volue´e. La partie 4 expose notre approche base´e sur une segmentation marko-
vienne.
5cela signifie pratiquement que les spots sont conside´re´s comme e´tant en un seul morceau.
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3 Positionnement de la grille
La premie`re des taˆches ne´cessaire a` la segmenation de biopuces est le repo-
sitionnement de la grille des spots sur l’image scanne´e [KULK-00]. Ce sujet a
fait l’objet de nombreux travaux, utilisant des grilles de´formables, base´s sur une
pre´de´tection des spots ou base´s sur la reconnaissance de blocs de spots [GIUL-07].
Cependant, les re´sultats de ces travaux se confrontent difficilement a` la re´alite´
des laboratoires et ont donc du mal a` positionner correctement les grilles de`s lors
que :
– La lame n’est pas mise dans le sens pre´vu dans le scanner.
– Beaucoup de spots ne sont pas exprime´s aussi bien en rouge qu’en vert.
– La re´solution du scanner peut eˆtre re´gle´e par l’ope´rateur.
– La zone scanne´e ne couvre pas la lame et l’information de positionnement
ne passe pas entre le logiciel de scan et le logiciel de traitement d’image.
Le dernier proble`me e´voque´ ci-dessus se produit de`s qu’un laboratoire dispose
de plusieurs scanners de marques diffe´rentes ou de`s que l’on produit son propre
logiciel, ce qui est notre cas. Nous cherchons e´galement a` ame´liorer les techniques
de segmentation. Il nous faut donc une information fiable de positionnement de
fac¸on a` e´viter des erreurs grossie`res. D’autre part, de`s que les laboratoires tra-
vaillent sur de petites se´ries ou testent diffe´rentes configurations, il est difficile
pour eux de maintenir des conditions d’expe´rimentation drastiques et constantes.
3.1 Positionnement global
La double incertitude induite par les spots non exprime´s et le positionnement
incertain de la lame rendent insoluble la recherche d’un positionnement automa-
tique. Ceci nous a conduit a` de´velopper une me´thode de positionnement de grille
semi-automatique qui, tout e´tant la moins contraignante possible pour l’ope´rateur
, e´limine le plus possible les de´fauts du positionnement totalement automatique.
Pour cela, nous nous sommes inspire´s de me´thodes utilise´es en cartographie. Le
positionnement global de la grille se fait donc en de´signant des pixels de l’image et
leur positions ide´ales puis en calculant une interpolation relativement a` un mode`le
de de´formation.
Le choix du mode`le conditionne le nombre de points amers minimum per-
mettant la de´termination des parame`tres qu’il contient. Ce choix doit eˆtre fait
en fonction de la physique du syste`me d’acquisition de fac¸on a` compenser les
de´formations par rapport a` la prise de vue ide´ale. Dans le domaine des scanners a`
objectif confocal pour biopuces, la prise de vue est correcte quand la lame est dans
un plan paralle`le au de´placement de l’objectif et quand l’orientation de la lame est
telle que son bord le plus long est paralle`le a` la trajectoire du centre de rotation
du bras du scanner. Dans ce cas, les lignes et les colonnes de l’image obtenue
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coı¨ncident avec les axes de la grille issus du spoteur. Les de´formations globales
de l’image sont donc de deux natures possibles suivant que l’on conside`re que
le plan de la lame peut changer ou pas. Dans ce dernier cas, les de´formations de
l’image seront mode´lisables sous forme d’une combinaison d’applications affines
en 2D dans le plan de l’image alors que dans le premier cas, il s’agira de mode´liser
un de´placement 3D dont on observe une projection.
FIG. 1 – Positionnement de la lame dans le scanner, (L) angle de lacet, (R) angle de roulis et (T)
angle de tangage.
Pour conclure sur le mode´le a` employer, il faut remarquer que les de´formations
3D sont force´ment faibles. En effet, les angles de roulis ou de tangage de la lame
sont forcement petits de part le design du scanner. Dans le cas de de´re´glage du
plan du bras, l’erreur induite sur la ge´ome´trie sera faible, mais l’erreur de lumi-
nance induite par la prise de vue confoncale sera telle que les images seront tre`s
de´grade´es [MCGO-02] [PET-02]. Il convient dans ce cas de faire re´gler le scan-
ner et de ne pas utiliser les images issues de telles mesures. Dans le cas ou l’on
soupc¸onnerait ce probleme, il conviendrait de scanner une lame deux fois en la fai-
sant pivoter horizontalement de 180 degre´s entre deux prises de vue et de mesurer
un e´ventuel gain de luminosite´ moyenne sur une meˆme zone des deux images.
Notre but ici n’est pas de retrouver les parame`tres de prises de vue mais de
trouver une association entre les coordonne´es dans le repe`re de l’image et les
coordonne´es dans le repe`re de la grille. Il nous suffit donc d’utiliser le fait que
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toute combinaison d’applications affines en deux dimensions peut s’e´crire sous la
forme d’un syste`me d’e´quations line´aires :{
X
′
= a11X + a21Y + a31
Y
′
= a12Y + a22Y + a32
ou` X, Y sont les coordonne´es d’un spot dans le repe`re de la grille, X ′, Y ′ dans
le repe`re de l’image et les aij les coefficients du mode`le. Celui-ci correspond le
plus souvent a` une combinaison rotation translation dans le plan de la lame, mais
peut aussi inte´grer toute de´formation du positionnement de la lame du fait que
l’on travaille en projection entre deux plans.
The´oriquement, ce syste`me peut eˆtre entie`rement de´termine´ par un triplet de
points mais cela nous a semble´ conduire a` trop d’impre´cisions. Les images de
biopuces sont rectangulaires avec de fortes disparite´s entre les deux dimensions.
Il est donc impossible de trouver une re´partition suivant un triangle quasi isoce`le
des trois amers et donc les erreurs induites par un mauvais choix de pixels auront
un effet non uniforme sur le positionnement de la grille. Le choix des points est
effectivement de´licat, car certaines zones peuvent ne pas comporter de spots ex-
prime´s et si l’ope´rateur groupe trop les points les erreurs induites dans le reste de
l’image peuvent eˆtre de´multiplie´es.
Par conse´quent, nous utilisons une me´thode de de´termination des parame`tres
par moindres carre´s utilisant au minimum quatre points, ce qui permet a` l’ope´rateur
de les re´partir correctement, mais e´galement d’absorber des petites erreurs de po-
sitionnement et de distinguer des incohe´rences flagrantes. En effet, la cohe´rence
du choix des points peut se mesurer par la distance re´siduelle restante entre les
spots clique´s par l’ope´rateur et les positions calcule´es par le mode`le. Pour que
la correction soit acceptable, nous conside´rons que le maximum de cette erreur,
appele´ re´sidus, doit eˆtre infe´rieur a` 1
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du rayon d’un spot.
Pratiquement, nous affichons l’image et la grille place´e sur l’image par un
simple centrage puis l’ope´rateur indique au moins quatres amers en cliquant sur
l’image et sur la grille. Ensuite, nous calculons le mode`le d’interpolation, affi-
chons le re´sidus, et de´plac¸ons la grille. L’ope´rateur peut alors de´placer les points
jusqu’a obtenir une correction parfaite. Un re´sultat de ce traitement est montre´ sur
la figure 2.
Cette me´thode ne corrige bien e´videmment pas les de´formations locales, nous
avons donc de´veloppe´ une me´thode permettant de les compenser dont l’expose´
fait l’objet de la partie suivante.
3.2 Correction des de´formations locales de positionnement
La connaissance fine du positionnement des spots est cruciale pour la qualite´
des mesures en particulier quand les spots sont tre`s rapproche´s. En effet, apre`s
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FIG. 2 – Positionnement global d’une grille a` l’aide de quatre amers A,B,C,D.
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le calage global de la grille, nous constatons souvent des erreurs re´siduelles de
valeurs suffisantes a` provoquer la confusion entre une zone faiblement exprime´e
et le spot adjacent. Bien e´videmment de telles erreurs sont ensuite e´limine´es, soit
visuellement, soit par l’application de crite`res de qualite´, mais l’effet de coupure
des spots qu’elles provoquent sont geˆnantes sur aux moins deux aspects :
– elles empeˆchent d’utiliser le bord de la zone comme e´tant certainement du
fond,
– elle risque de conduire a` des spots coupe´s qui seront donc rejete´s par les
tests de qualite´ alors que corrects.
L’ame´lioration du positionnement est donc ne´cessaire pour obtenir une incer-
titude infe´rieure a` la demi-distance interspot.
D’autre part, les spots e´tant tre`s nombreux, il est impossible d’utiliser a` grande
e´chelle une me´thode de calage assiste´e manuellement, il nous paraıˆt donc sou-
haitable de de´velopper une me´thode de recherche de position totalement automa-
tique. Ceci est possible a` ce stade car la me´thode de calage global est intervenue et
nous permet donc de nous affranchir suffisamment des conditions expe´rimentales.
L’observation de ces de´placements [BALA-02] nous conduit a` distinguer deux
cas diffe´rents qu’une me´thode de correction se doit donc de prendre en compte :
le cas ou` le spot n’est pas a` la place pre´vu mais sans eˆtre de´forme´, il est donc quasi
circulaire, ou bien le cas ou` le spot a subi des de´formations et e´ventuellement un
de´placement. Sur une lame, ces deux types d’artefacts peuvent bien e´videmment
intervenir se´pare´ment ou ensemble. Le positionnement n’e´tant pas une phase de
segmentation, il serait souhaitable d’utiliser des algorithmes inde´pendants de la
forme et de l’expression du spot pour affiner la connaissance de leur position.
Nous remarquons cependant que les spots bien exprime´s et de forme quasi-circulaire
fournissent une information fiable qu’il est peut eˆtre inte´ressant d’exploiter.
Nous avons donc de´velopper ici une approche dual base´e sur la corre´lation
avec un mode`le circulaire associe´ a` un calcul barycentrique base´ sur les lumi-
nances. Le premier algorithme vise a` se recaler sur les spots qui n’ont que peu de
de´formations alors que le deuxie`me vise a` prendre en charge les spots de´forme´s
et non uniforme´ment exprime´s.
Pratiquement, nous calculons la corre´lation entre le premier canal image et un
mode`le circulaire binaire de meˆme taille que les spots recherche´s. Nous de´plac¸ons
ce mode`le sur la feneˆtre entourant le spot et calculons en chaque point la valeur
de la corre´lation. Nous se´lectionnons alors sur ce corre´logramme la valeur maxi-
mum obtenue. Si celle-ci est supe´rieure a` 0,75, nous conside´rons le point obtenu
comme fiable. Nous re´alisons ensuite le meˆme calcul sur le deuxie`me canal ce
qui nous donne un deuxie`me point sous les meˆmes conditions. Cette technique
permet de s’affranchir de la non expression e´ventuelle sur un des deux canaux.
Nous calculons ensuite le barycentre de la zone entourant le spot. Pratiquement
nous calculons le barycentre de la feneˆtre entourant le centre du spot donne´ par la
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FIG. 3 – Position des barycentres d’intensite´ sur une image.
grille. `A la fin de ce calcul, nous disposons de quatre pixels diffe´rents candidats a`
eˆtre le centre du spot. Ces informations sont fusionne´es par la formule suivante :


X =
αrXcr+αvXcv+
1
4
(Xgr+Xgv
alphar+αv+
1
4
Y =
αrY cr+αvY cv+
1
4
(Y gr+Y gv
alphar+αv+
1
4
ou` αr et αv sont les coefficients de corre´lation line´aire obtenus, (Xcr, Y cr) et
(Xcv, Y cv) les coordonne´es des maxima de corre´lation, (Xgr, Y gr) et (Xgv, Y gv)
les coordonne´es des centres de gravite´ respectifs au canal rouge et au canal vert.
αr et αv sont bien e´videmment seuille´s a` ze´ro s’ils sont infe´rieurs a` 0.75.
Nous avons choisi une formule de fusion de ce type plutoˆt que de ne gar-
der qu’un seul point, car sous re´serve des seuils, ils peuvent tous eˆtre conside´re´s
comme fiables.
Ceci nous permet de lever les ambiguı¨te´s telles que repre´sente´es sur la figure
4. Cette technique s’est ave´re´e particulie`rement efficace dans le cas de spots ayant
la forme de donuts. `A l’issue de ce traitement, nous disposons d’une grille affine´e
telle qu’elle est repre´sente´e sur la figure 4.
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FIG. 4 – Affinage de la postion des spots, en haut avant en bas apre`s.
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4 Segmentation
4.1 Estimation de la moyenne avant segmentation
Comme cela est dit dans la partie pre´ce´dente, notre me´thode de segmenta-
tion ne´cessite, pour son initialisation, une estimation de la moyenne du spot et du
fond l’entourant. Cette estimation est proble´matique parce qu’on ne connait pas
les pixels constituant le spot et que cette connaissance est notre but. Une erreur
importante sur ce parame`tre remettrait e´videmment en question la qualite´ de la
segmentation.
Pour estimer cette moyenne, on utilise classiquement les pixels entourant le
centre du spot donne´ par la grille ou une forme circulaire repre´sentant la forme
ide´ale du spot. Ces deux approches ont pour de´fauts d’eˆtre trop sensible au po-
sitionnement de la grille et d’augmenter les risques de confusion entre le fond
et le spot. Dans le cas particulier de l’utilisation d’une forme, toute de´formation
des spots impliquera l’introduction de pixel de fond dans le calcul de la moyenne
du spot et inversement. Ceci peu conduire dans des cas de faible contraste ou de
grande erreur de positionnement, comme celle de la figure 5, a` une segmentation
totalement aberrante.
Dans le cas ou` nous chercherions a` positionner une forme, l’erreur d’estima-
tion du spot pourrait s’e´crire sous la forme de la somme de l’erreur induite par
le positionnement et de l’erreur induite par la de´formation. Nous pre´sentons donc
ici une me´thode qui permet de supprimer la ne´cessite´ de connaıˆtre finement la po-
sition du spot pour le calcul d’une valeur approche´e des moyennes. La me´thode
des centiles de´crite dans [DEMI-05] ame´liore un peu les estimations de moyenne
mais reste trop condidionne´ par la qualite´ ge´ome´trique des spots.
FIG. 5 – Erreur de positionnement d’une forme
En observant un grand lot d’image et en re´alisant de nombreuses segmenta-
tions manuelles, nous nous sommes aperc¸us que si la forme des spots pouvait eˆtre
tre`s variable, leur surface varie peu. En fait, les de´formations de spots sont la plu-
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part du temps due a` un glissement de produit sur la lame ce qui ne change pas sur
l’image le nombre de pixels qui les constituent. Notre me´thode d’estimation est
donc base´e sur ce fait.
Nous proce´dons a` l’estimation de la moyenne du spot en observant son in-
fluence sur la moyenne du fond entourant le spot. Pratiquement, cela consiste a`
e´crire que la moyenne d’une zone (Z) contenant un spot est la somme ponde´re´e
de la moyenne des valeurs du fond (F) et des pixels (S) comme cela apparaıˆt sur
la figure 6.
FIG. 6 – Boıˆte Z entourant un spot S avec un fond F.
La moyenne de la zone Z (E(Z)) s’e´crit :
E(Z) =
∑
x,y∈F P (x, y) +
∑
x,y∈S P (x, y)
card(F ) + card(S)
ce qui nous permet de de´duire la moyenne E(S) de la zone S en fonction de
E(Z) et la moyenne du fond (E(F )) :
E(S) =
E(Z)card(Z) − E(F )card(F )
card(S)
La moyenne (E(F )) du fond est mesure´e sur le bord de la boıˆte entourant le
spot. La surface the´orique du spot (card(S)) est donne´e par les caracte´ristiques du
spoteur et par la re´solution choisie sur le scanner. La population du fond (card(F ))
est donne´e par card(Z) = card(F ) + card(S).
Afin de de´montrer l’inte´reˆt de cette me´thode, prenons l’exemple d’une erreur
de positionnement du centre du spot de 0 a` 1
2
rayon pour un spot de rayon 11
pixels. Le tableau de la figure 7 nous donne les erreurs de surface avec de tels
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De´calage erreur erreur % de
en pixel en pixel la surface
0 0.0 0.0
1 23.0 6.10
2 44.0 11.67
3 65.0 17.24
4 86.0 22.81
5 107.0 28.38
FIG. 7 – Erreur d’initialisation sur un cercle de 11 pixels.
parametres et les courbes de la figure 8 les erreurs de moyenne induites pour
diffe´rents niveaux de contraste.
Nous remarquons sur ces figures que les erreurs de surface sont tre`s impor-
tantes et induisent des erreurs de moyenne qui de´pendent fortement du contraste
local de la zone e´tudie´e. Il est notable que l’erreur induite sur la moyenne est de
l’ordre des contrastes que nous cherchons a` mesurer et justifie donc totalement
l’emploi de notre me´thode d’estimation.
FIG. 8 – Erreur d’estimation de la moyenne d’un spot pour des contrastes allant de 5 % a` 50 %
et pour des de´calage de 1 a` 5 pixels.
Par contre, l’erreur due aux variations de surfaces induites par l’arrachement
de matie`re du spot perdure dans les deux approches d’ou` la ne´cessite´ de recourir a`
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une e´tape de segmentation dont le but est justement de calculer la meilleure forme
possible pour le spot.
4.2 Que faire avec deux re´sultats de segmentation
Avant meˆme de segmenter les images, il est impe´ratif de poser les condi-
tions d’emploi des deux canaux a` notre disposition. En effet, en pre´sence de deux
images nous pouvons segmenter en nous appuyant directement sur les deux, ou
choisir une strate´gie de segmentation se´pare´e puis de fusion des re´sultats.
La premie`re strate´gie ne doit eˆtre employe´e que quand les deux informa-
tions tire´es des deux images participent a` la de´finition d’une meˆme forme, ce
qui n’est pas le cas dans le proble`me qui nous pre´occupe. En effet, les biopuces
sont conc¸ues pour que l’information donne´e par les deux images soit diffe´rente
dans leur signification biologique et les sondes de´pose´es sont hybride´es avec deux
ARN diffe´rents dans le but de donner des fluorescences diffe´rentes. En the´orie, on
doit obtenir une meˆme forme mais avec des intensite´s tre`s diffe´rentes. Ces inten-
site´s peuvent eˆtre tre`s prochezs ou tre`s corre´le´es mais ne le sont pas dans le cas
ou` le niveau d’expression d’un seul canal est tre`s faible. En pratique, il nous faut
distinguer trois cas :
1. un canal bien exprime´ et l’autre pas du tout
2. deux canaux bien exprime´s de meˆme forme
3. un canal bien exprime´ de forme tre`s proche du de´poˆt et un autre e´galement
bien exprime´ mais ayant une forme tre`s e´loigne´e du de´poˆt.
Des exemples de ces trois situations sont repris sur la figure 9.
Pour statuer sur le premier cas et sur le dernier, il faut en revenir a` la physique
de la formation des images qui nous inte´ressent ici. Quand un spot s’exprime, cela
signifie que la lumie`re perc¸ue par les capteurs provient de la fluorescence et que
la re´ponse du fond n’est plus visible. A l’inverse, dans une zone non hybride´e,
la lumie`re mesure´e par le scanner provient uniquement du fond. Dans ce dernier
cas, la sonde est transparente et ne fournit alors aucune information de forme
exploitable et cela meˆme si une certaine de´formation du signal de fond peut eˆtre
mesure´e. Il convient donc d’adopter le sche´ma de fusion donne´e suivant :
– Dans le cas nume´ro un, la zone segmente´e comme appartenant a` la sonde
doit provenir uniquement de l’image bien exprime´e,
– Dans le cas nume´ro deux, la zone d’expression est celle ou` les deux seg-
mentations ont conclu a` la classe spot,
– Dans le cas nume´ro trois, l’information du canal qui a une forme tre`s diffe´rente
du de´poˆt doit eˆtre rejete´e ou sursegmente´e vers celle de l’image bien ex-
prime´e. Il faut noter que ce dernier cas est tre`s rare.
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FIG. 9 – Trois situations d’expresion d’images de biopuces, a` gauche le canal rouge (cy5) a`
droite le canal vert (cy3).
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Ceci e´tant pose´, nous avons choisi de segmenter se´pare´ment les images des
deux canaux CY5 et CY3 puis d’appliquer le sche´ma de fusion de´fini ci-dessus
en distinguant les cas par une post-estimation des moyennes. Concre`tement, nous
calculons les moyennes du fond et du spot, apre`s segmentation sur chaque ca-
nal, dans l’image d’un canal en utilisant la forme segmente´e sur l’autre canal et
comparons les variations de statistiques sur l’un et l’autre. Ceci nous permet de
distinguer dans quel cas nous nous trouvons et d’orienter notre fusion. Les parties
suivantes sont consacre´es a` la de´finition de notre algorithme de segmentation.
4.3 Pourquoi utiliser un champ de Markov
Notre segmentation est base´e sur le fait que les statistiques du premier ordre
des spots sont diffe´rentes de celles du fond. Les biologistes sont inte´resse´s par la
me´diane (Ralph) des pixels constituant les spots car ils conside`rent celle-ci comme
plus repre´sentative de l’expression des ge`nes que la moyenne. Notre segmentation
est cependant base´e sur la moyenne pour au moins deux raisons :
– si nous segmentons graˆce a` la me´diane, nous risquons de biaiser la mesure
finale
– la moyenne est beaucoup plus rapide a` calculer que la me´diane qui demande
de plus une re´e´valuation comple`te quand on ajoute ou retire un individu de
l’espace d’e´tude. Comme les images comportent de nombreux spots, cette
rapidite´ est essentielle pour pouvoir exploiter notre travail dans un logiciel
interactif tournant sur des ordinateurs personnels.
Nous utilisons donc une classification ite´rative base´e sur la distance d’un pixel
a` la moyenne de la classe a` laquelle il est cense´ appartenir. Dans ce cadre, une
premie`re approche tre`s classique [PAL-93] qui s’appelle une classification par
nue´e dynamique peut eˆtre tente´e. Concre`tement, nous calculons dans ce cas pour
chaque pixel la distance a` la moyenne de chaque classe et en de´duisons son ap-
partenance. La distance utilise´e est alors de la forme :
D(i, c) = |X − E(Xc)|
ou` E(Xc) est la moyenne de la classe des pixels de la classe C. Nous appele-
rons D attache aux donne´es dans la suite.
Une fois tous les pixels classe´s, nous re´e´valuons la moyenne des classes et
reclassons chaque pixel. Ce proce´de´ est re´alise´ localement pour chaque sonde sur
une petite feneˆtre entourant le spot. En effet, les valeurs d’expression e´tant tre`s
disparates d’un spot a` l’autre, leur moyenne est tre`s diffe´rente et donc une ap-
proche globale a` l’image serait aberrante. Bien e´videmment, l’utilisation de cette
me´thode requiert une tre`s bonne estimation de la moyenne des spots et du fond.
Le re´sultat que nous obtenons est une image de masques, superposable a` l’image
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d’origine, dont les pixels ont une valeur ze´ro pour le fond et une valeur correspon-
dant au nume´ro du spot. Une fois toutes les zones de l’image traite´es et agre´ge´es,
nous obtenons une localisation de chaque spot.
FIG. 10 – Classification par nue´es dynamiques : a` gauche, le canal rouge d’une image de biopuce,
a` droite, le re´sultat.
Sur la figure 10 nous montrons le re´sultat de ce traitement et nous pouvons
constater qu’il est loin d’eˆtre parfait. Nous remarquons en particulier que certains
spots, au centre de l’image, comportent des trous et que le traitement des zones de
faible intensite´ aboutit a` un re´sultat aberrant.
Pour ame´liorer cela, il convient d’introduire des corrections base´es sur l’ana-
lyse des de´fauts de ce type de classification. L’objet de la partie suivante est l’ex-
pose´ de notre sche´ma de classication markovien re´pondant a` cette proble´matique.
4.4 Notre sche´ma de classification Markovien
Les classifications telles que de´crites ci-dessus n’utilisent qu’un crite`re base´
sur la valeur des pixels. Ceci explique pourquoi beaucoup de pixels isole´s sont
mal classe´s comme on peut le voir sur la figure 10. Le proble`me vient du fait
qu’il existe dans l’histogramme de l’image une zone confondue ou` se me´lange
des pixels appartenant au fond et aux spots. Cette confusion, telle qu’elle est
repre´sente´e sur la figure 11 est une limitation connue des classifications par nue´e
dynamique et elle ne peut eˆtre compense´e que par l’introduction d’informations
supple´mentaires.
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FIG. 11 – Sur ce sche´ma, nous voyons l’histogramme cumule´ de deux populations avec une
partie inde´cidable au milieu.
De ce fait, nous allons introduire dans notre classification des crite`res spatiaux
qui nous permettront de mieux classer les pixels isole´s ayant une valeur aberrante.
Les spots e´tant le plus souvent connexe par arc, il apparaıˆt qu’un pixel a force´ment
de nombreux voisins de la meˆme classe que lui. Il est donc possible d’enrichir
l’information de distance a` l’aide du comptage des voisins de meˆme classe. Nous
avons donc modifie´ le calcul de la fonction d’appartenance a` une classe de fac¸on a`
relaˆcher l’attache aux donne´es au profit des crite`res spatiaux et cela pour les pixels
dont l’intensite´ ne permet pas de les affecter de fac¸on suˆre. Ceci revient a` modifier
le calcul de la distance des classes pour mieux ge´rer la partie incertaine, c’est-a`-
dire les pixels dont les valeurs sont comprises entre la moyenne de la classe ”fond”
et celles de la classe ”spot”.
D’autre part, la distance a` une des deux classes peut se voir comme l’inverse
de la possibilite´ d’appartenir a` l’autre classe. Cette notion est difficile a` mani-
puler du fait des non line´arite´s qu’elle engendre et de ces passages par la valeur
ze´ro. Ceci explique pourquoi dans la suite nous allons exprimer le facteur d’ap-
partenance a` une classe comme un potentiel. Celui-ci comporte deux termes, un
exprimant l’appartenance a` une classe et l’autre l’appartenance a` l’autre classe. La
soustraction de ces deux e´le´ments nous donnera une valeur positive ou ne´gative
exprimant la possibilite´ d’appartenir a` l’une ou l’autre classe.
Soit I (x, y) l’intensite´ du pixel de position x, y, nous e´crivons le potentiel
d’appartenir a` la classe c relativement a` la classe c′ :
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P (x, y, c, c′) = α (I (x, y) , c)
− α (I (x, y) , c′)
+ e (x, y, c)
− e (x, y, c′)
ou` α (I, c) repre´sente le potentiel d’appartenance a` la classe c pour l’intensite´
I et e(x, y, c) l’e´nergie potentielle fournie par le voisinage. La difficulte´ de mise
au point d’une telle classification re´side dans le choix de ces termes et dans leur
e´quilibrage qui est toujours de´licat.
Pour la classe ”fond” les contraintes sont :
– la nature du bruit fond, compose´ de chatoiement et de fragments de sonde
hybride´s et la connexite´ des spots, qui induit qu’ils sont sous-repre´sente´s
en surface, nous a conduit a` choisir des potentiels syme´triques. En effet,
nos objectifs pour la classe fond sont d’e´liminer des pixels isole´s de fortes
valeurs classe´s a` tort comme appartenant a` un spot ce qui suppose d’utiliser
un crite`re spatial fort. Ceci aura pour de´faut de renforcer la zone la plus
repre´sente´e et il nous faudra compenser cette effet par ailleurs.
– nous souhaitons que, pour des zones de moyenne proche de celle du fond
mais incluse dans le spot, la classification les conside`re comme apparte-
nant aux spots. Ceci implique une attache aux donne´es forte autour de la
moyenne du fond mais qui de´croıˆt rapidement.
Pour la classe ”spot”, les contraintes sont :
– les valeurs proches de la moyenne doivent eˆtre affecte´es a` la classe ”spot”
sous re´serve de voisinage.
– les pixels proches de la moyenne du fond doivent eˆtre rejete´s sauf en frontie`re
de fac¸on a` corriger les effets de sur-repre´sentation surfacique.
– l’attache aux donne´es doit croıˆtre au fur et a` mesure qu’on s’e´loigne de la
moyenne du fond et que l’on s’approche la moyenne du spot.
`A partir de ces deux jeux de contraintes, nous avons fabrique´ le potentiel
line´aire par morceaux α (I, c) de´fini par les formules suivantes :
si c = F 

I < F α(I, F ) = 1
F < I < F+S
2
α(I, F ) = 3
8
(
F+S
2
−I
S−F
)
+ 1
4
F+S
2
< I α(I, F ) = 0
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si c = S 

I < F α(I, S) = 0
F < I < F+S
2
α(I, S) = 1
4
F+S
2
< I < S α(I, F ) = 3
8
(
I−F+S
2
S−F
)
+ 1
4
S < I α(I, F ) = 1
ou` S et overlineF sont les moyennes estime´es du spot et du fond. Ce po-
tentiel α est repre´sente´ graphiquement en fonction de l’intensite´ I sur la figure
12.
FIG. 12 – Sur cette figure nous voyons le potentiel α pour la classe ”fond” en clair et pour la
classe ”spot” en tirete´.
Le terme e(x, y, c) est obtenu en comptant le nombre de voisins de la classe c
se trouvant dans un voisinage en huit connexite´s, c’est-a`-dire limite´ aux huit pixels
entourant le spot. Ce choix est le re´sultat de divers tests et permet de tre`s bons
re´sultats en limitant au maximum les calculs. Avec cet ensemble de contraintes,
il faut maintenant fabriquer l’image de classe c minimisant la fonctionnelle P en
tout point de l’image original. Pour cela certaines proprie´te´s de notre fonctionnelle
sont pre´cieuses et notamment le fait que le processus de re´gularisation spatiale en
huit connexite´s nous permet d’affirmer que nous sommes dans un cadre markovien
[DESC-93].
Cela nous indique que le proble`me d’optimisation a une solution et que par
conse´quent, un sche´ma ite´ratif de recherche par minimisations successives conver-
gera vers cette solution.
Cela implique e´galement qu’il est possible de segmenter l’image spot par spot
sans changer le re´sultat. Nous pouvons donc de´couper arbitrairement en morceaux
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l’image sans changer l’aspect de la solution. Notons e´galement que ce de´coupage
est conforme a` l’esprit des biopuces ou` chaque sonde est en re´alite´ une expe´rience
inde´pendante.
Le proble`me principal que pose, par contre, un tel sche´ma est sa complexite´.
Une recherche directe du minimum absolu serait beaucoup trop longue en parti-
culier dans le cadre d’un logiciel inte´ractif. Nous proce`derons donc ici par recuit
simule´. Cette technique, sous hypothe`se markovienne en particulier, permet de
garantir la convergence vers une solution proche de la solution re´elle en ayant le
choix d’arreˆter le proce´de´ suivant certains crite`res simples.
Notre algorithme se de´roule donc en trois phases : une phase d’initialisation,
une phase de classification ite´re´e et une phase de nettoyage e´ventuel du re´sultat.
La phase d’initialisation consiste a` :
– de´couper l’image en sous-imagettes autour des spots
– estimer par la me´thode de´crite dans la partie 4.1 la moyenne du fond et du
spot pour chaque imagette
– pour chaque site, on tire un masque de classe suivant un processus poisson-
nien 6
– pour chaque imagette, nous constituons une liste ale´atoire d’or de traitement
des pixels.
La phase de classification consiste pour chaque imagette a` :
– prendre un pixel,
– calculer le potentiel pour la classe courante donne´e par l’image de classe.
– Si ce potentiel est ne´gatif, on change la classe, sinon on calcule l’expression
x = log(P
t
) et on tire ale´atoirement un nombre x′ suivant une loi uniforme
entre le 0 et 1. Si x′ > x, nous changeons la classe du pixel bien que le
potentiel indique que le pixel est plutoˆt bien classe´. Ce choix d’opposition
constitue le coeur de l’algorithme de recuit simule´ et permet de ressortir
des minima locaux de potentiel sans devoir essayer toutes les combinaisons
possibles.
– Nous passons ensuite aux pixels suivants jusqu’a` e´puiser la liste de traite-
ment.
– A ce moment, nous e´valuerons le nombre de pixels qui ont e´te´ modifie´s et
si celui-ci est supe´rieur a` 1 pour 1000, en pratique supe´rieur a` ze´ro compte-
tenu de la taille des spots couramment employe´s, nous re´ite´rons le proce´de´
avec tn = 0.95 ∗ tn+1.
– une fois la convergence atteinte, nous passons a` l’imagette suivante.
La phase de nettoyage, parfois appele´ trempe, consiste a` attribuer les e´ventuels
pixels isole´s a` la classe qui les entoure par simple comptage.
6c’est-a`-dire une image comprenant des pixels de valeur correspondant a` une classe recouvrant
l’image a` traiter.
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Ces algorithmes demandent beaucoup de calculs mais les proprie´te´s des champs
de Markov nous permettent de paralle´lise´s sans risque le calcul des diffe´rentes
imagettes. Ceci permet de raccourcir significativement la dure´e du traitement sur
les machines dualcore ou multiprocesseurs. Le tableau de la figure 13 donne
quelques temps de calcul indicatifs re´alise´s sur une machine de type PC ayant
un processeur a` 3 GHz.
Image size Spot size nb spot time image
980x761 11 p 324 129 s
2200x7494 11 p 2267 283 s
FIG. 13 – Tableau des temps CPU ne´cessaires au calcul de la segmentation des biopuces par
recuit simule´.
La partie suivante est consacre´e a` l’analyse des re´sultats de ce traitement sur
une se´rie d’images de biopuces.
4.5 Re´sultat de la segmentation Markovienne
FIG. 14 – Image simple de biopuces.
Nous ferons la pre´sentation de nos re´sultats sur deux se´ries d’images, une se´rie
facile, telle celle de la figure 14, et une se´rie plus difficile, telle celle de la figure
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FIG. 15 – Image de la figure 14 segmente´e a` l’aide la technique du cercle fixe.
FIG. 16 – Image de la figure 14 segmente´e a` l’aide d’une classification par nue´es dynamiques.
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FIG. 17 – Image de la figure 14 segmente´e a` l’aide d’une classification par notre technique.
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FIG. 18 – En haut, un extrait de l’image de la figure 14, au milieu, la segmentation par nue´es
dynamiques et en bas graˆce a` notre technique.
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19 pour montrer les avantages et les limites de notre approche. Comme cela est dit
pre´ce´demment, une bonne segmentation doit comporter au moins trois qualite´s :
– ne pas segmenter les spots non hybride´s,
– se comporter correctement en pre´sence d’artefacts,
– segmenter au plus juste les spots hybride´s, c’est-a`-dire donner le taux de
pixels de fonds de´tecte´s comme appartenant a` une sonde le plus faible pos-
sible.
Pour juger de la premie`re qualite´, nous ne pouvons pas conside´rer directe-
ment le nombre de spots hybride´s de´tecte´s. En effet celui-ci de´pend du nombre
de spots non hybride´s qui de´pend de la biologie d’expe´rience et non de l’acqui-
sition d’images. Il convient donc de calculer la probabilite´ de se tromper qu’a un
algorithme quand il de´tecte un spot. Dans l’exemple de la figure 14, 100 % des
spots de´tecte´s le sont correctement, c’est-a`-dire qu’aucun spot non hybride´ n’est
de´tecte´. Sur une base d’images plus vaste, le taux de de´tection que nous obtenons
est alors de 99 % des bons spots et 99,9 % des spots non hybride´s ne sont pas
segmente´s. Ces re´sultats sont bien e´videmment meilleurs que ceux des cercles
fixes qui ne sont pas pre´vus pour ge´rer ce genre de cas. Les nue´es dynamiques at-
teignent un taux d’erreur voisin de celui des cercles fixes. Ce re´sultat peut paraıˆtre
excellent, mais il ne faut pas oublier que cela implique plusieurs erreurs sur une
lame a` 10 000 sondes.
Le comportement en pre´sence artefact ne peut se juger que visuellement car il
n’existe pas de recensement exhaustif des de´fauts possibles dans ce type d’images.
Les deux types les plus geˆnants sont lie´s au bruit de fond et aux arrachements
de matie`re sur les sondes qui produisent des zones tre`s brillantes apre`s hybrida-
tion. La figure 18 pre´sente un re´sultat de comportements face au bruit de fond ou`
nous constatons que notre technique est beaucoup plus fiable que les nue´es dyna-
miques. Sur la figure 21 nous pre´sentons le re´sultat de notre traitement dans le cas
d’une image plus difficile (figure 19). Sur ces donne´es, nous voyons plusieurs cas
de pollution de sonde provenant d’arrachements d’autres spots avec diffe´rentes
tailles et proximite´s de la sonde pollue´e. Nous constatons alors que le compor-
tement de notre me´thode est globalement satisfaisant, car les zones de pollution
ne sont pas segmente´es de`s qu’elles atteignent une taille significative. Une sonde,
situe´e sur la deuxie`me ligne en partant du bas en quatrie`me colonne, est rejete´e car
trop pollue´e, alors que sa voisine qui l’est significativement moins est simplement
sous-segmente´e. La` encore, la comparaison avec les nue´es dynamiques est tre`s en
notre faveur notamment en ce qui concerne l’homoge´ne´ite´ des masques produits.
Pour ce qui est de juger de l’aptitude d’une segmentation a` inte´grer un mi-
nimum de pixels de fond dans les spots produits, la seule me´thodologie valable
consiste a` tracer un grand nombre de spots a` la main puis a` calculer les matrices
de confusion entre les segmentations et le masque manuel [KEND-52]. Cette
ope´ration est longue et fastidieuse si nous voulons traiter un grand nombre de
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cas. Nous avons donc proce´de´ en tirant au sort 20 spots dans 32 lames diffe´rentes
ce qui permet de balayer un grand nombre de cas sans de´penser trop de temps.
Parmi ces spots, 15 par puce ont e´te´ utilise´s pour calculer la matrice de confu-
sion et cinq pour ve´rifier sa robustesse. Nous avons e´carte´ trois lames du fait de
l’instabilite´ des re´sultats et nous obtenons donc la matrice suivante :
Cercle fixe Nue´es dyna-
miques
Markov
Manuel 81 % 79 % 97 %
Sur ses re´sultats, nous remarquons que notre me´thode produit des masques
tout a` fait convenables, bien meilleurs que les deux autres me´thodes meˆmes si les
re´sultats des cercles fixes peuvent eˆtre tre`s bons dans le cas de puces d’excellente
qualite´. Notre me´thode a donc les trois qualite´s qui correspondent a` notre cahier
des charges. Nous remarquons de plus que l’adaptation de notre segmentation
aux petites de´formations de grille, non compense´es parce les deux techniques de
calages pre´sente´es pre´ce´demment, est excellente. Ceci montre bien la supe´riorite´
des me´thodes a` base de classification pour la de´tection de la forme des spots sur
les images de biopuces.
5 Conclusion et perspectives
Le travail pre´sente´ ici atteint les buts que nous nous sommes fixe´s, c’est-a`-
dire :
– traiter des biopuces provenant de constructeurs quelconques
– segmenter de fac¸on robuste les forts et faibles contrastes
– tole´rer l’utilisation de lames de qualite´ imparfaite
Notre me´thode exploite au mieux les proprie´te´s des diffe´rentes donne´es dispo-
nibles (grille, images,...) et elle utilise au minimum les interventions d’ope´rateurs.
Comme annonce´, nous avons mis au point une me´thode rapide de calage de grille
et une me´thode de segmentation originale donnant des re´sultats satisfaisants. Ce
travail est imple´mente´ dans un logiciel interactif disponible a` partir de la page
http ://gargamel.isima.fr/˜gouinaud/ dont un manuel est en cours de re´daction.
Notre approche va eˆtre poursuivie suivant deux axes visant toujours l’ame´lioration
de la qualite´ des mesures d’expression. Nous souhaitons mettre au point un crite`re
de qualite´ des formes obtenues par une caracte´risation ge´ome´trique des masques
et mettre au point des crite`res de qualite´ des statistiques obtenues a` partir des va-
leurs segmente´es. Un des buts est de re´gler les proble`mes tels que des effets donuts
(spot a` trous) sans devoir recourir a` une nouvelle phase de segmentation.
Dans un autre aspect, nous travaillons sur les techniques de calibrage rouge
vert afin d’ame´liorer cette fois la qualite´ de comparaison entre deux populations
27
FIG. 19 – Re´sultat brut de notre traitement sur une zone d’image comprenant de nombreux
artefacts, les cercles sont sur les zones vides par production de la puce.
28
FIG. 20 – Re´sultat d’une classification par nuees dynamiques.
29
FIG. 21 – Re´sultat de notre traitement sur l’image de la figure 19.
30
de ge`ne qui est souvent le but ultime de l’utilisation de biopuces.
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