The first simulations employing a kinetic treatment of both fuel and shell ions to model inertial confinement fusion experiments are presented, including results showing the importance of kinetic physics processes in altering fusion burn. A pair of direct drive capsule implosions performed at the OMEGA facility with two different gas fills of deuterium, tritium, and helium-3 are analyzed.
I. INTRODUCTION
The design and modeling of inertial fusion capsules rely on hydrodynamic codes. In the hydrodynamic (or fluid) limit, the mean-free path of particles is assumed small compared to gradient length scales and the particle velocity distribution is nearly Maxwellian. These conditions are not always satisfied in experiments, and a kinetic description that tracks the particle distribution in phase space is more appropriate. Ion kinetic effects outside the scope of single-component hydrodynamics have been proposed to explain fusion yield anomalies in recent experiments using glass capsules filled with a mix of deuterium, tritium, and helium-3 fuel at the OMEGA laser facility of the Laboratory for Laser Energetics (LLE) and at the National Ignition Facility (NIF) [1] [2] [3] [4] [5] . While theoretical investigations [6] [7] [8] and multi-fluid numerical studies [9, 10] may guide our understanding of kinetic effects in fusion experiments, they fall short of offering a self-consistent model applicable over a broad range of regimes.
Meanwhile, kinetic treatment via Vlasov-Fokker-Planck methods [11, 12] has quantified ion species separation, non-Maxwellian particle distributions, and other kinetic effects. It was not possible, however, to include the capsule shell dynamics in these previous kinetic studies, leaving large uncertainties compared to experimental observations. Here, we use particle-in-cell (PIC) kinetic techniques to model a pair of direct-drive capsule implosion experiments performed at the OMEGA facility [2] . These capsules were in an early stage of compression at the end of the laser pulse. Single-component fluid codes such as HYDRA [13] can adequately model the ablation process that accelerates the pusher.
In order to simulate the remaining convergence and stagnation phase of the implosion with a kinetic treatment of the ions, the conditions from the HYDRA simulation at the end of the laser pulse are linked to the PIC code LSP [14] . Our PIC simulations include a kinetic treatment of both the fuel and shell ions, are in reasonable quantitative agreement with experimental fusion burn measurements, and allow an assessment of the importance of various kinetic and multi-species effects in fusion burn performance.
The paper is outlined as follows. We describe the simulation set-up and the experiments modeled in the next section. This is followed by a description of the kinetic simulation results including an assessment of the importance of kinetic effects for fusion burn, and a summary discussion concludes.
II. SIMULATION SET-UP
In the considered experiments, glass (SiO 2 ) shells of thickness 4.7 µm and a diameter of 1098 µm were filled to a pressure of 5.1 atm with a 50/50 equimolar mix of deuterium/tritium (D/T) gas. Three such capsules were used in the first set of experiments. In the second set, three capsules were filled with an additional 5.6 atm of 3 He gas, yielding a molar mix of 32/32/36 D/T/ 3 He. Note that these implosions are not "hydro-equivalent" [1] . In all cases, the target implosion was driven directly with 16.3 kJ total laser energy in a 0.6 ns square pulse from 60 beams of 351 nm UV light.
Ion kinetic effects are modeled using LSP, a PIC code with fluid or kinetic options for each plasma species [14] [15] [16] . Because we focus on ion time scales, the electrons are treated as a fluid. An electron heat flux limiter of 0.06 is chosen to match the corresponding radiation-hydrodynamic simulations, although it minimally effects the LSP results. The kinetic ion equations of motion are solved by standard PIC methods. Each ion species is treated separately, except that the SiO 2 glass shell is modeled by a mean ion with Z S = 10
and m S /m p = 20 (m p is the proton mass). This is appropriate because the shell material is much more highly collisional than the gas, and minimal separation of the Si and O ions is expected. The inter-and intra-species ion collision operators are computed with the Nanbu [17] formulation of the Takizuka-Abe [18] particle-pairing algorithm. We use a direct implicit algorithm [19, 20] The initial conditions are extracted from a 1D radiation-hydrodynamic HYDRA [21] simulation at time t = 0.6 ns at the end of the laser pulse. At this point, the converging shock has reached a radial position of ∼ 350 µm in the fuel. Based on the bulk density, velocity, and temperature profiles, the kinetic ion species are initialized with drifting Maxwellian velocity distributions. The remaining "coasting" phase is simulated in LSP out to t ∼ 1.6 ns, which includes shock convergence and the compression phase of fusion burn. These experiments were selected in part because the coasting phase is relatively long, which allows the incoming shock solution to relax to the kinetic PIC physics and leaves time for fuel species stratification to develop. A series of HYDRA simulations were carried out with varying input laser energy, which was scaled by factors of 0.76 to 0.9 to account for backscatter (not measured at the time of this experiment) and 1D laser propagation effects. The total DT yield from each run is listed in Table 1 . We focus below on the runs with a factor of 0.85.
III. HYBRID KINETIC SIMULATION RESULTS
An overview of the implosion dynamics from the LSP kinetic simulations is in Figs we refer to the region between these two contours as the "mix layer." For comparison, the fuel-shell interface from the corresponding HYDRA simulations are plotted (dashed green curves), and the peak compression in HYDRA is greater. The capsule size inferred from X ray images of these experiments is larger than predicted by HYDRA [2] and closer to the hot spot size in the LSP calculations.
The calculated rate, N, of DT fusion neutrons produced per µm spherical shell is plotted in Figs. 1(c-d) , where it is defined as N = n D n T < σv > 4πr 2 * (1 µm) with < σv > based on the effective temperature [9] . Here, temperatures
where u is the mean flow of the species. The net burn histories are plotted in Figs. 1(e-f). Because these two experiments are not hydroequivalent, the differences between their burn profiles are not attributable to multi-species or kinetic effects on their own. The observational data comes from a gas Cerenkov detector sensitive to DT γ production, with an instrumental uncertainty of ∼ 70 ps. The LSP burn history [in black in Fig. 1(e-f) ] is derived from a Monte Carlo binary fusion model, and it may be compared to the integrated burn derived from < σv > (in blue). The small discrepancy is possibly caused by non-Maxwellian ion velocity distributions [11] or tail depletion [22] . For our LSP calculations, the ion distributions are resolved out to ∼ 5-6 T i . Over this range, we do not observe deviations from Maxwellian distributions as large as predicted by tail depletion models [23] [24] [25] , possibly because the boundary conditions and other assumptions required to obtain analytic estimates are not well-satisfied in our calculations.
Because the integrated burn in LSP is close to that inferred from a Maxwellian distribution, the discrepancy between LSP and HYDRA is mainly caused by differences in the density and temperature profiles. The burn-weighted ion temperatures < T i > inferred from neutron spectra [26, 27] The reduced radial phase space density f (r, v r ) of the D ions is plotted at four times in Although the velocity space structure of each ion species is qualitatively similar, the bulk density and temperature profiles separate over time. In line with previous numerical studies [10] and transport theory [28] , the lighter ions move ahead of the heavier species across the incoming shock. The ion density profiles are plotted in Fig. 3 . The largest change in relative ion concentrations occurs near the origin at shock convergence at t ∼ 1.1 ns [see Figs. 3(c-d) ]. As the shock rebounds, the D ions again move fastest, leaving behind a T-and 3 He-rich core. While the local ratio n D /n T peaks at ∼ 2 at shock convergence, this large stratification is limited to a small volume and a short time, similar to previous kinetic simulations [11] . The reactivity-weighted concentration ratios are n T /n D = 1.08 for 50/50 D/T, and n T /n D = 1.04 and n3 He /n D = 1.25 for 32/32/36 D/T/ 3 He (with initially n3 He /n D = 1.125). In a single-fluid description with a 50/50 D/T fuel mix, the total yield is the reactivity R ∼ (1/4)n 2 < σv > integrated over the fuel volume. As an upper bound on the effect of density stratification on fusion yield in these simulations, we find the yields differ at most ∼ 12% when substituting n = 2 * n D or n = 2 * n T for total fuel density in R. The ion temperatures also separate during the implosion, as plotted in Fig. 4 . In the converging shock, the heavier ion species reach higher peak temperatures, as in previous studies [10, 12] . Immediately following shock convergence, a relatively small number of energetic reflected ions [see Fig. 2(b) ] escape into the fuel-shell mix layer and form a peak in the temperature [Figs. 4(e-f)]. They are rapidly slowed down, however, and they equilibrate with the shell ions within tens of picoseconds. At t = 1.3 ns, the fuel ions within the mix layer carry ∼ 10% of the total thermal energy of the fuel, defined as a volume integral of
In addition, we estimate that ∼ 10% of the total fuel thermal energy has been transferred to the heated SiO 2 ions in the mix layer, where the estimated transferred energy is (3/2)n S (T S − T 0 ) integrated over the mix layer, with T 0 ∼ 500 eV the typical shell temperature immediately outside the mix layer. As with the density separation, the 
IV. DISCUSSION AND SUMMARY
It is important to question how the diffusive and kinetic effects we examined change with deviations from spherical symmetry. The density separation near the origin at shock convergence, for example, will likely be less extreme in 3D systems where fronts from each direction need not converge simultaneously or precisely at the origin. As we recall, our estimate for the diffusion of fuel into the shell scales as (S/V )∆R, where S/V is the surfaceto-volume ratio of the fuel. This is minimized in a perfectly spherical geometry and could be significantly enhanced by hydrodynamic perturbations of the fuel-shell interface [24, 29] .
In conclusion, we modeled a pair of capsule implosion experiments using a hybrid kinetic model with a kinetic treatment of both the fuel and shell ions. Diffusion of fuel ions and energy into the shell played a large role in degrading the fusion yield. The density and temperature profiles of the ion species separated as the initial shock converged, but as in previous kinetic studies [11] , the species stratification was mild in the later compressive phase of the implosion. Shock-driven species separation likely occurs to some degree in ignitionrelevant experiments, and it may alter the shock fusion yield. It remains unclear whether these early species separation effects could leave a lasting mark on the fusion performance of ignition capsules, while there is some numerical evidence that both fuel [30] and fusion product [31] kinetics may degrade ignition capsule performance. As hybrid kinetic modeling [11, 14, 32] becomes more developed, it could help further explore kinetic effects under ignition conditions.
