We consider integral and series transformations, which are associated with Ramanujan's identities, involving arithmetic functions a(n), ω(n), σ a (n), d(n), μ(n), λ(n), ϕ(n) and a ratio of products of Riemann's zeta functions of different arguments. Reciprocal inversion formulas are proved in a Banach space of functions whose Mellin's transforms are integrable over the vertical line Re s > 1. Examples of new transformations like Widder-Lambert and Kontorovich-Lebedev type are exhibited. Particular cases include familiar Lambert and Möbius transformations. Finally, a class of equivalences of the Salem type to the Riemann hypothesis is established.
Introduction and auxiliary results
Integral and series transformations, which will be derived in the sequel are based on remarkable Ramanujan's identities involving arithmetic and Riemann's zeta-functions, [1, 2] namely Here ζ(s) is the Riemann zeta-function, [2] which satisfies the familiar functional equation ζ(s) = 2 s π s−1 sin πs 2 (1 − s)ζ (1 − s), (1.12) where (z) is Euler's gamma-function, and in the half-plane Re s = c 0 > 1 it is represented by the absolutely and uniformly convergent series with respect to t ∈ R, s = c 0 + it ζ(s) = ∞ n=1 1 n s , (1.13) and by the uniformly convergent series
(−1) n−1 n s , Res > 0. (1.14) Furthermore, a(n) in (1.11) denotes the greatest odd divisor of n, σ a (n) in (1.1), (1.2) is the sum of ath powers of the divisors of n ∈ N. In particular, for pure imaginary a = iτ |σ iτ (n)| ≤ d(n), where d(n) is the Dirichlet divisor function, i.e. the number of divisors of n, including 1 and n itself. It has the estimate [2] d(n) = O(n ε ), n → ∞, ε > 0. The Möbius function is denoted by μ(n) and |μ(n)| ≤ 1. The symbol ω(n) in (1.3) represents the number of distinct prime factors of n and it behaves as ω(n) = O(log log n), n → ∞ (see in [3] ). By ϕ(n) Euler's totient function is denoted and its asymptotic behaviour satisfies (cf. [3] ) ϕ(n) = O(n[log log n] −1 ), n → ∞. Finally, λ(n) in (1.7) is the Liouville function, |λ(n)| ≤ 1.
Following similar ideas presented in [4, 5] , we define a special functional space M −1 (L c ), which will be suitable for our investigation of the series transformations with arithmetic functions.
The space M −1 (L c ) with the usual operations of addition and multiplication by scalar is a linear vector space. If the norm in M −1 (L c ) is introduced by the formula 
In fact, the latter integral is an inverse Mellin transform of the function f * (s)g * (s) and since f * (s) ∈ L 1 (c) and g * (s) is essentially bounded on c, we have f * (s)g * (s) ∈ L 1 (c). A more general space M −1 c 1 ,c 2 (L c ), which will be involved as well is defined similarly to the one in [4, 5] .
It is a Banach space with the norm
Transformations with arithmetic functions
We begin with the following result.
Then for all x > 0 the following series expansions with the Möbius function are true
Moreover, expansions (2.1) and (2. 2) generate reciprocal pair of transformations
7)
which are automorphisms of the space M −1 (L c ) and satisfy the following inequalities for the norms
Analogously, expansions (2.3) and (2.4) generate reciprocal transformations
10)
which are automorphisms of the space M −1 (L c ) and satisfy the norm estimates
Proof In fact, the validity of equalities (2.1)-(2.5) follows immediately from representation (1.15), identities (1.5), (1.13), (1.14) and elementary sum of geometric progression after the change of the order of summation and integration via Fubini's theorem owing to the following estimates 
we prove inequalities (2.8). In the same manner we establish the automorphism of the space M −1 (L c ) under reciprocal pair (2.9), (2.10) and estimates (g
yield inequalities (2.11).
Analogously, calling Ramanujan's identities (1.2)-(1.10) we come out with two more theorems, which we leave without proof.
Then for all x > 0 the following series expansions with arithmetic functions hold valid
Then for all x > 0 the following reciprocal series transformations are automorphisms in M −1 (L c ) with the corresponding norm estimates, namely
is the Euler gamma-function. Substituting it in (2.1)-(2.5) and calculating elementary series we come out to the Lambert type expansions (cf. [3] )
Furthermore, the Parseval equality for the Mellin transform [5] and Fubini's theorem allow to write the modified Laplace transform [6] 
Moreover, due to Definition 2 and Stirling's asymptotic formula for gamma-functions,[7, Vol.1] it forms a bijective map of the space M −1 (L c ) onto its subspace M −1 1/2,1/2−c 0 (L c ). Thus appealing to Theorem 1, we will derive the Widder type inversion formulas for the Lambert transform (see in [8] [9] [10] ) and Widder-Lambert type transforms. Precisely, we prove
Theorem 4 Let f ∈ M −1 (L c ) and c 0 > 1. Then the modified Lambert transform
maps bijectively onto the space M −1 1/2,1/2−c 0 (L c ) and for all x > 0 the Widder type inversion formula holds true
Analogously, the Widder-Lambert type transformation
Proof In fact, the proof is based on Theorem 1, equality (2.12), a familiar infinite product for the gamma-function (see, for instance, [5, p. 48])
and the asymptotic behaviour | (s)| −1 ∼ e π |s|/2 |s| 1/2−c 0 , s = c 0 + it, |t| → ∞ via Stirling formula. Therefore owing to Theorem 1 and the absolute and uniform convergence, which guarantees the change of the order of integration and summation, the modified Lambert transform bijectively maps M −1 (L c ) onto M −1 1/2,1/2−c 0 (L c ) and represented by (2.13), namely
Reciprocally, following similarly to [5, p. 49] , and appealing to the Lebesgue dominated convergence theorem and equality (2.7), we find
which gives (2.14). In the same manner, employing again (1.14) and Theorem 1 we deduce the representation (2.15) of the Widder-Lambert type transform
Finally, the same motivations perform the chain of equalities
which, in turn, yield (2.16).
Transformation (2.15) can be generalized considering the following two-parametric family of functions
The case k = m we denote by U k (x). The case k = m = 0 gives U 0 (x) = (e x + 1) −1 . One can express the kernel (2.17) in terms of the iterated Mellin convolution. Indeed, via (1.14) and simple calculations we obtain
Thus an analog of Theorem 4 will be
Theorem 5 Let f ∈ M −1 (L c ) and c 0 > 1. Then the integral transformation
is a bijective map between spaces M −1 (L c ), M −1 (m+1)/2,(m+1)(1/2−c 0 ) (L c ) and for all x > 0 the following inversion formula takes place
Transformations of the Kontorovich-Lebedev type
The familiar Kontorovich-Lebedev transform (see, for instance, in [5, 11, 12] ) is defined by
where the integral converges in an appropriate sense and K ν (x), ν ∈ C, x > 0 is the modified Bessel function,[1, Vol.2] having the following integral representations
The main goal of this section is to consider an analog of the Kontorovich-Lebedev transform (3.1) involving the kernel, which we will call the Macdonald-Lambert function M ν (x), represented by
Precisely, letting in (3.4) ν as a pure imaginary number, ν = iτ , τ > 0 let us consider the following transformation
First we observe via (3.4) that M iτ (x) is a real-valued function. Moreover, due to (3.3) and elementary summation it can be represented by the following series of modified Bessel functions
where the corresponding change of the order of integration and summation is by virtue of the absolute and uniform convergence. Hence, invoking the uniform inequality for the modified Bessel function [12] |K iτ (x)| ≤ e −rτ K 0 (x cos r), r ∈ 0, π 2 ,
we have, accordingly, the estimate 
and one can justify the absolute convergence of the integral in (3.9) shifting a contour in (3.8) to the left and to the right from the line Re = c 0 in order to get the corresponding behaviour near zero and infinity, respectively. A relationship of (3.5) with the Kontorovich-Lebedev transform (3.1) is given by
where g(x) is the series transformation (see (2.6)) (3.11) and the following equality holds
Proof In fact, since via conditions of the theorem
the proof of (3.12) is straightforward by substitution (3.9) into the right-hand side of (3.12) and inversion of the order of integration with the use of Fubini's theorem and (3.5). In the same manner we prove composition (3.10), where g(x) can be represented by (3.11) similarly to (2.6).
The main result of this section is an inversion theorem for the Kontorovich-Lebedev like transformation (3.5) . For a different class of such index transformations and their inversions we refer to [13] . Our method will be based on Sneddon's operational approach to invert the Kontorovich-Lebedev transform (3.1) (see [11, Chapter 6] ).
We have
If M iτ [f ] ∈ L 1 (R + ; τ e πτ dτ ), then for almost all x ∈ R + the following inversion formula holds
Proof We begin substituting integral representation (3.4) with ν = iτ into (3.5) and changing the order of integration by Fubini's theorem. It is indeed allowed via conditions of Lemma 1 and the estimate
Consequently,
Hence, as we see in the above estimate the inner integral with respect to x is an integrable function by u. Moreover, inequality (3.7) and conditions of the theorem guarantee that
Thus inverting the cosine Fourier transform in (3.15) , we arrive at the equality
16)
A differentiation under integral sign in (3.16) with respect to v is still allowed by virtue of the absolute and uniform convergence of the corresponding integrals. Precisely, in its left-hand side it is owing to inequality (3.7) and in the right-hand side by the inequality
Therefore, an interchange of the order of integration and summation in the right-hand side of latter equality is allowed and after a simple change of variables we come out with
Meanwhile, appealing to the identity (cf. [11, p. 359] )
and via condition of the theorem M iτ [f ] ∈ L 1 (R + ; τ e πτ dτ ), we substitute the latter integral into (3.17) and change the order of integration. Then cancelling the Laplace transform due to the uniqueness theorem for Laplace transform of integrable functions, [14] we arrive for almost all x > 0 at the equality
However, the right-hand side of (3.18) is given by the integral (3.11), which becomes after a simple change of variables as 
Cancelling the inverse Mellin transform from both sides of (3.20), because the integrands are L 1 -functions and dividing by ζ(−s), we obtain
Hence taking the inverse Mellin transform over (b − i∞, b + i∞), 1 < b < 2 from both sides of the latter equality, which is possible owing to integrability conditions, we deduce inversion formula (3.13) , wherê
ds, x > 0.
To complete the proof, we will show that the kernelM iτ (x) can be written in the form (3.14) . To do this we appeal to the functional equation (1.12) for the Riemann zeta-function and duplication formula for the Euler gamma-function. Thus it giveŝ
In the mean time the Parseval identity for the Mellin transform [14] and relations (8.4.19.1) and (8.4.23.27) in [15, Vol. 3] lead to the equality (3.21 ) and combining with series (1.5), we substitute it inside the integral. Then changing the order of integration and summation via the absolute convergence and appealing to (3.22), we come out with (3.14).
Salem's type equivalences to the Riemann hypothesis
In 1953, Salem [16] proved that the Riemann hypothesis is true, i.e. the Riemann zeta-function ζ(s) is free of zeros in the strip 1 
Proof Indeed, there exists a function h * δ (s) ∈ L 1 (c) such that
Hence for all x ∈ R it follows that f is zero almost everywhere.
Proof Calling again (1.14) and properties of the Mellin transform and its convolution, [5, 14] it is not difficult to derive the equality Hence substituting (4.5) into (4.2), we change the order of integration and summation via absolute and uniform convergence since (see Section 1) d(n) = O(n ε ), ε > 0, n → ∞. Consequently, Theorem 7 can be reformulated as is the Meijer type convolution transform, [6] has no nontrivial solutions.
Finally a class of Salem's type equivalences to the Riemann hypothesis is given by 
