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Abstract
We analyze wavefunctions of the six-vertex model by extending the Izergin-Korepin
analysis on the domain wall boundary partition functions. We particularly focus on
the case with triangular boundary. By using the Uq(sl2) R-matrix and a special class
of the triangular K-matrix, we first introduce an analogue of the wavefunctions of the
integrable six-vertex model with triangular boundary. We first give a characterization of
the wavefunctions by extending our recent work of the Izergin-Korepin analysis of the
domain wall boundary partition function with triangular boundary, and then determine
the explicit form of the symmetric functions representing the wavefunctions by showing
that it satisfies all the required properties. We also illustrate the Izergin-Korepin analysis
for the case of ordinary wavefunctions as it is the basic case.
1 Introduction
The most fundamental and important objects in statistical physics are partition functions.
Exact computations of partition functions have great impacts in mathematical physics and
mathematics. The field of integrable lattice models [1, 2, 3, 4] offers us chances to compute
partition functions exactly, and have stimulated the advances of representation theory and
algebraic combinatorics. One of the most basic partition functions called the domain wall
boundary partition function [5, 6] has become famous in the field of algebraic combinatorics in
1990s, since its determinant form was realized to be a certain generalization of the generating
function of the enumeration of the alternating sign matrix [7, 8, 9, 10]. Relation with classical
integrable models [11], orthogonal polynomials [12], asymptotics in the thermodynamic limit
[13, 14, 15] were also investigated.
Various variations of the domain wall boundary partition functions were introduced. One
of the motivations of studying these variations comes from the expectation that investigating
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variations leads us to applications to the variations of the enumeration of the alternating sign
matrices [9, 10, 16, 17, 18].
In recent years, more generic partition functions which we shall call as the wavefunc-
tions are attracting attention. The domain wall boundary partition function can be regarded
as the simplest case of the wavefunctions. By studying the wavefunctions of various inte-
grable models and various boundary conditions, it has been recognized that their explicit
forms are nothing but symmetric functions such as the Schur, Hall-Littlewood, Grothendieck
polynoimals and their deformations. As one of the applications of these integrable model
realizations of symmetric polynomials, we can discover various new algebraic combinatorial
identities which give substantial generalizations of the Cauchy, dual Cauchy, Littlewood,
Tokuyama formulae and the Littlewood-Richardson coefficients. There are now a lot of pa-
pers on this subject. See [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32] for examples
which investigate symmetric functions by using the XXZ model and the q-boson model, and
[33, 34, 35, 36, 37, 38] by using the free-fermion model in an external field .
In this paper, we introduce and study an analogue of the wavefunctions. We investigate
the wavefunctions with triangular boundary. The main motivation of introducing this object
is to generalize combinatorial objects such as the non-intersecting lattice paths and excited
Young diagrams in Schubert calculus [39, 40, 41, 42, 43]. By translating those combinatorial
objects into the language of integrable lattice models, one finds that those combinatorial
objects use the q = 0 degeneration of the Uq(sl2) R-matrix as bulk weights. From the point
of view of quantum integrability, it is natural to have the following feeling: why don’t we
use the Uq(sl2) R-matrix itself as bulk weights? In our very recent work [44], we analyzed
the domain wall boundary partition function with triangular boundary which is the very first
step, and determined its explicit expression as a certain symmetric function. The Izergin-
Korepin analysis [5, 6, 48] was crucial to get the explicit form. In this paper, we extend
the Izergin-Korepin analysis to the wavefunctions, and determine the explicit form which
is an extension of the symmetric function representing the domain wall boundary partition
function.
This paper is organized as follows. In the next section, we first list the Uq(sl2) R-matrix
and the triangular K-matrix which we use in this paper. Using these R-matrix and K-
matrix, we introduce the wavefunctions with triangular boundary in section 3. In section 4,
we make the Izergin-Korepin analysis and list the properties needed to determine the explicit
form of the wavefunctions. In section 5, we present the symmetric function which gives the
explicit form of the wavefunctions by showing that it satisfies all the required properties.
Section 6 is devoted to conclusion. We illustrate the Izergin-Korepin analysis to the ordinary
wavefunctions in the Apeendix.
2 The six-vertex model
In this section, we introduce the Uq(sl2) R-matrix and the K-matrix which will be used as
local bulk and boundary pieces of the wavefunctions with triangular boundary which will be
introduced in the next section.
The most fundamental objects in integrable lattice models are the R-matrix. In this
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paper, we use the following Uq(sl2) R-matrix [45, 46]
Rab(u,w) =


u− tw 0 0 0
0 t(u− w) (1− t)u 0
0 (1− t)w u− w 0
0 0 0 u− tw

 , (2.1)
acting on the tensor product Wa ⊗Wb of the complex two-dimensional space Wa. Let us
denote the orthonormal basis of Wa and its dual as {|0〉a, |1〉a} and {a〈0|, a〈1|}, and the
matrix elements of the R-matrix as a〈γ|b〈δ|Rab(u,w)|α〉a|β〉b = [Rab(u,w)]
γδ
αβ . The matrix
elements of the R-matrix are explicitly given as
a〈0|b〈0|Rab(u,w)|0〉a|0〉b = u− tw, (2.2)
a〈0|b〈1|Rab(u,w)|0〉a|1〉b = t(u−w), (2.3)
a〈0|b〈1|Rab(u,w)|1〉a|0〉b = (1− t)u, (2.4)
a〈1|b〈0|Rab(u,w)|0〉a|1〉b = (1− t)w, (2.5)
a〈1|b〈0|Rab(u,w)|1〉a|0〉b = u− w, (2.6)
a〈1|b〈1|Rab(u,w)|1〉a|1〉b = u− tw. (2.7)
The R-matrix (2.1) satsifies the Yang-Baxter relation
Rab(u, v)Rac(u,w)Rbc(v,w) = Rbc(v,w)Rac(u,w)Rab(u, v), (2.8)
acting on Wa ⊗Wb ⊗Wc.
See Figures 1 and 2 for the graphical description of the R-matrix and the Yang-Baxter
relation used in this paper. The R-matrices have origins in statistical physics, and |0〉 or its
dual 〈0| can be regarded as a spin up state, while |1〉 or its dual 〈1| can be interpretted as
a spin down state from the point of view of statistical physics. We sometimes use the terms
spin up states (up spins) and spin down states (down spins) to describe states constructed
from |0〉, 〈0|, |1〉 and 〈1| since they are convenient for the description of the states.
We also introduce the triangular K-matrix acting on Wa (see Figure 3)
Ka(u) =
(
Bu−A 0
u− u−1 Bu−1 −A
)
, (2.9)
where A and B are arbitrary complex parameters. The matrix elements are explicitly given
by
a〈0|Ka(u)|0〉a = Bu−A, (2.10)
a〈0|Ka(u)|1〉a = 0, (2.11)
a〈1|Ka(u)|1〉a = Bu
−1 −A, (2.12)
a〈1|Ka(u)|0〉a = u− u
−1. (2.13)
The K-matrix (2.9) together with the R-matrix satisfy the following relation
Rba(u/w)Kb(u)Rab(uw)Ka(w) = Ka(w)Rba(uw)Kb(u)Rab(u/w), (2.14)
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Figure 1: The R-matrix R(u,w) (2.1). We regard that each line is a representation space and
carries a spectral parameter. In this picture, the horizontal line carries a spectral parameter
u, while the vertical line carries w.
which is called as the reflection equation or the boundary Yang-Baxter equation [47]. The
reflection equation ensures the integrability at the boundary, and we use this particular K-
matrix as local pieces of the wavefunctions at the boundary. Note that (2.9) can be regarded
as a specialization of the full K-matrix which satisfies the reflection equation (2.14). See
Figure 4 for the grahical representation of the reflection equation.
For later convenience, we finally define in this section the following Pauli spin operators
σ+ and σ− as operators acting on the (dual) orthonomal basis as
σ+|1〉 = |0〉, σ+|0〉 = 0, 〈0|σ+ = 〈1|, 〈1|σ+ = 0, (2.15)
σ−|0〉 = |1〉, σ−|1〉 = 0, 〈1|σ− = 〈0|, 〈0|σ− = 0. (2.16)
3 Wavefunctions
To introduce the wavefunctions with triangular boundary, we introduce the tensor product
of the Fock spaces W−n ⊗ · · · ⊗W−1 ⊗W1 ⊗ · · · ⊗WN . Note that here we do not introduce
a Fock space named W0.
We next define the following monodromy matrix Tj(u1, . . . , uj |w1, . . . , wN ), j = 1, . . . , n
using the R-matrix and the K-matrix as
Tj(u1, . . . , uj |w1, . . . , wN )
=R−j,N(uj , wN ) · · ·R−j,1(uj , w1)R−j,−1(uju1, 1) · · ·R−j,−j+1(ujuj−1, 1)K−j(uj), (3.1)
4
Figure 2: The Yang-Baxter relation (2.8). The left and right figure represents
Rab(u, v)Rac(u,w)Rbc(v,w) and Rbc(v,w)Rac(u,w)Rab(u, v) respectively.
which acts on W−j ⊗ · · · ⊗W−1 ⊗W1 ⊗ · · · ⊗WN . See Figure 5 for a pictorial description of
(3.1).
Next, we define the state vector |ΨN,n(u1, . . . , un|w1, . . . , wN )〉 ∈W1⊗ · · · ⊗WN by using
the monodromy matrix Tj(u1, . . . , uj |w1, . . . , wN ) as
|ΨN,n(u1, . . . , un|w1, . . . , wN )〉
=〈0n|T1(u1|w1, . . . , wN ) · · · Tn(u1, . . . , un|w1, . . . , wN )|Ω〉n+N , (3.2)
where the states 〈0n| and |Ω〉n+N are defined as
〈0n| = −n〈0| ⊗ · · · ⊗ −1〈0|, (3.3)
|Ω〉n+N = |0〉−n ⊗ · · · ⊗ |0〉−1 ⊗ |0〉1 ⊗ · · · ⊗ |0〉N . (3.4)
This is an analogue of the off-shell Bethe vector. We remark that there is a big difference
on the properties between the state vector (3.2) and the ordinary off-shell Bethe vector. The
ordinary off-shell Bethe vector of the six-vertex model (and its degeneration to the five-vertex
model) is constructed from the multiple action of the so-called B-operators on the vacuum
state, and one B-operator always creates one dowm spin, hence the ordinary off-shell Bethe
vector constructed from n layers of B-operators gives an n-down spin state. However, the
state vector (3.2) constructed from n layers Tj(u1, . . . , uj |w1, . . . , wN ), j = 1, · · · , n do not
always give an n-down spin state.
Keeping this in mind, let us now introduce an analogue of the wavefunctions with trian-
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Figure 3: The K-matrix K(u) (2.9). We regard that the horizontal line carries a spectral
parameter u, while the vertical line carries its inverse u−1.
gular boundary. We first introduce the following dual spin states
〈x1 · · · xm| = (1〈0| ⊗ · · · ⊗ N 〈0|)
m∏
j=1
σ+xj ∈W
∗
1 ⊗ · · · ⊗W
∗
N , (3.5)
which are states labelling the configurations of down spins 1 ≤ x1 < x2 < · · · < xm ≤ N . W
∗
a
means the dual space of Wa.
Now we define the wavefunctions with triangular boundary
WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) as the inner product between the state vector
|ΨN,n(u1, . . . , un|w1, . . . , wN )〉 and the m-down spin state 〈x1 · · · xm| as
WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) = 〈x1 · · · xm|ΨN,n(u1, . . . , un|w1, . . . , wN )〉. (3.6)
The wavefunctions (3.6) can be seen as an extension of the domain wall boundary partition
function with triangular boundary
Zn,m(u1, . . . , un|w1, . . . , wm)
=〈0n1m|T1(u1|w1, . . . , wm) · · ·Tn(u1, . . . , un|w1, . . . , wm)|Ω〉n+m, (3.7)
〈0n1m| =−n〈0| ⊗ · · · ⊗ −1〈0| ⊗ 1〈1| ⊗ · · · ⊗ m〈1|, (3.8)
which we introduced in our last paper [44], since the special case N = m, xj = j, j = 1, · · · ,m
of the wavefunctions (3.6) is nothing but the domain wall boundary partition function
Wm,n,m(u1, . . . , un|w1, . . . , wm|1, . . . ,m) = Zn,m(u1, . . . , un|w1, . . . , wm). (3.9)
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Figure 4: The reflection equation (2.14). The left and right figure represents
Rba(u/w)Kb(u)Rab(uw)Ka(w) and Ka(w)Rba(uw)Kb(u)Rab(u/w) respectively.
The wavefunctionsWN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) is a symmetric function with
respect to the spectral parameters {u}n which can be shown in the same way we showed for
the case of the domain wall boundary partition function [44] by the so-called railroad ar-
gument using the Yang-Baxter relation and the reflection equation. Thus, we sometimes
abbreviate WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) as
WN,n,m({u}n|w1, . . . , wN |x1, . . . , xm) where {u}n means {u1, . . . , un} as a set. See Figure 6
for the graphical description of the wavefunctions WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm).
4 Izergin-Korepin analysis
In this section, we list and prove the properties of the wavefunctions
WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) defined in the last section by extending the Izergin-
Korepin analysis [5, 6, 48] on the domain wall boundary partition function with triangular
boundary in our recent paper [44].
Proposition 4.1. The wavefunctions WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) satisfies the
following properties.
(1) WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) is a polynomial of degree n−1 in wN if xm = N
and degree n if xm 6= N .
(2) WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) is symmetric with respect to uj, j = 1, . . . , n.
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Figure 5: The monodromy matrix Tj(u1, . . . , uj |w1, . . . , wN ) (3.1).
(3) The following recursive relations between the wavefunctions hold if xm = N (Figure 7):
WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)|wN=t−1un
=(1− t)
n−1∏
j=1
(tuj − un)
n∏
j=1
(ujun − 1)
N−1∏
j=1
(un − wj)
×WN−1,n−1,m−1(u1, . . . , un−1|w1, . . . , wN−1|x1, . . . , xm−1). (4.1)
If xm 6= N , the following factorizations hold for the wavefunctions (Figure 8):
WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)
=
n∏
j=1
(uj − twN )WN−1,n,m(u1, . . . , un|w1, . . . , wN−1|x1, . . . , xm). (4.2)
(4) The following explicit evaluations hold for the case N = m = 1 (Figure 9):
W1,n,1(u1, . . . , un|w|1)|w=t−1un
=(1− t)
n−1∏
j=1
(tuj − un)(Buj −A)
n∏
j=1
(ujun − 1)
∏
1≤j<k≤n−1
(ujuk − t). (4.3)
If N = 1, m = 0, the following explicit evaluation holds (Figure 10):
W1,n,0(u1, . . . , un|w) =
n∏
j=1
(Buj −A)
n∏
j=1
(uj − tw)
∏
1≤j<k≤n
(ujuk − t). (4.4)
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Figure 6: The wavefunctions with triangular boundary
WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) (3.7). This figure illustrates the case
N = 3, n = 5, m = 2, x1 = 2, x2 = 3.
Proof. Property (1) for the case xm = N can be easily shown in the same way with the domain
wall boundary partition function (with triangular boundary) by inserting the completeness
relation in one spin down state sector.
For the case xm 6= N , one can also easily show by its graphical representation and the
ice rule of the R-matrix a〈γ|b〈δ|Rab(u,w)|α〉a|β〉b = 0 unless α + β = γ + δ. Using the ice
rule, one finds that the R-matrices on the rightmost row freeze (Figure 8). The contribution
to the weights from the freezed rightmost row is
∏n
j=1(uj − twN ), and the remaining part
is nothing but the wavefunctions WN−1,n,m(u1, . . . , un|w1, . . . , wN−1|x1, . . . , xm). This shows
that WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) has the following factorization for the case
xm 6= N
WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)
=
n∏
j=1
(uj − twN )WN−1,n,m(u1, . . . , un|w1, . . . , wN−1|x1, . . . , xm), (4.5)
which is nothing but (4.2). This relation shows Properties (1) and (3) for the case xm 6= N .
Property (2) can be shown by the standard railroad argument using the Yang-Baxter
relation and the reflection equation repeatedly, exactly in the same way we proved for the
case of the domain wall boundary partition function [44]. We remark that the wavefunctions
WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) is no more symmetric with respect to wj, j =
1, . . . ,m in general unlike the domain wall boundary partition function. This comes from
the fact that the dual spin state 〈x1 · · · xm| which is used to construct the wavefunctions is
9
Figure 7: The recursion relation WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm), xm = N evalu-
ated at wN = t
−1un (4.1) .
not a consecutive sequence of down spins anymore in general. Note that the dual spin state
〈x1 · · · xm| does not have any influence on the railroad argument to prove the commutativity
of the spectral parameters {u}n.
Property (3) for the case xm = N can be proved with the help of the graphical repre-
sentation of the wavefunctions WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm), and can be showed
essentially in the same way with proving a similiar property for the domain wall boundary
partition function Zn,m({u}n|{w}m) [44]. To show (4.1), let us see what happens when one
sets wN as wN = t
−1un (see Figure 7). One first sees that the R-matrix at the top right corner
freezes due to the vanishing property −n〈0|N 〈0|R(un, wN = t
−1un)|0〉−n|0〉N = 0. Then using
the ice rule of the R-matrix, one finds the top row and the rightmost column freeze. The total
contribution of the weights from the freezed part can be calculated by multiplying all the ma-
trix elements of the R-matrix and the K-matrix which appear, and we find it is given by (1−
t)
∏n−1
j=1 (tuj−un)
∏n
j=1(ujun−1)
∏N−1
j=1 (un−wj). Next, one finds that the remaining unfreezed
part is nothing but the wavefunctionsWN−1,n−1,m−1(u1, . . . , un−1|w1, . . . , wN−1|x1, . . . , xm−1)
, from which one concludes thatWN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) evaluated at wN =
t−1un is the product of (1− t)
∏n−1
j=1 (tuj − un)
∏n
j=1(ujun − 1)
∏N−1
j=1 (un − wj) and
WN−1,n−1,m−1(u1, . . . , un−1|w1, . . . , wN−1|x1, . . . , xm−1). This shows (4.1).
What remains to be shown is Property (4), which can be regarded as the initial condition
of the recursion relation (Property (3)).
Property (4) for the case m = 1 is shown in [44]. We include the proof here for the sake
of completeness. This can be shown in the same way as Property (3). Let us denote w1
as w for simplicity. From its graphical representation, one finds great simplication occurs
10
Figure 8: The factorization of WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm), xm 6= N (4.2) .
for the wavefunction W1,n,1(u1, . . . , un|w|1) (Figure 9). When one sets w = t
−1un, one first
finds that the top row and the rightmost column freeze. We make a further observation
on W1,n,1(u1, . . . , un|w|1). Using the property a〈0|Ka(u)|1〉a = 0 of the triangular K-matrix
(2.9), one finds that all spins on the bottom row freeze, and this freezing process continues
and we finally find that all spins get freezed. Multiplying all the appearing matrix elements of
the R-matrix and theK-matrix, one finds the total contribution is given by (1−t)
∏n−1
j=1 (tuj−
un)(Buj −A)
∏n
j=1(ujun − 1)
∏
1≤j<k≤n−1(ujuk − t), hence (4.3) is shown.
Property (4) for the casem = 0 can also be proved in the same way. By drawing the graph-
ical representation of W1,n,0(u1, . . . , un|w), one finds by using the ice rule of the R-matrix
and the property a〈0|Ka(u)|1〉a = 0 of the K-matrix that all spins get freezed. Multiplying
all the appearing matrix elements of the R-matrix and the K-matrix, one finds the total con-
tribution to the wavefunctions is given by
∏n
j=1(Buj−A)
∏n
j=1(uj− tw)
∏
1≤j<k≤n(ujuk− t),
from which one concludes (4.4) holds. See Figure 10 for the graphical representation of
W1,n,0(u1, . . . , un|w).
5 Symmetric functions
In this section, we introduce a class of symmetric function, and prove that the symmet-
ric function represents the wavefunctions of the six-vertex model with triangular boundary
WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) by showing that it satisfies all the required prop-
erties derived by the Izergin-Korepin analysis in the last section.
Definition 5.1. We define the following symmetric function
11
Figure 9: The recursion relation WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) evaluated at w =
t−1un for the case N = m = 1, x1 = 1 (4.3).
FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) which depends on the symmetric variables u1, . . . , un,
complex parameters w1, . . . , wN and integers x1, . . . , xm satisfying 1 ≤ x1 < · · · < xm ≤ N ,
FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)
=
1
(n −m)!
∑
σ∈Sn
m∏
j=1
N∏
k=xj+1
(uσ(j) − twk)
∏
1≤j<k≤m
tuσ(j) − uσ(k)
uσ(j) − uσ(k)
(uσ(j)uσ(k) − 1)
×
∏
m+1≤j≤n
1≤k≤N
(uσ(j) − twk)
∏
m+1≤j≤n
1≤k≤m
tuσ(j) − uσ(k)
uσ(j) − uσ(k)
(uσ(j)uσ(k) − 1)
×
m∏
j=1
xj−1∏
k=1
(uσ(j) − wk)
∏
m+1≤j<k≤n
(uσ(j)uσ(k) − t)
×
m∏
j=1
(1− t)(u2σ(j) − 1)
n∏
j=m+1
(Buσ(j) −A). (5.1)
Theorem 5.2. The wavefunctions of the six-vertex model with triangular boundary
ZN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) is explicitly expressed as the symmetric function
FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)
ZN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) = FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm).
(5.2)
12
Figure 10: The factorization of WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) for the case N =
1, m = 0 (4.4).
Proof. We prove this theorem by showing that the symmetric funcion (5.1)
FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) satisfies all the four Properties in Proposition 4.1.
Let us first show Property (1). First, note that the factor
m∏
j=1
N∏
k=xj+1
(uσ(j) − twk) in
FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) is a polynomial of degree m− 1 in wN if xm = N
and degree m if xm 6= N . There is also a factor
∏
m+1≤j≤n
(uσ(j) − twN ) in (5.1) which
contributes to the degree of wN , and one finds that FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)
is a polynomial of degree n− 1 in wN if xm = N and degree n if xm 6= N .
It is also easy to find that FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) is symmetric with
respect to uj , j = 1, . . . , n, since the sum is over all permutations of the variables uj , j =
1, . . . , n.
Let us show Property (3). We first show the function FN,n,m({u}n|w1, . . . , wN |x1, . . . , xm)
satisfies (4.1) which we have to prove for the case xm = N . In this case, first note that the
factor
m∏
j=1
N∏
k=xj+1
(uσ(j) − twk)
∏
m+1≤j≤n
1≤k≤N
(uσ(j) − twk), (5.3)
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in each summand essentially becomes
m−1∏
j=1
N∏
k=xj+1
(uσ(j) − twk)
∏
m+1≤j≤n
1≤k≤N
(uσ(j) − twk). (5.4)
Then one can extract a factor
m−1∏
j=1
(uσ(j) − twN )
N∏
j=m+1
(uσ(j) − twN ) from (5.4). Let us
concentrate on this factor. If one substitutes wN = t
−1un, this factor vanishes unless σ
satisfies σ(m) = n.
Therefore, only the summands satisfying σ(m) = n in (5.1) survive after the substitution
wN = t
−1un. Keeping this in mind, one rewrites FN,n,m({u}n|w1, . . . , wN |x1, . . . , xm)|wN=t−1un
by using the symmetric group Sn−1 where every σ
′ ∈ Sn−1 satisfies {σ
′(1), · · · , σ′(m −
1), σ′(m+ 1), · · · , σ′(n)} = {1, · · · , n− 1} as follows:
FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)|wN=t−1un
=
1
(n−m)!
∑
σ′∈Sn−1
m−1∏
j=1
N−1∏
k=xj+1
(uσ′(j) − twk)
∏
1≤j<k≤m−1
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
(uσ′(j)uσ′(k) − 1)
×
∏
m+1≤j≤n
1≤k≤N−1
(uσ′(j) − twk)
∏
m+1≤j≤n
1≤k≤m−1
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
(uσ′(j)uσ′(k) − 1)
×
m−1∏
j=1
(tuσ′(j) − un)(uσ′(j)un − 1)
n∏
j=m+1
(tuσ′(j) − un)(uσ′(j)un − 1)
×
m−1∏
j=1
xj−1∏
k=1
(uσ′(j) − wk)
N−1∏
k=1
(un − wk)
∏
m+1≤j<k≤n
(uσ′(j)uσ′(k) − t)
× (1− t)(u2n − 1)
m−1∏
j=1
(1− t)(u2σ′(j) − 1)
n∏
j=m+1
(Buσ′(j) −A). (5.5)
One easily notes that the factors
N−1∏
k=1
(un−wk) and (1−t)(u
2
n−1) in the sum are independent of
the permutation S′n−1. One also finds the factor
m−1∏
j=1
(tuσ′(j)−un)(uσ′(j)un−1)
n∏
j=m+1
(tuσ′(j)−
un)(uσ′(j)un − 1) is also independent of S
′
n−1 since we have
m−1∏
j=1
(tuσ′(j) − un)(uσ′(j)un − 1)
n∏
j=m+1
(tuσ′(j) − un)(uσ′(j)un − 1)
=
n−1∏
j=1
(tuj − un)(ujun − 1). (5.6)
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Thus, (5.5) can be rewritten furthermore as
FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)|wN=t−1un
=(1 − t)(u2n − 1)
n−1∏
j=1
(tuj − un)(ujun − 1)
N−1∏
k=1
(un − wk)
×
1
(n−m)!
∑
σ′∈Sn−1
m−1∏
j=1
N−1∏
k=xj+1
(uσ′(j) − twk)
∏
1≤j<k≤m−1
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
(uσ′(j)uσ′(k) − 1)
×
∏
m+1≤j≤n
1≤k≤N−1
(uσ′(j) − twk)
∏
m+1≤j≤n
1≤k≤m−1
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
(uσ′(j)uσ′(k) − 1)
×
m−1∏
j=1
xj−1∏
k=1
(uσ′(j) − wk)
∏
m+1≤j<k≤n
(uσ′(j)uσ′(k) − t)
×
m−1∏
j=1
(1− t)(u2σ′(j) − 1)
n∏
j=m+1
(Buσ′(j) −A). (5.7)
Noting
1
(n−m)!
∑
σ′∈Sn−1
m−1∏
j=1
N−1∏
k=xj+1
(uσ′(j) − twk)
∏
1≤j<k≤m−1
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
(uσ′(j)uσ′(k) − 1)
×
∏
m+1≤j≤n
1≤k≤N−1
(uσ′(j) − twk)
∏
m+1≤j≤n
1≤k≤m−1
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
(uσ′(j)uσ′(k) − 1)
×
m−1∏
j=1
xj−1∏
k=1
(uσ′(j) − wk)
∏
m+1≤j<k≤n
(uσ′(j)uσ′(k) − t)
×
m−1∏
j=1
(1− t)(u2σ′(j) − 1)
n∏
j=m+1
(Buσ′(j) −A)
=FN−1,n−1,m−1(u1, . . . , un−1|w1, . . . , wN−1|x1, . . . , xm−1), (5.8)
one finds that (5.7) is nothing but the following recursion relation for the symmetric function
FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)
FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)|wN=t−1un
=(1− t)
n−1∏
j=1
(tuj − un)
n∏
j=1
(ujun − 1)
N−1∏
j=1
(un − wj)
× FN−1,n−1,m−1(u1, . . . , un−1|w1, . . . , wN−1|x1, . . . , xm−1), (5.9)
which is exactly the same recursion relation the wavefunctions
WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) must satisfy. Hence, Property (3) for the case
xm = N is proved.
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The case xm 6= N can be shown in a similar but much simpler way. In this case we can
rewrite FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) as
FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)
=
1
(n−m)!
∑
σ∈Sn
m∏
j=1
N−1∏
k=xj+1
(uσ(j) − twk)
m∏
j=1
(uσ(j) − twN )
∏
1≤j<k≤m
tuσ(j) − uσ(k)
uσ(j) − uσ(k)
(uσ(j)uσ(k) − 1)
×
∏
m+1≤j≤n
1≤k≤N−1
(uσ(j) − twk)
n∏
j=m+1
(uσ(j) − twN )
∏
m+1≤j≤n
1≤k≤m
tuσ(j) − uσ(k)
uσ(j) − uσ(k)
(uσ(j)uσ(k) − 1)
×
m∏
j=1
xj−1∏
k=1
(uσ(j) − wk)
∏
m+1≤j<k≤n
(uσ(j)uσ(k) − t)
×
m∏
j=1
(1− t)(u2σ(j) − 1)
n∏
j=m+1
(Buσ(j) −A). (5.10)
The product of the factors
m∏
j=1
(uσ(j) − twN ) and
n∏
j=m+1
(uσ(j) − twN ) becomes
m∏
j=1
(uσ(j) − twN )
n∏
j=m+1
(uσ(j) − twN ) =
n∏
j=1
(uj − twN ), (5.11)
which becomes independent of the permutation Sn. Taking this into account, (5.10) can be
rewritten as
FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)
=
n∏
j=1
(uj − twN )
1
(n−m)!
∑
σ∈Sn
m∏
j=1
N−1∏
k=xj+1
(uσ(j) − twk)
∏
1≤j<k≤m
tuσ(j) − uσ(k)
uσ(j) − uσ(k)
(uσ(j)uσ(k) − 1)
×
∏
m+1≤j≤n
1≤k≤N−1
(uσ(j) − twk)
∏
m+1≤j≤n
1≤k≤m
tuσ(j) − uσ(k)
uσ(j) − uσ(k)
(uσ(j)uσ(k) − 1)
×
m∏
j=1
xj−1∏
k=1
(uσ(j) − wk)
∏
m+1≤j<k≤n
(uσ(j)uσ(k) − t)
×
m∏
j=1
(1− t)(u2σ(j) − 1)
n∏
j=m+1
(Buσ(j) −A)
=
n∏
j=1
(uj − twN )FN−1,n,m(u1, . . . , un|w1, . . . , wN−1|x1, . . . , xm), (5.12)
which is also exactly the recursion relation the wavefunctions
WN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) must satisfy for the case xm 6= N .
Let us finally show Property (4). The case m = 1 is proved in [44]. We display the
proof here for completeness. This can be shown by making further analysis on the symmetric
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function FN,n,m({u}n|w1, . . . , wN |x1, . . . , xm)|wN=t−1un for the case N = m = 1, x1 = 1. We
first write down the case N = m = 1, x1 = 1 of (5.7) which we used to prove Property (3)
(we denote w1 as w).
F1,n,1({u}n|w|1)|w=t−1un =(1− t)(u
2
n − 1)
n−1∏
j=1
(tuj − un)(ujun − 1)
×
1
(n− 1)!
∑
σ′∈Sn−1
∏
2≤j<k≤n
(uσ′(j)uσ′(k) − t)
n∏
j=2
(Buσ′(j) −A).
(5.13)
Since ∏
2≤j<k≤n
(uσ′(j)uσ′(k) − t) =
∏
1≤j<k≤n−1
(ujuk − t), (5.14)
n∏
j=2
(Buσ′(j) −A) =
n−1∏
j=1
(Buj −A), (5.15)
the summands are all equal, and the sum in the right hand side of (5.13) becomes (n −
1)!
∏
1≤j<k≤n−1
(ujuk − t)
n−1∏
j=1
(Buj −A). Thus, we have the complete factorization
F1,n,1({u}n|w|1)|w=t−1un
=(1− t)(u2n − 1)
n−1∏
j=1
(tuj − un)(ujun − 1)
×
1
(n− 1)!
(n− 1)!
∏
1≤j<k≤n−1
(ujuk − t)
n−1∏
j=1
(Buj −A)
=(1− t)
n−1∏
j=1
(tuj − un)(Buj −A)
n∏
j=1
(ujun − 1)
∏
1≤j<k≤n−1
(ujuk − t), (5.16)
which implies that F1,n,1({u}n|w|1) satisfies the same property withW1,n,1({u}n|w|1). Hence,
Property (4) for the case m = 1 is proved.
The case m = 0 can be shown in a similar way. Writing down the case N = 1, m = 0 of
(5.7), one immediately sees that all the summands are equal and we have
F1,n,0({u}n|w) =
1
n!
∑
σ∈Sn
n∏
j=1
(uσ(j) − tw)
∏
1≤j<k≤n
(uσ(j)uσ(k) − t)
n∏
j=1
(Buσ(j) −A)
=
1
n!
n!
n∏
j=1
(uj − tw)
∏
1≤j<k≤n
(ujuk − t)
n∏
j=1
(Buj −A)
=
n∏
j=1
(uj − tw)
∏
1≤j<k≤n
(ujuk − t)
n∏
j=1
(Buj −A), (5.17)
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which shows that F1,n,0({u}n|w) is the same with W1,n,0({u}n|w).
We have proved that the symmetric function FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm)
satisfies all the Properties (1), (2), (3) and (4) in Proposition 4.1, hence it is the explicit form
of the wavefunctions with triangular boundary ZN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm) =
FN,n,m(u1, . . . , un|w1, . . . , wN |x1, . . . , xm).
6 Conclusion
In this paper, we introduced an analogue of the wavefunctions of an integrable six-vertex
model with triangular boundary. We used the Uq(sl2) R-matrix as the bulk weights and
a triangular K-matrix as the boundary weights. We extended our recent work [44] of the
Izergin-Korepin analysis on the domain wall boundary partition function to the wavefunctions
and listed the properties about the degree, symmetry, two recursion relations and two initial
conditions. We proved that a class of certain explicit symmetric functions satisfies all the
required properties, which means that the symmetric functions is nothing but the explicit
form which represents the wavefunctions with triangular boundary.
The main motivation for introducing and studying the wavefunctions with triangular
boundary is that there are similar combinatorial objects in algebraic combinatorics and
Schubert calculus such as the non-intersecting lattice paths and excited Young diagrams
[39, 40, 41, 42, 43]. Some of those combinatorial objects can be regarded as the wavefunc-
tions of integrable lattice models with triangular boundary, with the bulk weights given by an
R-matrix of an integrable five-vertex model, and the boundary weights given by a triangular
K-matrix. Our result can be regarded as an extension of these combinatorial objects by using
the six-vertex Uq(sl2) R-matrix as the bulk weights, and more general triangular K-matrix as
the boundary weights. The ordinary wavefunctions [24, 25] is represented by the Grothendieck
polynomials of type A Grassmannian variety and their quantum group deformations. See the
Appendix for a proof of the ordinarywavefunctions based on the Izergin-Korepin analysis.
We called the class of partition functions treated in this paper as “the wavefunctions”.
For the case of ordinary wavefunctions, it is the inner product between the state vector of
spins and the off-shell Bethe vector, which becomes the eigenvector of the XXZ spin chain
when the Bethe ansatz equations are imposed on the spectral parameters. However, we do
not know at this moment if the “off-shell” Bethe vector for the case of triangular boundary
becomes an eigenfunction of some Hamiltonian or transfer matrix. This is the reason why
we sometimes called the partition functions treated in this paper as “an analogue of the
wavefunctions”. It seems worthwhile to investigate whether such Hamiltonian or transfer
matrix exist, and if so, what are their explicit forms.
Extending the analysis to various integrable models such as the higher rank models,
elliptic models is also an interesting topic. Formulating the wavefunctions of elliptic integrable
models [49] by using the dynamical R-matrix as the bulk weights and the triangular elliptic
K-matrix [50, 51] as the boundary weights, using the Izergin-Korepin analysis and finding the
corresponding elliptic symmetric functions with the help of complex analysis is an interesting
work. See [52, 53, 54, 55, 56, 57, 58, 59, 60] for examples on the treatment of the domain
wall boundary partition functions and scalar products of the elliptic and trigonometric face
models by using various methods developed to analzye those objects. Also interesting topics
are to study wavefunctions constructed from the R- and K-matrices of higher dimensional
18
representations. See [61] for example on this direction.
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A Ordinary wavefunctions
Figure 11: The L-operator L(u,w) (A.1). The horizontal line is the spaceW , and the vertical
line is the space V .
We give here the Izergin-Korepin analysis on the ordinary wavefunctions in this Appendix.
We remark that the result presented here can be obtained by applying the general result
on the ordinary wavefunctions, for example [29, 30], to the following L-operator presented
below. We present a proof based on the Izergin-Korepin analysis here since it is an illustrative
example.
We analyze the wavefunctions constructed from the following generalized L-operator [26]
(Figure 11)
Laj(u,w, a, b, c, d, e, f) =


au+ bw 0 0 0
0 atu+ bw (1− t)cu 0
0 (1− t)dw eu+ fw 0
0 0 0 eu+ tfw

 , (A.1)
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acting on the tensor product Wa ⊗ Vj where Vj is also a complex two-dimensional vector
space, and the parameters a, b, c, d, e and f are constant parameters (do not depend on the
spectral parameter u) and must obey the following relations
(1− t)cd+ af − be = 0, (t2 − t)cd+ t2af − be = 0. (A.2)
If one assumes t 6= 1, the relations (A.2) further reduce to
cd+ af = 0, tcd+ be = 0. (A.3)
We frequently abbreviate Laj(u,w, a, b, c, d, e, f) as Laj(u,w) for simplicity. The matrix ele-
ments of the L-operator (A.1) is explicitly given by
a〈0|j〈0|Laj(u,w)|0〉a|0〉j = au+ bw, (A.4)
a〈0|j〈1|Laj(u,w)|0〉a|1〉j = atu+ bw, (A.5)
a〈0|j〈1|Laj(u,w)|1〉a|0〉j = (1− t)cu, (A.6)
a〈1|j〈0|Laj(u,w)|0〉a|1〉j = (1− t)dw, (A.7)
a〈1|j〈0|Laj(u,w)|1〉a|0〉j = eu+ fw, (A.8)
a〈1|j〈1|Laj(u,w)|1〉a|1〉j = eu+ ftw. (A.9)
Figure 12: The ordinary wavefunctions OWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) (A.19).
This figure illustrates the case N = 8, n = 5, x1 = 1, x2 = 2, x3 = 4, x4 = 6, x5 = 7.
The L-operator (A.1) together with the Uq(sl2) R-matrix (2.1) satisfies the RLL-type
Yang-Baxter relation
Rab(u1, u2)Laj(u1, w)Lbj(u2, w) = Lbj(u2, w)Laj(u1, w)Rab(u1, u2), (A.10)
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Figure 13: The recursion relation OWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn), xn = N evalu-
ated at wN = −b
−1
N aNun (A.20) .
acting on Wa ⊗ Wb ⊗ Vj . (A.1) and (A.10) contains the Uq(sl2) R-matrix (2.1) and the
RRR-type Yang-Baxter relation (2.8) as a special case a = 1, b = −t, c = 1, d = 1, e = 1,
f = −1.
In the quantum inverse scattering method, what we first do is to construct the monodromy
matrix Ta(u|w1, . . . , wN ) from the L-operator as
Ta(u|w1, . . . , wN ) = LaN (u,wN ) · · ·La1(u,w1)
=
(
A(u|w1, . . . , wN ) B(u|w1, . . . , wN )
C(u|w1, . . . , wN ) D(u|w1, . . . , wN )
)
a
∈ End(Wa ⊗ V1 ⊗ · · · ⊗ VN ).
(A.11)
Here, Laj(u,wj) = LaN (u,wj , aj , bj , cj , dj , ej , fj), j = 1, . . . , N is the L-operator where
aj, bj , cj , dj , ej and fj satisfies
cjdj + ajfj = 0, tcjdj + bjej = 0, (A.12)
for each j.
The matrix elements of the monodromy matrix
A(u|w1, . . . , wN ) =a 〈0|Ta(u|w1, . . . , wN )|0〉a, (A.13)
B(u|w1, . . . , wN ) =a 〈0|Ta(u|w1, . . . , wN )|1〉a, (A.14)
C(u|w1, . . . , wN ) =a 〈1|Ta(u|w1, . . . , wN )|0〉a, (A.15)
D(u|w1, . . . , wN ) =a 〈1|Ta(u|w1, . . . , wN )|1〉a, (A.16)
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Figure 14: The factorization of OWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn), xn 6= N (A.21) .
are 2N × 2N matrices acting on the tensor product of the quantum spaces V1 ⊗ · · · ⊗ VN .
Particularly important is the B-operator which has the role of creating down spins in the
quantum spaces V1 ⊗ · · · ⊗ VN . We next introduce the following state vector
|ΦN,n(u1, . . . , un|w1, . . . , wN )〉 ∈ V1 ⊗ · · · ⊗ VN using the B-operators as
|ΦN,n(u1, . . . , un|w1, . . . , wN )〉 = B(u1|w1, . . . , wN ) · · ·B(un|w1, . . . , wN )|Ω〉N , (A.17)
where |Ω〉N := |0〉1 ⊗ · · · ⊗ |0〉N ∈ V1 ⊗ · · · ⊗ VN is the vacuum state in the tensor product of
quantum spaces. The state vector (A.17) is sometimes called as the off-shell Bethe vector. If
one imposes certain constraints on the spectral parameters {uj} called the Bethe ansatz equa-
tions, the state vector (A.17) becomes the eigenvectors (Bethe vectors) of the transfer matrix
A(u|w1, . . . , wN )+D(u|w1, . . . , wN ) which is a generating function of operators including the
Hamiltonian.
Due to the ice rule, each B-operator creates one down spin in the quantum spaces. This
fact and that the state vector (A.17) is constructed from N -layers of the B-operators acting
on the vacuum state |Ω〉N , the state vector (A.17) is an N -down spin state. To construct a
nonvanishing inner product, we introduce the dual n-down spin state
〈x1 · · · xn| = (1〈0| ⊗ · · · ⊗ N 〈0|)
n∏
j=1
σ+xj ∈ V
∗
1 ⊗ · · · ⊗ V
∗
N , (A.18)
which are states labelling the configurations of down spins 1 ≤ x1 < x2 < · · · < xn ≤ N .
The ordinary wavefunctions OWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) is defined as the
inner product between the state vector |ΦN,n(u1, . . . , un|w1, . . . , wN )〉 and the n-down spin
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state 〈x1 · · · xn|
OWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) = 〈x1 · · · xn|ΦN,n(u1, . . . , un|w1, . . . , wN )〉.
(A.19)
See Figure 12 for a pictorial description of (A.19).
We list the properties of the ordinary wavefunctions
OWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) by the Izergin-Korepin analysis.
Proposition A.1. The wavefunctions OWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) satisfies the
following properties.
(1) OWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) is a polynomial of degree n−1 in wN if xn = N
and degree n if xn 6= N .
(2) OWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) is symmetric with respect to uj , j = 1, . . . , n.
(3) The following recursive relations between the wavefunctions hold if xn = N (Figure 13):
OWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn)|wN=−b−1N a
−1
N
un
=(1− t)cNun
n−1∏
j=1
aN (tuj − un)
N−1∏
j=1
(ejun + fjwj)
×OWN−1,n−1(u1, . . . , un−1|w1, . . . , wN−1|x1, . . . , xn−1). (A.20)
If xn 6= N , the following factorizations hold for the wavefunctions (Figure 14):
OWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn)
=
n∏
j=1
(aNuj + bNwN )OWN−1,n(u1, . . . , un|w1, . . . , wN−1|x1, . . . , xn). (A.21)
(4) The following holds for the case N = n = 1
OW1,1(u|w|1) = (1− t)cu. (A.22)
Proof. Properties (1), (2), (3) and (4) can be shown in a similar way with the wavefunctions
with triangular boundary or the ordinary domain wall boundary partition functions. We give
brief explanations below for each Properties.
Property (3) can be shown by using the graphical representation of the ordinary wave-
functions, a〈0|N 〈0|LaN (un,−b
−1
N a
−1
N un, aN , bN , cN , dN , eN , fN )|0〉a|0〉N = 0 and the ice rule.
See Figures 13 and 14 which explains (A.20) and (A.21) respectively. The factorization of
the wavefunctions (A.21) also shows Property (1) for the case xn 6= N .
Property (1) for the case xn = N can be shown by inserting the completeness relation in
one spin down state sector.
Property (2) can be shown by the railroad argument using the Yang-Baxter relation.
Equivalently, it follows from the commutativity of the B-matrix
[B(u1|w1, . . . , wN ), B(u2|w1, . . . , wN )] = 0. (A.23)
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This commutativity follows from writing down a matrix element of the equality of the inter-
twining relation between the monodromy matrices
Rab(u1, u2)Ta(u1, w)Tb(u2, w) = Tb(u2, w)Ta(u1, w)Rab(u1, u2), (A.24)
which can be obtained by using the RLL relation (A.10) repeatedly.
Property (4) is obvious since OW1,1(u|w|1) = a〈0|1〈1|La1(u,w, a, b, c, d, e, f)|1〉a |0〉1 =
(1− t)cu.
Definition A.2. We define the following symmetric function
OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) which depends on the symmetric variables u1, . . . , un,
complex parameters w1, . . . , wN and integers x1, . . . , xn satisfying 1 ≤ x1 < · · · < xn ≤ N ,
OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn)
=
∑
σ∈Sn
n∏
j=1
N∏
k=xj+1
(akuσ(j) + bkwk)
∏
1≤j<k≤n
tuσ(j) − uσ(k)
uσ(j) − uσ(k)
×
n∏
j=1
xj−1∏
k=1
(ekuσ(j) + fkwk)
n∏
j=1
(1− t)cxjuσ(j). (A.25)
We make a comment on the symmetric function OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn).
If one takes the homogeneous limit wj = 1, j = 1, . . . , N and the following specialization
aj = 1, bj = tβ, cj = 1, dj = 1, ej = −β
−1, fj = −1, j = 1, . . . , N , the symmetric function
(A.25) becomes
OFN,n(u1, . . . , un|1, . . . , 1|x1, . . . , xn)
=
n∏
j=1
(1− t)uj(uj + tβ)
N
−β−1uj − 1
∏
1≤j<k≤n
tuj − uk
uj − uk
×
∑
σ∈Sn
∏
1≤j<k≤n
σ(j)>σ(k)
uσ(k) − tuσ(j)
tuσ(k) − uσ(j)
n∏
j=1
(
−β−1uσ(j) − 1
uσ(j) + tβ
)xj
. (A.26)
If one furthermore set the parameter of the quantum group t to t = 0, (A.26) essentially
becomes the Grothendieck polynomials
OFN,n(u1, . . . , un|1, . . . , 1|x1, . . . , xn)|t=0 =(−β)
−n(n−1)/2
n∏
j=1
uNj Gλ(z;β). (A.27)
Here, Gλ(z;β) is the β-Grothendieck polynomials of type A Grassmannian variety [42, 62,
63, 64, 65, 66], which is known to have the following determinant form
Gλ(z;β) =
detn(z
λk+n−k
j (1 + βzj)
k−1)∏
1≤j<k≤n(zj − zk)
. (A.28)
In the correspondence (A.27), the symmetric variables z = {z1, . . . , zn} for the Grothendieck
polynomials Gλ(z;β) and the spectral parameters u1, . . . , un of the symmetric functions
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OFN,n(u1, . . . , un|1, . . . , 1|x1, . . . , xn)|t=0 are related by the correspondence zj = −β
−1−u−1j ,
j = 1, . . . , n. Also, the Young diagrams λ = (λ1, λ2, . . . , λn) ∈ Z
n (N − n ≥ λ1 ≥ λ2 ≥
· · · ≥ λn ≥ 0) in Gλ(z;β) and the sequence of integers x1, . . . , xn satisfying 1 ≤ x1 < · · · <
xn ≤ N in OFN,n(u1, . . . , un|1, . . . , 1|x1, . . . , xn)|t=0 are connected by the translation rule
λj = xn−j+1 − n+ j − 1, j = 1, . . . , n.
We have the following correspondence between the ordinary wavefunctions of the six-
vertex model and the symmetric function OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn).
Theorem A.3. The ordinary wavefunctions of the six-vertex model
OZN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) is explicitly expressed as the symmetric function
OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn)
OZN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) = OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn).
(A.29)
Proof. We prove this theorem by showing that the symmetric funcion (A.25)
OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) satisfies all the four Properties in Proposition A.1.
The proof goes along the same line as the case with triangular boundary, but is much simpler.
To show Property (1), first note that the factor
n∏
j=1
N∏
k=xj+1
(akuσ(j) + bkwk) in
OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) is a polynomial of degree n − 1 in wN if xn = N
and degree n if xn 6= N . We can also immediately see that the dependence on wN just only
comes from this factor, hence Property (1) is proved.
It is also easy to see that OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) is symmetric with
respect to uj, j = 1, . . . , n from the fact that the sum is over all permutations of the variables
uj, j = 1, . . . , n.
Next we show Property (3). We first prove the functionOFN,n({u}n|w1, . . . , wN |x1, . . . , xn)
satisfies (A.20) for the case xn = N . In this case, we first note that the factor
n∏
j=1
N∏
k=xj+1
(akuσ(j) + bkwk), (A.30)
in each summand essentially becomes
n−1∏
j=1
N∏
k=xj+1
(akuσ(j) + bkwk). (A.31)
Concentrating on the factor
n−1∏
j=1
(aNuσ(j)+ bNwN ) from (A.31), one finds this factor vanishes
unless σ satisfies σ(n) = n if one substitutes wN = −b
−1
N aNun.
Therefore, only the summands satisfying σ(n) = n in (A.25) survive after the substitution
wN = −b
−1
N aNun. Keeping this in mind, one rewrites OFN,n({u}n|w1, . . . , wN |x1, . . . , xn)
evaluated at wN = −b
−1
N aNun by using the symmetric group Sn−1 where every σ
′ ∈ Sn−1
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satisfies {σ′(1), · · · , σ′(n− 1)} = {1, · · · , n − 1} as follows:
OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn)|wN=−b−1N aNun
=
∑
σ′∈Sn−1
n−1∏
j=1
N−1∏
k=xj+1
(akuσ′(j) + bkwk)
n−1∏
j=1
aN (uσ′(j) − un)
×
∏
1≤j<k≤n−1
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
n−1∏
j=1
tuσ′(j) − un
uσ′(j) − un
n−1∏
j=1
xj−1∏
k=1
(ekuσ′(j) + fkwk)
N−1∏
k=1
(ekun + fkwk)
× (1− t)cNun
n−1∏
j=1
(1− t)cxjuσ′(j). (A.32)
One easily notes that the factors
N−1∏
k=1
(ekun+fkwk) and (1−t)cNun in the sum are independent
of the permutation S′n−1. One also finds the factor
n−1∏
j=1
tuσ′(j) − un
uσ′(j) − un
n−1∏
j=1
aN (uσ′(j) − un) can
be simplified as
n−1∏
j=1
tuσ′(j) − un
uσ′(j) − un
n−1∏
j=1
aN (uσ′(j) − un) =
n−1∏
j=1
aN (tuσ′(j)− un) =
n−1∏
j=1
aN (tuj − un). (A.33)
Thus, (A.32) can be rewritten furthermore as
OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn)|wN=−b−1N aNun
=(1− t)cNun
n−1∏
j=1
aN (tuj − un)
N−1∏
j=1
(ejun + fjwj)
∑
σ′∈Sn−1
n−1∏
j=1
N−1∏
k=xj+1
(akuσ′(j) + bkwk)
×
∏
1≤j<k≤n−1
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
n−1∏
j=1
xj−1∏
k=1
(ekuσ′(j) + fkwk)
n−1∏
j=1
(1− t)cxjuσ′(j). (A.34)
Since
∑
σ′∈Sn−1
n−1∏
j=1
N−1∏
k=xj+1
(akuσ′(j) + bkwk)
×
∏
1≤j<k≤n−1
tuσ′(j) − uσ′(k)
uσ′(j) − uσ′(k)
n−1∏
j=1
xj−1∏
k=1
(ekuσ′(j) + fkwk)
n−1∏
j=1
(1− t)cxjuσ′(j)
=OFN−1,n−1(u1, . . . , un−1|w1, . . . , wN−1|x1, . . . , xn−1), (A.35)
one finds that (A.34) is nothing but the following recursion relation for the symmetric function
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OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn)
OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn)|wN=−b−1N a
−1
N
un
=(1− t)cNun
n−1∏
j=1
aN (tuj − un)
N−1∏
j=1
(ejun + fjwj)
×OFN−1,n−1(u1, . . . , un−1|w1, . . . , wN−1|x1, . . . , xn−1), (A.36)
which is exactly the same recursion relation the wavefunctions
OWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) must satisfy. Hence, Property (3) for the case xn =
N is proved.
The case xn 6= N can be shown in a similar but much simpler way. Rewriting
OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) as
OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn)
=
∑
σ∈Sn
n∏
j=1
N−1∏
k=xj+1
(akuσ(j) + bkwk)
n∏
j=1
(aNuσ(j) + bNwN )
×
∏
1≤j<k≤n
tuσ(j) − uσ(k)
uσ(j) − uσ(k)
n∏
j=1
xj−1∏
k=1
(ekuσ(j) + fkwk)
n∏
j=1
(1− t)cxjuσ(j), (A.37)
and noting
n∏
j=1
(aNuσ(j) + bNwN ) =
n∏
j=1
(aNuj + bNwN ), (A.38)
we can take this factor out of the sum in (A.37) and we have
OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn)
=
n∏
j=1
(aNuj + bNwN )
∑
σ∈Sn
n∏
j=1
N−1∏
k=xj+1
(akuσ(j) + bkwk)
×
∏
1≤j<k≤n
tuσ(j) − uσ(k)
uσ(j) − uσ(k)
n∏
j=1
xj−1∏
k=1
(ekuσ(j) + fkwk)
n∏
j=1
(1− t)cxjuσ(j)
=
n∏
j=1
(aNuj + bNwN )OFN−1,n(u1, . . . , un|w1, . . . , wN−1|x1, . . . , xn), (A.39)
which is also exactly the recursion relation the ordinary wavefunctions
OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) must satisfy for the case xn 6= N .
It is trivial to check thatOWN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) satisfies OW1,1(u|w|1) =
(1− t)cu, hence Property (4) is shown.
Since we have proved that the symmetric functionOFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn)
satisfies all the Properties (1), (2), (3) and (4) in Proposition A.1, we conclude it is the ex-
plicit form of the ordinary wavefunctions
OZN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn) = OFN,n(u1, . . . , un|w1, . . . , wN |x1, . . . , xn).
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