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Abstract: Hand-printed character recognition is an important application in our life. A method called the
feature-to-feature adhesion method is developed to achieve the task. There are two geometrical
relations constructed in an earlier method. This work rewrites geometrical relations and con-
structs them into the Hopﬁeld model to improve the matching result. We also provided some new
applications which can be solved by our improved method.
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1. Introduction
Hand-printed character recognition is an important application in our life. Many of the
technological products nowadays, such as the smart phone and tablet PC, allow usage of
handwriting as input. The recognition system for license plates or for the postal codes are
also the familiar applications of the hand-printed character recognition system.
There are several different methods to accomplish hand-printed character recognition. For
Chinese characters, a familiar way to recognize them is to ﬁnd their radicals ﬁrst because these
radicals are limited and the recognition is relatively easy. However, most of those methods
have the common disadvantage that they usually require precise extraction of features and
radicals [1], [2], [3]. In the feature-to-feature adhesion method developed by Liou and Yang
[4], they do not segment a pattern into radicals in advance. Instead of extracting radicals of
a pattern, they calculate the probability of each template radical to be in the character and
ﬁnd the relation between radicals. Finally, use a Hopﬁeld network [5] to solve a maximiza-
tion problem collectively, using neural network to complete the classiﬁcation of characters.
This method can be applied not only to character recognition, but also to many other pattern
recognition tasks so that the pattern can be divided into small components.
In order to generate the features for template radicals and the patterns, Liou and Yang used
the bended-ellipse features [6]. Each feature of a radical or pattern is represented by a ﬁve
dimensional vector which include the coordinates, the direction, the angle, and the lengths
information. Once the features are generated, they will ﬁnd the topological relations between
those features. They simply obtain a feature-to-feature (FTF) order by deﬁning the “neighbor”
of the features. In this way the geometrical relation will be preserved. Each FTF order can be
represented by a symmetric matrix.
After obtaining bended-ellipse features and FTF order information, we can begin the clas-
siﬁcation. It is achieved by measuring the compatibility of every radical with the hand-printed60 Cheng-Yuan Liou, Hong-Yi Shih, Daw-Ran Liou
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Figure 1. Chinese charaters with radicals in different locations or sizes.
pattern and standard pattern. The standard pattern which minimizes the dissimilarity is the
classiﬁcation result. For this purpose, Liou and Yang deﬁne two similarity measurements
called inter-feature similarity and inter-link similarity to measure the compatibility. The
inter-feature similarity measures the similarity between two features and the inter-link similar-
ity measures whether both corresponding feature pairs are neighbors. Together with these two
similarities, the computing of the compatibility can be formulated as an optimization problem,
which can be solved by a developed Hopﬁeld network.
The original feature-to-feature adhesion method uses only two similarities for classiﬁca-
tion. There are some other relations of features that can be included for more accurate match.
In this paper, we improve the method by making some changes to original rules and adding
new similarities among features. We also give some other examples of application of this
method by reusing the calculated similarities.
The rest of the paper is organized in 5 sections. In Section 2 we introduce the feature-to-
feature adhesion method, including bended-ellipse features, FTF order, and the details of the
classiﬁcation. In Section 3 we give new conditions and changes for classifying improvement.
Section4discussessomenewapplicationsandshowsourresults. Section5providessummary
and conclusion.
2. Feature-to-Feature Adhesion Method
We will review the original feature-to-feature adhesion method in this section. There are
two major steps in this method and we will discuss them in the following three subsections.
In the ﬁrst and the second subsection we introduce the method for generating bended-ellipse
features and feature-to-feature order for a given radical or a pattern [6]. In the third subsec-
tion we show how to use above information and a devised Hopﬁeld network to achieve the
classiﬁcation.
2.1. Bended-Ellipse Features
Chinese characters are composed by limited radicals. Some radicals may have similar
shapes but in fact they are in different sizes or locations in the characters. Fig. 1 showsFinite geometrical relations loading in Hopﬁeld model 61
two examples that show that radicals appear in different patterns. We should regard them
as different template radicals. This means each radical should be shifted and normalized
according to its position and size in the characters. The shapes of these radicals are relatively
easy and we want to decompose them into small features.
We chose L template radicals R1;R2;:::;RL. Each radical is composed of a set of fea-
tures. For a given radical Rj, 1  j  L, we will generate Lj bended-ellipse features. So we
can write Rj = fr
j
lj1  l  Ljg, where r
j
l is the lth feature vector of the jth template radical.
Now we discuss the method used to generate the bended-ellipse feature ﬁelds. Given a
radical Rj, we choose Lj seeds p
j
`, 1  `  Lj. p
j
` is usually obtained by uniformly sampling
along the skeleton of the radical. We then ﬁnd the most signiﬁcant directions (MSDs) for
each seed. A direction (with respect to a seed) is an MSD if the length of the line extending
from the seed in this direction is a local maximum. The line must not pass the unprinted
area. Without loss of generality, we subsample all the direction in [0;2) to decrease the
computation. Subsample by every angle 2
72 is a typical choice for preserving accuracy. We
grow lines from the seed along these directions and stop growing when the lines reach the
boundary. Fig. 2(a) shows an example of ﬁnding MSD lines.
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Figure 2. (a) The MSD lines. (b) The bended-ellipse feature (ﬁve dimensional vector).
Deﬁne  L
j
`() be the line segment begins from seed p
j
` along direction  and ends at the
boundary. Let j L
j
`()j denote the length of  L
j
`(). Using the following rule, we can ﬁnd the
MSDs of p
j
`:
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where w and O are constants. w is used to control the window size for averaging and O
decides the range of selecting the maximum. We use w = 1 and O = 1 in our work. If  is
an MSD, we call  L
j
`() an MSD line. Fig. 2(a) shows two MSD lines.
After obtaining the MSD lines, we are ready for generating bended-ellipse features. Re-
call that we picked Lj seeds from the jth template radical Rj and we will generate Lj
bended-ellipse features fr
j
lj1  l  Ljg. Note that each seed may create more than one fea-
ture. So we have Lj  Lj. These bended-ellipse features can be represented by ﬁve-dimen-
sional vectors as follows. Let r
j
l = [x
j
l;y
j
l;u
j
l;
j
l ^ x
j
l;
j
l ^ y
j
l] be the ﬁve-dimensional vector.
Without loss of generality we may assume that r
j
l is generated from the seed p
j
`. The elements
x
j
l and y
j
l in r
j
l are the coordinates of seed p
j
`. Let r
j
l
0
and r
j
l
00
be the lengths of the two MSD
lines. We set
u
j
l =
r
j
l
0
+ r
j
l
00
2
:
be the average length of the two arms. Let ~ 
j
l, 0 < ~ 
j
l  , be the angle between the two
MSD lines. We deﬁne

j
l =
   ~ 
j
l

:
Let (^ x
j
l; ^ y
j
l) be the unit vector that extends from the seed p
j
` and equally divides the angle ~ 
j
l.
Now every element in r
j
l is well-deﬁned. Fig. 2(b) depicts a bended-ellipses feature example.
Note that we will discard some deformity ellipses. It will exclude several kinds of noise
and decrease the complexity in our later processes. It will speed up the execution time also.
An ellipse with ~ 
j
l = 0 is a degenerated ellipse that will be discarded. A feature is also
deﬁned as a defect if a small arm of the arm ratio is not uniform. More precisely, we will use
the ellipses which satisfy r
j
l
0
> r, r
j
l
00
> r and 0:5  r
j
l
0
=r
j
l
00
 2, where r is a constant. In
practice we set r to be the stroke width of the template pattern.
If a seed has more than two arms, it will generate more than one bended-ellipse feature.
For example, a seed with 3 arms can generate 3 bended-ellipses. In general, a seed with na
arms, where na  2, can generate 
na
2

bended-ellipses. So a branch will generate C(3;2) = 3 bended-ellipses and a cross will
generate C(4;2) = 6 bended-ellipses. Fig. 3 gives some examples for indicating that. We will
group the features generated from the same seed to simplify our later processes.
 口  千  才  木 
2 arms  3 arms 
4 arms 
5 arms  6 arms 
Figure 3. A seed with different arm number can generate more than 2 bended-ellipses.
We have discussed how to generate the bended-ellipse features. After applying the method
to all the template radicals, we get Rj = fr
j
lj1  l  Ljg for 1  j  L. We then applyFinite geometrical relations loading in Hopﬁeld model 63
the same process to every of N template patterns to obtain Si = fsi
nj1  n  Nig for
1  i  N, where si
n = [xi
n;yi
n;ui
n;i
n^ xi
n;i
n^ yi
n] is the nth feature vector of the ith template
pattern. For an unknown handprinted pattern input, we also apply the same process to it and
we get H = fhmj1  m  Mg, where hm = [xm;ym;um;m^ xm;m^ ym] is the mth feature
vector of the unknown handprinted pattern.
2.2. Feature-to-Feature Order
As soon as we obtain the bended-ellipse features, we can compute the FTF order. This
order will preserve the geometrical relations between features. The idea is from the intelligent
cell-to-cell adhesion mechanism [7], [8]. Fig. 4 sketches the concept of this mechanism. We
give each block a number and keep track of the interface relations between them. There will
be a unique mark on the interface between two connected blocks. With these marks, the
topological structure can be reconstructed correctly. Fig. 4(a) shows the reconstruction of the
character and Fig. 4(b) gives the matrix representation of the feature-to-feature order.
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Figure 4. (a) The scattered blocks. (b) Matrix representation of the topological order.
The computation of the FTF order for bended-ellipse features is similar to the concept of
the cell-to-cell adhesion mechanism but simpler. In our method the features are similar to the
blocks in Fig. 4(a). For a given feature, we deﬁne the topological neighbor of this feature
to be the feature which overlaps it. We then set a link between two features if these two
features are topological neighbors. A link is just like a marked adhesion except it is not a
unique mark. The uniqueness is not necessary because our method will insure that there is at
most one link between two features. So the only information we need to know is whether two
features are topological neighbors or not. The FTF order can be represented by an undirected
graph, where the vertices stand for the features and the edges stand for the links. Similar to
cell-to-cell adhesion, the links can be represented by a symmetric matrix. Fig. 5 gives one
example. We use the same character example to show the similarities and differences. Note
that each node (including the degree one nodes) in Fig. 5(a) stands for a seed.
We apply this method to every template radical Rj, 1  j  L. For each Rj, the FTF
order we obtained is represented by an Lj  Lj matrix 	j. Formally, deﬁne 	j(l1;l2) to be64 Cheng-Yuan Liou, Hong-Yi Shih, Daw-Ran Liou
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Figure 5. (a) Graph representation of the FTF order. (b) Matrix representation of the FTF order.
the element in the l1th row and l2th column of matrix 	j. And deﬁne
	
j(l1;l2) =

1; if there is a link between r
j
l1and r
j
l2
0; otherwise.
Thesameprocessisappliedtothetemplatepatternsandunknownhandprintedpattern. Weuse
an Ni  Ni matrix  i to represent the FTF order of the ith template pattern Si for 1  i  N
and an M  M matrix Y to represent the FTF order of the unknown handprinted pattern H.
Fig. 5(b) shows an example, a dark box in the matrix means that there is a link between the
corresponding two seeds.
2.3. Classiﬁcation
We are now ready for ﬁnding the most likely standard pattern for the hand-printed char-
acter. Before we discuss the method of the classiﬁcation, we list the information we have
known.
— L template radicals Rj = fr
j
lj1  l  Ljg, 1  j  L and the FTF order 	j for each Rj.
— 1 unknown handprinted pattern H = fhmj1  m  Mg and the FTF order Y for H.
— N template patterns Si = fsi
nj1  n  Nig, 1  i  N and the FTF order  i for each
Si.
We will compare the compatibility of every Rj with H and every Si, then choose the most
likely template pattern to be the classiﬁcation result. Formally speaking, let ch
j be the compat-
ibility between the jth radical Rj and the handprinted pattern H. We will discuss the method
of computing the compatibility ch
j later. Let~ ch = [ch
1 :::ch
L]
T be the compatibility vector that
speciﬁes the overall compatibility between H and all radicals R1 :::RL. For each template
pattern Si, 1  i  N, we apply the same process to compute the overall compatibility
between Si and all radicals R1 :::RL. We represent this overall compatibility by a vector
~ ci = [ci
1 :::ci
L]
T.
Note that the only things we need to compute on-line is the vector~ ch. The compatibilities
between every Si and every Rj can be pre-computed off-line, which means that the vectorsFinite geometrical relations loading in Hopﬁeld model 65
~ ci for 1  i  N can be prepared in advance. Once we obtained~ ch, we can compute the dis-
similarity between the hand-printed pattern and every standard pattern to get the classiﬁcation
result. This dissimilarity, denoted by D(~ ch;~ ci), 1  i  N, is simply deﬁned as
D(~ c
h;~ c
i) = k~ c
h  ~ c
ik:
We use the template pattern which minimizes the Euclidean distance D(~ ch;~ ci) as our classi-
ﬁcation result.
Now we introduce the method of computing the compatibility between a radical and a
pattern. We begin this by discussing how to measure the compatibility between the corre-
sponding feature pairs. Here we will introduce the two similarity measurements in the orig-
inal feature-to-feature adhesion method. The ﬁrst similarity, called inter-feature similarity,
measures the similarity between two feature vectors. Let (r
j
lk;hmk), where r
j
lk 2 Rj and
hmk 2 H, be one feature pair. We deﬁne the inter-feature similarity as
D1(r
j
lk;hmk) =  kr
j
lk   hmkk:
The Euclidean distance indicates the similarity of these two features. The bigger value of
D1 speciﬁes that the two features are more similar. The second similarity is the inter-link
similarity, which measures the similarity between the links of the corresponding feature pairs.
More precisely, let (r
j
l1;hm1) and (r
j
l2;hm2) be the two corresponding feature pairs. We say
that these two feature pairs have high inter-link similarity if
	
j(l1;l2) = 1 and Y(m1;m2) = 1:
That is, there is a link between r
j
l1;r
j
l2 and there is a link between hm1;hm2. Together with
these two similarities, we can deﬁne the compatibility between the two corresponding feature
pairs (r
j
l1;hm1) and (r
j
l2;hm2) as follows:
D2(r
j
l1;r
j
l2;hm1;hm2) =
(
D1(r
j
l1;hm1)+D1(r
j
l2;hm2)
2 ; if 	j(l1;l2) = 1 and Y(m1;m2) = 1
 ; otherwise.
(2)
where  is a large positive constant or 0. We set  = 2 in our work. Note that under this
deﬁnition the compatibility of the features is not commutative. That is,
D2(r
j
l1;r
j
l2;hm1;hm2) 6= D2(r
j
l2;r
j
l1;hm1;hm2)
and
D2(r
j
l1;r
j
l2;hm1;hm2) 6= D2(r
j
l1;r
j
l2;hm2;hm1):
It is straightforward to compute the total compatibility between a radical and a pattern.
One must just sum up all the compatibilities of all the corresponding feature pairs. The key
problem is ﬁnding the correspondence between the radical features and pattern features. An
idea to achieve this goal is solving the subgraph matching problem. Recall that with the
bended-ellipse features and the FTF order, a radical or a pattern can be represented by an
undirected graph (Fig. 5(a)). Let the graph of the jth radical Rj be Gj and the graph of
the handprinted pattern H be Gh. The subgraph matching problem is ﬁnding the one-to-one
correspondence between the nodes of Gj and Gh.66 Cheng-Yuan Liou, Hong-Yi Shih, Daw-Ran Liou
   
 
Figure 6. A converged result of the Hopﬁeld network.
We willuse a route j to denotethe matched features. Formally wedeﬁne j = f(r
j
l;hml)j
1  l  Ljg, where hml is matched to r
j
l. If the route j has been decided, the total compat-
ibility between Rj and H can be computed using the equation in (2). We note that the point
correspondence with maximal overall compatibility should have the sense that both similarity
measurements are relatively large. So we formulate these objectives as the following opti-
mization problem:
Maximize
X
1l1;l2Lj
1m1;m2M
D2(r
j
l1;r
j
l2;hm1;hm2) (3)
This optimization problem can be solved by a Hopﬁeld network [5]. There are some other
works used a Hopﬁeld network to solve the pattern recognition problem without involving the
FTF order [9], [10]. The feature-to-feature adhesion method we used gives us a topological
intuition to formulate the energy function.
WeusetheconnectivitymatrixV torepresentarouteintheHopﬁeldnetwork. V isdeﬁned
as an Lj by the M matrix, where the lth row stands for the feature r
j
l of the radical Rj, and
the mth column stands for the feature hm of the handprinted pattern H. This route will give
us the point correspondence we need as soon as the network has converged. Let Vlm be the
element of V in the lth row and the mth column. The value of Vlm is either 1 or 0. Vlm = 1
means that hm is matched to r
j
l; otherwise, Vlm = 0. We will check the state of V after the
network converges and add (r
j
l;hm) to j if Vlm = 1.
Note that feature-to-feature can not be one-to-many or many-to-one; moreover, our objec-
tive is solving the optimization problem in (3). For these purposes, we need the matrix V to
satisfy the following three rules:
1. There is only one 1 in each row.
2. There is at most one 1 in each column.
3. The overall compatibility according to V is maximal when the network converges.
We can use the following energy function to formulate the above constraints:
E =
A
2
X
l
X
m1
X
m26=m1
Vlm1Vlm2 +
B
2
X
m
X
l1
X
l26=l1
Vl1mVl2m +
C
2
X
l
(
X
m
Vlm   1)
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 
D
2
X
l
X
l16=l
X
m
X
m16=m
D2(r
j
l;r
j
l1;hm;hm1)VlmVl1m1 (4)
whereA;B;C;andD areconstantstobedecided. Heretheﬁrstthreetermsin(4)aredesigned
to make sure that the matrix V satisﬁes the ﬁrst and the second rules [11], and the last term
in (4) will make V satisfy the third rule. In the network, the state of V
(t)
lm will change as time
goes on. For time step t, the state of V
(t)
lm is deﬁned as
V
(t)
lm =
1
2
(1 + tanh(v
(t)
lm=v0))
v
(t)
lm = v
(t 1)
lm +
@v
(t)
lm
@t
(5)
where v0 is a constant. The last term in (5) is the equation of motion which changes the state
of the network. This motion equation is deﬁned as
@vlm
@t
=  
vlm

  A
X
m16=m
Vlm1   B
X
l16=l
Vl1m   C(
X
m
Vlm   1)
+D
X
l16=l
X
m16=m
D2(r
j
l;r
j
l1;hm;hm1)Vl1m1 (6)
where  is a constant.
We need to set the initial state of V . A reasonable thought is that if two features are
matched, then they should have a relatively higher inter-feature similarity. So we use the
inter-feature similarity as the criterion to set the initial value of each Vlm. More precisely, we
set V
(0)
lm = 1 if D1(r
j
l;hm) > , where  is the threshold. Otherwise, we set V
(0)
lm = 0. We
used  = 0:5 in practice. Also, referring to the work from Aiyer et al. [12], we set A = 500,
B = 500, C = 500= e N, and D = 500 e N=80, where e N = LjM in our work. Fig. 6 gives one
example that we run the Hopﬁeld network and get its converged result. The black box shows
the place of the element which Vlm = 1. We list the matching result on the right in order
to check it easily. Note that some features may not have a matching feature. We also give a
possible best path on the right bottom as a reference.
After running the Hopﬁeld network for the unknown pattern and for every template pat-
tern, we get the overall compatibility vectors ~ ch = [ch
1 :::ch
L]
T and ~ ci = [ci
1 :::ci
L]
T for
1  i  N. For simpler pattern, we use the pattern Si which minimizes D(~ ch;~ ci) as our clas-
siﬁcation result. If the patterns are more complex, we will use a four-layer backpropagation
network for the classiﬁcation [13]. Fig. 7 shows the network we use. This network can be
sped up by using the same method as Liou and Yu [14]. We use ~ ci, 1  i  N as input to
train the network, and obtain the classiﬁcation result when the network converges.
3. Our improvement
We have already discussed the original feature-to-feature adhesion method. In the original
method, Liou and Yang [4] considered only two similarity measurements: the inter-feature
similarity and the inter-link similarity. In this section, we add two new similarity measure-
ments for improving the matching result of the Hopﬁeld network. We will introduce them in
the ﬁrst subsection. Also, we generalize the deﬁnition of the bended-ellipse feature for ﬁtting
our application and compare the difference between the original and the new deﬁnitions. We
get a trade-off and we discuss this in the second subsection.68 Cheng-Yuan Liou, Hong-Yi Shih, Daw-Ran Liou
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Figure 7. The concept of the four-layer backpropagation network.
3.1. Adding new similarity measurements
Liou and Yang [4] used only the inter-feature similarity and the inter-link similarity in
their classiﬁcation step. There are a lot of other relations among features that we can use to
classify. We now discuss two new similarity measurements. First we note that the inter-link
similarity indicates whether there is a link between two features or not, but it can not tell us
the relative direction between them. To solve this problem, we add a new similarity called
inter-direction similarity. This similarity measures the similarity between the directions of the
corresponding feature pairs. Recall that (r
j
l1;hm1) and (r
j
l2;hm2) are the two corresponding
feature pairs, where r
j
lk 2 Rj and hmk 2 H for k = 1;2. The concept of inter-direction
similarity is easy. For example, if r
j
l2 is at the right of r
j
l1 and hm2 is at the right of hm1,
we say they have high inter-direction similarity. Here we use the eight cardinal directions
for our classiﬁcation. Fig. 8 shows the eight directions we use. In this example hm2 is at
the north-east of hm1. We will compute the inter-direction similarity for the corresponding
feature pairs according to the angle differences of the two directions.
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Figure 8. The concept of the direction of two features.
For a given feature r
j
l, the other features will be classiﬁed into three parts according to
how far they are from r
j
l. The ﬁrst part is the features which have a link between r
j
l and
each one of them. If there is a link, then the two features are close to each other. We want
to know the similarity between the directions of corresponding feature pairs, but sometimes
some habits in our handwriting will cause big inaccuracies for close features. An example is
provided in ﬁg. 9(a). Note that although these two patterns stand for the same character “a”,
the tails of them are totally different. This example tells us that if features are too close, theFinite geometrical relations loading in Hopﬁeld model 69
              木 校 
(a)  (b) 
Figure 9. (a) Different habits cause different handwriting results. (b) An example of a radical in a
pattern, we don’t want the information from other part of the pattern causing much noise.
relative direction of them may have higher inaccuracies. We should decrease their inﬂuence
by computing the inter-direction similarity.
For the feature r
j
l, those features which are too far away from r
j
l are not good reference
resources for measuring the inter-direction similarity either. This is because these features
may not belong to the same radical in the pattern in most cases. Fig. 9(b) is a common
example in Chinese characters. The template pattern at the right is composed of the radical at
the left and another part. Considering the relative directions between the features at left and
the features at right will provide us with wrong information, so we will abandon this part of
direction information in computing the inter-direction similarity.
The remainder part are those features which have middle distances from the feature r
j
l.
These features are good candidates for providing the direction information. Note that in
ﬁg. 9(a) the tails of the two patterns are different, but the directions of those features at the
top-middle of the characters and the directions of the features at the tails are about the same.
We can use these middle-distance features to help us decide the relative location of a given
feature. After putting these ideas together, we can replace the equation (2) by the following
equation:
D2(r
j
l1;r
j
l2;hm1;hm2) =
8
<
:
(1 + 1)   D1; if 	j(l1;l2) = 1 and Y(m1;m2) = 1
 ; if D0(r
j
l1;r
j
l2) >  or D0(hm1;hm2) > 
 ( + 2); otherwise.
 D1 =
D1(r
j
l1;hm1) + D1(r
j
l2;hm2)
2
: (7)
where D0(r
j
l1;r
j
l2) = k(x
j
l1;y
j
l1)   (x
j
l2;y
j
l2)k, D0(hm1;hm2) = k(xm1;ym1)   (xm2;ym2)k are
the Euclidean distances between the location of the features, and  is a positive constant. Here
1 and 2 specify the inter-direction similarity and we set  0:3  1  0:3 and  0:5  2 
0:5 in our simulations. The larger value means that the corresponding feature pairs are not
similar in directions. Note that our design will reinforce the difference of the compatibility,
so as to improve the result of running the Hopﬁeld network.
Another similarity measurement we added is the inter-ratio similarity, which measures the
similarity between the “neighbor-rate” of the corresponding feature pairs. We only compute
the “neighbor-rate” for connected features, i.e., the feature pairs which there is a link between.
This strategy can not only save a lot of computing time but also exclude unnecessary noise.
We now introduce the “neighbor-rate” we used. Given two features with a link between them,
say, hm1;hm2, we can ﬁnd their topological midpoint o, and then count the number of features70 Cheng-Yuan Liou, Hong-Yi Shih, Daw-Ran Liou
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Figure 10. (a) The concept of computing the “neighbor-rate”. (b) An example of computing the
“neighbor-rate”.
in a circle that range from the midpoint o. We give the two features an orientation according
to their order, so we can deﬁne the “left-hand side” and the “right-hand side” of these two
features. Fig. 10(a) depicts the concept of our deﬁnition. We obtain the “left neighbor-rate”
and the “right neighbor-rate” by computing the percentage of the number of features at the
“left-hand side” and the “right-hand side” separately. An example is shown in ﬁg. 10(b). Note
that we also count hm1 and hm2. To avoid the situation that denominator may equal zero, we
let hm1 belongs to the “right-hand side” and hm2 belongs to the “left-hand side” to keep the
sum of the percentages correct.
The reason we only count the number of the features in a particular range totally agrees
with the inter-direction similarity. We don’t want the features from other part in the pattern
causing noise. Now we can compute the differences of the “left neighbor-rate” and the “right
neighbor-rate” between the corresponding feature pairs, and obtain the inter-ratio similarity
by computing the average of the above two differences. Together with other similarity mea-
surements, we can further replace the equation (7) by the following equation:
D2(r
j
l1;r
j
l2;hm1;hm2) =
8
<
:
(1 + )(1 + 1)   D1; if 	j(l1;l2) = 1 and Y(m1;m2) = 1
 ; if D0(r
j
l1;r
j
l2) >  or D0(hm1;hm2) > 
 ( + 2); otherwise.
(8)
where  speciﬁes the inter-ratio similarity and we set  0:5    0:5 in our simulations.
Note that our design mostly depends on the inter-link similarity. The reason is that in our
application most features in a chosen radical are connected. Moreover, a radical in a pattern
is always in a speciﬁc range. The inter-link similarity will make the matching result sat-
isfy the above property. We have tried separating our new similarity measurements from the
inter-link similarity in the motion equation of the Hopﬁeld network, but the matching results
we got were not good enough, so we choose to combine the inter-direction similarity and the
inter-ratio similarity with the inter-link similarity. Fig. 11 gives the improved result of the
example in ﬁg. 6 after adding the two new similarity measurements.
3.2. Weighted bended-ellipse feature
In the last subsection we have made some improvement based on the inter-link similarity.
Here, we make some changes about the inter-feature similarity. Let us begin by taking a look
at the bended-ellipse features closely. Recall that a bended-ellipse feature is represented by a
ﬁve-dimensional vector. For a given feature r
j
l = [x
j
l;y
j
l;u
j
l;
j
l ^ x
j
l;
j
l ^ y
j
l] of a radical, the ﬁrstFinite geometrical relations loading in Hopﬁeld model 71
   
Figure 11. The improved result of running Hopﬁeld network.
two elements x
j
l;y
j
l indicate the geometric position of r
j
l, the third element u
j
l indicates the
size of r
j
l and the last two elements indicate the shape of r
j
l.
We have discussed in the previous section that in Chinese characters some radicals may
have similar shapes but they differ in size or location. The original feature-to-feature adhesion
method suggests that we regard them as different template radicals. Fig. 1 has shown some
simple examples, but in fact, Chinese characters are much more complex than these examples.
Fig. 12 gives some complex examples to indicate this. Sometimes it is hard for us to list all
the possibilities of the locations and the sizes that a radical appears in all kinds of patterns. It
may also waste a lot of time on computing the compatibilities between the unknown pattern
and such a large amount of template radicals.
 口  圖 噪 靈 器 嘻 嘔 讍 
Figure 12. More examples of Chinese charaters with the radical in different locations or sizes.
Our method for solving the above problem is quite easy: for a chosen template radical, we
only choose an appropriate amount of variations of this radical. We observed that although
a chosen radical may have large variations in sizes and locations in different patterns, their
shapes are roughly the same. So we change the weight of the elements in the bended-ellipse
features in order to reduce the inﬂuence from the size and the location. More speciﬁcally, we
deﬁne ^ r
j
l = [!1x
j
l;!1y
j
l;!2u
j
l;!3
j
l ^ x
j
l;!3
j
l ^ y
j
l] to be the weighted bended-ellipse feature of
the original feature r
j
l. By setting the weight of each element in the feature, we can emphasize
or reduce the importance of particular characteristics in computing the inter-feature similarity.
Fig.13givestheresultofusingtheweightedbended-ellipsefeaturesandhereweset!1 = 0:1,
!2 = 0:1, !3 = 1. We can ﬁnd that the matching result does not become incorrect; in fact, it
looks even better in shape.72 Cheng-Yuan Liou, Hong-Yi Shih, Daw-Ran Liou
   
Figure 13. The matching result of using the weighted bended-ellipse features. Note that the feature at
the branch is mostly matched according to the shape of the radical.
   
Figure 14. Weighted bended-ellipse features provide the “local match” effect.
In practice we set !1 = 1, !2 = 1, the value of !3 is between 1 and 4. We do not setFinite geometrical relations loading in Hopﬁeld model 73
an overgreat value to !3 because there are a lot of similar shapes in Chinese characters. If
we only focus on the shape of the features, we will get a wrong matching result with high
probability. In fact, letting !3 be slightly larger than !1 and !2 is a balanced choice. Each
feature will automatically match a similar feature in a local range. Fig. 14 shows an example
that the same radical in different locations matches to different parts of a pattern. Note that
under our design, the other similarity measurements can be used to make up the deﬁciency of
the location and the size information. The inter-link similarity tells us that if there is a link
between two features, then these two features could not be too far. The size of the shape is
then restricted indirectly. The inter-direction similarity gives the relatively direction for each
feature as we having discussed earlier. The inter-ratio similarity also provides some location
information. For example, if the “right neighbor rate” of two neighbor features is small,
these two features may have a higher chance to be on the boundary. Using the weighted
bended-ellipse features with these similarity measurements, we can reduce the number of
radicals in our database (so as to save computational time) without a loss in the matching
accuracy.
4. Applications and discussion
We have introduced some new geometric relations for improving the original feature-to-
feature adhesion method in the last section. In this section, we will discuss some possible
applications of our method. Let us begin with an easy application. The recognition of the
vehicle registration plate is a common application in our life. The numbers and the letters
on the license plate are regular and not complex; moreover, the radicals are not many, so the
recognition is quite easy. The only thing we should take care of is making sure we choose
radicals in different viewpoints to ensure a correct match. Fig. 15 gives a simple example of
the matching result of a license plate. Here we can use the unweighted bended-ellipse features
to speed up the process. The same setting can be used to solve the recognition of the postal
codes.
 
Figure 15. The matching result of a license plate.
A more complex application is the recognition of the music score. A music score is much
more complex than a character because there are a lot of similar shapes in it. The complicated
composition of the music score can also be a big problem. Fig. 16 shows a small example. We
use the weighted bended-ellipse features in this application and we focus on the location to
discriminate the musical notations. We obtained a correct matching result from a complex pat-74 Cheng-Yuan Liou, Hong-Yi Shih, Daw-Ran Liou
 
Figure 16. An example of the matching of the music score.
tern. The same approach can be applied to some similar applications such as the recognition
of the circuit diagrams or kinds of pipeline diagrams.
The feature-to-feature adhesion method can not only ﬁnd the matched pattern, but it can
also ﬁnd the differences of two similar patterns. The process is exactly the same as with the
previous discussion. Given two patterns we want to compare, we ﬁnd the bended-ellipse
features and run the Hopﬁeld network to ﬁnd the matching result. Then we just list the
inter-feature similarities of the matched feature pairs. Note that we do not need to com-
pute anything more because the inter-feature similarities are prepared in the previous process.
Fig. 17 lists the similarity of each matched feature pair of a previous example. The negative
values at the right show the differences. A smaller value indicates a larger difference between
two features. If one feature does notmatch any other feature, weset the inter-feature similarity
value of this feature to be inﬁnitely small. Fig. 18 gives another example, where we compare
two contour maps of Taiwan. Recently, the greenhouse effect has caused a rising of the sea
levels. Because of this and through using our geometrical relations, we can ﬁnd changes of
the contour of a coastline. This same process can also be used to ﬁnd defects in a chip or other
similar applications.
 
Figure 17. An example of the difference between two patterns. The circled place indicates the bigger
difference between the features.Finite geometrical relations loading in Hopﬁeld model 75
 
Figure 18. The difference of two similar contours is found by our method.
5. Summary
Theoriginalfeature-to-featureadhesionmethodusestwosimilaritymeasurementstomatch
features to recognize of the handprinted characters. Through this work, we have constructed
two new rules based on the geometrical relations of the bended-ellipse features. We add them
intotheHopﬁeldmodeltoimprovethematchingresult. Inaddition, weintroducedtheconcept
of the weighted bended-ellipse features, which allow us to focus on speciﬁc characteristics of
the features. With this generalized deﬁnition, we can further improve the matching result and
apply our method to more applications. We also provided new kinds of applications in this
paper. The same approach can be applied to many other pattern recognition tasks, as long as
the pattern can be divided into small components.
References
[1] Rocha, J., Pavlidis, T.: A Shape Analysis Model with Applications to A Character Recognition
System. IEEE Trans. Pattern Anal. Mach. Intell., 16(4), pp. 393–404, 1994.
[2] Rocha, J., Pavlidis, T.: Character Recognition Without Segmentation. IEEE Trans. Pattern Anal.
Mach. Intell., 17(9), pp. 903–909, 1995.
[3] Lu, S. W., Ren, Y., Suen, C. Y.: Hierarchical Attributed Graph Representation And Recognition
of Handwritten Chinese Characters. Pattern Recognition, 24(7), pp. 617–632, 1991.
[4] Liou, C. Y., Yang, H. C.: Selective Feature-to-Feature Adhesion for Recognition of Cursive
Handprinted Characters. IEEE Trans. Pattern Anal. Mach. Intell., 21(2), pp. 184–191, 1999.
[5] Hopﬁeld, J., Tank, D.: Neural Computation of Decisions in Optimization Problems. Biological
cybernetics, 52(3), pp. 141–152, 1985.
[6] Liou, C. Y., Yang, H. C.: Self-Organization of High-Order Receptive Fields in Recognition of
Handprinted Characters. In: Neural Information Processing, 1999. Proceedings. ICONIP’99. 6th
International Conference on, volume 3, pp. 1161–1166. IEEE, 1999.
[7] Moscona, A., Moscona, H.: The Dissociation and Aggregation of Cells from Organ Rudiments
of The Early Chick Embryo. Journal of anatomy, 86(3), p. 287, 1952.
[8] Townes, P. L., Holtfreter, J.: Directed Movements And Selective Adhesion of Embryonic Am-
phibian Cells. Journal of experimental zoology, 128(1), pp. 53–120, 1955.
[9] Nasrabadi, N. M., Li, W., Choo, C. Y.: Object Recognition by a Hopﬁeld Neural Network. In:
ICCV, pp. 325–328. 1990.
[10] Suganthan, P. N., Teoh, E. K., Mital, D. P.: Pattern Recognition by Homomorphic Graph Match-
ing Using Hopﬁeld Neural Networks. Image Vision Comput., 13(1), pp. 45–60, 1995.76 Cheng-Yuan Liou, Hong-Yi Shih, Daw-Ran Liou
[11] Szu, H.: Fast TSP Algorithm Based on Binary Neuron Output and Analog Neuron Input Using
The Zero-Diagonal Interconnect Matrix and Necessary and Sufﬁcient Constraints of the Permu-
tation Matrix. IEEE Trans. Int’l Conf Neural Networks, 2, pp. 259–266, 1988.
[12] Aiyer, S., Niranjan, M., Fallside, F.: A Theoretical Investigation Into the Performance of the
Hopﬁeld Model. Neural Networks, IEEE Transactions on, 1(2), pp. 204–215, 1990.
[13] Rummelhart, D. E., Hinton, G., McClelland, J. L.: Parallel Distributed Processing: Explorations
in the Microstructure of Cognition, 1986.
[14] Liou, C. Y., Yu, W. J.: Ambiguous Binary Representation in Multilayer Neural Networks.
In: Neural Networks, 1995. Proceedings., IEEE International Conference on, volume 1, pp.
379–384. IEEE, 1995.