In recent years, a variety of preconditioners have been proposed for use in solving large sparse linear least-squares problems. These include simple diagonal preconditioning, preconditioners based on incomplete factorizations, and stationary inner iterations used with Krylov subspace methods. In this study, we briefly review preconditioners for which software has been made available, then present a numerical evaluation of them using performance profiles and a large set of problems arising from practical applications. Comparisons are made with state-of-the-art sparse direct methods. 
INTRODUCTION
The method of least-squares is a commonly used approach to find an approximate solution of overdetermined or inexactly specified systems of equations. Since the development of the principle of least-squares by Gauss in 1795 [Farebrother 1999 ], the solution of least-squares problems has been, and continues to be, a fundamental method in scientific data fitting. Least-squares solvers are used across a wide range of disciplines, for everything from simple curve fitting through the estimation of satellite image sensor characteristics, data assimilation for weather forecasting and for climate modelling, to powering Internet mapping services, exploration seismology, NMR spectroscopy, piezoelectric crystal identification (used in ultrasound for medical imaging), aerospace systems, and neural networks.
In this study, we are interested in the important special case of the linear leastsquares problem,
where A ∈ IR m×n with m ≥ n is large and sparse, and b ∈ IR m . Solving Equation (1) is mathematically equivalent to solving the n × n normal equations
this, in turn, is equivalent to solving the (m + n) × (m + n) augmented system
where r(x) = b − Ax is the residual vector and I m is the m × m identity matrix. Increasingly, the sizes of the problems that scientists and engineers wish to solve are getting larger (problems in many millions of variables are becoming typical); they are also often ill-conditioned. In other applications, it is necessary to solve many thousands of problems of modest size; thus, efficiency in this case is essential. The normal equations are attractive in that they are always consistent and positive semidefinite (positive definite if A is of full column rank). However, a well-known drawback is that the condition number of C is the square of the condition number of A so that the normal equations are often highly ill-conditioned [Björck 1996 ]. Furthermore, the density of C can be much greater than that of A (if A has a single dense row, C will be dense). The main disadvantages of working with the augmented system are that K is symmetric indefinite and is much larger than C (particularly if m n).
Two main classes of methods may be used in attempting to solve these linear systems: direct methods and iterative methods. A direct method proceeds by computing an explicit factorization, either a sparse LL T Cholesky factorization of the normal equations (2) (assuming that A is of full column rank so that C is positive definite) or a sparse LDL T factorization of the augmented system (3). Alternatively, a QR factorization of A may be used, that is, a "thin" QR factorization of the form
where Q is an m × m orthogonal matrix and R is an n × n upper triangular matrix. While direct solvers are generally highly reliable, iterative methods may be preferred because they often require significantly less storage and, in some applications, it may not be necessary to solve the system with the high accuracy offered by a direct solver. However, the successful application of an iterative method often requires a suitable preconditioner to achieve acceptable (and ideally, fast) convergence rates. Currently, there is much less knowledge of preconditioners for least-squares problems than there is for sparse symmetric linear systems and, as remarked in Bru et al. [2014] , "the problem of robust and efficient iterative solution of least-squares problems is much harder than the iterative solution of systems of linear equations." This is, at least in part, because A does not have the properties of differential problems that can make standard preconditioners effective. In the past decade or so, a number of different techniques for preconditioning Krylov subspace methods for least-squares problems have been developed. A brief overview with a comprehensive list of references is included in the introduction to the recent paper by Bru et al. [2014] . However, in the literature, the reported experiments on the performance of different preconditioners are often limited to a small set of problems, generally arising from a specific application. Moreover, they may use prototype codes that are not available for others to test and they may only be run using MATLAB. Our aim is to perform a wider study in which we use a large set of test problems to evaluate the performance of a range of preconditioners for which software has been made available. The intention is to gain a clearer understanding of when particular preconditioners perform well (or perform poorly); we will use this to influence our future work on linear least-squares. Our attention is limited to preconditioners for which software in Fortran or C is available. It is beyond the scope of this work to provide efficient and robust implementations for all the approaches that have appeared in the literature (although, even then, as we discuss in Section 8, we have found it necessary in some cases to modify and possibly reengineer some of the existing software to make it suitable for use in this study). The rest of the article is organized as follows. In Section 2, we describe our test environment, including the set of problems used in this study. Direct solvers for solving the normal equations and/or the augmented system are briefly recalled in Section 3. One of these (HSL_MA97) is used for comparison with the performance of the preconditioned iterative methods. In Section 4, we report on experiments with two methods, LSQR and LSMR, that are mathematically equivalent to applying conjugate gradients and MINRES, respectively, to the normal equations but have favorable numerical properties. On the basis of our findings, LSMR is used in the rest of our experiments. Preconditioning strategies are briefly described in Sections 5 to 7. The software used in our experiments is discussed in Section 8. We discuss the benefits of simple parallelism in Section 9. We present numerical results in Section 10 and our conclusions in Section 11.
TEST ENVIRONMENT
The characteristics of the machine used to perform our tests are given in Table I . In our experiments, the direct solvers (see Section 3) are run in parallel, using four processors. Our initial experiments on iterative methods (those in Sections 4 and 8) are run on a single processor, although, where Basic Linear Algebra Subprograms (BLASs) are used, these may take advantage of parallelism. Later, when comparing iterative and direct approaches (in Sections 9 and 10), we repeat the calculations on 4 processors for the methods that we have found to be best. Here, sparse matrix-vector products and sparse triangular solves (if any) required by the preconditioner are performed in parallel using Intel Mathematics Kernel Library (MKL) routines; no attempt is made to parallelize any of the iterative methods themselves, nor the software for constructing the preconditioners.
Throughout this study, all reported times are elapsed times in seconds measured using the Fortran system_clock. For each solver and each problem, a time limit of 600s is imposed. If this limit is exceeded, the solver is flagged as having failed on that problem. Failures resulting from insufficient memory are also flagged and, in the case of the iterative solvers, the number of iterations per problem is limited to 10 7 . We observe that, although the tests were performed on a lightly loaded machine, the timings can vary if the experiments are repeated. In our experience, this variation is small (typically less than 5%), although for large problems for which memory becomes an issue, the variation can be more significant. Unfortunately, given the large-scale nature of this study and time taken to perform the experiments, it was not possible to produce average timings. However, variations in time that may arise from reruns will have little effect on the conclusions that we can draw from the performance profiles that we use as our main tool for assessing performance (see Section 2.3). In order to obtain close-to-repeatable times when running in parallel on 4 processors, we specify which processors are to be used via the Linux numactl -C 0,1,2,3 command. 
Test Problems
The problems used in our study are all taken from the CUTEst linear program set and the UFL Collection [Davis and Hu 2011] . To determine the test set that we use for the majority of our experiments, we selected all the rectangular matrices A and removed "duplicates" (that is, similar problems belonging to same group), leaving a single representative. This gave us a set of 921 problems. In all our tests, we check A for duplicate entries (they are summed), out-of-range entries (they are removed), and explicit zeros (they are removed). In addition, A is checked for null rows and columns. Any such rows or columns are removed and, if after removal n > m, the matrix is transposed. The computation then continues with the resulting cleaned matrix. If values for the matrix entries are not supplied, we generate random values in the range (−1, 1).
To ensure that we include only nontrivial problems, for each cleaned matrix, we solved the normal equations (2) using LSMR (see Section 4, with the local reorthogonalization parameter set to 10) without preconditioning and retained those problems for which convergence (using the stopping criteria discussed in Section 2.2) was not achieved within 100,000 iterations or required more than 10s (when run on a single processor). Using the provided right-hand-side vector b if available or taking b to be the vector of 1s if not (so that the problems are not necessarily consistent, but at the same time, this choice makes it straightforward to regenerate the same b for running tests with a range of solvers) resulted in a test set T of 83 problems. This set is listed along with some of the characteristics of each problem (including the number of entries, the density of the row with the most entries, an estimate of the deficiency in the rank) in Table I in the Appendix (see Gould and Scott [2016] for details of the full set).
Stopping Criteria
Recall that the linear LS problem we seek to solve is
where r(x) = b − Ax is the residual. If the minimum residual is zero, φ(x) is nondifferentiable at the solution. Thus, the first check that we make at iteration k is on the kth residual r k 2 , where r k = b − Ax k , with x k the computed solution on the kth iteration. If the minimum residual is nonzero, then
and we want to terminate once ∇φ(x) is small. Thus, in our tests with iterative solvers, we use the following stopping rules:
where A is the "cleaned" matrix and δ 1 and δ 2 are convergence tolerances that we set to 10 −8 and 10 −6 , respectively. In all our experiments, we take the initial solution guess to be x 0 = 0; in this case, C2 reduces to
Note that these stopping criteria are independent of the preconditioner; thus, they enable us to compare the performances of different preconditioners. In the case of no preconditioning, these stopping criteria are closely related to those used by Fong and Saunders [2011] in their 2010 implementation of LSMR (see http://web. stanford.edu/group/SOL/download.html). However, if a preconditioner is used, the Fong and Saunders implementation bases the stopping criteria on (AM −1 ) T r 2 , where M is the (right) preconditioner. This means that a different test is applied for different preconditioners, thus is not appropriate for comparing the performances of different preconditioners. Using C1 and C2 involves additional work; in our tests, we have chosen to exclude the cost of computing the residuals for testing C1 and C2 from the reported runtimes (and from the 600s time limit per problem). We use a modified reverse communication version of LSMR that enables us to use C1 and C2 in place of the Fong and Saunders stopping criteria. We note that new results on estimating backward errors for least-squares problems have been derived by a number of authors, including Grcar et al. [2007] and Jiranek and Titley-Peloquin [2010] .
Performance Profiles
To assess the performance of different solvers on our test set T , we report the raw data, but we also employ performance profiles [Dolan and Moré 2002] , which in recent years have become a popular and widely used tool for providing objective information when benchmarking software. The performance ratio for an algorithm on a particular problem is the performance measure for that algorithm divided by the smallest performance measure for the same problem over all the algorithms being tested (here, we are assuming that the performance measure is one for which smaller is better, e.g., the iteration count or time taken). The performance profile is the set of functions
is the proportion of problems in which the performance ratio of the ith algorithm is at most f . Thus, p i ( f ) is a monotonically increasing function taking values in the interval [0, 1]. In particular, p i (1) gives the fraction of the examples for which algorithm i is the winner (i.e., the best according to the performance measure), while if we assume that failure to solve a problem (e.g., through the maximum iteration count or time limit being exceeded) is signaled by a performance measure of infinity, p * i := lim f →∞ p i ( f ) gives the fraction for which algorithm i is successful. If we are interested just in the number of wins, we need only compare the values of p i (1) for all the algorithms; but, if we are interested in algorithms with a high probability of success, we should choose the ones for which p * i has the largest values. In our performance profile plots, we use a logarithmic scale in order to observe the performance of the algorithms over a large range of f while still being able to discern in some detail what happens for small f .
While performance profiles are a very helpful tool when working with a large test set and several algorithms, as Dolan and Moré [2002] point out, they do need to be used and interpreted with care. This is especially true if we want to try to rank the algorithms in order. Our preliminary experiments for this study led us to reexamine performance profiles [Gould and Scott 2015] . We found that, while they give a clear measure of which is the better algorithm for a chosen f and given set T , if performance profiles are used to compare more than two algorithms, they determine which algorithm has the best probability p i ( f ) for f in a chosen interval, but we cannot necessarily assess the performance of one algorithm relative to another that is not the best using a single performance profile plot. Thus, in Section 10, we limit some of our performance profiles to two solvers at a time.
Parameter Setting
Where codes offer a number of options (such as orderings and scalings), we normally use the default or otherwise recommended settings; no attempt is made to tune the parameters for a particular problem (this would not be realistic given the size of the test set and number of solvers). However, it is recognized that, for some examples, choosing settings other than the defaults may significantly enhance performance (or adversely effect it) and, in practice, a user may find it advisable to invest time in experimenting with different choices to try to optimize performance for one's application. Details of the software that we use are given in Section 8, together with the parameter settings.
DIRECT SOLVERS
While the focus of our study is on preconditioning iterative methods for least-squares problems, it is of interest to look at how these methods perform in comparison to sparse direct methods. For the normal equations (2), a positive definite solver that computes a sparse Cholesky factorization can be used, such as CHOLMOD [Chen et al. 2008] or HSL_MA87 [Hogg et al. 2010] . Alternatively, there are sparse packages that can factorize both positive definite and indefinite systems. These include a number of HSL codes (notably, MA57 [Duff 2004 ], HSL_MA86 [Hogg and Scott 2013] , and HSL_MA97 [Hogg and Scott 2011] ) as well as MUMPS [MUMPS 2015] , WSMP [Gupta 2000 ], PARDISO [PARDISO 2014] and SPRAL_SSIDS [Hogg et al. 2014] . Comparisons of some of these packages for solving sparse linear systems may be found in Gould et al. [2007] and Gould and Scott [2004] . When used to solve the augmented system (3), the solvers employ some kind of pivoting to attempt to ensure numerical stability. This can impose a nontrivial runtime overhead (as well as adding significantly to the complexity of the software and memory requirements).
Most modern sparse direct solvers are designed to run in parallel, either through the use of MPI, OpenMP, or GPUs. It is beyond the scope of the current study to conduct a detailed comparison of the performance of direct solvers on least-squares problems. Instead, we opt to use HSL_MA87 (Version 2.4.0) for the normal equations and HSL_MA97 (Version 2.3.0) for the augmented system in our comparisons with iterative methods. This choice was made since HSL_MA87 and HSL_MA97 are recent state-of-the-art packages that are designed for multicore machines, and, because we are responsible for their development, we find them convenient to use and to incorporate into our test environment. We note that CHOLMOD has an attractive feature that is not currently offered by any of the HSL codes, which is that it can factor the normal equations without being given C explicitly; just providing A T suffices, and saves memory. For sparse QR, far fewer software packages have been developed. Those that are available include MA49 [Amestoy et al. 1996 ] from the mid-1990s and, much more recently, SuiteSparseQR [Davis 2011 ] and qr_mumps [Buttari 2013 ]. Here, we use SuiteSparseQR version 4.4.4 (for which we have written a Fortran interface).
Although a straightforward application of a direct method to (2) or (3) is usually successful, computer rounding can have a profound effect. In particular, for problems that are (or are close to) rank deficient, simply forming the (theoretically) positive semidefinite normal matrix C may result in a matrix that is slightly indefinite, and a Cholesky factorization will break down. Likewise, the symmetric, indefinite factorization of the augmented matrix K may produce a numerical inertia (i.e., a count of the numbers of positive, negative, and zero eigenvalues) that would be impossible had the matrix been factorized exactly. Thus, in addition to applying the appropriate factorization routine to our test problems, we also consider employing a "scale-and-shift" strategy that aims to reduce the impact of poor conditioning. In particular, we modify the normal equations and augmented system so that the required solution x is x = Sz, where z is the solution of the systemC 
whereĀ = AS and the diagonal matrix S scales the columns of A so that each has a unit 2-norm, and the scalars 0 < δ C , δ K 1. In our experiments, we have found that δ C = 10 −12 and δ K = 10 −10 are generally suitable choices, and, although they necessarily perturb the computed solution, our experience is that the perturbation is sufficiently small to be acceptable. Similar regularizations have been proposed by many authors, for example, Saunders [1996] and Scott [2016] . On our test set T , HSL_MA87 and HSL_MA97 both failed to solve 26 of the 83 problems without prescaling and shifting (the solvers used their own default scalings of C and K, respectively), which reduced to 15 and 20, respectively, with prescaling and shifting (see Tables 4.17-4.20 in Gould and Scott [2016] for details). Thus, in what follows, we use the HSL direct solvers combined with the scale-and-shift approach in all remaining comparisons.
A time performance profile comparing SuiteSparseQR (denoted by SPQR), HSL_MA87 applied to the normal equations (MA87 normal equations) and HSL_MA97 applied to the augmented system (MA97 augmented system) is given in Figure 1 . In our experiments, one step of iterative refinement was used. We see that using HSL_MA87 for the normal equations leads to the smallest number of failures, while it is the fastest approach for more than half of the problems. The failures are for some of the largest problems, and are because of insufficient memory (see Tables 4.17-4.21 in Gould and Scott [2016] for details). In addition, for SPQR, there are three problems (f855_mat9, mri1, and mri2) for which no error is flagged, but the returned residuals are clearly too large when compared with those computed by the other solvers. Although a direct solver such as HSL_MA77 [Reid and Scott 2009 ] that allows the main work arrays and the matrix factors to be held out of core can extend the size of problem that can be solved, such solvers can be significantly slower. Thus, there is a clear need for iterative solvers that require less memory.
LSQR VS LSMR
CGLS (or CGNR) [Hestenes and Stiefel 1952 ] is a long-established extension of the conjugate gradient (CG) method to least-squares problems. It is mathematically equivalent to applying CG to the normal equations, without actually forming them. The wellknown and widely used LSQR algorithm of Paige and Saunders Saunders 1982a, 1982b] is algebraically identical to CGLS and, as shown in Björck et al. [1998] , both achieve similar final accuracy consistent with numerical stability. LSQR is based on the Golub-Kahan bidiagonalization of A and has the property of reducing r k 2 monotonically, where r k = b − Ax k is the residual for the approximate solution x k .
The more recent LSMR algorithm of Fong and Saunders [2011] is similar to LSQR in that it, too, is based on Golub-Kahan bidiagonalization of A. However, in exact arithmetic, LSMR is equivalent to MINRES [Paige and Saunders 1975] applied to the normal equations, so that the quantities A T r k 2 (as well as, perhaps more surprisingly, r k 2 ) are monotonically decreasing. Fong and Saunders report that LSMR may be a preferable solver because of this and because it may be able to terminate significantly earlier. Observe that if right-preconditioning with preconditioner M is employed, then (AM −1 ) T r 2 is monotonic decreasing. The implementation of LSMR used in this article is a slightly modified version of the 2010 implementation of Fong and Saunders. The modifications include using allocatable arrays rather than automatic arrays (the latter can cause the code to crash with a segmentation fault error if the problem is large, whereas allocated arrays allow memory failures to be captured and the code to be terminated with a suitable error flag set). More important, we incorporate a reverse communication interface that allows greater flexibility in how the user performs matrix vector products Ax and A T x and applies the (optional) preconditioner as well as enabling us to use our stopping criteria C1 and C2 (independently of the preconditioner used). The same modifications are made to LSQR for our tests. Both the modified version of LSMR and the Fong and Saunders code are available from http://web.stanford.edu/group/SOL/download.html.
In Figure 2 , we present an iteration performance profile and a time performance for LSQR and LSMR with no preconditioning on the entire CUTEst and UFL set of 921 eligible examples. We see that LSMR has fewer failures compared to LSQR and requires a smaller number of iterations, which results in faster execution time. This confirms the findings of Fong and Saunders; in the remainder of this study we will limit our attention to LSMR. Fong and Saunders [2011] propose incorporating local reorthogonalization, in which each new basis vector is reorthogonalized with respect to the previous localSize vectors, where localSize is a user-specified parameter. Setting localSize to 0 corresponds to no reorthogonalization, while setting localSize to n gives full reorthogonalization. Fong and Saunders report iteration counts for two linear programming problems with localSize set to 0, 5, 10, 50, and n. These illustrate that, compared with no reorthogonalization, setting localSize = 10 or 50 can lead to a worthwhile reduction in the number of iterations for convergence but, as expected, more iterations are needed than for full reorthogonalization. Note that as n vectors of size localSize are needed, for large problems, full reorthogonalization is impractical both in terms of the computational time and memory requirements.
To examine the effect of localSize on our much larger test set, an iteration performance profile and a time performance profile for localSize set to 0, 10, 100, and 1000 are given in Figure 3 (no preconditioning). We see that using a large value for localSize can significantly reduce the number of iterations and improve the success rate; the disadvantage is that the cost of each iteration (in terms of time and memory) increases with localSize.
PRECONDITIONING STRATEGIES FOR NORMAL EQUATIONS
In this section, we first consider a number of ways to choose the preconditioner M for use with LSMR.
Diagonal Preconditioning
The simplest form of preconditioning is diagonal preconditioning, in which we solve
where S is a diagonal matrix that scales the columns of A to give each unit 2-norm. This requires only the diagonal entries of the normal matrix C to be computed or, equivalently, the squares of the 2-norms of the columns of A. This can be done in parallel, making the computation of the preconditioner and its application both straightforward and efficient (in terms of time and memory).
Incomplete Cholesky Factorizations
Incomplete Cholesky (IC) factorizations have long been an important tool in the armoury of preconditioners for the numerical solution of large sparse, symmetric positive definite linear systems of equations; for an introduction and overview see, for example, Benzi [2002] , Saad [2003] , and Scott and Tůma [2014b] , and the long lists of references therein. Since (if A has full column rank) the coefficient matrix C of the normal equations (2) is positive definite, an obvious choice for the preconditioner is an IC factorization of C. An IC factorization takes the form LL T , in which some of the fill entries (entries in L that were zero in the system matrix C) that would occur in a complete factorization are ignored. The preconditioned normal equations become
Performing preconditioning operations involves solving triangular systems with L and L T . Over the years, a wealth of different variants have been proposed, including structure-based methods, those based on dropping entries below a prescribed threshold and others that prescribe the maximum number of entries allowed in L. We employ the recent limited memory approach of Scott and Tůma [Scott and Tůma 2014a, 2014b] that exploits ideas from the positive semidefinite Tismenetsky-Kaporin modification scheme [Kaporin 1998; Tismenetsky 1991] . The basic scheme employs a matrix factorization of the form
where L is the lower triangular matrix with positive diagonal entries that is used for preconditioning,L is a strictly lower triangular matrix with small entries that is used to stabilize the factorization process but is subsequently discarded, and E has the structure
For details, see Scott and Tůma [2014a, 2014b] . The user specifies the maximum number of entries in each column of L andL. At each step of the factorization, the largest entries are kept in the current column of L, the next largest in the current column ofL, and the remainder are dropped. In practice, C is optionally preordered and scaled and, if necessary, shifted to avoid breakdown of the factorization (which occurs if a nonpositive pivot is encountered) [Manteuffel 1980 ]. Thus, the LL T incomplete factorization of the matrix
is computed, where Q is a permutation matrix chosen on the basis of sparsity, S is a diagonal scaling matrix, and α is a non-negative shift. It follows that M = LL T with L = QS −1 L is the incomplete factorization preconditioner. When used to compute an incomplete factorization of the normal equations, there is no need to form and store all of C explicitly; rather, the lower triangular part of its columns can be computed one at a time, used to perform the corresponding step of the incomplete Cholesky algorithm and then discarded. Of course, forming the normal matrix, even piecemeal, can entail a significant overhead (particularly if m and n are large and if A has one or more dense rows), which potentially may lead to a severe loss of information in very ill-conditioned cases.
MIQR
An alternative to an IC factorization of C is an approximate orthogonal factorization of A. If
where Q is orthogonal and R is upper triangular, then C = A T A ≈ R T R, andM = R T R can be used as a preconditioner. Again, applying the preconditioner involves triangular solves. Observe that the factor Q is not used. There have been a number of approaches based on incomplete orthogonal factorizations of A [Bai et al. 2001 [Bai et al. , 2009 Jennings and Ajiz 1984; Papadopoulus et al. 2005; Saad 1988; Wang et al. 1997] . Most recently, there is the Multilevel Incomplete QR (MIQR) factorization of Li and Saad [2006] .
When A is sparse, many of its columns are likely to be orthogonal because of their structure. These structurally orthogonal columns form an independent set S. Once S is obtained, the remaining columns of A are orthogonalized against the columns in S. Since the matrix of remaining columns will in general still be sparse, it is natural to recursively repeat the process until the number of columns is small enough to orthogonalize with standard methods, or a prescribed number of reductions (levels) has been reached, or the matrix cannot be reduced further. This process results in a QR factorization of a column-permuted A and forms the basis of the MIQR factorization. In practice, the QR factorization causes significant fill-in; thus, MIQR improves sparsity by relaxing the orthogonality and applying dropping strategies.
The MIQR algorithm does not require the normal matrix C to be computed explicitly; only one row of C is needed at any given time. Moreover, since C is symmetric, only its upper triangular part (i.e., the inner products between the ith column of A and columns i + 1 to n) needs to be calculated.
RIF
The Robust Incomplete Factorization (RIF) algorithm of Benzi and Tůma [Benzi and Tůma 2003a, 2003b] computes an LDLT factorization of the normal matrix C without forming any entries of C, working only with A. The method is based on C-orthogonalization, that is, orthogonalization with respect to the C-inner product defined by
Assuming that A is of full column rank, C is symmetric positive definite; this then provides an inner product on IR n . Given the n linear-independent vectors e 1 , e 2 , . . . , e n (e i is the ith unit basis vector), a C-orthogonal set of vectors z 1 , z 2 , . . . , z n is built using a Gram-Schmidt process with respect to Equation (7). This can be written in the form
where
, where L is the unit lower triangular factor of the root-free Cholesky factorization C = LDL T . It can be shown [Benzi and Tůma 2003a] that the L factor can be obtained as a by-product of the C-orthogonalization process at no extra cost.
Two different types of preconditioner can be obtained by carrying out the Corthogonalization process incompletely. The first drops small entries from the computed vectors as the C-orthogonalization proceeds, resulting in a sparse matrixZ ≈ L −T ; that is, an incomplete inverse factorization of C of the form
whereD is diagonal with positive entries, is computed. This is a factored sparse approximate inverse that can be used as a preconditioner for the CG algorithm applied to the normal equations. The preconditioner is guaranteed to be positive definite and can be applied in parallel since its application requires only matrix-vector products. It is generally known as the stabilized approximate inverse (SAINV) preconditioner. The second approach (the RIF preconditioner) is obtained by discarding the computed sparsified vectorz i as soon as it has been used to form the corresponding parts of the incomplete factorL of C. This gives an algorithm for computing an incomplete Cholesky factorization for the normal equations
Again, the preconditioner M =LDL T is positive definite, and (in exact arithmetic) breakdown during its computation is not possible. An important feature of the RIF preconditioner is that it incurs only modest intermediate storage costs, although implementing the algorithm for its construction to exploit the sparsity of A is far from straightforward (see Benzi and Tůma [2003b] for a brief discussion). Benzi and Tůma report that the RIF preconditioner is generally more effective at reducing the number of CG iterations than the SAINV one, and is thus the one included in this study. Over the past few years, a number of papers on preconditioners for least-squares problems have used RIF as a benchmark, but these papers limit their reported tests to a small number of examples [Arioli and Duff 2015; Bru et al. 2014; Li and Saad 2006; Morikuni and Hayami 2013] .
BA-GMRES
The BA-GMRES method for solving least-squares problems combines using a stationary inner iteration method with the Krylov subspace method GMRES [Saad and Schulz 1986] applied to the normal equations. For problems for which convergence is slow and for very large problems for which storage is an issue, restarted GMRES is used. In contrast to the other methods discussed so far, rather than forming an explicit preconditioner, a number of steps of a stationary iterative method are applied within the GMRES algorithm whenever an application of the preconditioner is needed. Such techniques are often called inner-outer iteration methods. While the basic idea is not new, it has recently been explored in the context of least-squares problems by Hayami et al. [2010] and Hayami [2013, 2015] . In particular, for overdetermined least-squares problems, they propose using Jacobi-type [Cimmino 1938 ] and SOR-type [Kaczmarz 1937 ] iterative methods as inner-iteration preconditioners for GMRES and advocate their so-called BA-GMRES approach for the efficient solution of rank-deficient problems. Jacobi iterations can be advantageous for parallel implementations, but in this study, we limit our attention to serial implementations and use SOR iterations with automatic selection of the relaxation parameter ω, as described in Hayami [2013, 2015] .
BA-GMRES corresponds to GMRES applied to
where the rectangular matrix B ∈ IR n×m is the (left) preconditioner. Hayami [2013, 2015] 
, the solution of Equation (9) is also a solution of the least-squares problem Equation (1). B is not formed or stored explicitly. Instead, at each GMRES iteration k, when preconditioning is needed, a fixed number of steps of a stationary iterative method are applied to a system of the form
to obtain z for a given v k , which is used to compute the next GMRES basis vector v k+1 . Thus, at each GMRES iteration, another system of normal equations is solved approximately using a stationary iterative method. This can be done without forming any entries of A T A explicitly (see Saad [2003] , Section 8.2 for details); all that is required are repeated matrix-vector products with A and A T . This allows nonsymmetric preconditioning for least-squares problems. Another potential advantage of BA-GMRES is that it avoids forming and storing an incomplete factorization; the memory used is determined solely by the number of steps of GMRES that are applied before restarting. Hayami [2013, 2015] observe that inner iteration preconditioners can also be applied to CGLS and LSMR. This has the merit of using only short-term recurrences; thus, the memory requirements are less than for BA-GMRES. The results reported in Hayami [2013, 2015] for a small set of test problems (including rank-deficient examples) indicate faster times, fewer iterations, and greater robustness using BA-GMRES. Thus, BA-GMRES (for which software is available; see Section 8.5) is used in this study.
PRECONDITIONING STRATEGIES FOR THE AUGMENTED SYSTEM
An alternative to preconditioning the normal equations is to precondition the augmented system (3). In some applications, preconditioning the augmented system is advocated when the normal equations are highly ill conditioned (see, e.g., Oliveira and Sorensen [2005] ). A number of possible approaches exist, including employing an incomplete factorization designed for general indefinite symmetric systems or a signed incomplete Cholesky factorization [Scott and Tůma 2014c] designed specifically for systems of the form (3). Chow and Saad [1997] considered the class of incomplete LU preconditioners for solving indefinite problems. Later, Li and Saad [2005] integrated pivoting procedures with scaling and reordering. Building on this, Greif et al. [2015] recently developed a new incomplete factorization package SYM-ILDL for general sparse symmetric indefinite matrices. The factorization is of the form
where L is unit lower triangular and D is block diagonal, with 1 × 1 and 2 × 2 blocks on the diagonal (corresponding to 1 × 1 and 2 × 2 pivots). For SYM-ILDL, K may be any sparse indefinite matrix; no advantage is made of the specific block structure of (3). Independently, Scott and Tůma [2015] report on the development of incomplete factorization algorithms for symmetric indefinite systems and propose a number of new ideas with the goal of improving the stability, robustness, and efficiency of the resulting preconditioner. The SYM-ILDL software is available [Greif et al. 2015] . It is written in C++ and is designed either to be called from within MATLAB or from the command line. The user may save the computed factor data to a file, but (when used from the command line) the package offers no procedure to take that data and use it as a preconditioner. Without substantial further work to set up a more flexible and convenient user interface, we were restricted to running individual problems one at a time. We performed limited experiments using SYM-ILDL (see also Scott and Tůma [2014c, 2015] ). These demonstrated that there are least-squares problems for which SYM-ILDL is able to provide an effective preconditioner, but for other problems, we were unsuccessful in obtaining the required least-squares solution. The prototype code of Scott and Tůma likewise gave very mixed results. We conclude that further work is needed for these codes to be useful for least-squares problems; they are not explored further in this study. For matrices K of the augmented form (3), Scott and Tůma [2014c] propose extending their limited memory IC approach to a limited memory signedIC factorization of the form (10), where L is a lower triangular matrix with positive diagonal entries and D is a diagonal matrix with entries ±1. In practice, an LDL T factorization of
is computed, where Q is a permutation matrix, S is a diagonal scaling matrix, and α 1 and α 2 are nonnegative shifts chosen to prevent breakdown. The preconditioner is
In this case, the permutation Q is chosen not only on the basis of sparsity but also so that a variable in the (2, 2) block of K is not ordered ahead of any of its neighbors in the (1, 1) block; see Scott and Tůma [2014c] for details of this so-called constrained ordering.
An important advantage of a signed IC factorization over a general indefinite incomplete factorization is its simplicity in that it avoids the use of numerical pivoting. If we use the natural order (Q = I), the factorization becomes
thus,
T , then this reduces to an IC factorization of the normal equations. However, by choosing L 1 = A T or Q = I, this approach can exploit the structure of the augmented system while avoiding the normal equations.
As the signed IC preconditioner is indefinite, a general nonsymmetric iterative method such as GMRES [Saad and Schulz 1986 ] is needed; we use right preconditioned restarted GMRES. Since GMRES is applied to the augmented system matrix K, the stopping criteria is applied to K. With the available implementations of GMRES, it is not possible during the computation to check whether either of the stopping conditions C1 or C2 (which are based on A) is satisfied; they can, of course, be checked once GMRES has terminated. Instead, we use the scaled backward error
where y k is the computed solution on the kth step. In our experiments, we set δ 3 = 10 −6 . If we want to use a solver that is designed for symmetric indefinite systems, in place of GMRES we can use MINRES [Paige and Saunders 1975] . However, MINRES requires a positive definite preconditioner. Thus, we use M = LL T , that is, we replace the entries −1 in D by +1 so that D becomes the identity. Again, the stopping conditions C1 or C2 cannot be checked inside MINRES and we use Equation (11) instead.
PRECONDITIONING SOFTWARE AND PARAMETER SETTINGS

Diagonal Preconditioning
In Figure 4 , we present iteration and time performance profiles for LSMR with diagonal preconditioning using a range of values for the LSMR reorthogonalization parameter localSize. A large value reduces the iteration count but increases the time (and memory) required (so that a number of problems exceed the time limit if localSize is set to 1000, which accounts for the increase in the number of failures).
IC Preconditioner for Normal Equations
A software package HSL_MI35 that implements the limited memory IC algorithm discussed in Section 5.2 for the normal equations has been developed for the HSL mathematical software library [HSL 2016 ]. This code is a modified version of HSL_MI28 [Scott and Tůma 2014a] . Modifications were needed to allow the user to specify the maximum number of entries allowed in each column of the incomplete factor L (in HSL_MI28, the user specified the amount of fill allowed, but as columns of C may be dense, or close to dense, this change was needed to keep L sparse). In addition, the user may either supply the matrix A and call a subroutine within the package to form C explicitly or, to save memory, A may be passed directly to the factorization routine. In this case, the lower triangular part of each column of the (permuted) normal matrix is computed as needed during the factorization (although the sparsity pattern of C is computed if reordering is selected). Note that, if A and not C is supplied, the range of scaling options is restricted since the equilibration and maximum matching-based scalings that are offered through the use of the packages MC77 [Ruiz 2001 ] and MC64 [Duff and Koster 1999, 2001 ], respectively, require C explicitly. The default scaling is l 2 scaling, in which column j of C is normalized by its 2-norm; this needs only one column of C at a time.
We observe that HSL_MI35 is designed to solve the weighted least-squares problem, but in our tests the weights are set to one. The parameters lsize and rsize respectively control the maximum number of entries in each column of L and each column of the matrixL that is used in the computation of L (recall (6)). Iteration and time performance profiles for LSMR preconditioned by HSL_MI35 using lsize = rsize = 10 and lsize = rsize = 20 are given in Figure 5 . Here and elsewhere, the time used for the time performance profile are the total solution time (i.e., the time to compute the preconditioner plus the time to run preconditioned LSMR). We see that the iteration count is reduced by increasing the number of In Figure 6 , we present iteration and time performance profiles for LSMR preconditioned by HSL_MI35 using a range of values for the LSMR reorthogonalization parameter localSize. As expected, using a large value reduces the iteration count but increases the time (and memory) required; localSize = 10 is used in all other experiments with HSL_MI35.
MIQR
The MIQR package available at http://www-users.cs.umn.edu/∼saad/software/ is for solving least-squares systems by a preconditioned CGNR algorithm and is written in C. As all our experiments are performed in Fortran, we have chosen to use a Fortran version of MIQR that is available from the GALAHAD optimization software library [Gould et al. 2003 ]. This is essentially a translation of code by Li and Saad [2006] , but with extra checks and features to make the problem data input easier. Key parameters, such as the maximum number of recursive levels of orthogonalization, the required angles between approximately orthogonal columns, the drop tolerance, and the maximum number of fills permitted per column, are precisely as given by Li and Saad [2006] . Figure 8 presents iteration and time performance profiles for MIQR-preconditioned LSMR using a range of values of the reorthogonalization parameter localSize. The number of failures appears relatively insensitive to the choice of localSize, but the iteration count decreases as localSize increases, while using a value of 10 is the best in terms of time.
RIF
A right-looking implementation of RIF is available at http://www2.cs.cas.cz/∼tuma/ sparslab.html. However, for our tests, Tůma provided a more recent left-looking version (see Scott and Tůma [2016] for details of the right-and left-looking variants). The latter works only with A and A T , and has the advantage that the required memory can be computed before the factorization begins using a symbolic preprocessing step [Scott and Tůma 2016] . As full documentation for the software is lacking, we relied on Tůma for advice on the parameter settings; in particular, we used absolute dropping with a drop tolerance of 0.1. In Figure 8 , we give iteration and time performance profiles for RIFpreconditioned LSMR using a range of values of the reorthogonalization parameter localSize. There is no uniformly best value; in the rest of our experiments, we set localSize to 10.
BA-GMRES
There are codes for the BA-GMRES method preconditioned by NR-SOR inner iterations developed by Morikuni available at http://researchmap.jp/KeiichiMorikuni/ Implementations (March 2015). However, these are not in the form that we can readily use for large-scale testing purposes. In particular, they employ automatic arrays (and will thus fail for a very large problem for which there is insufficient memory), and they contain "stop" statements (thus, again, they can fail without prior warning). As a result, we implemented a modified version of BA-GMRES. This also allowed us to use the stopping criteria C1 and C2 for consistency with the preconditioned LSMR tests (as in our tests with other methods, the time for computing the residuals needed for checking C1 and C2 at each iteration are excluded from the reported times).
As restarted GMRES is employed, the user must choose the number gmres_its of iterations between restarts. A compromise between a large value that reduces the overall number of iterations and a small value that limits the storage should be used. We performed some preliminary experiments in an attempt to choose a suitable value to use for all our tests; our findings are in Figure 9 . On the basis of these, we set gmres its = 1000. Note that if the number (iter) of iterations required for convergence is less than gmres_its, so that we do not unfairly overestimate the memory required, the reported memory for BA-GMRES is for gmres its = iter. Following Morikuni, our implementation of BA-GMRES allows the user to choose between using NR-SOR and Cimmino inner iterations. For the former, the user may supply the number of inner iterations and the relaxation parameter; otherwise, these are computed automatically using the procedure proposed in Hayami [2013, 2015] . We use NR-SOR inner iteration with automatic parameter selection in our tests.
Signed IC Preconditioner: Augmented System
A software package HSL_MI30 that implements the limited memory signed IC algorithm discussed in Section 7 for the augmented system is available within HSL; details are given in Scott and Tůma [2014c] . In our tests, we use the default settings for HSL_MI30 and the parameters lsize and size, which control the number of entries in L; the intermediate memory used to compute the factorization are both set to 20. For GMRES and MINRES, we use the HSL implementations MI24 (with the restart parameter set to 1000) and HSL_MI32, respectively.
BENEFITS OF SIMPLE PARALLELISM
Having selected what we consider to be good parameter settings, a natural question is how much the methods in question might benefit from simple parallelism. Figure 10 illustrates the improvements possible simply by performing sparse matrix-vector products and triangular preconditioning solves on 4 rather than a single processor. Each preconditioner gains from parallelism; perhaps, unsurprisingly, the most significant gains are for those methods for which (MKL-assisted) matrix-vector products and triangular solves dominate the solution time. Note that the serial experiments were necessarily repeated to obtain this data, since here we use MKL BLAS while our earlier experiments used the open BLAS. On the basis of these findings, our remaining comparisons use data from these runs on 4 processors. Figure 11 presents iteration and time performance profiles for LSMR run both without preconditioning and with diagonal, MIQR, RIF, and IC (HSL_MI35) preconditioning run on 4 processors. Here, we chose localSize = 0 for no preconditioning and diagonal preconditioning and localSize = 10 for MIQR, RIF, and IC preconditioning since these appeared to give the best (time) performances in the individual preconditioner comparisons reported in Sections 4 and 8. We see that, in terms of iteration counts, the incomplete factorization is the best preconditioner. In terms of time, however, the simplest option of diagonal preconditioning is slightly better than IC preconditioning (and has the advantages of needing minimal memory and being trivially parallelizable). The close time-ranking of the diagonal and IC preconditioners is confirmed in Figure 12 . We observe that Morikuni and Hayami [2013] also found diagonal preconditioning to give the fastest solution times in some of their tests. In Figure 13 , we compare the remaining three preconditioners. We see that, in terms of time, MIQR preconditioning is broadly similar to running without a preconditioner, and that the effects of a reduction in iteration counts for the former is balanced by the cost of computing and applying the preconditioner. This is reinforced in Figure 14 when RIF is removed from the picture.
SOLVER COMPARISON RESULTS
Performance Comparison for Preconditioning LSMR
The current implementation of RIF is somewhat slow. For problems for which the RIF preconditioner performs reasonably well (including the IG5-1x problems), more than 95% of the total solution time can be spent on computing the preconditioner, even though it can be significantly sparser than that computed using HSL_MI35 or MIQR. The uncompetitive construction time appears to be largely attributable to the searches performed to determine which C-inner products need to be computed; this is currently a subject of separate investigation [Scott and Tůma 2016] . For 21 of the 83 test problems, computing the RIF preconditioner exceeded our time limit of 600s. Furthermore, for our test set T as a whole and the current settings, RIF is not especially effective. For the 62 problems for which the RIF preconditioner was successfully computed, 22 went on to exceed the LSMR iteration limit and 2 more exceeded the total time limit. Again, this is consistent with Morikuni and Hayami [2013] . We observe, however, that in many cases the RIF preconditioner is sparser than, for example, the IC preconditioner. Using a smaller drop tolerance may improve the quality at the cost of more fill, but the time to compute the preconditioner can also increase significantly.
Performance Comparison with BA-GMRES
Time performance profiles for BA-GMRES are given in Figure 15 . We see that, on our test set, BA-GMRES is slower than using LSMR with diagonal or IC preconditioning but is faster than LSMR with no preconditioning and MIQR preconditioning. However, a closer look at the results (see the summary tables given in the Appendix and Gould and Scott [2016] ) shows that BA-GMRES is able to efficiently solve some examples that preconditioned LSMR and the direct solvers struggle with. In particular, BA-GMRES performs strongly on the GL7dxx problems and solves problem SPAL_004 in only one iteration. However, it is poor for the pseex problems.
Performance Comparison with Signed Incomplete Factorization
In Figure 16 , time performance profiles are given for solving the augmented system using the signed IC factorization preconditioner (HSL_MI30) run with GMRES(1000) and MINRES; the IC preconditioner (HSL_MI35) for the normal equations run with LSMR is also included. We see that HSL_MI35 preconditioned LSMR is faster than solving the augmented system and has the least number of failures. Note that the number of entries in the factors for the normal equations is approximately n × lsize; for the augmented system, the number is bounded above by m + nz(A) + (m + n) × lsize (where nz(A) is the number of entries in A). Thus, when working with the augmented system, each application of the preconditioner is considerably more expensive.
As observed in Section 7, for the signed incomplete factorization run with MINRES or GMRES, the stopping criteria is the scaled backward error for the augmented system (3); thus, conditions C1 and/or C2 may not be satisfied. For a significant portion of our test set, if δ 3 in Equation (11) is set to be 10 −8 , then either C1 or C2 is satisfied (see Tables 3.25 and 3 .26 in Gould and Scott [2016] ). In some cases for which we report a failure because the time limit or iteration count limit has been reached without satisfying Equation (11), C1 or C2 is actually satisfied. For other examples, a larger value of δ 3 would still have resulted in C1 or C2 holding (thus, our reported iteration counts and total times can sometimes be larger than necessary). However, for some problems, including the TFxx examples, a smaller δ 3 is needed to satisfy C1 or C2. For example, for MINRES with δ 3 = 10 −11 , C1 is satisfied for problems TF14 and TF15 (the iteration counts increase from 1987 and 1107 to 10,700 and 46,341, respectively, which are similar to those needed by LSMR with HSL_MI35). For the other TFxx problems, however, the number of iterations needed to satisfy C1 exceeds our limit of 100,000. Note that we were unable to solve problem IMDB to the required accuracy (with our time and iteration count limits) using any of the direct solvers or preconditioners in this study, while problems NotreDame_actors, TF17, TF18, TF19, and wheel_601 proved impossible to all but a few solvers.
Performance Comparison with a Direct Solver
In Figure 17 , we present time performance profiles for the direct solver HSL_MA87, applied to the (prescaled and slightly shifted) normal equations (4), and for diagonal and IC (HSL_MI35) preconditioned LSMR. We see that for the set T , the direct solver is the fastest for almost 70% of the problems, but it is unable to solve 18% of the problems for which there was insufficient memory. If we look at the results for individual problems given in Table VI , we see that both diagonal and IC preconditioned LSMR solve some problems in which HSL_MA87 fail, including SPAL_004 and the GL7dxx examples.
Summary Tables
In Tables II-VI , we present summary data that allows a direct comparison of a particular statistic across the range of methods considered. We remove SPQR and HSL_MA97 (for the augmented system) as these perform less well than HSL_MA87 (for the normal equations). Similarly, MINRES preconditioned by HSL_MI30 is included (denoted by MI30-MIN), while GMRES preconditioned by HSL_MI30 is omitted. Full results for all methods (including those omitted here) may be found in Gould and Scott [2016] . For the iterative methods, we have selected what appears to be the "best" global choice of localsize or gmres_its, as appropriate. These are localsize=0 for the un-preconditioned and diagonal LSMR; localsize=10 for the MIQR, RIF, and HSL_MI35 versions; and gmres_its=1000 for BA-GMRES (denoted in the tables by BA-G). We summarize the storage required for the factors (and for GMRES), the number of iterations performed, the elapsed time required to build the preconditioner, and the total elapsed time to solve the problem (using 4 processors), and report the computed least squares residual. Note that, in Table III , the iteration count for BA-GMRES is the number of GMRES iterations; for the other methods, it is the LSMR iteration count. The direct solvers are not included in this table since the iteration count is always 1. Similarly, we omit columns for the space and times required to obtain factors when no preconditioning is used in Tables II and IV , respectively, as well as the factorization times for BA-GMRES from the latter, as the computation of this preconditioner is integrated within the overall algorithm. A indicates that the run was unsuccessful; again, for full details, the reader is referred to Gould and Scott [2016] .
CONCLUDING REMARKS
In this study, we have compared the performances of a number of preconditioning techniques for sparse linear least-squares problems. Our main tool has been performance profiles, but the complete numerical results are also available [Gould and Scott 2016] .
The findings of our study confirm that preconditioning least-squares problems is hard and that, at present, there is no single approach that works well for all problems. We thus conclude that there is scope for considerable further developments in this area. We have found that, in many cases, diagonal preconditioning performs as well as or better than more sophisticated approaches and, as it is very simple to implement and to apply (and can be used in parallel), we would suggest trying diagonal preconditioning first. Investigating extending simple diagonal preconditioning to a block diagonal approach (combined with a preordering step) would be interesting (note that block diagonal preconditioning is currently offered by the Ceres nonlinear least-squares solver [Agarwal, Mierle, and Others Agarwal et al. 2015] ). In terms of iteration counts, using an incomplete factorization of the normal equations performs well and, as we would expect since diagonal preconditioning can be regarded as a special case in which only one entry per row/column is retained, it generally requires far fewer iterations than diagonal preconditioning.
We observe that the direct solvers and the incomplete factorization codes HSL_MI30 and HSL_MI35 include options for scaling (and use scaling by default), whereas the software for MIQR, RIF, and BA-GMRES that is currently available does not offer scaling. It would be of interest in the future to examine how much the performance of these approaches can be improved by the incorporation of scaling.
A further contribution of this study has been a detailed comparison of the LSQR and LSMR methods and of the effect of local reorthogonalization within LSMR. Our findings have confirmed those of Fong and Saunders [2011] , and have shown that the choice of the best local reorthogonalization parameter is problem and preconditioner dependent and depends on whether reducing the iteration count or the total time is the primary objective.
Finally, we observe that a number of other approaches have been proposed in recent years, including the limited memory preconditioner (LMP) of Bellavia et al. [2013] and the balanced incomplete factorization (BIF) preconditioner of Bru et al. [2014] . LU preconditioning, which was discussed by Saunders [1979] (see also Section 7.5.3 of the book by Björck [1996] ), has also received renewed attention (see Arioli and Duff [2015] and Saunders [2015] ). These are not included in this study since implementations that allow timings that are suitable for making fair comparisons with our software are not currently available and the algorithms are sufficiently complicated for it to be infeasible for us to develop efficient implementations for use here. Note that in Arioli and Duff [2015] and Bellavia et al. [2013] , experimental results are reported using MATLAB codes. Unfortunately, the recent Fortran results reported by Saunders [2015] do not encourage us to expect that the LU approach will be efficient in terms of time. It would be interesting, however, to see if it can be used to solve some of the examples that are currently intractable. In particular, we recommend that future comparisons of linear least-squares software include the test examples PDE1, IMDB, GLRD17-21, NotreDame_actors, TF17-19, and wheel_601, since these challenge many of the methods that we have considered here.
APPENDIX
For each problem in the test subset T described in Section 2.1, m, n, and nz(A) are the row and column counts and the number of nonzeros in A. In addition, "nullity" is the estimated deficiency in the rank as computed by HSL_MA97, "density(A)" is the largest ratio of number of nonzeros in a row to n over all rows, and "density (C) " is the ratio of the number of entries in C to n 2 . An * indicates that a right-hand-side vector b was supplied and − denotes insufficient memory to compute the statistic. 
