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Abstract—The structured illumination microscopy using un-
known speckle patterns (blind-speckleSIM) has shown the capac-
ity to surpass the Abbes diffraction barrier [1], giving the pos-
sibility to design cheap and versatile SIM devices. However, the
state-of-the-art joint reconstruction methods in blind-speckleSIM
has a relatively low contrast in super-resolution part in com-
parison to conventional SIM [1][2] and the hyperparameter in
this model is not easy to tune. In this paper, a unified joint
reconstruction approach is proposed with the hyperparameter
proportional to the noise level. The performance of different
regularizations could be evaluated under the same model. Nu-
merical simulations show that the `2,1 regularizer gives more
satisfactory results than the previously used regularizer terms
in joint reconstruction approach. Moreover, the degradation
entailed by out-of-focus light in conventional SIM could be solved
easily in blind-speckleSIM setup.
Index Terms—Structured illumination microscopy (SIM),
speckle patterns, `p,q norm, joint sparsity, primal-dual algorithm
I. INTRODUCTION
A. Super-resolution fluorescence microscopy
THE conventional optical microscopy is a diffractionlimited system whose spatial resolution is limited by
diffraction effect (often modeled as a low-pass filter in Fourier
domain). In the past twenty years, numerous super-resolution
techniques has been proposed in fluorescence microscopy to
surpass this limitation, enabling resolution about 10 to 100 nm.
Stochastic optical reconstruction microscopy (STORM) [3] or
photo activated localization microscopy (PALM) [4] achieve
super-resolution by sequential activation of photo switchable
fluorophores. In each imaging cycle, only a fraction of flu-
orophores are activated at any given moment, such that the
position of each fluorophore can be determined with high
precision. To build the final super-resolution image, thousands
of exposures are required and the fluorophore activation and
deactivation process are quite time consuming. Stimulated
emission depletion fluorescence scanning microscopy (STED)
creates super-resolution image by reducing the diffraction spot
with the help of an additional STED pulse. The scanning
process strongly limits the data acquisition time for large size
object, even with parallelizing STED [5].
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Structured illumination microscopy (SIM) retrieves super-
resolution by illuminating the object ρ with a few struc-
tured patterns Im. In the linear regime, the measured dataset
{ym}Mm=1 has relation with the sample ρ by [6]:
ym = h ∗ (ρIm) + m (1)
where h is the point spread function (PSF) of the system and
∗ denotes convolution operator. The production of the sample
ρ with structured patterns Im transfers otherwise unobservable
high-frequency information about the sample into a lower-
frequency region, thus pass through the optical system [7].
As a wide-field imaging technique, SIM acquisitions are much
faster, and super-resolution imaging in living samples has been
demonstrated with SIM [8].
In standard SIM, the object is illuminated by a set of har-
monic patterns with designed spatial frequencies and phases.
However, generating a perfect known harmonic illumination
is a difficult task and strong distortions of the light grid can
be induced within the investigated volume by the sample [9].
The blurring in illumination will reduce the SR capacity in
SIM and introduce strong artifacts[10].
One way to tackle this problem is using unknown speckle
patterns as a substitute for the harmonic illumination in SIM
(blind-speckleSIM). Compared with harmonic illumination,
the speckle patterns are easier to generate while the super-
resolution is still attainable[1]. Several reconstruction meth-
ods has been proposed in blind-speckleSIM, as shown in
[1][2][11][12][13]. In reference [13], a marginal approach is
reported and the super-resolution capacity of blind-speckleSIM
has been demonstrated as good as classic SIM by taking ad-
vantage of the second-order statistics of the data in asymptotic
condition when the Fourier support of speckle is identified
with the OTF of system. However, the computational com-
plexity of the methods presented in [13] is O(N3), which is
too high for realistic size images. Possible solutions to reduce
the computational burden in marginal approach are out of the
scope in this paper. On the other hand, the methods shown
in [1][2][11] share similar framework, i.e. they are trying to
reconstruct the object by minimizing a data fidelity term plus
a regularizer:
arg min
Q
1
2
‖Y −HQ‖2F + µΦ(Q) (2)
where ‖·‖F denotes Frobenius norm, Q = [q1, · · · , qM ] =
[ρ ◦ I1, · · · ,ρ ◦ IM ] and Φ(Q) is the regularizer term that en-
forces the priori knowledge of Q, such as positivity constraint
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2[1], positivity and sparsity constraint [2], or joint sparsity
constraint [11]. In this model, the super-resolution is induced
by the regularizer term, while the data fidelity term gives no
super-resolution information if only the first order statistics of
speckle is used [2].
B. Contribution of this paper
In this paper, the super-resolution information is retrieved
with `p,q norm regularizer to enforce joint sparsity of matrix
Q, with p ≥ 1, 0 < q ≤ 1 (for the definition of `p,q
norm, please see in section II). The mathematical analysis
indicates that the joint sparsity of Q is equivalent with the
sparsity of object ρ when p = 1 or 2. Moreover, Other prior
information on the object could be easily incorporated into the
model without major changes of the associated primal-dual
algorithm, such as the positivity constraint and total variation
(TV) regularization.
To tackle the hyperparameter tuning problem in [1] [11][2],
the unconstrained minimization model (2) is transformed to a
constrained one:
arg min
Q
Φ(Q) s.t. ‖Y −HQ‖F ≤ ξ (3)
Although model (3) and (2) are equivalent in the sense that
for any ξ ≥ 0, the solution of (3) is either the null vector, or
it is a minimizer of (2), for some µ > 0 (see [14]), ξ in (3)
is much easier to set because it has a clear meaning which
is proportional to the standard variance of the noise, while
tuning the hyperparameter µ in (2) is an non-trivial task (please
note here that the hyperparameter µ does not influence the
performance of the positivity constraint presented in [1]). The
idea to solve the constrained problem (3) is firstly transforming
it to an unconstrained one with the help of indicator function,
and then solve the unconstrained optimization problem by the
primal-dual splitting method [15].
The nonmodulated background signal from the out-of-focus
light will degrade the image quality in conventional SIM
dramatically [16]. Instead of modeling the background with
a smooth function [17] or carrying on background subtraction
heuristically [18], a much easier and natural strategy in blind-
speckleSIM setup is to estimate the object by Eq. (7), taking
advantage of the information that speckle patterns are second-
order stationary random process. Numerical simulations show
that this estimator could remove the fixed background signal.
The organization of this paper is as follows. In Section II,
the constrained `p,q reconstruction model is presented together
with the primal-dual algorithm to solve it. The simulation
results of the proposed method and reconstructions from
experimental data are presented in Section III and conclusions
are drawn in Section IV.
II. PROBLEM FORMULATION
The discretized form of (1), where each 2D quantity is
displayed by a column vector is:
ym = H(ρ ◦ Im) + m (4)
in which ym ∈ RL is the recorded raw image, H ∈ RL×N
is the discrete convolution matrix built from the discretized
PSF and ◦ denotes the element-wise product. ρ ∈ RN stands
for the discretized fluorescence density, Im ∈ RN is the
m-th illumination with homogeneous intensity mean I0, and
m ∈ RL is the noise in imaging process. By introducing an
auxiliary variable qm = ρ ◦ Im, the image formation model
(4) can be written in matrix form as:
Y = HQ +  (5)
with Y = [y1, · · · ,yM ] ∈ RL×M and Q = [q1, · · · , qM ] ∈
RN×M . Now our task is to estimate matrix Q from the
measurement matrix Y. Once Q is obtained, ρ can be retrieved
either by the mean of qm:
ρ =
1
I0
q¯ (6)
or by their standard deviation:
ρ ∝
√
1
M
∑
m
(
qm − q¯
)2
(7)
where q¯ = 1M
∑M
m=1 qm. The relation (7) holds because
speckle patterns are second-order stationary. The differences
between estimators (6) and (7) are explored in Section III.
To introduce the prior information of Q, the following
regularizer term, i.e. q-th power of ‖Q‖pq plus total variation
of ρ, is chosen:
arg min
Q
‖Q‖qpq + µ‖ρ‖TV
subject to
∥∥HQ−Y∥∥
F
≤ ξ
(8)
where ‖Q‖pq denotes the `p,q norm of matrix Q:
‖Q‖pq =
( N∑
n=1
‖qn‖qp
)1/q
, p ≥ 1, 0 ≤ q ≤ 1 (9)
with qn the n-th row of Q. The TV norm is introduced as a
normal regularizer for the natural images to enforce the piece-
wise smooth property of the object. Given a N1 ×N2 object
ρ, the isotropic TV is defined as:
TV (ρ) =
N1∑
n1=1
N2∑
n2=1√
(ρ[n1 + 1, n2]− ρ[n1, n2])2 + (ρ[n1, n2 + 1]− ρ[n1, n2])2
(10)
A. Relationship between joint sparsity and prior information
of object ρ
In this section, the relation between the joint sparsity of
Q and the prior of object ρ is analyzed. For the n-th row of
matrix Q, its `p norm is given by:
‖qn‖p =
[
|ρnI1n|p + · · ·+ |ρnIMn|p
]1/p
(11)
when p = 1,
‖qn‖p = ρn(|I1n|+ · · ·+ |IMn|) = MI0ρn (12)
when p = 2
‖qn‖p = ρn
(
I21n + · · ·+ I2Mn
)1/2
=
√
Mkρn (13)
3where k is a constant for the fully developed speckle patterns
[19, Chapter 7]. So the sparsity of ‖qn‖p is equivalent with
the sparsity of ρn when p = 1 or 2.
B. Expressing TV norm of ρ as a function of Q
Since the constraint in (8) is on variable Q rather directly
on ρ, we need to transform ‖ρ‖TV to a function of Q. Eq.
(6) can be written in matrix form as:
ρ = Aq (14)
with
A = [ 1MI01N , · · · , 1MI01N ] , q =

q1
q2
...
qM
 (15)
where 1N is the N ×N identity matrix. Now we have:
‖ρ‖TV = ‖Aq‖TV (16)
C. The equivalently unconstrained form
To simplify the notation, let us define:
H = 1M ⊗H =

H
H
. . .
H
 , y =

y1
y2
...
yM

(17)
where 1M ∈ RM×M is the identity matrix and ⊗ de-
notes Kronecker product. Let us partition q into N groups
{qG1 , · · · ,qGN } with qGn ∈ RM corresponds to the n-th row
qn in matrix Q. Then the `p,q norm of matrix Q is equivalent
with the group `G,p,q norm of vector q:
‖q‖Gpq =
( N∑
n=1
‖qGn‖qp
)1/q
(18)
According to the definition of TV norm and `G,p,q norm,
we can easily verify that the TV norm of ρ can be seen
as the `G,2,1 norm of Cρ, with C = (C1; C2) ∈ R2N×N
and C1,C2 the first-order horizontal and vertical finite dif-
ference operators, and the n-th group is given by (Cρ)Gn =
[(C1ρ)n; (C2ρ)n] ∈ R2. So now
‖ρ‖TV = ‖CAq‖G21 (19)
Let us define D = CA and now the problem (8) can be
expressed in vector form:
arg min
q
‖q‖qGpq + µ‖Dq‖G21 s.t. ‖Hq− y‖ ≤ ξ (20)
Inspired by the so-called C-SALSA algorithm [20], I first
transform problem (20) to an unconstrained optimization prob-
lem by introducing an indicator function and then solve it with
primal-dual splitting algorithm. The feasible set E(ξ,H,y) is
defined as:
E(ξ,H,y) = {q ∈ RMN | ‖Hq− y‖2 ≤ ξ} (21)
which is possible infinite in some directions. Then problem
(20) can be written as an unconstrained problem:
arg min
q
‖q‖qGpq + µ‖Dq‖G21 + ıE(,1,y)(Hq) (22)
where ıS : RMN → {R ∪∞} is the indicator function of set
S ⊂ RMN :
ıS(s) =
{
0, s ∈ S
∞, s 6∈ S (23)
D. Primal-dual splitting method
To solve (22) with primal-dual algorithm, three auxiliary
variables d,p, r are introduced with d = q, p = Dq and
r = Hq. Then (22) can be rewritten as:
arg min
q
f(q) + g1(d) + g2(p) + g3(r)
with f(q) = 0, g1(d) = ‖d‖qGpq
g2(p) = µ‖p‖G21, g3(r) = ıE(,1,y)(r)
(24)
We can check that (24) is a particular case considered in
[15], and the associated primal-dual algorithm is presented
in Algorithm 1.
Algorithm 1: Primal-dual splitting method to solve `p,q
plus TV norm minimization of form 2
1 Initialize the parameter τ, σ, θ > 0 and q0,d0, r0
2 Set k = 0
3 while stopping criterion is not met do
4 q¯k+1 = qk − τ
(
dk +D∗pk +H∗rk
)
5 d¯k+1 = proxσg∗1
(
dk + σ(2q¯k+1 − qk)
)
;
6 p¯k+1 = proxσg∗2
(
pk + σD(2q¯k+1 − qk)
)
;
7 r¯k+1 = proxσg∗3
(
rk + σH(2q¯k+1 − qk)
)
;
8 qk+1 = θq¯k+1 + (1− θ)qk;
9 dk+1 = θd¯k+1 + (1− θ)dk ;
10 pk+1 = θp¯k+1 + (1− θ)pk ;
11 rk+1 = θr¯k+1 + (1− θ)rk ;
12 k ← k + 1 ;
13 end
The proxf (x) in the iterations denotes the proximal operator
of the function f , whose definition is given by [21]:
proxλf (x) = arg miny f(y) +
1
2λ
‖x− y‖2 (25)
The proximal operator for h∗, the conjugate function of f , can
be obtained from the relation:
proxλf∗(x) = x− λproxf/λ(x) (26)
For the indicator function g3, its proximal operator can be
written analytically [20]:
proxıE(ξ,1,y)/β(x) = y +
{
 x−y‖x−y‖2 , ‖x− y‖ ≥ ξ
x− y, ‖x− y‖ ≤ ξ (27)
While the proximal operator for `G,p,q norm of different (p, q)
pairs are shown in Appendix A.
4Following [15, Theorem 5.2], the convergence of primal-
dual iteration is granted if q = 1 and the parameters (τ, σ, θ)
in algorithm 1 satisfy:
τσ
∥∥1MN +D∗D +H∗H∥∥op ≤ 1
θ ∈]0, 2[ (28)
where D∗,H∗ denotes the conjugate transpose of matrix D
and H and ‖·‖op is the operator norm of corresponding matrix.
From the definition of operator norm, we have∥∥1MN+D∗D+H∗H∥∥op ≤ ‖1MN‖op+‖D∗D‖op+‖H∗H‖op
(29)
with
‖D∗D‖op = ‖D‖2op ≤ ‖A‖2op‖C‖2op
‖H∗H‖op = ‖H‖2op = ‖1M‖2op‖H‖2op
(30)
According to the inequality between root-mean square and
arithmetic mean, we have:
‖Aq‖22 ≤
1
MI0
‖q‖22 (31)
In addition, ‖C‖2op ≤ 8 [22], so
‖D∗D‖op ≤ 8
MI0
(32)
Since H is a low-pass convolution operator with symmetric
boundary conditions, we have ‖H‖op = 1, so that∥∥1MN +D∗D +H∗H∥∥op ≤ 2 + 8MI0 (33)
So the primal-dual algorithm will converge as long as τσ ≤
1
2+8/(MI0)
and θ ∈]0, 2[ in the case q = 1. When 0 ≤ q < 1,
the algorithm can not give the global minimum any more since
the `q norm is not convex function.
The computational burden of the primal-dual algorithm
mainly lie on Hr and H∗r, for r ∈ RMN . Taking advantage of
the fast Fourier transform (FFT) algorithm, the computational
complexity of the primal-dual algorithm in each iteration is
O(MN logN).
III. SIMULATION RESULTS AND EXPERIMENTS
To study the numerical performance of the proposed `p,q
norm model, a 2D ’star-like’ simulated target whose fluores-
cence density in the polar coordinates given by: ρ(r, θ) ∝
[1 + cos(40θ)] is used as the true object. The top-left quarter
of the object is shown in Fig. 1a. One advantage of this object
is that its spatial frequencies increases as you move closer
to the star center, making it easy to visualize the resolution
improvement. The point spread function is chosen as:
h(r, θ) =
(J1(NAk0r)
k0r
)2 k20
pi
(34)
where J1 is the first order Bessel function of the first kind, NA
is the objective numerical aperture set to 1.49 and k0 = 2piλ
is the free-space wavenumber with λ the emission and the
excitation wavelengths. The radius r from the center of the
object that a conventional wide-field microscopy can reach
could be easily deduced from the relation:
2pir
40
=
λ
2NA
(35)
The sampling step in the object should be finer than λ/8NA
to observe a SR factor of two. In the simulations a sampling
step of λ/20 is adopted so that aliasing does not destroy the
attainable SR. For the sampling rate in the raw images, no
information is lost as long as it is higher than the Nyquist rate
4NA/λ. In the simulations performed in this section, I set the
sampling rate for the raw images the same as the object.
The speckle patterns are generated through the same optical
device as the collection of raw images, unless otherwise stated.
Under this condition, its frequency support has the same shape
as the OTF of the system for the unapodized pupil [19, Section
7.7]. The boundary conditions of the object ρ is assumed to
be periodic, thus the convolution matrix H will have a block-
circulant with circulant-block (BCCB) structure [23] and the
matrix vector product Hv could be performed with fast Fourier
transform (FFT) algorithm .
Firstly, numerical simulations are performed with 300
speckle patterns. The low resolution raw images are corrupted
with Gaussian white noise, corresponding SNR 40 dB. In
the primal-dual algorithm, I set θ = σ = 1 and τ = 0.35,
with q0,d0, r0 initialized with zeros. ξ is set to its true
value ξreal =
√
MNν , where ν is the standard variance of
noise, unless otherwise stated. The hyperparameter for TV
regularizer is set to 0, except in the situation when Poisson
noise is considered.
The Wiener deconvolution of the mean of raw images
y¯ = 1M
∑
m ym is shown in Fig. 1(b). As has been expected,
we see no super-resolution (patterns inside the green solide
line) in the Wiener deconvolution of the wide-field image.
The reconstructed image obtained by methods presented in
[1] using only positivity constraint is shown in Fig. 1(c).
It retrieves partial super-resolution information, however, the
modulation contrast in super-resolution part is relatively low,
coinciding with the results reported in [1]. Figure 1(d,e) are
obtained using `2,0 norm regularizer with M-SBL algorithm
as in [11] and `1 + `2 norm plus positivity regularizer with
PPDS algorithm presented in [2], respectively. The image
reconstructed by M-SBL algorithm do not scale well and
there are some artifacts in low resolution part. I stop the M-
SBL iterations after a fixed number of iterations (i.e. 20) as
indicated in reference [11] and the computational complexity
of M-SBL algorithm is in fact O(N3), as high as the marginal
approach [13] plotted in Fig. 1(f). The `1 regularizer in [2] can
be seen as a specific case of the `p,q regularizer, i.e. p = q = 1.
A. Reconstruction with different {p, q} pairs
Figure 2 show the reconstruction results by minimizing
the constrained `p,q model with different (p, q) pairs. The
first column are obtained by averaging qm while the second
column by Eq. (7).
The mean and the standard deviation of qm obtained from
Wiener deconvolution are shown in Fig. 2(a,b). The mean of
Wiener deconvolution gives no super-resolution information as
expected [2] , however, their standard deviation gives partial
super-resolution.
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Fig. 1. Reconstructed object with 300 speckle patterns and 40dB Gaussian
noise by minimizing `p,q norm of unconstrained form. The green solid
lines (resp. red dashed lines) correspond to spatial frequencies transmitted by
OTF support (resp. 2 times OTF support) and the graduation in the images
represents the wavelength λ.
We almost retrieve a super-resolution factor of two as
marked by the red dashed lines with `p,q regularizer term,
which is also the resolution limit can be reached by the
standard SIM in the epi-illumination geometry. To measure
the quality of reconstructed images, the normalized radially
averaged power spectrum (RAPS) of the error images are
plotted, which is defined as:
f(r) =
∫ pi
−pi
∣∣˜ˆρ(u)− ρ˜∗(u)∣∣2dθ∫ pi
−pi|ρ˜∗(u)|2dθ
with u =
[
r cos θ
r sin θ
]
, r > 0, θ ∈ (0, 2pi)
(36)
where ρˆ and ρ∗ denote the estimated and true object, respec-
tively. The normalized RAPS of errors by different regularizers
are displayed in Figure 3. The `2,1 regularizer has the lowest
error power in almost all the spectrum. The strong error power
in high frequency part with `2,1/2 and `2,2/3 regularizers are
probably caused by the binary effect in the reconstructed
images. The capacity of standard deviation estimator (7) to
remove out-of-focus background signal is presented in section
III-B.
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Fig. 2. Reconstructed object with 300 speckle patterns and 40dB Gaussian
noise by minimizing `p,q norm of unconstrained form. The green solid
lines (resp. red dashed lines) correspond to spatial frequencies transmitted by
OTF support (resp. 2 times OTF support) and the graduation in the images
represents the wavelength λ.
B. Two estimators and background removal
The real images recorded by the microscopy are always
blurred by out-of-focus background. A more accurate model
than (4) to describe the imaging process is:
ym = Hqm + m + b (37)
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qm in blind-speckleSIM with different regularizers.
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with b ∈ RL denoting the background noise. So the recon-
structed m-th column of Q is in fact qˆm = qm+H
+(m+b),
with H+ the pseudo inverse of H. If we continue estimating
ρ by averaging qˆm, then the estimated object will be blurred
by H+b:
ρˆ =
1
MI0
∑
m
qˆm = ρ+
1
I0
H+b (38)
Unlike the ensemble mean, the empirical variance of qˆm
is not blurred with the background, so (7) holds even when
strong background signal is presented.
To verify this point, simulation results using 300 speckle
patterns and 40dB Gaussian noise with a fixed background
(lena) are shown in figure 4. The images shown in second line
are obtained by minimizing the constrained `21 regularizer. As
expected, both the Wiener deconvolution of wide-field image
and the mean of qˆm are blurred by the background while the
standard deviation of qˆm (Fig. 4d) are rather clear.
C. Influence of the hyperparameter
When the TV norm is not considered, the only hyperpa-
rameter ξ in the model, denoting the variance of the additive
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Fig. 5. Reconstructed object with 300 speckle patterns and 40dB Gaussian
noise with different hyperparameter ξ.
noise, is assumed to be known in previous simulations. In
this section, its influence on the estimator is explored when
it is not correctly set. The reconstruction results with 300
speckle patterns and 40dB white noise using different ξ value
are shown in Fig. 5. When ξ is much lower than its true
value as shown in the first column of Fig. 5 (ξ = 15ξreal),
no evident visual differences are observed in comparison to
the reconstructions in Fig. 2(d,f). When ξ equal 5 times its
true value, we lost partial super-resolution in comparison to
the situation when it is correctly set.
D. SR under different frequency support of speckle patterns
In this section the influence by Fourier support of speckle on
the super-resolution capacity is explored. The reconstruction
results of the proposed method with speckle generated with
different numerical aperture (NAill) under 300 illumination
and 40dB SNR are shown in Fig. 6. When the support
of power spectral density of the speckle patterns becomes
smaller, we lost partial super-resolution, as shown in the first
column in Fig. 6. With the enlarged support of speckle spectral
density, the `1,1 regularizer retrieves better super-resolution
information in comparison to Fig. 2d.
It has been reported in reference [2] that the sparsity
of illumination play a pivotal role in blind-SIM technique.
Simulations with “squared” speckle patterns, which are sparser
than the “standard” speckle [24], are shown in Fig. 7. The
contrast in super-resolution part becomes better using `11 reg-
ularizer term under “squared” speckle cases in comparison to
“standard” speckle, while super-resolution information beyond
a factor of two is still inaccessible.
E. Resolution under Poisson noise
In the previous image formation model in Eq. (1), the shot
noise of CCD caused by the random arrival of photons is
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Fig. 6. Reconstructed object with 300 speckle patterns and 40dB Gaussian
noise with different frequency support of speckle patterns.
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Fig. 7. Reconstructed images with 1000 squared speckle patterns where
NAill = 2NA under 40dB Gaussian noise .
neglected. For a given photon, the probability of its arrival
within a given time period is governed by Poisson distribution.
The reconstruction results with mixture of Poisson and
Gaussian noise using 300 speckle patterns are presented in
Figure 8. The results shown in the first column are obtained by
only considering `p,q norm regularizer while the images shown
in the second column are obtained using `p,q norm regularizer
plus the TV regularizer, with the hyperparameters µ = 0. 3.
Strong degradation in super-resolution part are viewed by `1,1
regularizer term and after introducing TV norm regularizer,
the reconstructed images become smoother, especially in the
low resolution part.
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Fig. 8. Reconstructed object with 300 speckle patterns under mixture of
Poisson and Gaussian noise. The SNR of Gaussian noise is 15dB and the
number of photons per pixel per measurement is set to 100.
F. Simulations with more complex object
To demonstrate the versatility of the proposed methods,
simulations using synthetic image with more complex struc-
tures are shown in Fig. 9. Reconstructed image by `2,1
regularizer using 200 speckle patterns under 40dB Gaussian
noise are shown in Fig. 9(c). In comparision to the Wiener
deconvolution of the widefield image (Fig. 9b), we see the
resolution improvement in both spatial and Fourier domain.
G. Reconstructions from experimental data
To provide a more convincing illustration of the super-
resolution capacity of blind-speckleSIM, the processing of
experimental datasets is presented in this section. The raw
images are obtained with an objective of NA = 1.49 and
100× magnification. The PSF used is simulated using a ICY
plug-in called PSF Generator with Gibson & Lanni 3D Optical
Model. The spatial sampling rate is set to be equal or slightly
above the Nyquist rate λ4NA .
Reconstructed images by minimizing the constrained `2,1
regularizer are displayed in Fig. 10. The Argolight sample
shown in the first row is a designed slide, in which from left to
right, the spacing between two middle lines becomes narrower.
The data shown in second row is composed of fluorescent
beads with diameters of 100 nm and the images in the third
row are obtained from Podosome sample.
Line section plot of Argolight reconstructions in Fig. 11
reveals that blind-speckleSIM is superior in resolution. The
zoom of a small part of the images from beads and Podosome
samples (marked by green square in Fig. 10) are shown in
Fig. 12. The reconstructions of the corresponding subimages
by marginal approach are shown in the fourth column in Fig.
12. To remove the out-of-focus information in raw images, I
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Fig. 9. Simulation results of the second object using 200 speckle patterns under 40dB Gaussian noise with `2,1 regularizer term.
slightly adapt the objective function introduced in Ref. [13]
and reconstruct ρ with only the second-order statistics (that
is, the mean values are abandoned) by minimizing:
DR(ρ) = DKL
(N (0, Γˆy)‖N (0,Γy))
=
1
2
log|Γy|+ 1
2
Tr
(
Γ−1y Γˆy
)
+K
(39)
where Γy indicates the theoretical covariance of ym (re-
spectively Γˆy the empirical covariance) and K is a constant
number. The gradient of DR(ρ) is:
∇DR(ρ) =
((
ΩT
(
Γy − Γˆy
)
Ω
)
◦ Γs
)
ρ (40)
with ◦ denoting the Hadamard (i.e., element-wise) product,
Ω = Γ−1y H and Γs the covariance of speckle patterns. The L-
BFGS algorithm [25][26] is chosen to optimize the marginal
criterion (39). Clearly we see better details after introducing
the `2,1 regularizer in comparison to the Wiener deconvolution
of wide-field images. The high-frequency structures are verfied
by the marginal approach which is built on elegant theoretical
cornerstone.
IV. CONCLUSION
In this paper a unified joint reconstruction approach in blind-
speckleSIM based on constrained `p,q norm minimization of
the data is proposed, other prior information of the object
(like positivity) can be easily incorporated into the model
without big changes of the associated optimization algorithm.
Mathematical analysis demonstrates that the joint sparsity of
matrix Q implies the sparsity assumption of the object. Please
note here that in the analysis the statistical prior of speckle
patterns are taken into considered, i.e. their ensemble average
is homogeneous or they are second-order stationary random
process, as shown in Eq. (12)(13). So it is the sparsity of
object together with the statistical prior of speckle patterns
that induce the super-resolution imaging in blind-speckleSIM
strategy. The hyper-parameter involves in this model is pro-
portional to the standard variance of noise, thus it is easy to
tune.
This model can examine the performance of different reg-
ularizer terms easily. Numerical simulations show that the
`2,1 regularizer is superior in terms of both error and super-
resolution in comparison to `1,1 term. Please note here that this
9col. 1.) Measurements average y¯m col. 2.) Wiener deconvolution of y¯m col. 3.) `2,1 regularized blind-SIM
Fig. 10. Processing of real data obtained from Argolight (Row first), beads (Row second) and Podosome (Row third) samples . The raw images of
Argolight and beads contains 100 speckle patterns while reconstructions of Podosome uses 80 speckle patterns.
conclusion is drawn under the speckle illumination situation.
In cases where conventional sinusoidal patterns are used, `2,1
regularizer is not a good choice any more as the illumination
statistics changed. When q < 1, the super-resolution infor-
mation still appears even though the associated primal-dual
splitting method can not assure to give the global minimum
since the corresponding regularizer term is not convex function
any more. In fact reference [27] demonstrates that the `1/2
regularized optimization problem is strongly NP-hard. The
binary effect in reconstructions is quite evident in cases q < 1
as shown in Fig. 2.
Normally in experiments the inevitable background signal
will cause artifacts in reconstruction and reduce the super-
resolution in standard SIM. An estimator based on the standard
deviation of qm is presented in this paper and it performs well
in both numerical studies and experimental real data without
the background estimation and subtraction procedure.
Only the 2D super-resolution problems are considered in
this paper. The blind-speckleSIM technique is also compatible
with 3D imaging problems of thick samples [9][28] and
the constrained `p,q norm model can also be applied to
other inverse problems where the data share a group sparsity
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Fig. 11. Line section plot extracted from the argolight reconstructions
shown in Fig. 10.
structure, such as direction-of-arrival (DOA) estimation [29],
photoacoustic microscopy imaging [30], and so on.
APPENDIX A
PROXIMAL OPERATOR OF FUNCTION g1
This section focus on the proximal operator of g1 = ‖d‖qGpq ,
whose definition is given by:
proxλg1(x) = arg mind
‖d‖qGpq +
1
2λ
‖d− x‖22
= arg min
d
N∑
n=1
(
‖dGn‖qp +
1
2λ
‖dGn − xGn‖22
)
(41)
Since the partition of dGn is not overlapped, so problem (41)
could be decoupled into N independent subproblems. Each
subproblem is given below:
arg min
dGn
‖dGn‖qp +
1
2λ
‖dGn − xGn‖22 (42)
For specific (p, q) pairs, the minimization problem (42) has
the following analytical formula [31]:
• for p = 1 and q = 1
dGn = sign(xGn) ◦max
{
|xGn | − λ, 0
}
(43)
• for p = 2 and q = 1
dGn = max
{
1− λ‖xGn‖2
, 0
}
xGn (44)
• for p = 2 and q = 1/2
dGn =

16‖xGn‖
3/2
2 ωn
3
√
3λ+16‖xGn‖
3/2
2 ωn
xGn , ‖xGn‖2 > 32 (λ)2/3
0 or 16‖xGn‖
3/2
2 ωn
3
√
3λ+16‖xGn‖
3/2
2 ωn
xGn , ‖xGn‖2 = 32 (λ)2/3
0, ‖xGn‖2 < 32 (λ)2/3
(45)
with
ωn = cos
3(
pi
3
− ψn
3
)
ψn = arccos
(
λ
4
( 3
‖xGn‖2
)3/2)
• for p = 2 and q = 2/3
dGn =

3η4
2λ+3η4 xGn , ‖xGn‖2 > 2( 23λ)3/4
0 or 3η
4
2λ+3η4 xGn , ‖xGn‖2 = 2( 23λ)3/4
0, ‖xGn‖2 < 2( 23λ)3/4
(46)
with
η =
1
2
(
|a|+
√
2‖xGn‖2
|a| − a
2
)
a =
2√
3
(
2λ
)1/4(
cosh
(φ(xGn)
3
))1/2
φ(xGn) = arccosh
( 27‖xGn‖22
16
(
2λ
)3/2)
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