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ABSTRACT 
 
In this research, we used an existing system to collect mobile interaction traces 
and extract meaningful information in terms of interaction data, apps, and layout 
information and complexity of mobile apps. The preeminent driving force for this 
research was to come up with a system that is scalable and can be used to extract 
interactions and layouts from mobile apps, as well as enable us to make claims about the 
complexity of mobile apps and the flows that they offer. Throughout the course of this 
research, we collected Android mobile interaction traces and presented a technique which 
enables extraction of frequent interactive elements from the traces in an unsupervised 
manner using neural network auto-encoders and k-means clustering. The research work 
also enables us to find similar layouts across apps and make claims about the location of 
some of these interactive elements. This research provides a scalable data-driven approach 
to finding clusters of frequent icons and interactions as well as layouts. 
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CHAPTER 1: INTRODUCTION 
 
Mobile apps are readily taking over web applications as the primary source of 
accessing data and, hence, there is a big push for “Mobile First” applications [1]. The 
fields of User Experience (UX) and User Interface (UI) design are ever-evolving. New 
style, layout, and functionality trends are introduced daily. Users very easily get used to 
the new trends in mobile apps, but this ever-evolving, ever-changing nature of UI design 
makes it difficult for the designers to keep up with the changing conditions [2]. Using 
this research, we wanted to make a system that can mine meaningful information like 
frequently interacted elements [3], general layouts found in apps [4], identify various 
flows that are present in an app, and also be able to make a general claim about 
complexity of mobile apps. Thus, it was very important for us to take an approach that 
was scalable, and, at the same time, independent of the platform (iOS, Android, etc.) 
used for data collection. 
To collect the mobile traces, we used a system called ERICA (Enabling Real-
Time Interaction Capture from Android Apps) web-app that was developed at University 
of Illinois at Urbana-Champaign by the Data Driven Design Group [5]. We worked 
with android mobile interaction traces collected using previously mentioned system. We 
were able to process the collected data to enable its use for various purposes like icon 
clustering, detecting unique views and similarity groups within an app, extracting gesture 
and interaction information, as well as extracting clickable elements from the android 
layouts.  
 Using the processed, collected data, we were able to perform various experiments 
and evaluations to yield insightful results regarding app complexity [6]. We extracted all 
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the clickable icons from the traces and trained a deep neural network consisting of 
stacked auto-encoders [7] to generate features [8][9][10] for the icons and then used k-
means clustering [9][11][12] to generate clusters of intractable icons in android 
applications. In addition to the generated clusters of icons, we also used the text present 
in the clickable icons to identify various common flows in android applications like login, 
search, share, etc. We were also able to make a claim about the location of these icons or 
elements within the layout of the application. 
Furthermore, we were able to train a stacked auto-encoder to cluster unique 
views present in the data. These unique view clusters provided some common layouts and 
views that are present across various android apps [13][14]. We used the collected data to 
generate visualizations of the user’s interaction with an app.  
At the end of the research, we were able to successfully mine and cluster the most 
commonly used android icons, as well as identify various flows present in the android 
apps. Our results show how and where various apps place some of the most interactable 
elements like search, login, share, menu, etc. [3, 4, 10]. Another important part of this 
research was training a neural network of auto-encoders to learn features for icons as well 
as layouts for android apps. Auto-encoders were also used to generate features of the 
clickable elements in a view that could be clustered upon. The features generated by the 
auto-encoders were clustered using k-means clustering algorithm. Using the collected 
data, we also created linear visualizations of the users’ interactions with the mobile app. 
This also allowed us to map the various gestures and interactions performed by the user, 
while, at the same time, creating a visualization of the trace.  
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Given mobile traces, this research offers a scalable method to generate and 
extract clusters of frequent interactions, icons, and layout of mobile views. We also 
generated probabilistic distributions of where the various interactive clickable elements 
existed in the android app [13][14]. As the system provided in the research does not 
depend on a given platform, the methods discussed in the research are completely 
scalable. This research aims at providing a data-driven approach to finding out the 
common and most frequent interaction elements like icons and buttons for mobile traces 
while simultaneously extracting interaction details from the app traces.  
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CHAPTER 2: DATA COLLECTION AND PROCESSING 
 
In order to collect mobile traces, we used an existing system that was built by the 
Data Driven Design Group at the University of Illinois at Urbana-Champaign called 
ERICA. Figure 2.1 provides a brief overview of the system.  
 
 
 
2.1 ERICA SYSTEM 
ERICA (Enabling Real-Time Interaction Capture from Android Apps) is a 
system that was developed by the Data Driven Design Group, Department of Computer 
Science at the University of Illinois at Urbana-Champaign [5]. ERICA provides an 
Figure 2.1 Overview of ERICA Architecture 
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interface where physical phones are cast over a front-end web app, which can be accessed 
through any web-browser. ERICA does not use an emulator; instead, it just streams 
content on the phone screen to the browser window. The user interacts with an app in 
the browser window as though he or she were physically using it. The ERICA web-app 
uses Open STF [15] to create a phone farms where the app is running on the phone. The 
backend of ERICA connects the frontend to Open STF. Each time the user interacts 
with the phone, the ERICA backend snaps an XML from the phone, as well as registers 
the click coordinates and other information related to the click in a datastore. This XML 
contains all the layout-based information of the android screen, including clickable 
elements, clicked elements, text fields in the elements, the classes of the elements in a 
true hierarchical form. When the user interacts with the phone, the gesture is captured by 
the frontend, and it requests an XML dump of the phone layout. Only when the XML 
has been received, the gesture is then propagated to the phone and the screen changes. In 
addition to the XMLs, the backend keeps snapping screenshots of the phone using Open 
STF whenever a single pixel changes on the phone screen. Figure 2.2 explains the 
timeline of how screenshots are taken, how XMLs are snapped as well as how gestures 
are propagated in the ERICA web-app. It explains when the screenshots are taken, when 
gestures are captured, when XML is snapped from the phone, and how the gesture is 
finally propagated to the phone.  
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2.2 POST-PROCESSING IN ERICA 
In a post-processing step implemented in ERICA, the system groups all the 
collected data in sessions. Each session is one user’s use of a particular app over a period 
of certain duration. Post-processing takes the generated XMLs and processes each XML 
file into one view JSON files. Each view file is a list of elements and clickable elements 
that are present within. A view also contains the image number of the screenshot that it 
corresponds to for later mapping. Each element has further information regarding 
Figure 2.2 ERICA’s XML Snapping Timeline 
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whether it was an icon or not, whether it was clickable, the view it corresponds to, and 
the bounding box pixel value for the element. For each element that is an icon, we extract 
the bounding box pixel value of the icon from the corresponding phone image screenshot. 
For each session, the post-processing step also creates the list of unique views and 
similarity groups of views that appear in a particular session [5].  
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CHAPTER 3: COLLECTED DATASET 
 
In order to collect the data for this research, we used the ERICA architecture 
system that was developed at the University of Illinois and was described in the previous 
section. Participants came into our lab and, using a browser on their devices, used 
ERICA’s frontend to do mobile app traces. The users used the app without being given 
any specific instructions as to what to do. We did not want to influence the usage of the 
app by the users by assigning specific tasks to the user. Rather, we wanted the 
participants to use the app in a “natural” manner so that the data we collected was pure in 
terms of interaction details and represented the real use case of the app, rather than a 
forced task.  
3.1 VIEW STATS 
For this research, we collected data from over 576 sessions and 345 different 
apps. These 576 sessions were done over the duration of more than 44 hours with an 
average duration of just under 5 minutes, a minimum session of 26 seconds, and the 
longest session lasting about 21 minutes. Figure 3.1 shows the histogram of the duration 
of various sessions.  
The collected data had more than 33K views with the maximum of 481 and 
minimum of 26 views per session and an average 64 views per session. Figure 3.2 shows 
the histogram of the total number of views that we collected in the dataset.  
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Figure 3.1 Histogram of Duration of Sessions 
Figure 3.2 Histogram of Number of Views 
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The views that the user interacts with or sees might be repeated over the same 
session, as the user can press the back button or the content of the page might slightly 
change. To get a better sense of the size of the data that we are working with, we looked 
at the number of unique views and similarity groups that we had in the collected data. In 
the collected dataset, we found a total of more than 10K different unique views with a 
minimum of 3 unique views per app and maximum of 120 unique views with a mean of 
20 unique views per session. In terms of similarity groups, we had around 3,600 similarity 
groups with about 5 similarity groups per session and a maximum and minimum value of 
1 and 19, respectively. Figure 3.3 and Figure 3.4 show the histograms for collected 
unique views and similarity groups per session, respectively, in the data. 
 
 
 
 
Figure 3.3 Histogram of Number of Unique Views Per Session 
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Figure 3.4 Histogram of Number of Similarity Groups Per Session 
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3.2 GESTURE STATS 
In our dataset, we captured more than 15K gestures with a mean of 52 gestures 
per session. For our collected gestures, we had a maximum value of 87 and minimum 
value of 13 gestures per session. Figure 3.5 shows the number of gestures per session that 
we collected for this research. In addition to counting the number of gestures, we counted 
the type of gesture as well. Figure 3.6 shows the values for the various gestures (clicks, 
scrolls, swipes, etc.) interactions that we collected.  
 
 
 
  
Figure 3.5 Histogram of Number of Gestures Per Session 
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Figure 3.6 Pie Chart for Types of Gestures 
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3.3 ELEMENTS STATS 
Using the data provided by ERICA, we can calculate various metrics pertaining 
to the complexity of the views that our dataset has. As mentioned in Chapter 2, each 
view can have multiple elements and each element is further labeled as clickable or non-
clickable. Using this information provided by ERICA, we can find the number of 
elements, and/or clickable elements, per view. Similarly, instead of finding out elements 
per view, we can find the elements per unique view as well as the average number of 
clickable elements per unique view in an app. 
Figure 3.7 is the histogram of the number of elements per view across all 
sessions. In our dataset, we have more than 3.7 million elements with an average value of 
123 elements per view. Figure 3.8 is the histogram for the number of clickable elements 
per view across all sessions. We have total 256K clickable elements with a mean of 8.8 
clickable elements per view with maximum value of 90 and minimum value of 2 clickable 
elements per unique view.   
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Figure 3.7 Histogram of Elements Per Session 
Figure 3.8 Histogram of Clickable Elements Per View 
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If a particular view from an app is a more frequent or dominant view in an app 
(e.g. the home page), then it will pollute our elements per view calculations. Now, if, for 
each group of unique views, we pick one representative from that unique view, we get a 
clearer understanding of the different views in the app. In our data, we had an average of 
about 10 clickable elements with a maximum value of 102 clickable elements per unique 
view. Another interesting metric to note is the average number of clickable elements per 
unique view grouped by the various apps. This statistic allows us to make a claim about 
the apps themselves in terms of how complex their structure is and how many 
interactions per unique view they provide. Looking the data, we computed that on 
average an app had a mean of about 9 clickable elements per unique view with the 
maximum value to be 48 and minimum to be 2. Figure 3.9 shows the histogram for the 
clickable elements per app per unique view.  
 
 
 
  
Figure 3.9 Histogram of Average Clickable Elements Per View Per 
App 
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3.4 LINEAR VISUALIZATION 
This section demonstrates the power of the data we collected by visualizing the 
interactions that the user had with an app, stitching together the images, the location of 
clicks, text inputs, swipes, scrolls, and the gestures. The collected data provides us with 
the list of gestures, the coordinates of these events, and the view on which this event took 
place. Using the view number, we can fetch the corresponding phone screen image 
(screenshot) from the data and plot a click on it. In addition to this, we can use the 
timestamps associated with the data to correctly stitch together the gestures in order to 
create a visualization for the whole collected trace for each session. If there was a click, we 
drew a point, and, in case of a scroll/swipe, we drew a stream of points with decreasing 
radius from the initial to final point of the scroll. To represent a type input, we presented 
the type input on the screen. Even though Linear Visualizations are not directly used to 
make inferences about the apps, we are still able to see the accuracy of the collected data 
as well as verify the location of the clicked elements in a trace. Figure 3.10 shows a small 
part of the linear visualization of a collected trace.  
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Figure 3.10 Part of Linear Visualizations for Three Different Traces 
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CHAPTER 4: ICON CLUSTERING 
 
One of the major motivations for this research was to develop a framework that 
allows us to identify the interactions and various icons that most frequently appear in the 
mobile apps. We collected android traces using the ERICA infrastructure, which 
possesses a wealth of information regarding the clicked icons and the various elements. In 
this section, we discuss an approach as to how we can extract icons from these traces and 
train a deep neural network [16] of stacked auto-encoders [7] to generate features for 
these icons [8][9][10]. Then, we utilize these features to create clusters of icons using k-
means clustering [11][12]. 
4.1 PRE-PROCESSING ICONS 
We take all the elements in our dataset and, for each element, we check if it 
contains any text. If the element has any text in it, we will use a different method for 
determining the clusters, which is discussed in section 4.6. If the element has no text, we 
check whether the element is clickable or not. If this element is not clickable, we ignore it 
and continue. If this element is clickable, we look at its dimensions. If the element is 
bigger than either 150x250 or 250x150 pixels, we deem this element to not be an icon. If 
an element passes all the aforementioned tests, then we crop out the image from the 
element, convert it to black and white, binary image, and save it for further processing. 
Figure 4.1 shows the steps involved in extracting the icons out of the image to use for 
further processing.  
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Figure 4.1 Steps Involved in Icon Extraction 
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4.2 STACKED AUTO-ENCODERS 
The most important part of this section, in terms of creating clusters of icons, is 
training a stacked auto-encoder. We use a deep neural network of a stacked auto-encoder 
with a three-layered encoder and a three-layered decoder. Figure 4.2 displays a graphical 
representation of the full-stacked auto-encoder that we used.  
 
……………………. 
Figure 4.2 Full Auto-Encoder 
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The encoder consists of triple-layered deep neural network of 500, 200, and 20 
neurons, respectively. The input layer of the encoder contains 500 neurons with tanh 
activation. The first hidden layer of the encoder is a 200-neuron network with sigmoid 
activation. The second hidden layer (also the output layer) of the encoder is a 20-neuron 
network with tanh activation. Each of the 500 neurons in the first layer is connected to 
the 200 neurons in the second layer. Wi,j is the weight associated with the ith neuron in 
the first layer of the encoder and jth neuron in the second layer of the auto-encoder. 
Similarly, each of the 200 neurons in the first hidden layer is connected to each of the 20 
neurons of the second hidden layer with Wi2,j2  as the weight associated between the ith 
neuron in the first hidden layer to the jth neuron in the second hidden layer. This layer is 
also the output layer of the encoder. The output layer of the encoder is connected to the 
input layer of the decoder. The encoder is described in the Figure 4.3. 
……………………………………. 
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Figure 4.3 Encoder 
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 The decoder is also a triple-layered deep neural network of 20, 200, and 500 
layers, respectively. In the first layer of the decoder, the input layer consists of 20 neurons, 
which take the output from the encoder as the input. Each of the 20 neurons from this 
layer is connected to the each of the 200 neurons of the first hidden layer. Wj,i is the 
inverse of the weight between the ith and jth neuron in the first layer of the encoder and, 
Wj,i-1 is the weight between the jth neuron of the first layer and ith neuron of the second 
layer in the decoder. Similarly, Wj2,i2-1  is the inverse of the weight between the ith and jth 
neuron of the second and the third layer of the neuron of the encoder, respectively. 
Therefore, Wj2,i2-1  is the weight between the jth neuron of the first hidden layer and the 
ith neuron of the output layer of the decoder. Figure 4.4 describes the decoder. 
Figure 4.5 gives an overview of the construction of the full-stacked auto-encoder 
and its various layers. The input to the auto-encoder is an image vector and the output is 
a reconstructed image vector.  
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Figure 4.4 Decoder 
Figure 4.5 Full Auto-Encoder Overview 
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4.3 TRAINING STACKED AUTO-ENCODERS 
In this section, we describe how the auto-encoder weights are trained on the 
training image set.  To train the auto-encoder, we take all the clickable images that we 
described in section 4.1 and feed them to the full-stacked auto-encoder. The clickable 
icon images are cropped to 50x50 pixels. These clickable icon images are the input to the 
auto-encoder. In a preprocessing step, we resize the image to a 2500x1 vector and convert 
it to a binary image of black and white. The auto-encoder uses the input image and 
assigns weights to the various networks to reconstruct the original image again. It tries to 
assign weights so as to minimize the loss in the reconstruction of the image over the 
entire training dataset. In each epoch, the neural network assigns weights until it can 
minimize the loss in the reconstruction of the images. Figure 4.6 explains the training of 
the auto-encoder weights using the training set of clickable icons. For the training set, we 
used over 70K clickable element icons. 
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Figure 4.6 Full Stack Auto-Encoder  
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4.4 GENERATING FEATURES USING AUTO-ENCODERS 
Once the stacked auto-encoder weights have been trained using the clickable 
icons to minimize loss, we use the encoder part of the stacked auto-encoder to generate a 
20-vector feature space for the icons. For our testing set, we use only the icons that were 
clicked in order to gain a better understanding of what type of shapes or icons are 
frequently clicked or are interacted with by the users. Our testing set of clicked icons had 
over 18K icons. The stacked auto-encoder was trained as described in the last section. 
The input to the encoder is a 50x50 pixel image. In a pre-processing step, we flatten the 
image from 50x50 to 2500x1 binary, black and white image. Using this icon image as an 
input, the encoder produces an array of size 20x1 representing the features for this 
particular image icon. Figure x describes how the encoder is used to generate features for 
the image [7][8][9][10]. We use these generated features and use k-means clustering to 
cluster these clicked icons in the next section, section 4.5.  
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Figure 4.7 Generating Features of an Input Image Using a Trained 
Encoder  
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4.5 K-MEANS CLUSTERING 
In this section, we will demonstrate the technique we used to generate clusters of 
the clicked icons. We used the icon features generated in the previous section to perform 
k-means clustering on the icons [11][12]. In order to perform k-means clustering, it is 
important to find the value of ‘k’: the number of clusters in the dataset. To find the 
number of clusters, we calculate the sum of squared error [17] of the generated clusters. 
Figure 4.8 shows the calculated sum of squared error for various cluster sizes. 
              
 
 
  
Figure 4.8 Sum of Squared Errors  
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As we can see, the sum of squared error graph flattens out at the k value of about 
80, and the sum of squared error decreases extremely slowly thenceforth. This graph gives 
us an estimate of the number of clusters that we should generate for our data. Hence, we 
use k-means clustering to generate clusters for cluster value 100, the value at which the 
sum of squared error graph has flattened out. The generated clusters and their 
implications are discussed in the Results chapter (Chapter 6) of this research. We 
manually inspect each of the generated clusters and label them with semantic, meaningful 
interaction flow labels like “search”, “share”, “add”, “post”, etc. Using k-means clustering, 
we are able to generate clusters of the icons in an unsupervised manner using a deep 
neural network of stacked auto-encoders and k-means clustering.  
4.6 TEXT-BASED LABELS 
In addition to determining interaction flow labels using unsupervised clustering 
of clicked and clickable icons, we also tried to find common interactions using the text 
that is present in the clickable elements of the dataset. As already discussed in section 2.2, 
each element has a text field, which describes the text that appears in the element. We 
want to find clickable elements by their text fields that might correspond to interactions 
that users generally perform. The goal is to find labels on button-like elements. To 
determine the top interactions by text, we filter out the elements based on the length of 
their text fields. If the element has a text field longer than 25 characters, we ignore it, as 
it probably represents a paragraph or a block of text rather than the text of a button, 
which we are primarily interested in. ……………………………………       ……….. 
             For each clickable element that has a text field satisfying the constraints 
mentioned above, we strip the text of all white spaces, as well as convert the text to 
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lowercase. Then, we perform a frequency analysis on the text to find the top labels in the 
clickable elements. We inspect these generated text frequencies to determine text-based 
labels for various interactions.  
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CHAPTER 5: VIEW CLUSTERING 
 
In this section, we discuss how we can take the data collected using ERICA and 
perform unsupervised clustering to find some common layouts in the collected data. To 
provide an overview of this section, we will list our methods here. For each session (the 
use of a single app by a single user), we have multiple views. Some of these views may be 
repeated. In order to make a claim about the most common layout across apps, for each 
app, we only use unique views for our clustering algorithm.  
5.1 STACKED AUTO-ENCODERS 
For clustering unique views, we again used a deep neural network of auto-
encoders. We used a deep neural network stacked auto-encoder with a three-layered 
encoder and a three-layered decoder. Figure 5.1 shows graphical representation of the 
full-stacked auto-encoder that we used. This auto-encoder is slightly different from the 
auto-encoder described in the last section for clustering image icons.                                         
The encoder consists of triple-layered deep neural network of 1000, 500, and 40 neurons, 
respectively. The input layer of the encoder contains 1000 neurons with tanh activation. 
The first hidden layer of the encoder is a 500-neuron network with softmax activation. 
The second hidden layer (also the output layer) of the encoder is a 40-neuron network 
with sigmoid activation. Each of the 1000 neurons in the first layer is connected to the 
500 neurons in the second layer. Wi,j is the weight associated with the ith neuron in the 
first layer of the encoder and jth neuron in the second layer of the auto-encoder. Similarly, 
each of the 500 neurons in the first hidden layer is connected to each of the 40 neuron in 
the. Wi2,j2 is the weight associated between the ith neuron in the first hidden layer to the 
jth neuron in the second hidden layer. This layer is also the output layer of the encoder. 
	   34 
The output layer of the encoder is connected to the input layer of the decoder. The 
encoder is described in the Figure 5.2. 
              
 
 
  
Figure 5.1 Full Auto-Encoder for View Clustering  
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Figure 5.2 Encoder for View Clustering  
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The decoder in this case is also a three-layered deep neural network of 40, 500, 
and 1000 neurons in each layer, respectively. The first layer of the decoder, the input 
layer, consists of 40 neurons, which take the output from the encoder as the input. Each 
of the 40 neurons from this layer is connected to the each of the 500 neurons of the first 
hidden layer. Wj,i-1 is the inverse of the weight between the ith and jth neuron in the first 
layer of the decoder. Wj,i-1 is the weight between the jth neuron of the first layer and ith 
neuron of the second layer in the decoder. Similarly, Wj2,i2-1 is the inverse of the weight 
between the ith and jth neuron of the second and the third layer of the neuron of the 
encoder respectively, therefore Wj2,i2-1 is the weight between the jth neuron of the first 
hidden layer and the ith neuron of the output layer of the decoder. Figure 5.3 describes 
the decoder. 
Figure 5.4 gives an overview of the construction of the full-stacked auto-encoder 
and its various layers. The input to the auto-encoder is an image vector and the output is 
a reconstructed image vector.  
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Figure 5.3 Decoder for View Clustering 
Figure 5.4 Full Auto-Encoder Overview for View Clustering  
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5.2 CREATING LAYOUT REPRESENTATION OF UNIQUE VIEWS 
In this subsection, we discuss the approach we took to generate the layout-based 
representation of the unique views. Using ERICA for each app, we get a list of unique 
views that are present in that app. For each unique view, we have a list of clickable 
elements that are present in the app. To generate the clickable element representation for 
a unique view, we take a view and find the probability distribution of the clickable 
elements on the view and save that as an image. In doing so, we take out any content or 
images that might have been present inside these elements, as we are primarily interested 
in the layouts rather than the contents of the elements in these layouts. Figure 5.5 shows 
examples of how an image of a view is transformed into an image representing the 
probability distribution of clickable elements in that view.  
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Figure 5.5 View to Clickable Elements Probability Distribution 
Conversion  
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We use this representation of the unique view in terms of the probability 
distribution of clickable elements to cluster the unique views based on the elements. For 
each image, we create a 100x56 pixel dimensional image, which represents the scaled 
probabilistic distribution of the clickable elements in the particular unique view.   
5.3 TRAINING THE NEURAL NETWORK 
In this subsection, we discuss how we trained the deep neural network stacked 
auto-encoder described in section 5.1 on the training data to learn the feature space of the 
input image. As a pre-processing step to the input of the auto-encoder, we convert the 
input images (the probabilistic distribution of clickable elements in a unique view) to a 
vector of 5600x1 dimension, and also change it to a binary image of either 0 or 1 (black 
or white). Now, this 5600x1 vector will serve as the input for the neural network auto-
encoder. The auto-encoder uses the input image and assigns weights to the various 
networks to reconstruct the original image again. It tries to assign weights such that it 
minimizes the loss in the reconstruction of the image over the entire training dataset. In 
each epoch, the neural network assigns weights until it can minimize the loss in the 
reconstruction of the images. Figure 5.6 explains the training of the auto-encoder weights 
using the training set of the probabilistic distribution of clickable elements in a unique 
view.  
Figure 5.7 gives an example of the input and reconstruction of an image in the 
auto-encoder for the distribution of an image.  
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Figure 5.6 Training of Auto-Encoder for View Clustering  
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Figure 5.7 Regeneration of Images Using the Auto-Encoder 
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5.4 GENERATING FEATURES USING AUTO-ENCODERS 
Once the stacked auto-encoder weights have been trained using the 
representation of the probabilistic distribution to minimize loss, we use the encoder 
portion of the stacked auto-encoder to generate a 40-vector feature space for the layout of 
the unique view. The stacked auto-encoder was trained as described in the last section. 
The input to the encoder is a 100x56 image. In a pre-processing step, we flatten the 
image from a 100x56 to a 5600x1 binary, black and white image. Using this flattened 
binary image as an input, the encoder produces a feature array of size 40x1 for this 
particular unique view. Figure 5.8 describes how the encoder is used to generate features 
for the image. We use these generated features and use k-means clustering to cluster 
these clicked icons in the next section.  
 
 
  
Figure 5.8 Generating Features For Unique View Using Trained 
Encoder 
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5.5 K-MEANS CLUSTERING 
In this section, we will demonstrate the technique we used to generate clusters of 
the layouts of unique views using unsupervised feature generation. We used the layout 
features generated in the previous section to perform k-means clustering on the unique 
views. In order to perform k-means clustering, it is important to find the value of  ‘k’: the 
number of clusters in the dataset. As in the last section, we run k-means clustering on 
various cluster numbers to minimize or flatten the sum of squared error for the generated 
clusters.  Figure 5.9 shows the calculated sum of squared error for the generated clusters 
of layouts of unique views. 
 
 
 
  
Figure 5.9 Cluster Inertia for Various Cluster Sizes 
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As we can see, the sum of squared error graph flattens out at the k value of about 
170, and the sum of squared error decreases extremely slowly from then on. Observing 
this graph gives us an estimate to the number of clusters that we should generate for our 
data. Hence, we use k-means clustering to generate clusters for cluster value 200, which 
seems like the value at which the sum of squared errors graph has flattened out. The 
generated clusters and their implications are discussed in the Results chapter (Chapter 6) 
of this research. We manually inspect each of the clusters and label the generated clusters 
with semantic meaningful interaction flow labels like “on-boarding”, “side menu”, “search”, 
“list view”, “grid view”, etc. Using k-means clustering we are able to generate clusters of 
the layouts of unique views that are present across multiple apps in our dataset in an 
unsupervised manner using a deep neural network of stacked auto-encoders and k-means 
clustering.  
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CHAPTER 6: RESULTS 
 
In this section, we will discuss the results from the three previous sections: 
Collected Data, Icon Clustering, including text-based clustering, and Unique View 
Clustering. First, we will look the collected data and what we can infer from the data in 
terms of the interactions and clickable elements that are present. This will provide us 
with a general trend in the app structure and complexity. After that, we will discuss the 
results from the icon clustering and text clustering. In that subsection, we will discuss 
what common interaction elements we found in the data. We will look at the text clusters 
and make claims about the common interaction buttons. In addition to that, we will take 
the elements in the individual icon clusters as well as the text in the elements and create 
probability distributions for the specific elements that were present in the clusters, as well 
as text in elements. Finally, we will look at the clustering results for unique views for 
various apps.  
6.1 APP COMPLEXITY 
As mentioned in section 3.1, we looked at the collected data and tried to analyze 
the apps. The first thing that we noticed was that most of the apps in our dataset 
consisted of less than 30 unique views. More than 85% of the apps have less than 30 
unique views. Figure 3.3 shows the number of unique views that we had per app in our 
dataset. Another interesting observation was that very few apps contained more than 8 
similarity groups. In our dataset of more than 350 apps, only 13% of the apps had more 
than 8 similarity groups. Figure 3.4 shows the number of similarity groups per app.  
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Moving from views to unique views to clickable elements per unique view, we 
observe that for a large number of views in our dataset, the number of clickable elements 
is less than 15. The mean value of the clickable elements is only 9, with a standard 
deviation of about 7. Hence, most of the unique views have less than 20 clickable 
elements. This is in sharp contrast to the number of interactions on a webpage where the 
number of clickable elements, or the elements which can be interacted with, is very high. 
[13][14]. In addition to this, in Figure 3.9, we plotted the number of clickable elements 
per view unique view averaged over a particular app. Observing this histogram, we see 
that most of the apps on average have very few clickable elements per unique view. Again, 
the mean value is 9, with a standard deviation of only 5. Using this information, we can 
make a claim that most apps use a structure in which each view has a small number of 
interactable elements. Each view in an android application generally serves a particular 
purpose, as opposed to web pages, where there is current trend for single-page web apps, 
which have most of the content and features on a single page or a small number of pages 
[18]. 
             For the gestures, we observe that clicks are the most prominent type of gesture in 
the android interactions, which comes as no surprise, but, then, we see that for general-
purpose app use, not restricted to texting and social media apps, the number of swipes 
and scrolls is also very high. Referring to Figure 3.6, we see that more than 60% of the 
gestures were clicks, whereas scrolls and swipes made up 28% and 8% of the gestures, 
respectively.  
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6.2 ICON CLUSTERS 
In this subsection, we will discuss the results of the icon clustering using a neural 
network of stacked auto-encoders as previously mentioned in Section 4.1. We look at the 
generated clusters and label each relevant cluster with a semantic meaning. Observing the 
icon clusters, we found meaningful clusters of interaction icons like “share”, “search”, 
“post”, “add”, “profile”, “back button”, “menu”, “home”, “star”, etc.  
Figure 6.1 shows an example of a cluster of icons we found for the add icon.  
Figure 6.2 shows an example of a cluster of icons we found for the back button icon.  
Figure 6.3 shows an example of a cluster of icons we found for the checkmark icon.  
Figure 6.4 shows an example of a cluster of icons we found for the ellipses (menu) icon.  
Figure 6.5 shows an example of a cluster of icons we found for the hamburger (menu) 
icon.  
Figure 6.6 shows an example of a cluster of icons we found for the heart (like) icon.  
Figure 6.7 shows an example of a cluster of icons we found for the Star (like) icon.  
Figure 6.8 shows an example of a cluster of icons we found for the home icon.  
Figure 6.9 shows an example of a cluster of icons we found for the profile icon.  
Figure 6.10 shows an example of a cluster of icons we found for the share icon.  
Figure 6.11 shows an example of a cluster of icons we found for the search icon.  
Using a deep neural network of stacked auto-encoders, we were able to get 
clusters of icons that have semantic meanings. Search icon corresponds to the presence of 
a search interaction in that view, a share icon corresponds to the share interaction being 
present in that view, so on and so forth. Using this approach, we can analyze and create 
meaningful clusters from a different set of mobile traces from a different platform as well, 
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as our approach does not make any assumptions regarding the data itself, given that it is 
curated in a specific format. Using our method, new mobile interaction icons can be 
discovered in the future in an unsupervised manner.  
 
 
              
 
             
Figure 6.1 Cluster of Add Icons Figure 6.2 Cluster of Back Button 
Icons 
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Figure 6.3 Cluster of Checkmark 
Icons 
Figure 6.4 Cluster of Ellipses Icons 
Figure 6.5 Cluster of Hamburger 
Icons 
Figure 6.6 Cluster of Heart Icons 
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Figure 6.7 Cluster of Star Icons Figure 6.8 Cluster of Home Icons 
Figure 6.9 Cluster of Profile Icons Figure 6.10 Cluster of Share Icons 
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Figure 6.11 Cluster of Search Icons 
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6.3 TEXT FREQUENCY 
In this subsection, we look at the results of the text-frequency-based approach to 
identify frequent interaction elements. As mentioned in section 4.6, we calculated the 
frequency of the words that are present in the clickable elements of the dataset. We 
ignored the text labels that were longer than 25 characters. Looking at the frequencies of 
the clickable element text, we found that the following results, which are detailed in 
Table 6.1.  
Text Label Frequency 
signin 488 
login 245 
forgotpassword 159 
signup 95 
getstarted 33 
register 28 
buy 20 
getit  19 
addaccount  13 
buyit 12 
gotit  9 
tocart  7 
signout  7 
 
Table 6.1 Frequency of Text Labels 
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             We found that “sign-in” and “log-in”, which are semantically equivalent, had the 
highest frequency, followed by “forgot password”. “Create Account” and “sign-up”, which are 
again semantically equivalent, are next highest in frequency. In addition to this, we were 
able to get text like “get started” and “got it”, which correspond to the onboarding flows in 
the mobile apps. In the Icon Clustering mentioned in the last section, we were not able 
to capture much information about “cart” and “shopping” related icons, but using the text 
labels we were able to identify various shopping-related elements like “buy now”, “buy it”, 
“to cart”, etc. We were able to get a substantial number of mobile interactions elements 
using the combined techniques of icon clustering and text frequency. Again, the 
methodology we used to get these interaction labels can be scaled and extended to any 
platform and is not restricted to android application or traces. 
6.4 PROBABILITY DISTRIBUTION OF ICON LOCATION 
In this section, we discuss the results pertaining to the location of the icons that 
we found clusters of in section x and the elements from which we extracted text from, as 
well as the results that were mentioned in section x. In order to achieve these results, we 
took the elements that belonged to a specific cluster in our dataset and used the layout 
information of the icons to generate a probability distribution of the location of those 
icons on the phone screen. We took the elements from each cluster and generated the 
probability distribution of the location of these icons.  
 
Figure 6.12 shows the distribution for the add icon.  
Figure 6.13 shows the distribution for the back button icon.  
Figure 6.14 shows the distribution for the checkmark icon.  
Figure 6.15 shows the distribution for the ellipse and hamburgers (menu) icon.  
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Figure 6.16 shows the distribution for the search icon.  
Figure 6.17 shows the distribution for the heart and star (promotion) icon. 
Figure 6.18 shows the distribution for the share icon.  
Figure 6.19 shows the distribution for the profile icon.  
 
     
 
       
 
 
  
Figure 6.12 Probability 
Distribution for Add 
Icon 
Figure 6.13 Probability 
Distribution for Back 
Icons 
Figure 6.14 Probability 
Distribution for Checkmark 
Icons 
	   56 
             
 
           
 
 
       
 
       
Figure 6.15 Probability 
Distribution for Menu 
(Ellipses & Hamburger) 
Icon 
Figure 6.16 Probability 
Distribution for Search 
Icon 
Figure 6.17 Probability 
Distribution for Heart 
& Star Icon 
Figure 6.18 Probability 
Distribution for Share 
Icon 
Figure 6.19 Probability 
Distribution for Profile 
Icon 
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In addition to icon-based probability distribution, we looked at the elements that 
possessed the high-frequency text labels that we found in our data, and we generated 
probability distribution of those clickable elements, as well. For generating probability 
distribution for text labels, we combined the elements that were semantically equivalent 
like “log-in” and “sign-in”, “create account” and “sign-up”, etc.  
 
Figure 6.20 shows the distribution for the login elements. 
Figure 6.21 shows the distribution for sign-up elements.  
Figure 6.22 shows the distribution for shop elements.   
 
 
             
 
              
Figure 6.20 Probability 
Distribution for Login 
Icon 
Figure 6.21 Probability 
Distribution for Sign-
Up Icon 
Figure 6.22 Probability 
Distribution for Shop 
Icon 
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When looking at the probability distributions, we can see that most of the “menu” 
icons are either located on the top left or top right. The “login” buttons, on the other 
hand, are located in the near the center of the screen. The “login” elements are centered 
both vertically and horizontally on the screen. The “add” button is mostly found on the 
right side of the screen, probably close to the user’s right thumb. The most obvious 
probability distribution that we found was that of the “back” icon. These icons are almost 
always located in the top right part of the screen. Similar to “login”, “signup”, “create 
account” elements are also found in the center of the screen, both vertically and 
horizontally centered on the screen. The “sign-out” button is also located in the top right 
corner of the screen, or at the bottom of the screen.  
The “checkmark” icon, which generally implies the end of a task, is located in the 
top right part of the phone screen. The “search” and “share” icons are found to the right of 
the “menu” icon, which is mostly found in the top rightmost corner of the phone screen. 
The “shop” button is mostly found in the bottom right corner of the apps.  
This provides us with a way to find the most intuitive locations where users 
expect to find these icons. Using these probability distributions and the cluster of icons 
that we discussed in the previous sections, not only can we make a claim about which 
type of elements and interactions are commonly in mobile apps, but we can make a claim 
about what the most common locations are at which these icons are located in the mobile 
screens.  
6.5 APPS WITH INTERACTIONS 
Using the already-generated clusters, we were able to find out how many apps 
had elements in different interaction clusters. For each app, we calculated how many 
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clusters (both text and icon) based clusters this app appears in. Using this information, we 
were able to find the number of semantically labeled elements per app. Using the data, we 
found that, on average, an app was represented in 3.15 different clusters.  
 
6.6 UNIQUE VIEW CLUSTERS 
In this section, we discuss the results of the clusters we generated using the 
probabilistic representation of the clickable elements in a unique view. Using this 
methodology, we were able to generate clusters of views from the traces and label each 
view semantically. We were able to generate view clusters that corresponded to common 
tasks in the mobile applications like “search”, “sign-in”, “onboarding”, as well as common 
layouts like grid view, list view, pop-ups and side menu.  
 
Figure 6.23 shows an example of a cluster of login views that we found. 
Figure 6.24 shows an example of a cluster of search views that we found. 
Figure 6.25 shows an example of a cluster of onboarding views that we found. 
Figure 6.26 shows an example of a cluster of grid view that we found. 
Figure 6.27 shows an example of a cluster of list view that we found. 
Figure 6.28 shows an example of a cluster of pop ups that we found. 
Figure 6.29 shows an example of a cluster of side menu that we found. 
 
We were also able to look at the overall representation of these views to comment 
on the layouts. For the “onboarding” flow, we took all the views from the data that we 
have in the described “onboarding” cluster above and create the overall probability 
distribution for the “onboarding” cluster. As we can see, the “onboarding” tasks generally 
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consist of buttons at the bottom that correspond to the next and previous page in the 
“onboarding” flow and, in addition, there is a high probability of finding a “page viewer” in 
the center of the screen. “Page Viewer” is the element that shows the current page in view 
when there are multiple pages, like a carousel element. Figure 6.30 shows the cumulative 
probabilistic distribution of views from the “onboarding” clusters.  
 
                  
 
 
 
Figure 6.23 Cluster of Login Views 
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Figure 6.24 Cluster of Search Views 
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Figure 6.25 Cluster of Onboarding Views 
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Figure 6.26 Cluster of Grid Views 
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Figure 6.27 Cluster of List Views 
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Figure 6.28 Cluster of Pop Up Views 
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Figure 6.29 Cluster of Side Menu Views 
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Figure 6.30 Cumulative Probabilistic Distribution of Views 
from the “Onboarding” Clusters. 
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CHAPTER 7: DISCUSSION 
In this research, we used an already existing system called ERICA, which enables 
collection of mobile interaction traces. Another reason for using ERICA to collect the 
traces was that it processes and provides the data in a very user-friendly manner, which 
includes a lot of pre-computed data like element dimensions, text in the elements, the 
unique views, and similarity groups in an app. First, we calculated various statistics 
regarding the data and tried to extract meaningful information from those statistics 
regarding the apps and the user’s interaction with the apps. We were able find 
noteworthy information regarding the number of unique views in an app. In addition to 
that, we were able to find consistency in terms of how many clickable elements most apps 
have per unique view. We discovered how most views in an app have a very limited 
number of clickable elements, which implies that most views are restricted in terms of 
what they allow the user to do. Another way to interpret this data is to think about how 
most unique views in apps serve specific purposes rather than one view allowing for all of 
the interactions. In addition to this, we calculated the average number of elements per 
view in an app. Using this data, we found that most apps have a very few number of 
elements per unique view, again implying that different unique views are used for 
different tasks in mobile applications, which is in stark contrast to single-page web 
applications. 
Next, we trained a neural network of stacked auto-encoders to perform 
unsupervised clustering of clicked icons in the data. In addition to the icon clusters, we 
looked at the text present in the clickable elements. This allowed us to discover task and 
flow text labels in addition to the icons. Using the icon clusters and the text, we were able 
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to find corresponding interaction and task labels like “search”, “share”, “login”, “sign-in”, 
“buy”, etc. The focal point of this research was to find the user interaction labels in an 
unsupervised manner. As we had the element’s location as well, we were able to find 
probabilistic distribution of these elements. This allowed us to comment not only on the 
common task interactions, but also comment on whether there is consistency in the 
location at which app developers place certain elements in the apps.  
We also generated the probability distribution of the clickable elements. Using a 
neural network of stacked auto-encoders, we generated clusters of unique views. Using 
these unique views, we were able to make inferences about the common layouts and views 
that are present across mobile apps. These cluster enabled us to identify similar views that 
correspond to tasks that are common across apps like “onboarding”, “signup”/“login” and 
“search”. In addition to being able to identify views that correspond to tasks, we were able 
to find clusters of layouts that are very common across mobile apps. We were able to 
identify clusters of unique views like side menu, popups, grid views, and linear text layout. 
Using these generated clusters, we were able to generate probability distribution of the 
clickable elements in unique views of the cluster. Using this, we were able to generate a 
tentative template that the app developers and designers can follow in order to have a 
layout consistent with other apps. We believe that this would allow for better and more 
consistent experience for the users who are engaging with multiple apps. 
In this research, we were able to demonstrate how to extract the most frequently 
interacted elements from mobile traces. We were able to classify these clicked elements 
with semantic labels and user tasks. Our results demonstrate that we can extract these 
clicked element icons as well as unique views that correspond to specific tasks and layouts 
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in mobile apps. Future work that can be done using this information is to train a classifier 
and detect icons from these apps. We also use the view clusters to create classifiers that 
can detect specific layout flows.  
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