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BINARY QUARTIC FORMS WITH VANISHING J-INVARIANT
STANLEY YAO XIAO
Abstract. We obtain an asymptotic formula for the number ofGL2(Z)-equivalence
classes of irreducible binary quartic forms with integer coefficients with vanishing
J-invariant and whose Hessians are proportional to the squares of reducible or pos-
itive definite binary quadratic form. These results give a case where one is able to
count integral orbits inside a relatively open real orbit of a variety closed under a
group action of degree at least three.
1. Introduction
Let
(1.1) F (x, y) = a4x
4 + a3x
3y + a2x
2y2 + a1xy
3 + a0y
4 ∈ R[x, y]
be a binary quartic form, and put V4(R) for the 5-dimensional vector space of real
binary quartic forms. The group GL2(R) acts on V4(R) via the substitution action,
defined for T =
(
t1 t2
t3 t4
) ∈ GL2(R) and F ∈ V4(R) by
(1.2) FT (x, y) = F (t1x+ t2y, t3x+ t4y).
It is well-known that the ring of polynomial invariants of the substitution action of
GL2(R) on V4(R) is a polynomial ring generated by two elements, commonly denoted
as I and J . They are given by
(1.3) I(F ) = 12a4a0 − 3a3a1 + a22
and
(1.4) J(F ) = 72a4a2a0 + 9a3a2a1 − 27a4a21 − 27a0a23 − 2a32.
Both the quadric defined by I(F ) = 0 and the cubic defined by J(F ) = 0 are invariant
under GL2(R); that is, for all F ∈ VR and T ∈ GL2(R), we have J(F ) = 0 if and only
if J(FT ) = 0.
Put
(1.5) V4(R) = {F ∈ V4(R) : J(F ) = 0}
for the real cubic threefold defined by the vanishing of J in V4(R). V4(R) has three
relatively open orbits under the substitution action of GL2(R), consisting of non-
singular forms with 0, 2, or 4 real linear factors respectively. We shall denote by
V(i)4 (R) the orbit of V4(R) consisting of forms with 4 − 2i real linear factors. In
particular,
V(0)4 (R) = {F ∈ V4(R) : F has 4 real linear factors}.
The discriminant ∆(F ) of a binary quartic form F is expressible in terms of I and J
as
(1.6) ∆(F ) =
4I(F )3 − J(F )2
27
.
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By the (real) splitting type of F with non-zero discriminant, we mean its factoriza-
tion into irreducible factors over R; they are denoted by the symbols (1111), (112), (22),
meaning F splits into 4 real linear factors, 2 real linear factors and a definite quadratic
factor, or a pair of definite quadratic factors respectively. Note that the splitting type
of F is preserved under GL2(R)-action.
Put
Wn(Z) = {GL2(Z)-orbits of integral binary n-ic forms}.
Note that since I(F ), J(F ) are GL2(Z)-invariants, for any class w ∈ W4(Z) and any
F,G ∈ w we have I(F ) = I(G) and J(F ) = J(G). Thus, the values of I, J are
well-defined on the class w. Now put
(1.7) W4(Z) = {w ∈ W4(Z) : J(w) = 0}.
The main goal of this paper is to establish asymptotic formulae for two subclasses
of W4(Z), where we count the orbits by discriminant. This count is a priori finite by
a well-known result of Borel and Harish-Chandra [12]. Since real splitting types are
preserved under GL2(R), one can define the real splitting type for orbits in W4(R).
Indeed, we shall put
W(i)4 (Z) = {w ∈ W4(Z) : F ∈ V(i)4 (R) for all F ∈ w}.
The first family we shall consider is W(0)4 (Z). For a positive number X, put
N(X) = #{w ∈ W(0)4 (Z) : w irreducible over Q,∆(w) ≤ X}.
Note that the property of being irreducible over Q is preserved under GL2(Z)-action,
hence the reducibility of an orbit w is well-defined. Further note that for all binary
quartic forms F with real coefficients and 4 real linear factors, we have ∆(F ) > 0.
The forms with vanishing J-invariant can be characterized by the fact that their
Hessian covariants are perfect squares in C[x, y]. The Hessian covariant of F , denoted
as HF , is given by
(1.8) HF (x, y) = (3a
2
3−8a4a2)x4+4(a3a2−6a4a1)x3y+2(2a22−24a4a0−3a3a1)x2y2
+4(a2a1 − 6a3a0)xy3 + (3a21 − 8a2a0)y4.
Then F ∈ V4(R) if and only if there exists a quadratic form f with complex coefficients
such that f 2|HF as elements in C[x, y]. Further, one can take f to be a form with co-
prime integer coefficients and non-zero discriminant when F ∈ V4(Z) and I(F ) 6= 0.
Observe that if HF is divisible by the square of a reducible quadratic form, then so
will HFT for any T ∈ GL2(Z). The next family we shall consider will be:
W⋆4 (Z) = {w ∈ W4(Z) : for all F ∈ w,HF is divisible by the square of a reducible
quadratic form f}.
We now put
M(X) = #{w ∈ W⋆4 (Z) : |I(w)| ≤ X,w is irreducible.}
The main theorems of our paper are the following counting results for N(X) and
M(X):
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Theorem 1.1. The asymptotic formula
N(X) =
π2
27 3
√
32ζ(3)
X1/3 logX +O
(
X1/3 log logX
)
.
holds.
Theorem 1.2. The asymptotic formula
M(X) =
π2
18 3
√
32ζ(3)
X1/3 logX +O(X1/3)
holds.
Theorems 1.1 and 1.2 represent progress in arithmetic invariant theory, which we
give a brief overview here. Roughly speaking, arithmetic invariant theory involves
studying integral orbits of a group G(Z) defined over the integers acting on a vec-
tor space V . Gauss initiated the problem of counting SL2(Z)-equivalence classes of
binary quadratic forms by discriminant. He conjectured asymptotic formulas for the
average number of SL2(Z)-equivalence classes of binary quadratic forms of bounded
discriminant in [18], which were subsequently proved by Mertens [24] and Siegel [28]
respectively. Davenport gave the corresponding counting theorem for binary cubic
forms in [17]. Shintani gave a different proof of Davenport’s theorem using zeta func-
tion methods in [27], and obtained a secondary main term. Shintani’s result was later
refined by Taniguchi and Thorne [30].
In [6], M. Bhargava introduced a powerful new method in arithmetic invariant
theory which uses geometry of numbers to enable one to count integral orbits in pre-
homogeneous vector spaces, which revitalized the subject. A prehomogeneous vector
space is a pair (G, V ) where G is a reductive group and V is a vector space acted upon
by G, such that there is a C-orbit G(C) · v which is Zariski open in V (C). Using this
new method, Bhargava was able to enumerate quartic rings and fields [6] and quintic
rings and fields [7]. Bhargava, Shankar, and Tsimerman used Bhargava’s geometry of
numbers method to refine Davenport’s theorem in [9]. Note that their conclusion is
similar to that of Taniguchi and Thorne, though their methods are different. These
results are all examples of counting integral orbits inside real orbits of points in a
prehomogeneous vector space.
Bhargava and Shankar, starting in [8], broke new ground by showing that Bhar-
gava’s method applies to coregular spaces. Let G be a reductive group and let V be a
vector space on which G acts. Then the pair (G, V ) is said to be coregular if the ring
of polynomial invariants of the representation is a finitely generated polynomial ring.
Note that prehomogeneous vector spaces are coregular spaces. Perhaps the simplest
example of a coregular space which is not prehomogeneous is the space of binary
quartic forms, acted upon by GL2(R) under substitution. It is precisely this case that
was the focus of Bhargava and Shankar’s paper [8], where they used the counting
theorem for irreducible GL2(Z)-classes of binary quartic forms to show that the av-
erage Mordell-Weil rank of elliptic curves, sorted by naive height, is bounded by 3/2.
This improves upon earlier work by Brumer [13], Heath-Brown [20], and Young [36]
demonstrating boundedness of the Mordell-Weil rank on average by assuming both
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the Generalized Riemann Hypothesis and the Birch/Swinnerton-Dyer conjecture.
So far, the extent to which Bhargava’s geometry of numbers applies consists of
prehomogeneous and coregular vector spaces. In [31], Tsang and I showed that Bhar-
gava’s geometry of numbers works even when the group acting on a vector space is
not reductive (in our case, the group was simply the orthogonal group of a binary
quadratic form, which is one-dimensional). However, that the set being acted upon
by the group is a vector space seems crucial to Bhargava’s method.
Theorem 1.1 represents the first case where one can count integral G(Z)-orbits in-
side a relatively open orbit G(R) ·v, where v ∈ V (R) sits inside a proper subvariety of
degree at least three which is closed under the action of G(R). In our case, the group
G is GL2(R) and the variety is the cubic threefold in V4(R) given by J(F ) = 0. The
methods we employ in this paper, while heavily inspired by the work of Bhargava,
do not directly involve his geometry of numbers method and the action of GL2(R) on
V4(R) is not directly exploited. Instead, we partition V4(R) into families indexed by
GL2(Z)-equivalence classes of integral binary quadratic forms, as we did in [31]. This
reduces the problem of counting integral orbits in V4(R) to counting integer points,
sorted by discriminant, inside a countable collection of 2-dimensional vector spaces
inside V4(R). We then use a wide assortment of results regarding binary quadratic
forms to help establish Theorem 1.1.
Theorem 1.2, in comparison, is relatively straightforward. This is mostly because
the class number of reducible quadratic forms is very easy to understand, and that
the set of discriminants of reducible quadratic forms is equal to the set of square
integers, which is a very thin set. We give the proof of Theorem 1.2 in Section 11.
In view of Theorems 1.1 and 1.2, all that is needed to prove the full asymptotic
formula for the number of GL2(Z)-orbits of binary quartic forms F with vanishing
J-invariant is to count the number of integral orbits whose Hessians are divisible by
the square of an irreducible, indefinite binary quadratic form. There are significant
barriers to carrying out the arguments in this paper to handle this case, but there is
another method to count such orbits. We wish to expand on this in future work.
Sections 5 to 9 are devoted to the proof of Theorem 1.1. In particular, Section
5 is purely devoted to outlining the strategy of the proof of Theorem 1.1. It would
be reasonable for a reader primarily interested in the proof of Theorem 1.1 to read
Section 5 first.
2. Parametrizing quartic forms with J = 0 by the Hessian
In this section, we will refine our parametrization theorem in our work with Tsang
in [31] to provide a parametrization theorem for binary quartic forms with vanishing
J-invariant. For a binary quadratic form f with integer coefficients, put C(f) for its
GL2(Z)-equivalence class, and put
Vf(R) = {F ∈ V4(R) : f 2|HF},
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and Vf (Z) for the subset of Vf (R) consisting of those forms with integer coefficients.
We then put
Wf(Z) = {w ∈ W4(Z) : ∃F ∈ w s.t. f 2|HF}.
Notice that if f and g are GL2(Z)-equivalent, thenWf (Z) =Wg(Z); and henceWf (Z)
only depends on C(f), so we write WC(f)(Z) instead. We then have the following
result:
Proposition 2.1. We have that W4(Z) is given by the disjoint union
W4(Z) =
⋃
C(f)
WC(f)(Z),
where C(f) varies over all GL2(Z)-equivalence classes of primitive, integral binary
quadratic forms with non-zero discriminant.
Our goal is to obtain, for each C(f), a set of representatives in Vf(Z) forWC(f)(Z).
We begin with the following lemma:
Lemma 2.2. Let f, g be two binary quadratic forms with co-prime integer coefficients
and let F,G ∈ VZ be such that F ∈ Vf,Z, G ∈ Vg,Z. If F and G are GL2(Z)-equivalent,
then f is GL2(Z)-equivalent to either g or −g.
Proof. This follows from the fact that if F,G are GL2(Z)-equivalent then their Hes-
sians HF , HG are GL2(Z)-equivalent, since HF is a covariant of F . This implies that
f 2 is GL2(Z)-equivalent to g
2. Taking square roots shows that f is GL2(Z)-equivalent
to ±g. 
We show that Vf (Z) has a natural structure as a 2-dimensional lattice, and we give
an explicit embedding of Vf(Z) into Z2 below. First note that from (1.4) we see that
a2 ≡ 0 (mod 3). Put
(2.1) f(x, y) = αx2 + βxy + γy2, α, β, γ ∈ Z,
with
(2.2) A1 = 4γA− βB,
(2.3) A2 = 4βγA− (β2 − αγ)B,
and
(2.4) A3 = 4γ(β2 − αγ)A− β(β2 − 2αγ)B.
Define the lattice Lf,α by
(2.5)
Lf,α = {(A,B) ∈ Z2 : A1 ≡ 0 (mod 2α),A2 ≡ 0 (mod α2),A3 ≡ 0 (mod 4α3)}.
We have the following result regarding the family Vf,Z:
Proposition 2.3. Let f(x, y) = αx2 + βxy + γy2, α 6= 0 be a binary quadratic form
with co-prime integer coefficients and non-zero discriminant. The forms in Vf(Z) are
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of the form
(2.6)


Ax4 +Bx3y − 12γA− 3βB
2α
x2y2 +
(−4βγA+ (β2 − αγ)B
α2
)
xy3
+
(−4γ(β2 − αγ)A+ β(β2 − 2αγ)B
4α3
)
y4 : (A,B) ∈ Lf,α


.
In particular, the map ν : Vf(Z)→ Lf,α given by ν(Ax4 +Bx3y + · · · ) = (A,B) is a
bijection between Vf(Z) and Lf,α.
To prove Proposition 2.3, we shall require some results from [37] and [31] and recall
some relevant notions. For a given binary quartic form F with real coefficients, define
the automorphism group of F (over R) as
(2.7) AutR F = {T ∈ GL2(R) : FT (x, y) = F (x, y)}.
For a subring F of R, define
AutF F = {T ∈ AutR F : ∃λ ∈ R s.t. λT ∈ GL2(F)}.
For a given binary quadratic form f(x, y) = αx2 + βxy + γy2 with real coefficients,
define
(2.8) Mf =
1√|∆(f)|
(
β 2γ
−2α −β
)
.
Put
Vf (R) = {F ∈ V4(R) : Mf ∈ AutR F}.
We can now prove the following, which identifies Vf(R) as a plane inside Vf(R):
Lemma 2.4. Let f be a binary quadratic form with real coefficients and non-zero
discriminant. Then Vf (R) is the plane inside Vf(R) defined by
12γA− 3βB + 2αC = 0.
Proof. By the results in [31], it follows that for any F ∈ Vf(R) we have f 2 divides
F1(x, y) =
1
3
(HF (x, y) + 4Lf(F )F (x, y)) ,
where
Lf (F ) = −12γA− 3βB + 2αC
2α
.
It therefore follows that F ∈ Vf(R) if and only if Lf (F ) = 0 or F (x, y) is proportional
to HF . The latter implies that ∆(F ) = 0, so the former must hold. 
Proof of Proposition 2.3. By Proposition 3.1 of [31], it follows that whenever F ∈
Vf(R), the xy
3, y4 coefficients of F are given by linear forms in the coefficients of
x4, x3y, x2y2. In particular, we have
F (x, y) = Ax4 +Bx3y + Cx2y2 ++
(
4βγA− (β2 + 2αγ)B + 2αβC
2α2
)
xy3
+
(
4γ(β2 + 2αγ)A− β(β2 + 4αγ)B + 2αβ2C
8α3
)
y4
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for A,B,C ∈ R. Moreover we see that f 2 is proportional to the quartic form
1
3
(HF (x, y) + 4Lf(F )F (x, y)) .
The condition that f 2|HF implies that Lf (F ) = 0, or equivalently,
C =
−12γA+ 3βB
2α
.
We then see that the condition F ∈ VZ is then equivalent to (A,B) ∈ Lf,α, as
desired. 
Our aim now is to show that Vf (Z) is an n-cover forWC(f)(Z), where n is a positive
integer which is absolutely bounded. Typically we will have n = 1. We shall precisely
describe when Vf(Z) fails to be in one-to-one correspondence withWC(f)(Z). We shall
need the following definition:
Definition 2.5. Let f be a binary quadratic form with integer coefficients and non-
zero discriminant. Then f is said to be ambiguous if there exists a GL2(Z)-translate
g = g2x
2 + g1xy + g0y
2 of f such that g2|g1. We say that f is opaque if there exists a
GL2(Z)-translate g of f which takes the shape g(x, y) = g2x
2 + g1xy − g2y2.
We summarize Proposition 4.1 and other results of [31] as follows:
Proposition 2.6. Let f = αx2 + βxy + γy2 be a primitive integral binary quadratic
form with non-zero discriminant. Then there exists a positive integer nf such that
Vf(Z) is a nf -fold cover of WC(f)(Z), where
nf =


1 if f is neither ambiguous nor opaque;
6 if f is GL2(Z)-equivalent to x
2 + xy + y2;
4 if f is ambiguous and opaque;
2 otherwise.
We note that if a quadratic form f is opaque, then its discriminant is positive;
hence no positive definite binary quadratic form f is opaque.
When f is positive definite, then the number of elements in Vf(Z) of bounded
height is finite and in fact lie in an ellipse. We shall enumerate these elements in
Section 7.
3. Outer parametrization of binary quartic forms with J = 0
In [32], we obtained a new parametrization of binary quartic forms with small
Galois groups. Let h be an integral binary quadratic form given as
h(x, y) = h2x
2 + h1xy + h0y
2,
and analogous expressions for u(x, y) and v(x, y). Next put J (u, v) for the Jacobian
determinant of u and v, given by
(3.1)
J (u, v)(x, y) = 1
2
∣∣∣∣∂u∂x ∂u∂y∂v
∂x
∂v
∂y
∣∣∣∣ = (u2v1 − u1v2)x2 + 2(u2v0 − u0v2)xy + (u1v0 − u0v1)y2.
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We say that a pair of integral binary quadratic forms (u, v) is primitive if the content
of the coefficients of J (u, v) is at most 2.
For a binary quartic form F , define its cubic resolvent to be the cubic polynomial
(3.2) QF (x) = x3 − 3I(F )x+ J(F ).
We obtained the following in [31]:
Proposition 3.1 (Tsang, Xiao). Let F be a binary quartic with integer coefficients
and non-zero discriminant. Then QF (x) is reducible over Q if and only if there exists
an integral binary quadratic form h and a pair of primitive integral binary quadratic
forms u, v such that
(3.3) F (x, y) = h(u(x, y), v(x, y)).
We further see that J(F ) = 0 with J (u, v)2|HF if and only if
(3.4) v21h0 − 4v0v2h0 − 2u2v0h1 + u1v1h1 − 2u0v2h1 + u21h2 − 4u0u2h2 = 0.
We now give a brief overview of the invariant theory of pairs of binary quadratic
forms.
3.1. The action of GL2(R)×GL2(R) on pairs of binary quadratic forms. We
shall denote by U2,2(R) to be the six-dimensional R-vector space of pairs of binary
quadratic forms. That is,
(3.5) U2,2(R) =
{((
f2 f1/2
f1/2 f0
)
,
(
g2 g1/2
g1/2 g0
))
: f2, f1, f0, g2, g1, g0 ∈ R
}
.
The group G(R) = GL2(R)×GL2(R) acts on U2,2(R) as follows. For T =
(
t1 t2
t3 t4
)
and
S ∈ GL2(R), with St denoting the transpose of S, we have
(T, S) ⋆ (A,B) =
(
t1SAS
t + t2SBS
t, t3SAS
t + t4SBS
t
)
.
The actions of the two copies of GL2(R) commute, and we refer to the action of the
first copy of GL2(R) the outer action and the action of the second copy the inner
action.
We now have the following:
Lemma 3.2. Let T ∈ GL2(R) be such that det T = ±1. Put (U, V ) = (T, I2×2)⋆(u, v).
Then J (U, V ) = J (u, v).
Proof. Simple numerical verification. 
We next define the invariant quadratic form of a pair of quadratic forms (f, g),
which is given as
F(x, y) = F(u,v)(x, y) = − det
((
2u2 u1
u1 2u0
)
x−
(
2v2 v1
v1 2v0
)
y
)
= ∆(u)x+ 2∆(u, v)xy +∆(v)y2,
where
(3.6) ∆(u, v) = 2u2v0 − u1v1 + 2u0v2
is the joint discriminant of f and g. We then have the following lemma:
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Lemma 3.3. The polynomials ∆(u),∆(u, v),∆(v) are the generators of the ring of
polynomial invariants of the inner action of GL2(R) on the set of pairs of binary
quadratic forms. In particular, F(x, y) is invariant with respect to inner action.
This result is classical; see for example [25]. See also [4] for a modern view.
A simple calculation reveals the following:
Lemma 3.4. Let (u, v) be a pair of binary quadratic forms. Then
∆(F) = 4∆(J (u, v)).
Furthermore, it is easy to check that the outer action on the pair (f, g) induces the
usual substitution action of GL2(R) on F(x, y).
Our goal is to show that when f = J (u, v) is positive definite (hence, the invari-
ant quadratic form F(x, y) is necessarily positive definite by Lemma 3.4), there is
essentially a unique choice of a pair of quadratic forms (u, v) such that (3.3) holds
and both J (u, v) and F(x, y) are reduced. We shall prove the following:
Proposition 3.5. Let F be a binary quartic form with integer coefficients, non-zero
discriminant, and J(F ) = 0. Then there exists a primitive pair of binary quadratic
forms (u, v) such that J (u, v) and F(u,v) are both reduced with positive leading co-
efficients and integers h2, h1, h0 such that (3.3) holds. Moreover, the pair (u, v) is
uniquely determined up to the action of AutZ(F(u,v))× AutZ(J (u, v)) ⊂ G(Z).
Proof. Given any pair (u, v) for which (3.3) holds, the outer action of GL2(Z) induces
a change of variables of the quadratic form h; so any outer translate produces another
representation of the shape (3.3). Similarly, inner action preserves the representability
of F in the shape (3.3). Now suppose that both J (u, v) and F(u,v) are fixed. Then the
outer action is restricted to the subset of GL2(Z) which fixes F(u,v), in other words,
AutZ(F). Similarly, inner action is restricted to AutZ(J (u, v)). 
An immediate corollary is that there are a bounded number of pairs of (u, v) when-
ever J (u, v),F are fixed and both positive definite. This will be required later in
Section 8.
4. SL2(Z)-classes of binary quadratic forms and the Picard group of
quadratic orders
Since Vf(Z) is canonically isomorphic to Vg(Z) whenever f and g are GL2(Z)-
equivalent, it is thus pertinent to examine the properties ofGL2(Z)-equivalence classes
of binary quadratic forms. There is a rich history to this subject, and we will only
pick from it what we need for the present work. See [4] for a modern treatment.
For technical reasons, we shall deal with SL2(Z)-equivalence classes of binary qua-
dratic forms. For a binary quadratic form f , denote by [f ]Z its SL2(Z)-equivalence
class, and denote by W∗2 (Z) the set of SL2(Z)-equivalence classes of binary quadratic
forms. Put
W∗2 (D) = {w ∈ W∗2 (Z) : ∆(w) = D}
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and put OD for the unique quadratic order of discriminant D. It is well-known that
the set of primitive classes [f ]Z with discriminant D parametrize the ideal classes in
the Picard group Pic(OD), the group of ideal classes in OD (see [4] for a modern
treatment). We put
(4.1) h2(D) = #Pic(OD).
We then have the following famous theorem, originally conjectued by Gauss in [18]
and subsequently proved by Mertens and Siegel [28]:
Proposition 4.1 (Gauss, Mertens, Siegel). The class number h2(−D) satisfies the
following asymptotic formulas:
(4.2)
∑
0<D≤X
h2(−D) = π
18ζ(3)
X3/2 +O(X logX)
and
(4.3)
∑
0<D≤X
D≡0 (mod 4)
h2(−D) = π
42ζ(3)
X3/2 +O(X logX).
We remark that our class number (4.1) only counts primitive classes.
Recall that a positive definite binary quadratic form f(x, y) = αx2 + βxy + γy2 is
said to be reduced if its coefficients satisfy |β| ≤ α ≤ γ. Gauss proved that h2(−D)
is exactly equal to the number of primitive reduced forms of discriminant −D. We
now put
(4.4)
h⋆2(−D) = #{f = αx2 + βxy + γy2 ∈ V2(Z) : f reduced,∆(f) = −D,α ≤ D1/4}.
We will show that h⋆2(−D) is small on average.
Proposition 4.2. We have ∑
0<D≤X
h⋆2(−D) = O
(
X5/4
)
.
Proof. The condition a < D1/4 implies that
a < (4ac− b2)1/4
≪ (ac)1/4,
whence a3 ≪ c. Since D ≤ X, it follows that c ≪ X/a. Hence we need a3 ≪ X/a,
or a≪ X1/4. It then follows that ∑D≤X h⋆2(−D) is bounded by
O
(∫ X1/4
1
∫ X/a
a3
∫ a
−a
dbdcda
)
= O
(
X5/4
)
,
as desired. 
Proposition 4.2 leads to the following result, which will be useful in several places:
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Lemma 4.3. Let g(x, y) = g2x
2 + g1xy + g0y
2 be a positive definite and reduced
binary quadratic form with co-prime integer coefficients. Let
∑†
D≤Y denote the sum
over positive definite, reduced, and primitive binary quadratic forms g of discriminant
up to Y . Then ∑†
D≤X2/9
X1/6
g2D1/2
= O
(
X1/3
)
.
Proof. We first consider those classes g for which g2 ≫ D1/4. Let
∑†† denote the sum
over these classes. Then we have∑††
D≤X2/9
X1/6
g2D1/2
≪ X1/6
∑
D≤X2/9
h2(−D)
D3/4
.
By Abel summation, we then see that
∑
D≤X2/9
h2(−D)
D3/4
=
1
X(3/4)(2/9)
∑
D≤X2/9
h2(−D) +O
(∫ X2/9
1
t−5/4
(∑
D≤t
h2(−D)
)
dt
)
= O
(
X−1/6 ·X(3/2)(2/9))+O
(∫ X2/9
1
t−7/4t3/2dt
)
= O(X1/6) +O(X1/6)
= O
(
X1/6
)
.
Now suppose that ν2 ≪ D1/4. By Proposition 4.2 and Abel summation we have∑
D≤X2/9
h⋆2(−D)
D1/2
= X−1/9 ·
∑
D≤X2/9
h⋆2(−D) +O
(∫ X2/9
1
t−3/2
(∑
D≤t
h⋆2(−D)
)
dt
)
= O
(
X−1/9 ·X(5/4)(2/9))+O
(∫ X2/9
1
t−3/2t5/4dt
)
= O
(
X1/6
)
,
as desired. 
Next we state a similar result to Proposition 4.1 for SL2(Z)-equivalence classes of
reducible forms.
Proposition 4.4. Let n be a positive integer. The number of SL2(Z)-equivalence
classes of binary quadratic forms of discriminant n2 is equal to φ(n), and an explicit
set of representatives is
{ax2 + nxy : 1 ≤ a ≤ n− 1, gcd(a, n) = 1}.
Therefore,
(4.5)
∑
n≤X1/2
h2(n
2) =
∑
n≤X1/2
φ(n) =
3X
π2
+O
(
X1/2 logX
)
.
We will use the results in this section to allow us to sum over different error terms
that arise in the proof of Theorem 1.1.
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5. Strategy for proving Theorem 1.1
Proposition 2.1 allows us to reduce the problem of estimating N(X) to one of
counting points in each Vf (Z), where we take one f from each class w ∈ W2(Z). Note
that when f is positive definite, Vf (R) consists of only totally real quartic forms. We
observe that for totally real binary quartic forms the I-invariant is then guaranteed
to be positive. We then see that for a fixed positive definite and integral f that I(F )
is a positive definite binary quadratic form with coefficients which depend only on f ;
see Lemma 6.1. (1.6) then tells us that ∆(F ) ≤ X if and only if
I(F ) ≤ 3X1/3/ 3
√
4.
Thus we can consider the number of points Nf (X) in Vf(Z) satisfying the inequality
(5.1) I(F ) ≤ X1/3,
and replace X1/3 with 3X1/3/ 3
√
4 at the end.
(5.1) defines an ellipse Ef(X) over R2. Let Nf (X) denote the number of integral
points inside Ef(X). We give a precise asymptotic formula for Nf (X) in Theorem
7.1. From Lemma 6.1 we also see that ∆(f)|I(F ), whence ∆(f) ≤ X1/3 and is thus
bounded. However, the error term in Theorem 7.1 is not good enough to sum over
w ∈ W2(Z) of discriminant up to X1/3. Obtaining acceptable uniformity estimates
will be the key point of this paper.
The uniformity estimates will come from various sources. A key observation (see
Lemma 7.4) is that when D = −∆(f) > X2/9, the ellipse Ef(X) can contain at most
one non-zero integral point up to homothety. Therefore, over this range, the crucial
part is estimating the number of classes f for which Ef(X) contains a point. The
difficulty here (see Lemma 6.1) that the quadratic form defining Ef(X) does not have
integer coefficients, and the points we are counting in Ef(X) actually lie in a lattice.
One can change coordinates to clear the denominator, which results in a new qua-
dratic form ν(f), but the class of ν(f) is now difficult to determine.
We then aim to show that [ν(f)]Z can be given explicitly in terms of an auxiliary
quadratic form w(f) related to f (see (6.6)). This allows us to control the contribution
of Nf (X) to N(X) with |∆(f)| ≤ X1/3T (X)−1, where
T (X) = (logX)2.
To deal with the contribution of Nf(X) to N(X) with D > X
1/3(logX)−2, we need
the outer parametrization; see Section 3.
To handle the error term of the summation of Nf(X) for the range 0 ≤ |∆(f)| ≤
X2/9, we break the classes w ∈ W2(Z) of the forms ν(f) with discriminants in that
range into two type: those ν(f) which represents an integer significantly smaller than
their discriminant, or the more typical type. We then show that the contribution
from both cases are small.
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6. Some arithmetic and algebraic properties of binary quadratic
forms
We will be counting with respect to the I-invariant. We now give the I-invariant
of F for F given as in Proposition 2.3. By (1.6), for all F ∈ V4(R) we have
∆(F ) =
4I(F )3
27
,
since J(F ) = 0. Therefore the condition |∆(F )| ≤ X is translated into
(6.1) |I(F )|3 ≤ 27X
4
.
We note that for ∆(F ) > 0 for all F ∈ V4(R), since the real quadratic form divisor
of the Hessian is positive definite. We may thus drop the absolute value in (6.1). We
have the following lemma:
Lemma 6.1. Let f(x, y) = αx2+βxy+γy2 be a binary quadratic form with α∆(f) 6=
0. Then for F given as in Proposition 2.3, we have
(6.2) I(F ) =
−3(αB2 − 4βAB + 16γA2)∆(f)
4α3
.
We now take
(6.3) I(F ) = αB
2 − 4βAB + 16γA2
4α3
.
Since Nf(X) = Ng(X) whenever f, g are GL2(Z)-equivalent, we shall assume from
now on that f takes on a convenient form. We shall now take a GL2(Z)-translate of
f to be
(6.4) px2 +mxy + ny2,
Here p is the smallest odd prime representable by f not dividing D and n is the small-
est positive integer for which (6.4) holds, and then we choose m to be non-negative.
This translate of f is then determined given p.
We now show, at least when f is given in (6.4), that whenever F ∈ Vf(Z) that
I(F ) ∈ Z. We require the following result, which is a special case of Theorem 2 in
[29]:
Lemma 6.2. Let f = αx2 + βxy + γy2 be a primitive binary quadratic form with
integer coefficients and non-zero discriminant d, and let p be an odd prime which is
representable by a quadratic form of discriminant d which does not divide d. Then
there exist linear forms L1, L2 with coefficients in the p-adic integers Zp such that
f(x, y) = L1(x, y)L2(x, y)
over Zp. Further, for any positive integer k, the solutions to the congruence f(x, y) ≡
0 (mod pk) with x, y not both zero modulo p lie in exactly one of the two lattices
Lk1 = {(x, y) ∈ Z2 : L1(x, y) ≡ 0 (mod pk)}
and
Lk2 = {(x, y) ∈ Z2 : L2(x, y) ≡ 0 (mod pk)}.
.
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We call the lattice Lki the k-th Hensel lift of the lattice Li. We now prove that the
I(F )/∆(f) = I(F ) is always an integer whenever F ∈ Vf (Z).
Lemma 6.3. Let f be given as in (6.4), and let I(F ) be given as in (6.3). Then
I(F ) ∈ Z whenever F ∈ Vf (Z).
Proof. With f in the form given in (6.4), the congruence condition (2.4) implies (2.3)
and (2.2). The only two primes that need to be considered are 2 and p itself. Note
that since we assumed p ∤ ∆(f), it follows that p ∤ m. Therefore examining A3 ≡ 0
(mod p) yields
4n(m2 − pn)A−m(m2 − 2pn)B ≡ m2(4nA−mB)
≡ 0 (mod p),
hence
4nA−mB ≡ 0 (mod p)
or (2.2). Now reducing modulo p2 we get
(4m2nA−m3B +mnpB)− pn(4nA−mB) ≡ 0 (mod p2),
and the second term vanishes mod p2, hence the first term must vanish as well. How-
ever the first term is equal to m(4mnA−(m2−pn)B), which implies (2.3). Moreover,
we see that (2.4) is soluble with A 6≡ 0 (mod p), whence Lf,p is contained in the 3rd
Hensel lift of the lattice defined by (2.2), whence p3|pB2− 4mAB +16nB2 whenever
(A,B) ∈ Lf,p.
We now have to deal with the prime 2. If m is odd, then A3 ≡ 0 (mod 4) is
equivalent to B ≡ 0 (mod 4) and A1 ≡ 0 (mod 2) is equivalent to B ≡ 0 (mod 2).
We then see at once this is sufficient for the numerator of I(F ) to be divisible by 4.
This proves the claim. 
We can now clear the denominator in (6.3) by restricting to the lattice Lf,p to get
a new quadratic form ν(f). A potential problem is that we do not know about the
SL2(Z)-equivalence class of ν(f) given f . It turns out that this would create problems
when estimating the contribution of Nf (X) with D = −∆(f) large. Therefore, we
must resolve this issue.
6.1. Auxiliary quadratic forms w(f) and ν(f). We now define certain auxiliary
quadratic forms w(f), ν(f) for quadratic forms given in (6.4). Suppose that m is odd.
Then for a quartic form F given by (2.6) to have integer coefficients, we must have
B ≡ 0 (mod 4). No congruence conditions modulo a power of 2 is imposed if m is
even. Thus, when m is odd we shall assume B ≡ 0 (mod 4), which changes (6.2) to
(6.5)
4(pB2 −mAB + nA2)∆(f)
p3
.
We then put
(6.6) w(f)(x, y) =
{
px2 −mxy + ny2 if m is odd
px2 − 4mxy + 16ny2 if m is even.
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When m is odd, put
(6.7) L2(w(f)) = {(x, y) ∈ Z2 : mx ≡ ny (mod p)},
and L32(w(f)) for its 3rd Hensel lift. Likewise, when m is even, put
(6.8) L2(w(f)) = {(x, y) ∈ Z2 : mx ≡ 4ny (mod p)}
and L32(w(f)) for its 3rd Hensel lift. If
{(
u1
v1
)
,
(
u2
v2
)}
is a basis for L32(w(f)), then
the matrix U = ( u1 u2v1 v2 ) satisfies
(6.9) w(f)(u1x+ u2y, v1x+ v2y) = p
3g(x, y)
for some primitive binary quadratic form g. We then have the following equality:
(6.10) {w(f)(x, y) : (x, y) ∈ L32(f)} = {p3g(u, v) : (u, v) ∈ Z2}.
Moreover, g is well-defined up to GL2(Z)-equivalence and ∆(w(f)) = ∆(g). We shall
denote this g (or any GL2(Z)-translate of it) by ν(f).
We may now state the main proposition of this subsection:
Proposition 6.4. Let f be a positive definite binary quadratic form with co-prime
integer coefficients and discriminant −D, and let w(f) be given as in (6.6). Then
there exists a quadratic form ν(f) which satisfies (6.10) with ∆(w(f)) = ∆(ν(f)) and
[w(f)]4Z = [ν(f)]Z. Moreover, for primitive g ∈ V2(Z) with discriminant ∆(f), we
have w(f), w(g) are GL2(Z)-equivalent if and only if f, g are GL2(Z)-equivalent.
The proof of Proposition 6.4 relies on a refinement of Hensel’s lemma applied to
prime ideals. We first recall the following classical fact:
Lemma 6.5. Let f be a positive definite binary quadratic form with co-prime integer
coefficients and discriminant −D, and let m be a positive integer. Then m can be
represented by f if and only if the principal ideal (m) admits a factorization as mm,
where m is an ideal in O−D in the ideal class parametrized by [f ]Z.
Note that for a prime p, the principal ideal (p) is either inert in O−D or splits into
p1p2. Then p is representable by f if and only if it splits in O−D and either p1 or
p2 lies in the ideal class parametrized by [f ]Z. Note that the ideal class of p1 is the
inverse of p2 in the ideal class group, since their product is a principal ideal. We thus
have the following corollary to Lemma 6.5:
Corollary 6.6. Le D be a positive integer and let p be a prime not dividing D.
Then p is represented by exactly two SL2(Z)-classes of primitive quadratic forms of
discriminant −D, which are inverses of each other in the ideal class group.
Now note the following simple observation: if f(x, y) = ax2 + bxy + cy2, then a
representative of its inverse class [f ]−1Z is given by ax
2 − bxy + cy2. In particular, the
classes [f ]Z and [f ]
−1
Z are GL2(Z)-equivalent.
We now show that the forms w(f) given in (6.6) are distinct, which proves one part
of Proposition 6.4.
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Lemma 6.7. Let f, g be two binary quadratic forms with co-prime integer coefficients
and equal discriminant. Then the forms w(f), w(g) given in (6.6) are GL2(Z)-distinct
if and only if f and g are GL2(Z)-distinct.
Proof. It is clear that if f and g are GL2(Z)-equivalent, then so are w(f) and w(g).
For the converse, first suppose that m is odd. Then w(f) is GL2(Z)-equivalent to
f via ( 1 00 −1 ), hence the statement is clear. Now suppose that m is even. Put g =
g2x
2+g1xy+g0y
2, where g2 is an odd prime. Note that g1 is even, since ∆(f) = ∆(g)
and the parity only depends on the middle coefficient. It then follows that
w(g) = g2x
2 − 4g1xy + 16g0y2.
We suppose that w(f) is equivalent to w(g), and let T =
(
t1 t2
t3 t4
) ∈ GL2(Z) be such
that
w(f)T (x, y) = p(t1x+ t2y)
2− 4m(t1x+ t2y)(t3x+ t4y)+ 16n(t3x+ t4y)2 = w(g)(x, y).
Since g2 is odd, it follows that t1 is odd. Moreover, the middle coefficient of w(f)T is
equal to
2(pt1t2 − 2mt2t3 − 2mt1t4 + 16nt3t4).
We need this to be divisible by 8, since 8|4g1. This implies that 2pt1t2 ≡ 0 (mod 8).
However p, t1 are odd, so t2 ≡ 0 (mod 4). It then follows that
T ′ =
(
1 0
0 4
)
T
(
1 0
0 1/4
)
=
(
t1 t2/4
4t3 t4
)
∈ GL2(Z),
which shows that f and g are equivalent. 
6.2. Hensel lifting of lattices and SL2(Z)-classes of binary quadratic forms.
We shall treat forms f given in the shape (6.4) (note that w(f) is also of the shape
(6.4)). Put
(6.11) Λ1(f) = {(x, y) ∈ Z2 : y ≡ 0 (mod p)}
and
(6.12) Λ2(f) = {(x, y) ∈ Z2 : mx+ ny ≡ 0 (mod p)}.
Following the notation of Lemma 6.2, we put Λki (f) for the k-th Hensel lift of the
lattice Λi(f).
For each i and k, we assign a class w ∈ W2(Z) to Λki as follows. There exists a
quadratic form gi,k, unique up to GL2(Z)-equivalence, such that
(6.13) {f(x, y) : (x, y) ∈ Λki } = {pkgi,k(x, y) : (x, y) ∈ Z2}.
The form gi,k has the same discriminant as f and hence [gi,k]Z is in the same ideal
class group as [f ]Z.
Lemma 6.8. Let f be given as in (6.4). Then for each k ≥ 1 one can choose an
integral binary quadratic form gi,k satisfying (6.13) such that [g1,k]Z = [f ]
k−1
Z and
[g2,k]Z = [f ]
k+1
Z .
We shall prove a slightly more general result. From here on, f shall not be assumed
to take the form (6.4). We hence return to the notation (2.1) for f .
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Proposition 6.9. Let f be a binary quadratic form with co-prime integer coefficients
and non-zero discriminant. Suppose that p is an odd prime such that
(
∆(f)
p
)
= 1,
and let p1, p2 be the two prime ideal divisors of (p). Suppose further that there exists
a non-negative integer s for which [f ]sZ = [p1]. Let L1,L2 be as given in Lemma 6.2.
For all k ≥ 1, there exists integral quadratic forms g1,k, g2,k such that
{f(x, y) : (x, y) ∈ Lki } = {pkgi,k(x, y) : (x, y) ∈ Z2}
for i = 1, 2 and
[g1,k]Z = [p1]
s−k, [g2,k]Z = [p1]
s+k.
Proof. We shall first observe what happens when k = 1, 2, which is enough for an
inductive argument. Let q be an odd prime which splits over O∆(f) and let q1, q2 be
the prime ideal divisors of (q). The equation
f(x, y) = pq
will have solutions when [q1] = [p1]
±(s−1) and when [q1] = [p1]
±(s+1). We shall assume,
by replacing q1 with q2 if necessary, that the + sign appears in both cases. In the
former case the ideal (pq) admits the factorization p1q1p2q2, and the factor p1q1 has
class [p1]
1+s−1 = [f ]Z, hence pq is representable by f by Lemma 6.5. Similarly, in
the latter case (pq) admits the factorization p2q1p1q2, and the class of the first factor
is [p1]
−1[p1]
s+1 = [f ]Z. Thus, gi,1 given in (6.13) must have class [p1]
s+1 or [p1]
s−1
(or their inverses). By replacing gi,1 with gi,1(x,−y) if necessary, we can assert that
[g1,1]Z = [p1]
s−1.
Now suppose that the order of [p1] is 2. Then [p1]
s−1 = [p1]
s+1, which implies that
[g2,1]Z = [p1]
s−1 = [p1]
s+1. Thus, we may assume that the order of [p1] is not 2. Then
[p1]
s−1 6= [p1]s+1. Let q′ be a prime such that (q′) = q′1q′2, where [q′1] = [p1]s+1. Then
pq′ is representable by f , and moreover if (x, y) ∈ Z2 is such that f(x, y) = pq′, then
(x, y) must lie in L2. Thus, [g2,2]Z = [p1]s+1, as desired.
We then proceed to k = 2. In this case, the ideal (p)2 factors into prime ideals in
three essentially distinct ways:
(6.14) (p)2 =


p1p2p1p2,
p21p
2
2,
p22p
2
1.
Each of these factorizations corresponds to a lattice L which contains the solutions
to the congruence f(x, y) ≡ 0 (mod p2). The first factorization is the trivial factor-
ization since p1p2 = (p), hence this corresponds to the lattice {(x, y) ∈ Z2 : x ≡ y ≡ 0
(mod p)}. Again, we first suppose that the order of [p1] is 2. Then [p1]2 = [p1]−2 are
both the principal class. Therefore, for each lattice L and associated quadratic form g
corresponding to the second or third factorization in (6.14), we have that [g]Z = [p1]
s.
In particular, we have [g1,2]Z = [g]Z = [p1]
s−2 and [g2,2]Z = [p1]
s+2.
Now suppose that the order of [p1] does not divide two. Then either the order of [p1]
is 4, or [p1]
±2 are distinct. In the former case we see that [gi,2]Z = [p1]
s+2 = [p1]
s−2, so
we are done. Otherwise, we apply the same construction in the k = 1 case to g1,1(x, y)
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and see that it corresponds to two forms g1,1,1, g1,1,2 whose classes are [p1]
s−2, [p1]
s re-
spectively. Similarly, g2,1 gives rise to two forms g2,1,1, g2,1,2 with classes [p1]
s, [p1]
s+2 re-
spectively. A moment’s thought yields that the common lattice associated g1,1,2, g2,1,1
correspond to the first factorization of (p)2 in (6.14), hence these are not the forms
representing L21,L22 respectively. It thus follows that [g1,2]Z = [g1,1,1]Z = [p1]s−2 and
[g2,2]Z = [g2,1,2]Z = [p1]
s+2 respectively.
Since the above argument does not depend on s, by replacing s with s+ k− 1 and
applying the same analysis to g2,k−1 we see that [g2,k]Z = [p1]
s+k for all k ≥ 1. 
We then have the following corollary, which a crucial component of our proof:
Corollary 6.10. Let f be given as in (6.4), w(f) as given in (6.6). Then ν(f) can
be chosen so that [ν(f)]Z = [w(f)]
4
Z.
The proof of Proposition 6.4 then follows from Corollary 6.10 and Lemma 6.7.
7. Enumerating the elements in Vf (Z) for a fixed positive definite
quadratic form f
In this section we shall give an asymptotic formula for Nf (X).
Theorem 7.1. Let f(x, y) = αx2 + βxy + γy2 be a positive definite reduced binary
quadratic form with co-prime integer coefficients. Put D = |∆(f)|. Then
(7.1) Nf(X) =


πX1/3
3D3/2
+O
(
X1/6
D1/2
)
if β is odd;
4πX1/3
3D3/2
+O
(
X1/6
D1/2
)
if β is even.
The following lemma illustrates the importance of having f as a positive definite
form.
Lemma 7.2. Let f be a primitive, positive definite binary quadratic form with integer
coefficients. Then the I-invariant of F is a positive definite binary quadratic form
and hence the set of F ∈ Vf(R) with I(F ) ≤ X1/3 lie in the ellipse defined by
(7.2) Ef(X) =
{
(A,B) ∈ R2 : αB2 − 4βAB + 16γA2 ≤ 4α
3
3|∆(f)|X
1/3
}
.
Proof. The fact that the I-invariant is a positive definite binary quadratic form follows
from (6.2), namely the observation that the I-invariant is a positive multiple of the
quadratic form αx2 − 4βxy + 16γy2, which is equal to f(x,−4y); hence positive
definite. 
Since Nf (X) only depends on the class C(f) of f , we may pick a convenient repre-
sentative of f . Indeed, we may suppose that α is odd and co-prime to ∆(f), which
implies that gcd(α, β) = 1.
It follows from Lemma 7.2 and Proposition 2.3 that
{F ∈ Vf,Z : I(F ) ≤ X} = Ef ∩ Lf,α.
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We then need to compute the determinant det(Lf,α), which we do so in the following
proposition.
Proposition 7.3. The determinant detLf,α is equal to 4α3 if β is odd and α3 oth-
erwise.
Proof. Let k be the exponent of p dividing α. For p ≥ 3, the congruence (2.4) implies
β(4βγA− (β2 − αγ)B)− αγ(4γA− βB) ≡ 0 (mod p3k).
It follows that
4βγA− (β2 − αγ)B ≡ 0 (mod pk),
which is equivalent to
4γA− βB ≡ 0 (mod pk),
or A1 ≡ 0 (mod pk). This then implies that
β(4βγA− (β2 − αγ)B) ≡ 0 (mod p2k),
or A2 ≡ 0 (mod p2k). Thus (2.4) implies (2.3) and (2.2), so that
detL(p)f,α = p3k.
We now deal with the case when p = 2. If 2 ∤ β then the argument proceeds as before,
but the congruences modulo pk, p2k, p3k are replaced by 2k+1, 22k, 23k+2 respectively.

We may now prove Theorem 7.1.
Proof of Theorem 7.1. We wish to count the number of points in the intersection
Ef(X) ∩ Lf,α. We apply Davenport’s lemma, which asserts that
#Ef(X) ∩ Lf,α = Vol(Ef(X))| det(Lf,α)| +O
(
max
{
Vol(Ef(X)), 1
})
.
The volume of Ef(X) is given by
Vol(Ef(X)) = 4α
3
3|∆(f)|3/2X
1/3,
whence
N
(0)
f (X) =


πX1/3
3|∆(f)|3/2 +O
(
X1/6
|∆(f)|1/2
)
if β is odd;
4πX1/3
3|∆(f)|3/2 +O
(
X1/6
|∆(f)|1/2
)
if β is even,
since α ≤ γ since f is reduced.

The task now, given Theorem 7.1, is to obtain uniformity estimates for the error
term that appears. We shall put D = −∆(f), for convenience. We begin with
an important observation, namely when the main term in Theorem 7.1 no longer
approximates the number of points counted by Nf (X).
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Lemma 7.4. Let f be a positive definite binary quadratic form with co-prime integer
coefficients. Suppose that D > X2/9. Then there is at most one binary quartic form
F with co-prime integer coefficients counted by Nf(X).
Proof. The condition I(F ) ≤ X1/3 is equivalent to, by Lemma 6.1,
αB2 − 4βAB + 16γA2
4α3
≤ X
1/3
3D
.
This defines an ellipse Ef(X). By applying a transformation of determinant det(Lf,α) =
υ(f)α3 which sends Lf,α to (υ(f)α3)Z2, one maps the quadratic form αx2 − 4βxy +
16γy2 to a quadratic form g of equal discriminant and such that the points in
Ef(X) ∩ Lf,α is mapped to the integral lattice points in the ellipse
Eg(X) =
{
(x, y) ∈ R2 : g(x, y) ≤ X
1/3
3D
}
.
Suppose now that the ellipse Eg(X) contains two primitive integral points, say x,y.
Since Eg(X) is symmetric with respect to the origin, it follows that it also contains
−x,−y. Next note that Eg(X) is convex, so it contains the convex hull of x,y,−x,−y,
which is a parallelogram, say P . Then P has integral vertices, so by Pick’s theorem
its area is at least one. The area of Eg(X) is equal to
πX1/3
3D3/2
.
The existence of P means that this area is at least one, which implies that
D3/2 ≤ 3
π
X1/3 < X2/9,
a contradiction. 
Therefore, when D > X2/9, the number of integral points counted by Nf(X) is at
most one up to integral homothety. We shall employ different ways to estimate the
contributions to N (0)(X) coming from Nf (X) when D = −∆(f) > X2/9.
8. The case when ∆(f) is large
In this section, we estimate the contribution ofNf(X) toN(X) when D = |∆(f)| >
X2/9. We will estimate this contribution by further separating D into two ranges;
measured in terms of an increasing function T (X) with limX→∞ T (X) = ∞ and for
all ε > 0, T (X) = Oε(X
ε). We shall first consider the contribution when D ≪
X1/3T (X)−1, and then the contribution with X1/3T (X)−1 ≪ D ≤ X1/3.
8.1. Contribution to N(X) with D > X1/3T (X)−1. To deal with the contribution
from this range, we will require the outer parametrization from Section 3. Using (3.4),
we see that we may take
h0 =
∆(u, v)h1 −∆(u)h2
∆(v)
.
Making this substitution and evaluating I(F ), we find that
(8.1) I(F ) =
−3∆(J (u, v))(∆(v)h21 − 4∆(u, v)h1h2 + 4∆(u)h22)
∆(v)
,
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where J (u, v) = f(x, y). Here we may assume that the form F(v,u)(x, y) is reduced,
by Proposition 3.5. By Lemma 3.4, it follows that
∆(∆(v)x2 − 4∆(u, v)xy + 4∆(v)y2) = 16∆(J (u, v)) = −16D.
It thus follows that
∆(u)∆(v)≫ X1/3T (X)−1.
From (8.1) we then conclude that that Nf(X) does not contribute anything to N(X)
if ∆(u)/∆(v) > T (X), since otherwise the inequality
∆(v)h21 − 4∆(u, v)h1h2 + 4∆(u)h22
∆(v)
<
X1/3
3D
<
T (X)
3
can only be satisfied with h2 = 0; which would imply that F is reducible. Moreover
by Lemma 7.4, each choice of (u, v) can only give rise to one point counted by N(X),
up to scaling. We then see that it suffices to count possible triples (q2, q1, q0) such that
∆(v) = q2, 2∆(f, g) = q1,∆(u) = q0 such that the quadratic form q2x
2 + q1xy + q0y
2
is reduced, and
q0
q2
< T (X), 3q2q0 > X
1/3T (X)−1, 4q2q0 − q21 ≤ X1/3.
These inequalities imply
X1/6T (X)−1 ≪ q2 ≪ X1/6.
Therefore, the number of possible tuples (q2, q1, q0) is bounded by
(8.2) O
(∫ X1/6
X1/6T (X)−1
∫ X1/3/a
a
∫ a
−a
dbdcda
)
= O
(
X1/3 log T (X)
)
.
8.2. Contribution to N(X) with X2/9 < D ≤ X1/3T (X)−1. In this range, we are
counting the number of equivalence classes [f ]Z with X
2/9 < −∆(f) < X1/3T (X)−1
for which ν(f) has leading coefficient νi, i = 2, 1, 0 satisfying
ν2(4ν2ν0 − ν21) ≤ X1/3T (X)−1.
For each such ν(f), the possible f ’s are those for which [w(f)]4Z = [ν(f)]Z. Thus,
for each ν(f) counted we need to multiply by the size of the 4-part of the Picard
group of O∆(ν(f)). Note that the number of elements in a given class group of order
dividing 4 is bounded from above by twice the number of elements of order 2, hence
the contribution in this range is bounded from above by twice the sum
(8.3) S(X) =
∑
(a,b,c)∈Z3:a,c≥1
a(4ac−b2)≤X1/3T (X)−1
|b|≤a≤c
2ω(4ac−b
2),
where ω(n) denotes the number of prime divisors of n. We put Y = X1/3T (X)−1. It
suffices to give an estimate for (8.3). We follow the argument given to us by “js21"
on MathOverflow [22], and we are grateful for their contribution.
For a positive integer d, put
Rd(X) = {(a, b, c) ∈ Z3 : a, c ≥ 1, a(4ac− b2) ≤ Y, |b| ≤ a ≤ c, d|4ac− b2}
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and
Sd(X) = #Rd(X).
We then have
S(X) =
∑
d≤X1/3T (X)−1
µ2(d)Sd(X).
Let d be a positive square-free integer. Let a, b be such that a ≥ 1 and |b| ≤ a. Put
s = gcd(4a, d). Then for (a, b, c) to be in Rd(X) one must have s|b2, or equivalently,
s|b since s is square-free, and c ≡ (4a/s)−1b2 (mod d/s). The number of integers c
satisfying this, with
a ≤ c ≤ b
2
4a
+
Y
4a2
is at most
s
d
(
b2
4a
+
Y
4a2
− a
)
+ 1 ≤ sY
4a2d
+ 1.
Moreover the number of integers b such that |b| ≤ a and s|b is at most 2a/s+2. The
constraint a(4ac− b2) ≤ Y yields ad ≤ Y , we have
Sd(X)≪
∑
ad≤Y
(
sY
a2d
+ 1
)(a
s
+ 1
)
≪
∑
ad≤Y
(
Y
ad
+
sY
a2d
+
a
s
+ 1
)
≪ Y log Y
d
+
Y
d
+
∑
ad≤Y
(
sY
a2d
+
a
s
)
.
Summing over d we get
S(X)≪ Y log2 Y +
∑
s
∑
ad≤Y
s|4a,s|d
(
sY
a2d
+
a
s
)
.
For each s, the inner sum is at most
O

 ∑
ad≤Y/s2
(
Y
s2a2d
+ a
) .
The first sum is at most Y s−2, while the second we have the constraint a2 ≪ Y s−3
which yields a bound
O

 ∑
a≪Y 1/2s−3/2
a

 = O (Y s−3 + Y 1/2s−3/2) .
Therefore, the global sum over s is at most O(Y ) and we are done. This sum S(X)
can therefore be bounded from above by
(8.4) O(Y (log Y )2) = O
(
X1/3 log(X1/3T (X)−1)2
T (X)
)
.
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Combining (8.2) and (8.4) and setting
T (X) = (logX)2 ,
we shall obtain the following:
Proposition 8.1. The contribution of Nf (X) to N(X) with X
2/9|∆(f)| ≤ X1/3 is
bounded by
O
(
X1/3 log logX
)
.
Proof. (8.2) and (8.4) tells us that if we count just one point from each Nf(X) which
contributes at least one point to N(X), then the contribution is O(X1/3 log logX). To
account for possible multiples of these points, we use the fact that the height function
I(F ) has degree 2; hence for any positive integer r we have I(rF ) = r2I(F ). We
then see that the total contribution ofNf (X) with |∆(f)| > X2/9 is O(X1/3 log logX),
since
∑
r≥1 r
−2 <∞. 
9. Reducibility estimates
Let f(x, y) = αx2 + βxy + γy2 be a fixed primitive positive definite and reduced
primitive binary quadratic form. We put
N∗f (X) = #{F ∈ V4(Z) : f 2|HF , F is reducible}.
We shall prove:
Proposition 9.1. We have ∑
w∈W ∗
2
(Z)
|∆(w)|≤X2/9
N∗w(X) = O(X
1/3).
We first show that each reducible form in V4(Z) is in fact a product of two binary
quadratic forms with integer coefficients. We will then see that there are two possible
families of such forms.
Lemma 9.2. Let f be a positive definite binary quadratic form with co-prime integer
coefficients, and suppose that F ∈ Vf(Z). Then F is reducible over Z if and only if
there exist two quadratic forms g, h ∈ Z[x, y] such that
(9.1) F (x, y) = g(x, y)h(x, y).
Proof. Suppose that F may be factored as in (9.1). It is then manifest that F is
reducible. For the converse, suppose that F is reducible. Then it has either a rational
linear or rational quadratic factor. Suppose that L(x, y) is a linear factor of F . Recall
thatMf ∈ AutR(F ), hence L′ = L(βx+2γy,−2αx−βy) is again a divisor of F . Note
that L′(x, y) and L(x, y) are not proportional, since ∆(F ) 6= 0. Hence L(x, y)L′(x, y)
is a rational quadratic factor of F . Thus, there exists two integral quadratic forms
g, h such that (9.1) holds, as desired. 
As in [31], quartic forms F ∈ Vf (Z) may be reducible for Type 1 or Type 2 reasons.
Recall that a form F is reducible for Type 1 reasons if there exists an integral quadratic
form g and a rational number m such that
(9.2) F (x, y) = mg(x, y)g(βx+ 2γy,−2αx− βy),
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and for Type 2 reasons if there exist two non-proportional integral quadratic forms
g, h such that g(βx+2γy,−2αx−βy) is proportional to g and h(βx+2γy,−2αx−βy)
is proportional to h as well as a non-zero rational number m such that
(9.3) F (x, y) = mg(x, y)h(x, y).
9.1. Reducible forms of Type 1. Proposition 8.5 in [31] shows that reducible
forms of Type 1 necessarily have square discriminant. Thus, to bound the number of
reducible forms in Vf(Z) of Type 1, it suffices to bound the number of elements with
square discriminant. We shall prove the following proposition:
Proposition 9.3. Let N(X) denote the number of GL2(Z)-equivalence classes in
W(0)4 (Z) with square discriminant bounded by X. Then
N(X) = O(X1/3).
For each positive integer D, put s(D) for the product of primes p dividing D with
an odd exponent and write t(D) =
√
D/s(D). Then a form F ∈ Vf(Z) whose
I-invariant is a square corresponds to an integral point on the curve
(9.4) 3s(D)ν(f)(x, y) = z2 with z ≡ 0 (mod t(D)).
We may assume that ν(f) is reduced. We may now prove Proposition 9.3.
Proof of Proposition 9.3. We need to estimate the number of integral points on the
curve (9.4) in different ranges of D. Note that
|x| ≪ X
1/6
ν2D1/2
, |y| ≪ X
1/6
ν0D1/2
, |z| ≪ X
1/6
s(D)1/2
.
Since νf is reduced, it follows that ν0 ≫ D1/2. Thus, the upper bound for |y| is at
least O(X1/6/D). If D ≫ X1/6, then |y| = 0 and z is determined given x, hence there
are at most
O
(
X1/6
ν2D1/2
+ 1
)
many solutions. Lemma 4.3 then provides a satisfactory estimate. We remark, how-
ever, that when |y| = 0 there is an integral point on the curve (9.4) only when
3s(D)ν2 is a square, and this can be shown to occur rarely. Thus, a better error term
can be obtained, but will not improve our estimates for the error term in Theorem 1.1.
Now suppose that D ≪ X1/6. Then we use Corollary 2 of [19], which can in fact
be strengthened using the global determinant of Salberger [26] and the main result of
Walsh in [33]. Since ν2ν0 ≈ D, we see that the number of points on (9.4) is at most
O
(
d3(3Ds(D))
(
1 +
X1/6
Ds(D)1/2
))
.
QUARTIC FORMS WITH SMALL GALOIS GROUP 25
Using Gauss’s formula for the class numbers of imaginary quadratic fields and the
bound d3(X) = Oε(X
ε), we find that∑
D≪X1/6
d3(Ds(D))h2(−D)≪ε Xε
∑
D≪X1/6
h2(−D)
≪ε XεX 32 · 16
≪ε X 14+ε.
Now using the fact that s(D) ≥ 1 and again using d3(X) = Oε (Xε), we find that∑
D≪X1/6
h2(−D) X
1/6
Ds(D)1/2
≪ε X1/6+ε
∑
D≪X1/6
h2(−D)
D
≪ε X1/4+ε,
by Abel summation. The proof follows by choosing ε = 1/12, say. 
9.2. Reducible forms of Type 2. We now address reducible forms of Type 2. In
this case, it will be convenient to define a lattice Λ(f) of binary quadratic forms with
integer coefficients:
(9.5) Λ(f) =
{g(x, y) ∈ Z[x, y] : g(βx+ 2γy,−2αx− βy) is proportional to g(x, y)}.
We shall prove the following proposition:
Proposition 9.4. The number of GL2(Z)-equivalence classes of reducible forms F
with J(F ) = 0 and |∆(f)| ≤ X2/9 is bounded by O(X11/36 logX).
Next we have the following simple lemma:
Lemma 9.5. Let f(x, y) = αx2+βxy+γy2 be a binary quadratic form with co-prime
integer coefficients, non-zero discriminant, and non-zero leading coefficient. Then
g(x, y) = g2x
2 + g1xy + g0y
2 ∈ Λ(f) if and only if
g0 =
βg1 − 2γg2
2α
and βg1 − 2γg2 ≡ 0 (mod 2α).
The proof is by explicit computation. Note that Lemma 9.5 allows us to identify
Λ(f) with the lattice Λ′(f) = {(x, y) ∈ Z2 : βx ≡ 2γy (mod 2α)} ⊂ Z2.
Recall the Jacobian determinant of a pair of quadratic forms (u, v); see (3.1). We
then have the following lemma:
Lemma 9.6. Let f be a positive definite binary quadratic form with co-prime integer
coefficients, and let F ∈ Vf (Z). Suppose that there exist non-proportional binary
quadratic forms u, v ∈ Λ(f) such that F (x, y) = u(x, y)v(x, y). Then v is proportional
to J (f, u).
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Proof. Since u, v ∈ Λ(f), we may write
u(x, y) = u2x
2 + u1xy + (βu1 − 2γu2)y2/(2α)
and
v(x, y) = v2x
2 + v1xy + (βv1 − 2γv2)y2/(2α).
We find that
L = −(αv1v1 − βu2v1 − βu1v2 + 4γu2v2)/α
is such that
f 2|(HF + 4LF ).
Thus, either HF is proportional to F in which case u is proportional to v, or we need
L = 0. This is equivalent to
v1(αu1 − βu2) = v2(βu1 − 4γu2).
First suppose that v2 = 0. Then v1 6= 0, otherwise v is the zero form. Thus αu1 = βu2,
so u1 = βu2/α. We see that
v(x, y) = v1
(
xy +
β
2α
y2
)
.
Now note that the Jacobian determinant J (f, u) is equal to
J (f, u) = u2(β
2 − 4αγ)
α
(
xy +
β
2α
y2
)
,
which is proportional to v, as desired. A similar calculation handles the case when
v1 = 0.
Now suppose that v2, v1 6= 0. Observe that αu1− βu2 and βu1− 4γu2 cannot vanish,
otherwise β2 − 4αγ = ∆(f) = 0. Then
v1 =
(βu1 − 4γu2)v2
αu1 − βu2 ,
whence
v(x, y) = v2
(
x2 +
βu1 − 4γu2
αu1 − βu2 xy +
(β2 − 2αγ)u1 − 2βγu2
2α(αu1 − βu2) y
2
)
.
Now
J (f, u) = (αu1 − βu2)x2 + (βu1 − 4γu2)xy + (β
2 − 2αγ)u1 − 2βγu2
2α
y2.
We again see that v and J (f, u) are proportional. This completes the proof. 
We note the following fact, which can be verified easily by direct computation:
Lemma 9.7. Let u, v be binary quadratic forms with co-prime integer coefficients,
non-zero leading coefficient, and non-zero discriminant. Then u ∈ Λ(v) if and only
if v ∈ Λ(u).
Let Ξ(u, v) denote the gcd of the coefficients, or the content, of J (u, v), where
v ∈ Λ(u).
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Lemma 9.8. Let f be a primitive binary quadratic form with integer coefficients, non-
zero leading coefficient, and non-zero discriminant. Suppose that u ∈ Λ(f) is primi-
tive. Then the content of the Jacobian determinant J (f, u) divides gcd(∆(f),∆(u)).
Proof. We may apply a GL2(Z)-transformation to f and g so that gcd(α,∆(f)) =
gcd(u2,∆(u)) = 1. Recall that
J (f, u) = (αu1 − βu2)x2 + (βu1 − 4γu2)xy + (β
2 − 2αγ)u1 − 2βγu2
2α
y2.
Let pk be the highest power of p which divides Ξ(f, u). Then
αu1 ≡ βu2 (mod pk).
Note that gcd(α, β) = 1, since gcd(α,∆(f)) = 1. Thus either gcd(α, p) = 1 or
gcd(β, p) = 1. We shall assume that gcd(α, p) = 1. Then
u1 ≡ α−1βu2 (mod pk).
From here we see that
βu1 − 4γu2 ≡ βα−1βu2 − 4γu2 (mod pk)
≡ α−1u2(β2 − 4αγ) (mod pk).
If gcd(u2, p) = 1 as well, then we see that p
k|∆(f). If p|u2 then p|αu1. Since p ∤ α, it
follows that p|u1. However gcd(u2,∆(u)) = 1, so this is impossible. We then see that
pk|∆(f). We have thus shown that Ξ(f, u)|∆(f). By symmetry, it also divides ∆(u).

We now note that the relationship between u, v is symmetric. In particular, we can
always assume that |∆(u)| ≤ |∆(v)|. It then follows that v = J (f, u)/m for some
positive integer m dividing Ξ(f, u). We see that
∆(v) =
∆(u)D
m2
.
Note that both ∆(u) and ∆(v) are positive. It then follows from our assumption that
m ≤ D1/2.
Now
I(F ) = 3∆(u)∆(v) =
3∆(u)2D
m2
.
Thus, I(F ) ≤ X1/3 is equivalent to
∆(u) =
αu21 − 2βu1u2 + 4γu22
α
≤ mX
1/6
(3D)1/2
.
We may suppose, as before, that α is a prime which does not divide ∆(f). As in
Proposition 6.4, we may find a form ξ(f), similar to ν(f), such that
(9.6) {(αx2 − 2βxy + 4γy2)/α : (x, y) ∈ Λ′(f)} = {ξ(f)(x, y) : (x, y) ∈ Z2}.
We put
(9.7) η(f) = αx2 − 2βxy + 4γy2.
As in the case with ν(f), we have [ξ(f)]Z = [p2]
2, where (α) = p1p2 and η(f) =
αx2 − 2βxy + 4γy2 has [η(f)]Z = [p1]. Since m|∆(f), ξ(f) is singular modulo each
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prime divisor ofm; hence there is a unique lattice Λ′m(f) such that ξ(f) ≡ 0 (mod m)
on Λ′m(f). We now put ξm(f) for the quadratic form such that
{ξ(f)(x, y) : (x, y) ∈ Λ′m(f)} = {ξm(f) : (x, y) ∈ Z2}.
Notice that each prime p|m ramifies, so that the order of [ξm(f)]Z is either equal to
that of [ξ(f)]Z or equal to twice that.
We now give a proof of Proposition 9.4.
Proof of Proposition 9.4. Using the results from Section 4, we may now estimate the
number of reducible forms of Type 2. We are left to evaluate the sum
(9.8)
∑
m≤X1/9
∑
f :∆(f)=−D
D≤X2/9
D≡0 (mod m)
#{ξm(f)(x, y) ≤ X1/6/(3D)1/2}.
The summand can be estimated as
#{ξm(f)(x, y) ≤ X1/6/(3D)1/2} = πX
1/6
√
3D
+O
(
X1/12
ξm,2D1/4
)
,
where ξm,2 is the x
2-coefficient of ξm(f). We first estimate the sum
∑
m≤X1/9
∑
f :∆(f)=−D
D≤X2/9
D≡0 (mod m)
X1/6
D
.
By partial summation and Proposition 4.2, we see that the inner sum evaluates to
O
(
X5/18
m
)
.
Summing over the outer sum we obtain the bound O(X5/18 logX).
For the sum ∑
m≤X1/9
∑
f :∆(f)=−D
D≤X2/9
D≡0 (mod m)
X1/12
ξm,2D1/4
,
we use Proposition 4.2 to show that the contribution from those forms where ξm,2 is
less than D1/4 is bounded by
∑
m≤X1/9
O
(
X11/36
m
)
= O
(
X11/36 logX
)
,
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and the contribution from those with ξm,2 exceeding D
1/4 is
∑
m≤X1/9
∑
f :∆(f)=−D
D≤X2/9
D≡0 (mod m)
ξm,2>D1/4
X1/12
ξm,2D1/4
≪
∑
m≤X1/9
∑
f :∆(f)=−D
D≤X2/9
D≡0 (mod m)
X1/12
D1/2
≪
∑
m≤X1/9
X1/12
m
X−1/9X1/3
≪
∑
m≤X1/9
O
(
X11/36
m
)
= O
(
X11/36 logX
)
.
This completes the proof of Proposition 9.4. 
10. Proof of Theorem 1.1
To summarize, we have shown that
• The contribution from Nf(X) with |∆(f)| > X2/9 is small (Proposition 8.1);
and
• The reducible elements in Nf(X) with |∆(f)| ≤ X2/9 is small (Propositions
9.3 and 9.4)
Thus to prove Theorem 1.1, it suffices to sum over Nf(X) as in Theorem 7.1. Exam-
ining the proof of Theorem 7.1, we see that the error term in Nf (X) can actually be
taken to be
O
(
X1/6
ν2D1/2
)
,
where ν2 is the leading coefficient of ν(f) (and we take ν(f) to be reduced). Lemma
4.3 then shows that ∑†
D≤X2/9
X1/6
ν2D1/3
= O(X1/3).
It thus remains to sum over the main terms in Theorem 7.1.
10.1. Summing the main terms. We now consider the two sums
(10.1)
∑
D≤X2/9
D≡3 (mod 4)
w∈W ∗
2
(−D)
πX1/3
3nwD3/2
and
(10.2)
∑
D≤X2/9
D≡0 (mod 4)
w∈W ∗
2
(−D)
4πX1/3
3nwD3/2
,
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where nw is given as in Proposition 2.6. Put
h♯2(−D) =
∑
w∈W ∗
2
(−D)
nw=1
1.
We shall then prove the following:
Lemma 10.1. The equalites
(10.3)
∑
D≤X2/9
D≡3 (mod 4)
h♯2(−D)πX1/3
3D3/2
=
∑
D≤X2/9
D≡3 (mod 4)
h2(−D)πX1/3
3D3/2
+O(X2/9 logX)
and
(10.4)
∑
D≤X2/9
D≡0 (mod 4)
h♯2(−D)4πX1/3
3D3/2
=
∑
D≤X2/9
D≡0 (mod 4)
h2(−D)4πX1/3
3D3/2
+O(X2/9 logX).
Proof. We have that nw > 2 if and only if w = [x
2 + xy + y2]Z, and it is not possible
for a positive definite binary quadratic form f to be opaque. Therefore it suffices to
count the number of ambiguous classes with D ≤ X2/9 and to show that the number
of such classes is small. This requires the estimation of the sum∑
D≤X2/9
2ω(D).
We use the fact that 2ω(n) =
∑
d|n µ
2(d) to obtain∑
D≤X2/9
2ω(D) = X2/9
∑
d≤X2/9
µ2(d)
(
1
d
+O(1)
)
=
4
27π2
X2/9 logX +O(X2/9).
Hence the number of ambiguous classes with D ≤ X2/9 is O(X2/9 logX), as desired.

Lemma 10.1 shows that it suffices to estimate the sum
(10.5)
∑
D≤X2/9
D≡3 (mod 4)
h2(−D)πX1/3
3D3/2
+
∑
D≤X2/9
D≡0 (mod 4)
h2(−D)4πX1/3
3D3/2
.
We can evaluate (10.5) via Proposition 4.1. Namely, the second summand can be
evaluated using (4.3) and Abel summation; we then get
(10.6)
∑
D≤X2/9
D≡0 (mod 4)
h2(−D)4πX1/3
3D3/2
=
4π2
567ζ(3)
X1/3 logX +O(X1/3).
Similarly, we evaluate
(10.7)
∑
D≤X2/9
D≡3 (mod 4)
h2(−D)πX1/3
3D3/2
=
2π2
189ζ(3)
X1/3 logX +O(X1/3).
QUARTIC FORMS WITH SMALL GALOIS GROUP 31
Thus, (10.5) evaluates to
(10.8)
π2
81ζ(3)
X1/3 logX +O(X1/3).
Replacing X1/3 with 3X1/3/ 3
√
4, we obtain the term
(10.9)
π2
27 3
√
4ζ(3)
X1/3 logX +O(X1/3).
Finally, since our familiesNf (X) are indexed by SL2(Z)-equivalence classes and we are
counting GL2(Z)-equivalence classes of binary quartic forms, we will need to divide
by an appropriate factor. Since ambiguous classes have already been accounted for,
we may divide (10.9) by 2 to obtain GL2(Z)-classes from SL2(Z)-classes, completing
the proof of Theorem 1.1.
11. Proof of Theorem 1.2
Compared with the proof of Theorem 1.1, the proof of Theorem 1.2 is much simpler,
since the reduced classes of reducible binary quadratic forms are particularly simple.
Here we find that a typical reducible and reduced binary quadratic form takes the
shape
(11.1) f(x, y) = αx2 + βxy, gcd(α, β) = 1.
This then implies that the lattice Lf,α takes a particularly simple shape, namely
Lf,α = {(x, y) ∈ Z2 : y ≡ 0 (mod 4α3)}.
We thus replace B with 4α3B, so that the generic element F ∈ Vf(Z) takes the form
(11.2) F (x, y) = Ax4 + 4α3Bx3y + 6α2βBx2y2 + 4αβ2Bxy3 + β3By4.
It then follows that I(F ) is given by
I(F ) = 4B(4α7B − βA).
We then have:
Lemma 11.1. We have
Nf(X) =
X1/3
3β3
log
(
X1/3
3β2
)
+ (2γ − 1) X
1/3
3β3
+O
(
X1/6
β
)
.
Proof. By symmetry, either B or (4α7B − βA) is less than X1/3/(12β2) in absolute
value. We shall assume that B, 4α7B − β ≥ 1. For convenience, we shall put Y =
X1/3/(12β2). We then look at the three sums
S1(X) =
∑
m≤Y 1/2
∑
n≤Y/m
n≡4α7m (mod β)
1,
S2(X) =
∑
m≤Y 1/2
∑
n≤Y/m
m≡4α7n (mod β)
1
32 STANLEY YAO XIAO
and
S3(X) =
∑
m≤Y 1/2
∑
n≤Y 1/2
n≡4α7m (mod β)
1.
It is then clear that
Nf(X) = S1(X) + S2(X)− S3(X).
We evaluate S1(X). The inner sum is equal to
Y
βm
+O(1). Thus, we have
S1(X) =
1
2β
(Y log Y + 2γY ) +O(Y 1/2).
Here γ is the Euler-Mascheroni constant. The evaluation of S2(X) is the same, and
we have that S1(X) = S2(X) +O(Y
1/2). It is easy to see that
S3(X) =
Y
β
+O(Y 1/2).
It thus follows that
Nf(X) =
Y log Y + (2γ − 1)Y
β
+O(Y 1/2)
=
X1/3 log(X1/3/(12β2) + (2γ − 1)X1/3
12β3
+ O
(
X1/6
β
)
.
Multiplying by 4 to account for the signs of B and 4α7−βA, we obtain the result. 
We may now prove Theorem 1.2.
Proof of Theorem 1.2. The error term in the estimate for Nf(X) provided by Lemma
11.1 is sufficiently sharp that we may directly sum using the class number formula
given by Proposition 4.4. We are then left to evaluate the sum
1
3
∑
n≤X1/6
φ(n)
(
X1/3
n3
logX − X
1/3
n3
log(12n2) + (2γ − 1)X
1/3
n3
+O
(
X1/6
n
))
.
We have the well-known identity∑
n≥1
φ(n)
ns
=
ζ(s− 1)
ζ(s)
,ℜ(s) > 2,
Hence
X1/3
3
((logX)/3 + 2γ − 1)
∑
n≤X1/6
φ(n)
n3
=
X1/3 ((logX)/3 + 2γ − 1)
3
(
ζ(2)
ζ(3)
+O(X−1/6)
)
.
By partial summation, we see that
X1/3
3
∑
n≤X1/6
φ(n) log(12n2)
n3
= O(X1/3).
Since φ(n) ≤ n− 1 for all positive integers n, it follows that∑
n≤X1/6
φ(n)
n
= O(X1/6).
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Finally, we need to address the issue of ambiguous and opaque classes. By Proposition
4.12 in [31], we see that the number of classes of discriminant n2 which are opaque
or ambiguous is at most 2ω(n)+1. We then note that∑
n≤X1/6
2ω(n)
n3
= O(1).
Therefore, very few classes are ambiguous or opaque, and the proof is complete. 
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