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Abstract This paper presents a new approach to robustness
analysis in multi-objective optimization problems aimed at
obtaining the most robust Pareto front solutions and dis-
tributing the solutions along the most robust regions of the
optimal Pareto set. A new set of test problems accounting
for the different types of robustness cases is presented in
this study. Non-dominated solutions are classified according
to their degree of robustness and are distributed along the
Pareto front according to specific algorithm parameter val-
ues. Verification of the proposed method is carried out using
the developed test problems and artificial and real world
benchmark test problems present in the literature.
Keywords Robustness · Multi-objective optimization ·
Test Problems · Multidisciplinary
1 Introduction
The complexity and multidisciplinary nature of real engi-
neering design and optimization problems makes them dif-
ficult to manage within a reasonable time, because they
typically have to be described mathematically using sophis-
ticated computational tools that often require significant
computational resources. Advances in certain scientific and
technological fields (e.g., computational fluid dynamics,
structural mechanics), together with the development of
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more advanced computing techniques (e.g., parallel and/or
grid computing) and computer facilities (Bentley 1999) are
gradually allowing for more features of complex problems
to be addressed.
Many practical engineering problems are multi-
objective, i.e., they are characterized by the existence of
various, often conflicting, objectives. A practical way to
solve such problems is to optimize all objectives simulta-
neously with the aim of finding the best trade-off between
them, i.e., determining how much a given objective is sac-
rificed to improve others. Multi-Objective Evolutionary
Algorithms (MOEAs) are particularly suited for solving
such problems because instead of a single solution they
use a population of candidate solutions that can be evolved
toward the optimal Pareto front (Fonseca and Fleming
1993; Srinivas and Deb 1994; Horn et al. 1994; Knowles
and Corne 2000; Gaspar-Cunha and Covas 2004; Deb et al.
2002; Zitzler et al. 2001). This feature allows the obtain-
ing of Pareto frontiers representing the trade-off between
the objectives and simultaneously providing a link to the
decision variables (Deb 2001; Coello et al. 2006).
Given that in multi-objective optimization the result is a
set of solutions showing the trade-off between the objec-
tives, the selection of a single solution to be used in the
real problem under study requires information regarding
the relative importance of all objectives. This can be done
by introducing the preferences of a Decision Maker (DM)
in the system. The preference information can be intro-
duced before, during, or after the optimization (Branke et al.
2008; Gaspar-Cunha and Covas 2004; Ferreira et al. 2007).
Another important issue, when optimizing real problems is
the sensitivity of the solutions obtained when small varia-
tions of the design variables or of environmental parame-
ters occur. This indicates that the obtained solutions must
be robust, i.e., the performance of the optimal solution(s)
should only be slightly affected by them (Jin et al. 2002). 
There are a considerable number of studies addressing 
robust optimization (Beyer and Sendhoff 2007). However, 
robustness is not frequently included in multi-objective opti-
mization algorithms (Ferreira et al. 2008), and qualitative 
analysis has only recently been proposed (Lee and Kwon 
2013). 
Generally the application of MOEAs to real engineer-
ing problems requires a large number of evaluations of 
objective functions to obtain an acceptable solution (e.g., 
on the order of several thousands). Because these evalua-
tions are based on computationally costly methods (such as 
finite-differences or finite-elements), they are often time-
consuming. Consequently, the choice of methods able to 
reduce the required number of evaluations is of great impor-
tance (Jin et al. 2002). A good method consists in the 
hybridization of MOEAs with local search routines, known 
as Memetic algorithms (Jin et al. 2002; Gaspar-Cunha and 
Vieira 2004). 
Finally, given the possibility of having a large number of 
objectives to satisfy simultaneously, it is important to use 
methodologies that can control the dimensions of the prob-
lem. Therefore, it is of great importance to consider ways of 
reducing the number of objectives, such as using approaches 
based on statistical techniques (Costa and Oliveira 2007). 
In conclusion, the application of a multidisciplinary 
design optimization methodology to solve multi-objective 
engineering problems should involve the above questions, 
i.e., decision making, robustness analysis, reduction of the 
number of evaluations necessary and selection of the objec-
tives to use. This paper describes a methodology that takes 
into account robustness for multi-objective optimization, as 
described next. 
As stated above, it is important to consider that, in 
many cases, the optimal solutions must also be insensi-
tive to perturbations in the design space or perturbations 
related to environmental parameters, which may arise from 
insufficient manufacturing accuracy or from noisy design 
processes, hence, the need for robust multi-objective opti-
mization procedures (Ray 2002). Optimization problems 
involving such stochastic factors can be typified into four 
different categories (Jin and Branke 2005): a) when the per-
formance is affected by noise; b) when the values of the 
design variables change after the optimal solution has been 
found; c) when the process performance is estimated by an 
approximation to a real value; d) and when the performance 
changes with time (dynamic problems). In this work, only 
the problems of the second category, i.e ., those where the 
design variables change after the optimal solution has been 
found, will be considered (Ray 2002; Tsutsui and Ghosh 
1997). 
Two major measures can be used to deal with robustness 
in an optimization process (Ray 2002; Gaspar-Cunha and 
Covas 2008; Jin and Sendhoff2003): expectation measures, 
where the original objective function is replaced by a mea-
sure of both its performance and expectation in the vicinity 
of the solution considered; and variance measures, where 
an additional objective, namely, quantifying the deviatio n 
around the vicinity of the design point, is created. 
Robustness can also be seen as a measure of reliabiil-
ity. In engineering design, a system is considered reliable 
if it is robust against input and failure uncertainties. On the 
other hand, a system will have low reliability if a small 
amount of uncertainty brings about the possibility of faiil-
ure (Ziha 2000). The work of Darnen and Weiland (2002) 
shows that if the real dynamics of the process change, the 
performance of the system should not deteriorate beyond 
an unacceptable level. In practical terms, if a specific pro-
cess/machine depends, for example, on the definition of a 
particular temperature, the performance in generating the 
optimal geometry and/or the operating conditions selected 
should not deteriorate if the environmental temperature 
changes (e.g., during winter or summer periods). 
In Gunawan and Azarm (2005) the authors present a 
method for measuring the multi-objective sensitivity of a 
design alternative and then use it to obtain a set of robust 
Pareto solutions to a multi-objective optimization prob-
lem. Similarly, in Li et al. (2005b) and Li et al. (2009), 
the authors make use of sensitivity region measures for 
multi-objective robust, feasibility robust design optimiza-
tion, problems that have irreducible and reducible inter-
val uncertainty, multiple objective functions and mixed 
continuous-discrete design variables. Recent approaches to 
robust optimization focus on using approximation assisted 
methods. Such is the case in Hu et al. (2012) and Hu et al. 
(201 1) where the authors nicely present new approxima-
tion assisted multi-objective robust optimization methods. 
An integrated design and marketing approach to facilitate 
the generation of an optimal robust set of design alternatives 
to carry a product to the prototyping stage was presented in 
Besharati et al. (2005). 
Moreover, a new robustness method proposed in 
Ferreira et al. (2008) aimed at obtaining the most robust 
Pareto front solutions and distributing the solutions over the 
most robust regions of the optimal Pareto set. The method 
was successfully applied to solve test problems in the litera-
ture. However, the problems tested were unable to describe 
all the possibilities concerning the location of the optimal 
Pareto front versus the location of the most robust front 
(Deb and Gupta 2006). Thus, further work is needed, which 
motivated the current research. 
The objective of this work is twofold: first, to develop 
new test problems able to cover different aspects of robust-
ness for multi-objective optimization; second, to modify the 
previously developed robustness analysis method presented 
in Ferreira et al. (2008) to take into account the differ-
ent types of robustness cases and to study the method’s
performance over the set of test problems proposed and
others available in the the literature (Deb and Gupta 2006).
In this study, a detailed investigation will be made of the
algorithm parameter values and their effect on the resulting
Pareto/robust front solutions. A comparison with the results
obtained using the modified NSGA-II will be performed
using test problems TP6 to TP9 defined in Section 4 to take
into account robustness (Deb and Gupta 2006).
The remainder of the paper is organized as follows.
Section 2 presents a comprehensive analysis of robustness
concepts. The robust multi-objective evolutionary algorithm
will be described in Section 3. Section 4 will give a detailed
description of different test problems, either proposed by
the authors or obtained from the literature, that will be used
to analyze the performance of the robustness algorithms.
The experimental results will be presented and discussed in
Section 5. Section 6 summarizes the conclusions and main
contributions of the work.
2 Robustness analysis
2.1 Concepts
Considering the general minimization problem with one
decision variable and a single objective function f (x), a
solution xa is said to be more robust than xb if the observed
magnitude of changes in f under a perturbation δx , δfa =
f (xa + δx), is smaller than the observed magnitude of
changes in f under the same perturbation for solution xb,
δfa < δfb (Tsutsui and Ghosh 1997). From the above defini-
tion, it is clear that the computation of robustness for a given
solution involves sampling its neighborhood and using a
measure (variance or expectation) that allows taking into
account the distribution of objective function values around
the original solution in the objective space.
When considering multi-objective optimization prob-
lems, various conflicting objectives may co-exist. Thus,
a different type of analysis is necessary, for which def-
initions concerning multi-objective optimization must be
introduced. Such problems can be formulated as follows
(presented here for minimization problems without loss of
generality):
Definition 1 (Multi-objective optimization problem -
MOOP)
minimizex∈N f (x)
subject to g(x) = 0
h(x) ≤ 0
xL ≤ x ≤ xU (1)
where, f (x) = (f1(x), . . . , fM(x)) : N → M are the M
objective functions of the N decision variables (x ∈ N ),
g(x) = (g1(x), . . . , gJ (x)) : N → J and h(x) =
(h1(x), . . . , hK(x)) : N → K are the J equality and K
inequality constraints, respectively, and xU and xL are the
vectors of the upper and lower bounds of the variables x (i.e.,
−∞ ≤ x(i)L , x(i)U ≤ ∞, for i = 1, . . . , N ).
The feasible set, denoted by F , is the set of points x that
satisfy the constraints; that is,
F = {x ∈ N : g(x) = 0, h(x) ≤ 0, xL ≤ x ≤ xU }.
The optimal solution of a MOOP is not a single opti-
mal solution but a set of optimal solutions given by all the
potential feasible solutions such that the multiple objective
functions cannot be simultaneously improved. These solu-
tions are known as Pareto optimal solutions, i.e., the set
of non-dominated solutions. Therefore, a solution is opti-
mal, x∗, when it is non-dominated by no feasible solution
x ∈ F , x = x∗. In practice it is generally impossible
to know the actual optimal set and, consequently, the cor-
responding Pareto optimal front. Usually, the optimization
algorithms find an approximation to this set. The following
two definitions apply (Deb 2001):
Definition 2 (Pareto dominance)
Given x1, x2 ∈ F , the point x1 is said to dominate the
point x2, if
fm(x
1) ≤ fm(x2), for all m = 1, . . . ,M and
fr(x
1) < fr(x
2), for at least one r 1 ≤ r ≤ M. (2)
Definition 3 (Pareto optimality)
Let x∗ ∈ F be a feasible point with the corresponding
objective function vector
z∗ = f (x∗). (x∗, z∗) is Pareto optimal if there is no vector
x ∈ F , x = x∗, with
fm(x) ≤ fm(x∗), for all m = 1, . . . ,M and
fr(x) < fr(x
∗), for at least one r 1 ≤ r ≤ M. (3)
Definition 4 (Non-dominated set) Among a set of feasible
solutions P , the non-dominated set of solutions P ′ are those
that are not dominated by any member of the set P .
Figure 1 describes the robustness analysis for a prob-
lem with two decision variables and two objectives. A local
perturbation in the variable space around point A causes
a smaller dispersion of the corresponding objective space
solutions than when the same amount of local perturbation
is considered around solution B. Thus, solution A is consid-
ered more robust than solution B. To quantify how robust a
solution is, it is necessary to calculate its sensitivity to small
perturbations around its neighborhood. For multi-objective
problems, the sensitivity must be established with respect to
Fig. 1 Concept of robustness 
for multi-objective optimization 
problems. Solution A is more 
robust than solution B 
Variable Space Objective Space 
the objectives selected by the decision maker, the combina-
tion of which allows the determination of a global measure 
of sensitivity to decision variable (or variables) perturbation. 
2.2 Robustness measures 
As introduced in Section 1, robustness can be taken into 
account by using expectation or variance measures. The for-
mer consists of replacing the original objective function by 
a measure that accounts for both performance and expecta-
tion in the vicinity of the solution considered. Several types 
of expectation measures have been proposed in the literature 
(Tsutsui and Ghosh 1997 ; Wiesmann et al. 1998; Jin and 
Sendhoff 2003; Deb and Gupta 2006; Gaspar-Cunha and 
Covas 2008). Variance measures involve an additional cri-
terion that measures the deviation of the objective function 
around the vicinity of the design point. Variance measures 
only take into account function deviations, ignoring the 
associated performance. Thus, algorithms using variance 
measures must consider performance and robustness sep-
arately (Gaspar-Cunha and Covas 2008; Jin and Sendhoff 
2003; Deb and Gupta 2006). 
A recent study in Gaspar-Cunha and Covas (2008) ana-
lyzed the performance of selected expectation and variance 
measures in terms of their capacity to detect robust peaks 
by assessing features such as the following: i) easy applica-
tion to problems where the shape of the objective function 
is not known a priori; ii) the capacity to define robustness 
regardless of that shape; iii) independence of the algorithm 
parameters; iv) a clear definition of the function maxima 
when the fitness versus robustness Pareto is represented; and 
v) efficiency. The best performance was obtained when the 
following variance measure was used: 
(4) 
where the robustness of individual i is defined as the average 
value of the ratio of the difference between the normalized 
fitness of individual i, f (x;), and that of its neighbors (j), 
over the distance separating them. In the above expression, 
f(x;) = (f (x;) - fmin)/Umax - !min) is used for the max-
imization and f (xi)= 1 - (/(x;) - fmin)/Umax - f min) is 
for the minimization of the objective function f (Xi), where 
!max and !min represent the limits of the objective functio n 
variation, and N' is the number of population individuals 
whose Euclidean distance between points i and j is lower 
than a given threshold (di,j < dmax), The limits for each 
objective function are defined by the user. Only variance 
measures will be used in this work. 
Multi-objective robust optimization algorithms aim at 
obtaining a set of solutions (not necessarily optimal Pareto 
solutions, as will be explained below) that are both the best 
approximation to the optimal Pareto set and robust. Four 
main situations can be described that arise from real optti-
mization problems in which the location of the optimal 
Pareto front versus the location of the robust region and/or 
optimal Pareto robust front. These situations, correspond to 
each of the plots shown in Fig. 2 (Deb and Gupta 2006; 
Gunawan and Azarm 2005; Ferreira et al. 2008). In type l 
problems (Fig. 2a) all solutions on the Pareto optimal fron-
tier are robust. In type 2 problems (Fig. 2b) the solutions 
are characterized by the fact that only some of the solu-
tions belonging to the Pareto optimal frontier are robust. 
In type 3 problems, represented in Fig. 2c, the Pareto front 
solutions are not robust; instead, a different robust Pareto 
frontier exists. Finally, Fig. 2d represents problems of type 
4, in which some of the robust solutions belong to the optti-
mal Pareto frontier but others do not. The test problems 
studied in Section 4 can be classified as belonging to one of 
these four categories. 
2.3 Robustness sampling 
In robustness analysis, there are a number of ways of gene r-
ating neighboring points in the vicinity of a solution (Bran.lee 
2000; Saha and Ray 2011). The simplest strategy may be 
to randomly create the points around the solution. How-
ever, this approach introduces randomness in evaluating the 
same solution more than once. In Bran.lee (1998), the use 
of a random pattern, which is repeated in consecutive itera-
tions, was suggested. There are also several statistical space 
Fig. 2 Optimal Pareto frontier
versus robust Pareto frontier for
convex minimization example
problems (grey areas represent
dominated regions). Test
problems can be classified into
one of the above four cases when
comparing the optimal Pareto















filling methods for creating a well distributed and diverse
set of points in a specific region (Montgomery 2001).
In Saha and Ray (2011), a partial scheme was employed
to generate the neighbors. A common strategy known as
the Latin hypercube consists in dividing the perturbation
domain into a grid and sampling the neighbors in such a way
that all small hyper-boxes within the grid are represented
(Montgomery 2001; Deb and Gupta 2006). A illustrative
example of this strategy is shown in Fig. 3, where the vicin-
ity of a given solution (a, b) is divided into a 6x6 grid. The
neighbors that will contribute to the computation of robust-
ness for solution (a, b) will be distributed across the grid in
such a way that there cannot be two neighbors in the same
row or column of the grid, as shown in the left of Fig. 3. For
some problems, it might be necessary to analyze the robust-
ness behavior only concerning variations around a single (or
more, but not all) decision variable (or direction of search),
i.e., it is assumed that the robustness of the solutions will not
depend on changes to all existing decision variables. This is
the case in the example cited above, in which a process only
Fig. 3 Graphical example of
creating six neighboring points
around a solution x = (a, b)
using the Latin hypercube
method. The neighborhood is
divided into a grid and then the
six neighbors are taken at a
random location for each grid
cell
depends on changes occurring in the environment temper-
ature. This will indicate how sensitive the solutions are to
changes in a particular decision variable.
Different approaches for generating neighbors will be
tested in Section 5: i) In the first approach, a single direction
xi will be used to generate the neighbors. In the test prob-
lems presented in Section 4, this direction is well defined. ii)
In the second case, the neighbors (x ′i) will be generated as a
random number in the interval [xi−p; xi +p], were p
is a parameter indicating the minimum distance between the
neighbors, and xi the point considered. p is applied indi-
vidually for each design variable. iii) In the third alternative,
the neighbors will be generated randomly but proportionally
to the interval between the maximum and minimum of each
decision variable. This is performed as follows: x ′i is equal
to a random number in the interval [xi −p ∗ |max(xi) −
min(xi)|; xi +p ∗ |max(xi) − min(xi)|]. iv) Finally, the
Latin hypercube method was used. In Section 5 the influ-
ence of the p parameter on the algorithm performance will
be studied in detail for all cases.
3 Introducing robustness in MOEAs
3.1 Multi-objective algorithm
Multi-Objective Optimization Algorithms (MOOAs) must
accomplish two basic functions simultaneously. First, they
need to guide the population toward the optimal Pareto set.
This can be done by using a fitness assignment operator
that takes into account the non-dominance concept. Then,
the non-dominated set must be kept as diverse as possi-
ble, i.e., the solutions must be well distributed in the entire
optimal Pareto front. This is usually done through the use
of a density estimation operator, such as fitness sharing
(Goldberg and Richardson 1987; Deb and Goldberg 1989)
and the crowding distance operator (Deb et al. 2002). It is
also necessary to maintain an archive of the best solutions
found during the various generations to prevent some non-
dominated solutions from being lost (Knowles and Corne
2003). In this case, an elitist population of the best individu-
als is kept in an archive. In MOEAs, therefore, it is generally
only necessary to replace the selection phase of a traditional
EA by a routine able to deal with multiple objectives (Deb
2001).
The MOEA adopted in this work is the Reduced Pareto
Set Genetic Algorithm (RPSGA) (Gaspar-Cunha and Covas
2004). The main steps of this algorithm are illustrated in
Algorithm 1. Initially, an internal population of size N is
randomly defined, and an empty external population of size
2N is created. At each generation, i.e., when a stop con-
dition is not met, the following operations are performed:
i) the internal population is evaluated using the modeling
routine; ii) a clustering technique is applied to reduce the
number of solutions on the efficient frontier and to calculate
the ranking of the individuals of the internal population; iii)
the fitness of the individuals is calculated using a ranking
function; iv) a fixed number of best individuals are copied to
the external population; v) if the external population is not
completely full, the genetic operators of selection, crossover
and mutation are applied to the internal population to gener-
ate a new population; and vi) when the external population
becomes full, the clustering technique is applied to sort the
individuals of the external population, and a pre-defined
number of the best individuals are incorporated in the inter-
nal population by replacing the individuals with the lowest
fitness.
Detailed information about this algorithm can be found
in Gaspar-Cunha (2009), Gaspar-Cunha and Covas (2004).
The influence of some important parameters of the algo-
rithm, such as the size of the internal and external pop-
ulations, the number of individuals copied to the external
population in each generation and from the external to inter-
nal population and the limits of the indifference of the
clustering technique, have already been studied and the best
values selected (Gaspar-Cunha and Covas 2004).
Algorithm 1 Reduced Pareto set genetic algorithm
(RPSGA)
Create a random initial population (internal);
Create an empty external population;
while Not Stopping Condition do
Evaluate the internal population;
Compute the ranking of individuals using clustering;
Compute the fitness of the individuals using a ranking
function;
Copy the best individuals to the external population;
if External population becomes full then
Apply the clustering to this population;
Copy the best individuals to the internal population;
end if





3.2 Robustness calculation methodology
The methodology proposed in this section for taking into
consideration robustness in MOEAs can be applied using
any multi-objective algorithm without having to make con-
siderable changes. For the purpose of this work, the RPSGA
algorithm presented in the previous section will be used.
Usually, only three additional steps are necessary: the first
is needed to calculate the niche count using sharing func-
tions (Deb and Goldberg 1989), the second to calculate the
robustness of the individuals in the population and the third
to include robustness in the global fitness function calcula-
tion. The presented methodology consists of modifications
of the previous methodology proposed by the authors in
Ferreira et al. (2008). These modifications were introduced
to take into account the characteristics of the different types
of robustness scenarios shown in Fig. 2.
The calculation of robustness depends strongly on the
neighboring points used to calculate it. Thus, the aspects
referred to in Section 1 must be considered, i.e., the possi-
bility of selecting the number of points, the possibility of
choosing the method for defining those points (single direc-
tion, random, random proportional and Latin hypercube)
and the possibility of selecting one or more directions of
search in the decision space domain. In all these cases, the
following equation, representing a variance measure similar





∣∣f (xj )− f (xi)
∣∣
∣∣xj − xi
∣∣ , di,j < dmax (5)
where N ′ represents the number of neighbors, j, of i such
that the distance (di,j ) between the points is not greater than








An important characteristic of the proposed method is the
possibility for a Decision Maker (DM) to define an ε value
ranging in the interval [0, 1] that quantifies the degree of
robustness to be included in the search (Ferreira et al. 2008).
This parameter indicates the level of dispersion desired in
the final results. If a small value is chosen (near 0), the opti-
mal Pareto frontier only takes into account the most robust
solutions, while if a high value is selected (near 1) the entire
optimal Pareto frontier can be obtained (depending on the
problem). Therefore, if the user has good knowledge of the
process and about the relative importance of the various
objectives (defined through the weights), a small ε value
can be selected. In the opposite case, the optimization pro-
cess can start with a higher ε value and the optimization
algorithm can run during some generations. Then, after ana-
lyzing the results, the user can define a smaller ε, and the
process can continue using the population obtained in the
previous step. To accomplish this goal, the ε value (which
varies linearly) defined by the DM must be transformed as
follows:
ε′ = (γ − δ)
[
1
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Fig. 4 ε′ as a function of ε (γ = 0.2 and δ = 0.001)
where γ and δ are values to be determined experimentally,
γ defines the maximum value of ε′ and δ is the minimum
value. In the present study the best values obtained for these
parameters were 0.2 and 0.001 for γ and δ, respectively.
Figure 4 shows ε′ as a function of ε in this case. For small
and high ε values, ε′ grows slowly, while for intermediate
values the variation is nearly linear. The aim was to achieve
a balance for the contributions to the global fitness of the
solutions (non-dominance, dispersion of the solutions and
robustness).
The diversity of the solutions is maintained using the









, if di,j < σshare
0 otherwise
. (8)
where σshare is a constant that must be determined experi-
mentally. Because the basic idea of sharing is to deteriorate
the fitness when the number of neighbors is larger, the final






The global fitness of the population individuals (Fi) can
now be determined by taking into account the following:
a) the non-dominance ranking (Ranki) calculated using the
clustering technique referred to above; b) the niche count
(mi), computed by (8) and (9); and the robustness obtained
by (5). The contribution of each of these three values for the












Ri + 1 (10)
where Ri represents a robustness variance measure. Glob-
ally, however, the concepts of variance and expectation are
mixed in this final fitness equation. In (10), the final value of
Fi is also balanced by the value of ε′. When ε′ approaches
0.2 (i.e., when ε = 1, see Fig. 4), the contribution of the
robustness (Ri ) is small and that of the niche count (mi) has
the maximum value. The opposite is also true, i.e., when ε′
approaches zero, the contribution of the robustness to Fi has
the maximum value.
Figure 5 illustrates the contribution of the non/dominance
ranking (Ranki ), niche count (mi) and robustness (Ri ). An
analysis of these graphs shows that the contribution of the
niche count is very small, but it is necessary and sufficient to
help the MOEA better distribute the solutions along the opti-
mal Pareto front. Also, as desired, the fitness deteriorates
with an increasing ranking value and niche count.
The computations for taking into account robustness in
MOEA are illustrated in Algorithm 2, which is a modifica-
tion of Algorithm 1. Here, the step to compute the fitness
 0.4
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 0  10  20  30
F i
Rank
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m i
(b) Rank i = 2 and Ri = 1
 0.4
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(c) Rank i = 2 and mi = 5
Fig. 5 Contribution to the global fitness of: a non-dominance ranking;
b niche count; c robustness
using a ranking function is replaced by three new steps in
Algorithm 2. These steps are the following: i) compute the
niche count of individuals using sharing functions; ii) com-
pute the robustness of individuals using (5); and iii) compute
the fitness of individuals using (10).
Algorithm 2 RPSGA with robustness
Create random initial population (internal);
Empty external population;
while Not Stopping Condition do
Evaluate internal population;
Compute the ranking of individuals using clustering;
Compute the niche count of the individuals using
sharing functions;
Compute the robustness of individuals using (5);
Compute the fitness of the individuals using (10);
Copy the best individuals to the external population;
if External population becomes full then
Apply the clustering to this population;
Copy the best individuals to the internal population;
end if






The aim of this section is to propose and describe test prob-
lems to validate the robustness approach proposed and to
serve as benchmark test problems. These test problems must
be able to cover different aspects of the relation between the
optimal Pareto front and the most robust region in the fea-
sible search space, i.e., the type of situations described in
Fig. 2. Simultaneously, convergence to the optimal Pareto
front must be challenging to the MOEAs, which can be
accomplished by using a large number of decision variables,
convex and non-convex fronts, discontinuous Pareto fronts
and multi-modal problems. Due to the difficulty of finding
test problems in the literature that are able to cover all the
aspects stated above, test problems TP1 to TP5 are proposed
here. Therefore, for the purpose of this work, the following
problem types were defined or taken from the literature:
1. Test problems where the entire optimal Pareto front is
robust, as in Test Problems 2 (TP2) and 6 (TP6) (Deb
and Gupta 2006).
2. Test problems where only a partial portion of the opti-
mal front is robust. TP1 has the most robust region
on the convex section of the optimal Pareto front, and
TP3 has the most robust region located in a non-convex
optimal Pareto front.
3. A test problem with discontinuous robust regions, with
the robustness of these regions differing from each
other. The aim in this case is to assess the ability of the
algorithm to converge to the robust region (these are the
characteristics of TP4).
4. A test problem with discontinuous robust regions, but
now with equal robustness. The aim is to assess the abil-
ity of the algorithm to converge to distinct sections of
the Pareto front (TP5).
5. Test problems where a local optimal front exits (i.e.,
multi-modal problems) and where the entire local opti-
mal front or only part of it is robust (TP7 to TP9) (Deb
and Gupta 2006).
6. A real test problem (TP10) (Deb and Gupta 2006).
Test problems TP1 to TP5 were developed for the pur-
pose of this paper, while test problems TP6 to TP10 were
obtained from the literature. TP1 to TP5 are presented in
detail in Table 1. The optimal Pareto front and the eval-
uation of the robustness along this front were plotted to
gain a better understanding of the behavior of each test
problem. In this table, lower values represent higher robust-
ness. The optimal Pareto front corresponds to xi = 0 for
i = 2, 3, ..., L and x1, ranging in the interval [0, 1]. This
means that when the solution approaches the optimal Pareto
front, it only makes sense to calculate the robustness for
changes in the decision variable x1, as the others must be all
equal to 0. Therefore, the robustness plot shown in Table 1
is represented as a function of f1 (equal to x1). This charac-
teristic and its influence on the algorithm performance will
be discussed in the results section.
Test problems 6 to 9 (TP6 to TP9) were used in Deb and
Gupta (2006). The aim here is to take into account a dif-
ferent type of behavior and to compare the results obtained
by Deb and Gupta (2006) with those produced using the
methodology proposed here. These are multi-modal prob-
lems where the most robust region of the feasible objective
space belongs to a local Pareto front and not to the global
Pareto front (except for the case of TP6). Because MOEAs
have great difficulty converging to the global Pareto front
on these type of problems, it is important to test the ability
of the algorithm to converge to the robust front.
Test problem 6 (TP6) illustrates a scenario where the
complete original efficient front is robust (Deb and Gupta
2006).
Minimize f1(x) = x1,
Minimize f2(x) = h(x1)+ g(x)S(x1),
Subject to 0 ≤ x1 ≤ 1,−1 ≤ xi ≤ 1, i = 2, 3, ..., n,
where h(x1) = 1 − x21 ,
g(x) =
∑L
i=2 10 + x
2
i − 10 cos(4πxi),
S(x1) = α0.2 + x1 + βx
2
1 . (11)
The parameters suggested are α = 1 and β = 1. The effi-
cient Pareto front corresponds to xi = 0 for i = 2, 3, ..., L
and for any value of xi in the prescribed domain [0, 1].
Therefore, the following relationship between objectives is
obtained:
f2 = 1 − f 21 (12)
which is graphically described in Fig. 6a.
A variation of the above problem, which will be named
Test Problem 7 (TP7), represents a situation where a part
of the original efficient front is no longer robust (Deb and
Gupta 2006). The formulation for this problem is the same
as for TP6, except for the value of the β parameter, which is
now equal to 10 (β = 10). The change made in β confirms
that the right side of the front shown in Fig. 6a is less robust
than the left side. The parameters suggested for this problem
are α = 1 and β = 10.
In test problem 8 (TP8), the original optimal Pareto front
is less robust than a local front, as shown in Fig. 6b. This
is a bi-modal and two-objective optimization problem that
requires “swapping” to the local robust front (Deb and
Gupta 2006).
Minimise f1(x) = x1,
Minimise f2(x) = h(x2)(g(x)+ S(x1)),
Subject to 0 ≤ x1, x2 ≤ 1,−1 ≤ xi ≤ 1, i= 3, 4, ..., n,




















S(x1) = 1 −√x1. (13)
Both local and global efficient fronts correspond to xi = 0
for all i = 3, 4, ..., L, resulting in the following relationship
between objectives for local and global fronts, as shown in
Fig. 6b.
f2 = 1 −
√
f1(Global)
f2 = 1.2(1 −
√
f1)(Local) (14)
Test problem 9 (TP9), shown in Fig. 6c, represents a
scenario where a part of the optimal Pareto front is robust
Table I Test Problems 1 to 5 (TPl to TP5). Right: equations and parameters; Left: optimal Pareto fronts and robustness 
T est Problem 1 (TP1) 
minimize f 1 (x ) = x1 P::u~ t\') Fro nt 4 
minimiz·e h (x) = h(x1) + g(x)s(x1) Robm>tncss 3.5 
subject to: 0 $ Xi $ 1, i = l, ... , L 0.8 1 3 
where: 
h(x1) = {xl -0 .6)
3 -0 .43 0.6 1 2 .5 "' ~- o.G• - o.43 ..::;' 2 s 
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Test Problem 3 (TP3) 
minimize Ji (x) = 1 - Xi l . Pareto F ron1- 2 
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1.9 
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Test Problem 4 (TP4) 
minimize f 1 (x ) =(~) ::!~ 
Porcto I! ront 2.5 e-1 R1•b ut-i l11Cl?>lll 
minimiz·e h (x) = g(x) [ sin(4.,.x1 ) - 15x 1 + 1] : 2 subject to: 0 $ Xi $ 1 , i = l, .. . , L 
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0 e::: 
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Test Problem 5 (TP5) 
minimize !1 (x) = x1 .:'.x ~ u·do F r,.,nl 2.2 minimize h (x ) = g(x ) [ sin(4'1T'X:1.)-15x1. + 1] Ro'.?·tJ::.'oe..,.; 15 2 subject to: 0 $ Xi $ l, i = 1, . .. , L where: 0 .6 1 i ··  .. 1.8 \jl 
g(x ) = 1 + 10 L-£-..:. ; • 0 ..::;' 1.6 ~ :> 
0.4 ,&, 0 
front solutions correspond 1.4 e::: to 
Xi = O for i > 1 0 .2 J.2 
00 0.2 0.4 0.6 0.8 
f, 
together with a part of a local efficient front (Deb and Gupta
2006). The formulation is similar to that of TP8 with some
modifications. The bound variable of x2 changes, −0.15 <
x2 < 1, and the function h(X) is now calculated as follows:















This problem has it global efficient front around x1 + x2 =
0.85 and the local efficient front around x1 + x2 = 0.35.
The number of decision variables used, in the cases of TP6
to TP9, are L = 5.
Test problem 10 (TP10) is commonly used in the engi-
neering design optimization literature, for example, in Li
et al. (2005a), Kirsch (1981), Deb (2001) and Barrico et al.
(2009). The resulting Pareto front is represented in Fig. 6d.
It consists of a real problem where the governing equations
come from the design of a two-bar truss subject to a single
vertical load of 100kN, applied at the end of the beam. For
further details see Deb (2001).
Minimise f1(x) = x1
√
16 + x23 + x2
√









16 + x23 − 100x3x1 ≤ 0,
80
√
1 + x23 − 100x3x2 ≤ 0,
x1 > 0,
x2 ≥ 0,
1 ≤ x3 ≤ 3. (16)
5 Results and discussion
5.1 Experimental set up
Three type of studies will be performed. First, the influence
of algorithm parameters will be studied using test prob-
lems TP1 to TP5, with the aim of assessing the ability of
the robustness methodology proposed to obtain robust solu-
tions and to determine the best parameters to use. Then, a
comparison with the results of Deb and Gupta (2006) will
be made using test problems TP6 to TP9. Finally, the pro-
posed approach will be tested using a real problem from
engineering (TP10).
The following RPSGA parameters were used (see
Gaspar-Cunha and Covas (2004) for more details): the main
(a) Test Problems 6 and 7 (TP6 and TP7)
Global
Local




(c) Test Problem 9 (TP9)










Fig. 6 Optimal Pareto and robust fronts for test problems 6 to 10 (TP6
to TP10)
Table 2 Computational runs
for testing the influence of the
algorithm parameters
Case Study εa σ sh p N′ Type Seed
Case 1 0.03, 0.1, 0.2, 0.1 0.1 30 x1 600
0.3, 0.5, 0.8, 1.0
Case 2 0.2 0.007, 0.01 0.1 30 x1 600
0.05, 0.1, 0.2
Case 3 0.2 0.1 0.007, 0.01 30 x1 600
0.05, 0.1, 0.2
Case 4 0.2 0.1 0.1 10, 30, 50 x1 600
Case 5 0.2 1.0 0.05 30 b 600
Case 6 0.2 1.0 0.05 30 x1 350
600
1100
a in the cases of TP4 and TP5,
the ε values used are 0.02, 0.3,
0.4, 0.6, 0.8 and 1.0; b four
different types of sampling the
neighbors are used: direction x1,
random, random proportional
and Latin hypercube
and elitist populations consist of 100 and 200 individu-
als, respectively; a roulette wheel selection strategy was
adopted; and, for the genetic operators of the algorithm, a
crossover probability of 0.8, a mutation probability of 0.05,
30 ranks and a 0.01 limit of indifference of the cluster-
ing technique. The total number of generations used in the
experiments were 2000 for TP1 to TP5, 5000 for TP6 to TP9
and 500 for TP10.
5.2 Influence of algorithm parameters
Table 2 shows the set of computational runs made for
testing the influence of the algorithm parameters for test
problems TP1 to TP5. These parameters are the follow-
ing: i) a dispersion parameter (ε); ii) the maximum distance
between solutions, i.e., σsh in (8) iii); the minimum dis-
tance between the neighboring points selected (p); iv)
the number of neighbors (N ′); v) the type of method
to calculate robustness, which includes the use of a sin-
gle direction, random selection, random proportional and
Latin hypercube; and vi) the seed value of the random
numbers to test the convergence dependency of the initial
population.
Figures 7, 8, 9, 10, and 11 show the influence of ε on the
size and distribution of the robust Pareto front obtained for
TP1 to TP5, respectively (see also Table 1). As expected,
the size of the Pareto front obtained increases with ε. In the
case of TP1 (Fig. 7), for large values of ε (> 0.5) some solu-
tions around the most robust region were lost, as there is a
plateau where the robustness is constant, as can be seen in
Table 1. Consequently, the balance between the factors used
in Fitness (10) causes the algorithm to converge to the solu-
tions around point f1 = 0.6, where the robustness is higher
because less importance is attributed to robustness. In (10),
the term including robustness is multiplied by (1−ε′). Thus,
if ε′ increases, the importance of robustness decreases. TP2
(Fig. 8) is a particular case where the robustness is equal
in the entire domain, and therefore, for small ε values the
algorithm converges to the central region.
In the case of TP3, the behavior is identical to that of
TP1, i.e., for small ε values the algorithm converges only to
the robust region. TP4 and TP5 have discontinuous robust
regions.The difference is that in the case of TP5 these
regions have different robustness values. The algorithm is
able to detect this characteristic and, in the case of TP4
for small ε values, it converges to the most robust regions,
while in the case of TP5 it converges simultaneously to
the discontinuous regions, which have equal robustness.
Figure 12 shows the influence of the number of neigh-
bors (N ′), and, as can be seen, the effect is small. Due to
lack of space, the other results will not be presented here.
The remaining results can be found in the supplementary
results web page1.
Table 3 presents a summary of the influence of the algo-
rithm parameters studied concerning test problems TP1 to
TP5. The most important conclusion that can be drawn from
this table is that the ε parameter works well in all test prob-
lems and that the other parameters have little influence on
the algorithm’s performance. An exception is the case of
TP2, where the best values to use for σsh and δp are 0.1
for both variables. Also, in all cases, the best performance
is attained when the way in which the neighbors are sam-
pled takes into consideration only the x1 direction. Also, as
expected, the best type of neighbor sampling is the one in
1http://www.dep.uminho.pt/agc/agc/Supplementary Information
Page.html
Fig. 7 Influence of the
dispersion parameter, ε, on the
size of the robust region obtained
for TP1 (continuous line: Pareto
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which only x1 varies, as the problems were developed with
this characteristic. Therefore, the recommended values are
as follows: ε depends on the desired extent of the Pareto
front to be obtained and/or the degree of certainty that the
Decision Maker (DM) has, σsh = 0.1, p = 0.1, N ′ = 30
and the method used to calculate robustness, direction x1.
These results are entirely new and very useful, especially









































Fig. 8 Influence of the dispersion parameter, ε, on the size of the
robust region obtained for TP2 (continuous line: Pareto front; points:
solutions obtained)
set of robust solutions). With the methodology proposed,
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Fig. 9 Influence of the dispersion parameter, ε, on the size of the
robust region obtained for TP3 (continuous line: Pareto front; points:
solutions obtained)
parameter. In the methods proposed in the literature, this is
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Fig. 10 Influence of the dispersion parameter, ε, on the size of the
robust region obtained for TP4 (continuous line: Pareto front; points:
solutions obtained)
performance after obtaining a set of solutions with vary-







 0  0.2  0.4  0.6  0.8  1
f 2
f1







 0  0.2  0.4  0.6  0.8  1
f 2
f1







 0  0.2  0.4  0.6  0.8  1
f 2
f1







 0  0.2  0.4  0.6  0.8  1
f 2
f1
(d) = 0 .8
Fig. 11 Influence of the dispersion parameter, ε, on the size of the
robust region obtained for TP5 (continuous line: Pareto front; points:
solutions obtained)
advantage is the possibility of adapting this methodology to
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(c) N = 50
Fig. 12 Influence of number of neighbors, N ′, for test problem TP1
(continuous line: Pareto front; points: solutions obtained)
the steps identified in Algorithm 2 being the only require-
ment. This was tested with NSGA-II algorithm, and the
results obtained were very similar.
Table 3 Influence of parameters on the algorithm performance
Problem ε σ sh p N ′ Type Seed
TP1 very good no small small x1 no
TP2 good 0.1 0.1 30/50 x1 no
TP3 very good small small small x1 no
TP4 very good no no no x1 no
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Fig. 13 Influence of the dispersion parameter, ε, on the performance
of TP6 for Case 1 (continuous line: Pareto front; points: solutions
obtained)
Table 4 Computational runs
for the comparison of results
for TP6 to TP9
Case Study ε p Type
Case 1 0.1, 0.2, 0.3, 0.4, 0.5, 0.8, 1.0 0.1 x1
Case 2 0.1, 0.2, 0.3, 0.4, 0.5, 0.8, 1.0 0.05 x1
Case 3 0.1, 0.2, 0.3, 0.4, 0.5, 0.8, 1.0 0.01 x1
Case 4 0.1, 0.2, 0.3, 0.4, 0.5, 0.8, 1.0 0.01 –a
Case 5 0.5 0.007, 0.008, 0.009, 0.01, 0.05, 0.07, 0.1 x1
Case 6 0.3 0.007, 0.008, 0.009, 0.01, 0.05, 0.07, 0.1 –a
a two different types of
neighbor sampling are used: x1
and Latin hypercube (σsh = 0.1,
N ′ = 30 and seed=600)
Fig. 14 Robustness for TP6 for
all cases presented in Table 4,
where ε represents the






























































































(f) Case 6: = 0 .3, Δ P = 0 .05
Fig. 15 Influence of the
minimum distance between
neighboring points, p , on the
performance of TP6 for Case 6
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(d) Δ p = 0 .07
5.3 Comparison of methods
Table 4 shows the six case studies performed to compare
the results for test problems TP6 to TP9. The comparison
will be made against the results obtained by Deb and Gupta
(2006), from which these test problems were obtained. As
shown in Table 4, the study will only consider changes in
three different parameters (i.e., ε, p and the type of neigh-
borhood sampling), while the remaining parameters (i.e.,
σsh, N ′ and seed) will be kept constant.
Figure 13 shows the influence of ε for case study 1. A
complete analysis of all sets of ε values tested (see the above
web page with supplementary results) shows that the Pareto
front is only obtained for ε ∈ [0.5, 1.0]. Similar results
were obtained by Deb and Gupta (2006), who used a robust-
ness measure of Type II, as defined in this paper (Figure
31 in reference Deb and Gupta (2006), where TP6 is iden-
tified as problem 1). Figure 14 shows the robustness for
TP6 as a function of f1 for all six cases studied here (lower
value implies higher robustness). As can be seen, the robust-
ness is larger for values of f1 greater than 0.2, which is in
agreement with the results obtained in Fig. 13. The influ-
ence of changes in p (case study 5) is shown in Fig. 15.
In this case, the best values for p range between 0.007
and 0.05.
Figures 16 to 18 show some of the results (ε equal to
0.1 and 0.3) obtained for case study 1 and for test prob-
lems TP7, TP8 and TP9. For TP7 (Fig. 16), the proposed
method is able to find similar solutions to those in Deb and
Gupta (2006) (see Figure 34 in this reference, where TP7
is identified as problem 2). In the case of TP8 (Fig. 17),
the proposed methodology is able to converge to the global
Fig. 16 Influence of the
dispersion parameter, ε, on the
performance of TP7 for Case 1
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Fig. 17 Influence of the dispersion parameter, ε, on the performance
of TP8 for Case 1 (continuous line: global Pareto front; discontinuous
line: local Pareto front; points: solutions obtained)
front, as shown in Deb and Gupta (2006) (Figure 36, iden-
tified as problem 3). Finally, in the case of TP9 (Fig. 18)
the algorithm is able to converge partially to the global front
(f1 < 0.05). From this point forward (i.e., f1 > 0.05),
the convergence depends strongly on the existence of some
local fronts. Thus, due to the equation used in the present
methodology (10) the robust Pareto front found represents
an average of those existing local fronts. These results are
not comparable with those found in Deb and Gupta (2006)
because in their paper only one of the fronts is found in each
run.
A summary of the best values for the parameters stud-
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Fig. 18 Influence of the dispersion parameter, ε, on the performance
of TP9 for Case 1 (continuous line: robust Pareto front; discontinuous
line: Pareto front; points: solutions obtained)
leads to the conclusion that the best solutions are obtained
for case 1 (p = 0.1), as in this case the best Pareto front
is obtained for a wide range of ε values. Additionally, using
the same comparison strategy, the use of the Latin Hyper-
cube for sampling the neighbors (Cases 4 and 5) is not a
good option in this set of test problems, as these problems
were developed to study robustness for changes in x1. These
results show that the proposed methodology is able to obtain
solutions comparable with the method proposed by Deb and
Gupta (2006) using a variation of the NSGA-II. The main
advantages of the proposed methodology are the following:
it is able to obtain these results using a more flexible scheme
because it works well on problems with different character-
istics (TP1 to TP5), and it enables the possibility of using
Table 5 Computational runs for comparison of results for TP6 to TP9
Test problems Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
TP6 [0.5, 1.0] a [0.5, 0.8] 1.0 [0.3, 1.0] 0.007, 0.008 [0.007, 0.05]
0.05, 0.07, 0.1
TP7 0.1, 0.3 0.3 0.4, 0.8a 0.5, 0.8, 0.1b –d 0.007
TP8 [0.1, 1.0] [0.1, 1.0] [0.1, 1] [0.8, 1.0]c [0.007, 0.1] –d
TP9 [0.1, 1.0] [0.1, 1.0] [0.2, 1.0] [0.07, 0.1] [0.007, 0.1] 0.1
a the use of [] means that the best parameter values range between the values identified; b: the algorithm converges to the entire front; c: for
ε = 0.5, the mean global front is obtained; d: the algorithm does not converge in any of the cases
Fig. 19 Influence of the
dispersion parameter, ε, on the
size of the robust region
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parameters that can be adapted to the problem under study
(e.g., ε′ and the type of neighbor sampling).
5.4 Application to a real engineering problem
The real engineering problem, identified as TP10, was
optimized using the following parameter values: ε =
0.1, 0.2, 0.3, 0.4, 0.5, 0.8, 1.0, p = 0.1, N ′ = 30 and
σsh = 0.1. Four different cases were studied using differ-
ent strategies for sampling the neighbors: case 1) direction
x1; case 2) Latin hypercube; case 3) random; and case 4)
random proportional to the range between the maximum
and minimum values for each variable. Figure 19 shows the
results obtained for all the ε values tested for case 1. Except
for the run where ε = 0.1, the algorithm converges to the
most robust region, and the size of the Pareto front obtained
increases with ε, as desired. Figure 20 shows the robustness
values for case 1, where it can be seen that the solutions
found are located in the regions with higher robustness. The
results obtained for the other cases are very similar to that of
Fig. 19, except when the Latin hypercube sampling method
is used.
Fig. 20 Influence of the
dispersion parameter, ε, on the
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6 Conclusions
A new approach to robustness analysis in multi-objective
optimization problems was proposed. This new approach
aimed to obtain the most robust Pareto front solutions and
to distribute the solutions along the most robust regions of
the optimal Pareto set. A complete study determining the
influence of the algorithm parameters was carried out. The
studied parameters were the dispersion parameter (ε), the
maximum distance between solutions (σshare), the mini-
mum distance between the neighbor points selected (p),
the number of neighbors (N ′), the type of method used to
calculate robustness, and the seed value for random number
generation. Further studies were carried out to compare the
performance of the proposed method against that of existing
methods over five benchmark test problems present in the
literature.
A set of test problems accounting for the different types
of robustness cases studied in this research was proposed
here and used as a source of verification. Several bench-
mark test problems for robustness studies present in the
literature were also used. The method proposed performed
as expected for all test problems studied. The resulting
Pareto fronts converged to solutions similar to those that
can be found in the literature for certain parameter values.
Additionally, by fine tuning the algorithm parameters the
solutions can be distributed along the most robust regions of
the optimal Pareto front.
The proposed methodology can be easily adapted to any
other multi-objective optimization algorithm, as it is only
necessary to change the way fitness is calculated and to add
a routine that can sample the neighborhood and compute
robustness, i.e., the main structure of the algorithm remains
the same.
To make a critical appraisal, the limitations of the pro-
posed approach must be noted. The main limitation of this
work lies in the re-sampling nature of the robustness com-
putations. The necessity of calculating the robustness using
a sampling technique around the neighborhood of each solu-
tion requires additional evaluations. However, as can be seen
in Table 3, in most of the problems tested the number of
neighbors is smaller than 30. In the other methods available
in the literature the evaluation of the solutions in the neigh-
borhood is also necessary. Further efforts must be made
in studying a way of reducing the computational load of
robustness approaches. Another limitation arises from the
use of a large set of parameters. From Table 3, it is possi-
ble to conclude that most of the parameters of the method
proposed here have little influence on the algorithm’s per-
formance. However, special care must be taken in setting up
the appropriate parameter values.
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