












































それを表す よ うな潜在的 な確 率分布が存在 す る と仮定 す るこ とによ り,各 分布 間の
距 離が近い ものを潜在的 な意 味 を考慮 した クエ リと文の組 み合 わせ として扱 うこ と
を可能 にす る.さ らに,潜 在 的な確率分 布 を考 慮す るこ とに よ り,文 検 索 において
クエ リに表現力 を追加す る ことがで きる と考 え られ る.我 々は潜在 的な確率分布 と
分布 間 の距離 を表現す るた めに,分 布 のカ ーネル埋 め込 みの枠 組みを用 い て この問
題 に取 り組 んだ.分 布 のカ ーネル埋 め込 み とは,カ ーネ ルで表現 され る高次元 空間
上 に分 布 をマ ップす るこ とで あ る.こ の手法 を使 うこ とに よ り,分 布 間 の類似 度 を
比較 的容易 に計算 す るこ とが可能 とな る.加 えて,ク エ リ と検索 対象文 の分布 間の
距 離 はそれ ぞれ のイ ンス タンス問 の内積 に よって計算 され るが,単 純 な この方法
で の クエ リ 文ー 間の類 似 度 はクエ リの単語 と全 く関係が な い文 中の単語 まで計算 に
考 慮 されて しまい,ク エ リの潜在 的な意味 が十 分 に反 映 され ない問題が あ る.そ こ
で,我 々はN-gram窓を用 い る ことによ り,ク エ リと関係度が高 い文 中の単 語 を ピ
ンポイ ン トで考慮す る ことを可能 にす る こ とを示 した.
英語 学習者 によって ア ノテー シ ョン され た クエ リ 適ー 合文 のデ ー タセ ッ トを使 っ
たPrecision◎kによる評価 実験 の結果,我 々 の提案手法 は文 問類似度 タス クの先行
研 究 におけ る教 師な し手法 より高 い適合率 を達成 した,
本研究 の貢献 は以下 の3つ で あ る.
・分布 のカーネル埋 め込 み とN-gram窓を用いた新 しい文検 索の類似 度計算法
を提案 した.
・大学 広報 に関す るコーパ スを作成 し,2語 の クエ リに関連す る英語 学習者 の
た めの例文 をア ノテー シ ョンした,
・我 々が作成 した コーパ スを用 いた評 価実験で,先 行研 究で ある教 師な し文 間
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題 に取 り組 んだ.分 布 のカーネル埋 め込 み とは,カ ーネルで表現 され る高次元空 間
上 に分布 をマ ップす る こ とで あ る.こ の手法 を使 うこ とによ り,分 布 問の類似度 を
比較 的容 易 に計 算す る こ とが可 能 とな る.加 え て,ク エ リと検 索対象文 の分布 問の
距 離 は それ ぞれ のイ ンス タン ス間 の内積 に よって 計算 され るが,単 純 な この方法
で の クエ リ 文ー 間 の類似 度は クエ リの単語 と全 く関係が ない文 中の単語 まで 計算 に
考 慮 され て しまい,ク エ リの潜在 的な意 味が 十分 に反 映 されな い問題 が ある.そ こ
で,我 々 はN-gram窓を用い る ことによ り,ク エ リ と関係度が高 い文中の単語 を ピ
ンポイ ン トで考 慮す るこ とを可能 にす るこ とを示 した.
英語学 習者 によ って ア ノテ ー シ ョンされ た クエ リ 適ー合文 のデ ー タセ ッ トを使 っ
たPrecision◎kによる評価実験 の結果,我 々の提案 手法 は文 問類似 度 タス クの先行
研 究 におけ る教 師な し手法 よ り高 い適合 率を達 成 した.
本研究 の貢献 は以下の3つ で あ る.
・分布 のカーネル埋 め込 み とN-gram窓を用 いた新 しい文検 索 の類似 度計算法
を提案 した.
・大学広報 に関 す るコーパ ス を作 成 し,2語 のクエ リに関連す る英語 学習者 の
た めの例 文 をアノテー シ ョンした.
●我 々が 作成 した コーパ スを用 いた評価 実験 で,提 案 手法が先行研 究で あ る教
師 な し文問類似度計算法 に対 して高い適合率 を達成 した。
本論文の構成は以下のようになっている.第1章 では本研究全体の概要,貢 献を
述べる.第2章 では英語学習者向けの英作文支援の先行研究について述べる.第3
章では分布のカーネル埋め込みによるクエリ 文ー間類似度計算法 について詳 しく述





2.1英 作 文支援 ツール
近年,多 くの英作文支援 シ ステムが開発 され てい る.そ の 中の1つ として,松 原
らが作 成 した英 文検索 シ ステムESCORT[1]が挙 げ られ る.こ の シ ステ ムは学術
論文 や調 査報 告 な どを書 くとき に使用 され る こ とを想 定 され,ユ ーザが 英文 を作
成 す る際 に用 い る単語 の使 い方の用例 を見せ るこ とを目的 としてい る.図2.1と図
2.2に例 を示 す.入 力 とな るキー ワー ド間 に図2,1のよ うな構 文関係 が存在 す る場
合,そ れ ら・キー ワー ドを構文解析 し,図2、2のよ うな同 じ構 文構 造 を してい る文 を






図2.2図2.1を 入力 とした 出力例
しか し,こ の シ ステム は入力の キー ワー ドか らコー パス中の文を検 索 す る際 に語
幹の完全 一致で構文解析 を行 う.そ のため,単 語 の分散表現 で得 られ る よ うな周辺
文脈 は同 じで あ るが表 記 上 は違 う単語 につ い て は検索 対 象か ら外れ て し まう問題
が あ る.ま た,ユ ーザが思 いつ くキー ワー ドに必 ず しも構 文構造が あ る とは限 らな
い.こ の問題 は キー ワー ド間 に構 文構造 が ある前提で設 計 され てい るシ ステムにお
いては致命 的 な問題 であ る.ま た,単 語の完全一致 で検索 している ため,松 原 らの
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手法 で はクエ リの潜在 的な意 図をモデル化 で きていない.
一方 ,Chenら[2]は英語 学 習者 に向 け て英 作文 支援 ツー ル を開発 した.こ の
FLOWと 呼 ばれ るシステ ムは,非 ネイ テ ィヴの語彙力 を補 うこ とがで きる.英 語
学 習者が英 語 を語彙力不 足で書 くことがで きない場合で も,肌OWを 使 え ぼ彼 ら
は第一言語 で文 の途 中か ら書 き進 める こ とが可能 で ある.FLOWは 既 に書 かれて
い る英文か ら文 脈 を認識 す るこ とがで き,文 脈 を考 慮 して書 き手 の第一言 語 を英語
へ と翻 訳す る.こ の システ ムは書 き手の潜 在的 な意 図を第一言語で書 くことを許容
す る ことに よ り考 慮で きてい る と言 える.し か し,我 々 の手法で は分布 のカ ーネル
埋 め込 み を使用 す るこ とによ り,文 のモデ ル化 を改善 で きる.
加 えて,Hayashibeら[3]は書 き手が書 くの と同時 に英文 を書 く支援 をす るッー
ルを開発 した.彼 らの システム は,英 語に加 えて ローマ字で書 かれ た 日本 語 を入力
として受 け入れ てお り,Chenら[2]のよ うに書 き手 の第一言語 を考慮 可能で あ る.
この ツール は クエ リに入 力 され た情報 に基 づい て文脈 に合 った句 を書 き手 に提示す
る.一 方で,我 々は2語 だ けを入力 として要求 してい る.ま た,検 索 す る際 に彼 ら
の手法 は入力 の完全 一致 を使用 してい るた め,検 索 結果 にお ける再現率 に悪影響 を
与 えてい る可能性 があ る.
2.2カ ーネル埋 め込 み
自然 言語処理 を行 うにあたって,単 語や 文 な どの意 味 を考慮 した類似 度 を計算す
るこ とは重要 な タス クで あ る.類 似度 を計算 す る際 に,Glove[4]やword2vec[51
に代 表 され る単語 の分散表現 を使用 す る手法が 自然言語 処理 の様 々な タスクにおい
て成 果 を出 してい る.単 語 の分 散表現 とは,単 語 をベ ク トル化 す る際 に1-of--Kに
代 表 され るよ うな疎 なベ ク トルで はな く,密 なベ ク トル としてベ ク トル化 を行 う.
この手法 によ り,1-of-Kのベク トル表現で は十分 に考慮 す るこ とがで きなか った
単語の意味 を考 慮す る こ とが可能 にな り,単 語 の意 味の演算 が可能 に なった.し か
し,単 語で はな く文や フレーズ単 位で の意味表現 をベ ク トル空間 上に どのよ うに落
とし込む のか,ベ ク トル表現 に した後 に どのよ うに類似 度を計算 す るのか に関 して
は様々な研究 が行 われ てい る.












第3章 分布のカーネル埋め込みによるクエ リ 文ー間類似
度計算法
我 々は単 語が潜 在的 な確率分布 を持 つ と仮 定 す るこ とによ り,分 布 のカーネ ル埋
め込 み[6]と呼 ばれ る手法 を利用 して クエ リ と文 の潜在 的な確 率分 布を比較 で き る
新 しい文検 索手法 を提案 す る,分 布 のカーネル埋 め込み とは,確 率分布 をカ ーネ ル
鳶によって定 められ る高次元 空間上 にマ ップす る こ とで あ る.こ の手法 によ り,ク
エ リが持つ潜在 的な意 図を考 慮す る ことが可能 にな る.
さらに,通 常高次元空間上で分布間 の類似度 を計算す る際 には内積 が用 い られ る.
内積 の計算 には,文 中に含 まれ る全ての単語 を考慮 す るた め,文 の長 さによって検
索結果 に悪 影響が 出て しまう知見 が予 備実験 を通 して得 られ た.そ こで,我 々は計
算 す る際 にN-gramで文 を区切 るこ とに よ り,文 中の クエ リ との関係性 が高 い部分
のみを考慮 す る ことを可能 に し,こ の問題 を解 決 した.
従 って,我 々 の手法 は2単 語 を入力 とし,出 力 として文 中 のN-gramに基 づ い
て クエ リ と関係の ある文 を検索 す る.以 下 のサ ブセ クシ ョンで は,分 布 のカー ネル
埋 め込 み を どの よ うに文 検索 タス クに適応 させ,適 合 率 を上 げ るた め どの よ うに
N-gram窓を取 り入 れた のか を説明す る.
3.1分 布のカーネル埋め込み
Yoshikawaら[10]は異 な る ドメイ ン間 のイ ンス タンス の類 似度 を計算 す る手法
を提案 した.Yoshikawaらの手法 は,Smolaら[6]が提案 した分布 のカ ーネ ル埋 め
込みの枠 組み を用 いて,各 ドメイ ンの全 て のイ ンス タンスの素性 を潜在 的共有空 間
に埋 め込む ことに よって類 似度計算 を可能 に してい る.分 布 のカーネル埋 め込 み と
は,任 意 の空 間X上 の確 率分布Pを カ ーネ ルkで 定義 され る再生核 ヒルベ ル ト空
間(RKHS)7tkに埋 め込 む際 に使用 され る.こ こで,マ ップ され た確 率分布Pは
RKHS上 のイ ンス タンス として表 現され る.
我 々はYoshikawaらの手法 を拡張 し,文 検索 タス クに適店 させ た.我 々 の手法
は,ク エ リや文 を単語 の集合 とみな し,さ らに各単語 には高次元空 間で あるRKHS
上 にマ ップされ る潜在 的な確 率分 布が存在 す る と仮 定す る.以 上の仮 定 よ り,ク エ
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リ と文 はRKHS上 のイ ンス タンス として表 現 され,マ ップ され たイ ンス タンス間
の類 似度 を計測す るこ とによ りクエ リ と文 との類似 度 を比較 す るこ とがで きる.本
研 究で は、潜在 的な確 率分布 を表現 す るため にword2vecによって学 習 され た単語
分 散表現 を使用 す る.ク エ リqと 文sに 含 まれ る単 語 の分散表現 ¢ と5}は,カ ー
ネルkで 決定 され るRKHS7tk上のイ ンス タンス 吻q,μpsとして表 され る.こ こ
で,本 研 究で扱 う単語分散表現 は独 立同分布 なサ ンプル とす る.以 下 にRKHS上 に
表現 され るクエ リのイ ンス タンスを示す.文 のイ ンス タンス も同様 に決定 され る.
餌 一古善矧 ∈叛 (3ユ.1)
次 に,RKHS上 のイ ンス タンス間の類似度計算 手法 を示 す.2つ の集 合が独立 同
分布 で あ る と仮 定す る と,同 じ空 間上の集合Xニ{Xl}雅1,Y={yl'}?L,は分布
のカ ーネル埋 め込 み によってRKHS上 で μPx,μPYと表現 され る.こ れ ら2つ の




従 って,式3.1.2の第3項 は集合XとYに 基づ いたRKHS上 の両 イ ンス タンス
μPx,μPYが依 存す る項で あ る.よ って クエ リqと 文sの 距 離D(q,s)を式3.1.2






3.2文 間 類 似 度 の 数 学 的 解 釈
一方,BergerandLaffertyら[11]は情報 検索 において,情 報要 求 を クエ リとし
て変 喚す るプ ロセス を確 立 モデル として示 して いる.彼 らの考 え方 を用例検 索 に適
用 す ると,ユ ーザ の情報要求 に基づ く文sは ベイズ の定理 よ り以下の よ うに定式化













ここで,式3.2.1中のqとwの 同時確 率p(q,w)を用例検索 において,検 索対象
の文s中 の単 語Wjと クエ リqiの類似度 とす る と,以 下 の ように式変 形 され る.





また・式3・2・2中の 織 は 配 相互1青幸瞳PMI逆 騰 で あ る・ したが って・




















以 上 よ り,式3.2.3を式3.1.3と比較 す る と,式3.1.3にPMIの逆対数,お よび
検索 対象 の文 の言 語モ デルを掛 けた値 となる ことが示 され る.こ こで,PMIを 用 い
た クエ リ 文ー 間類似 度5伽pmiを式3.23のよ うに定義 す る.
3.3N-gram窓
分布 の カーネ ル埋 め込 みを用 い た手法 は,キ ー ワー ドベ ースの文検索 タス クにお
いて再 現率 を上 げる こ とに関 して強 みが あ る と考 え られ る.一一方で類 似度 を計算 す
る際 単純 に内積 を使 う手法 だ と文 中 に含 まれ る全 ての単語 を考慮 す るため,ク エ
リ と全 く関連 が ない とされ る単語 まで考 慮 され,精 度 が下が って しま う可能性 が あ
る.そ こで,類 似度 を計算 す る際 に文 をN-gramで区切 るこ とによ りこの問題 を解
決 す る.
我 々 が用 い た アル ゴ リズ ム をAlgorithm1に示 す.は じめ に検索 対 象 の文 を
N-gramに区切 り,ク エ リ と各N-gramの類 似度 を計算 す る.そ して,ク エ リと全




我 々 は,GoogleNewsdatasetを用 い てword2vecで学 習 済 み の公 開 され て い る
単 語分 散 表現aを 使 用 した 。 また,文 を トー ク ナ イ ズ す る際 にS七anfordCoreNLP
tokenizer(Ver.3.6.0)[12]bを使 用 した.計 算 処 理 を す る際,ト ー ク ナ イ ズ され た
単 語 は全 て 小 文 字 化 した.我 々 は 式3.1.3およ び,式3.2.3中 の カ ー ネ ルkと して








本 研 究で はRBFカ ー ネ ル のハ イ パ ーパ ラメ ー タで あ る">tをッ ∈{10-1,10。,101,102}
の範 囲で 用 い て 予 備 実 験 を行 い,そ の結 果 を踏 まえor=101に 設 定 した.
4.2デ ー タ
本研究で は,大 学 のプレス リリース ドメ インの記事 に対 して実験 を行 う.我 々は
英語学 習者 に向けた文検 索 に使用 す るデー タセ ッ トを以下 に示す よ うに構築 した.
はじめに,"～edu"をドメインネ ーム の末尾 に含 むウェブペ ージか ら本 文 を579,867
文抽 出 し,コ ーパ スを作成 した.2語 か らな る30組 の クエ リを アノテー タ1名 に




た.さ らに,ア ノテー タは抽出 した文が クエ リの検索 結果 として適切 か否か を評価
した.ア ノテー タによって評価 されたデー タを実験 で の評価 デー タ とした.
次 に,テ ス トデー タに関 して説明 す る.我 々 はア ノテー タに よって適切 と判断 さ
れた文 が最低10文 あるクエ リを10組 選択 し,各 クエ リにつ き10文 を正解文 とし
た.不 正解 文 として,各 クエ リにおいて アノテ ー タに検 索結果 として適切 でない と
判断 され た文 を90文 選 択 した.適 切で な い と判 断 され た文が90文 存在 しない場
合,評 価 デ ー タか ら不正解 文が90文 にな るよ うに ラン ダム にサ ン プ リング した.
アノテー タによって クエ リの検索結 果 として適切 であ る と判断 され た文 の全 て にク
エ リを構 成 して いる2単 語が含 まれ てい る.ま た,実 験で使用 した テス トデー タの
平均文長 は30単 語で あった.
4.3用 例検索実験
以下 に提案法 と比較 したべ 一ス ライ ンを示 す.ま た,評 価方 法 に関 して は情報検
索 の評価 指標 として用 い られ るPrecision◎k[13](以下,p◎k)で検索 結果 を評価
し た.
4.3.1単語ベ ク トル の平均 による文間類似度
シ ンプルなべ 一ス ライ ン として,ク エ リ と文に含 まれてい る単語 のベ ク トルの平
均類 似度siM。veを使用 した.単 語ベ ク トル としてword2vecの単語 分散 表現 を使
用 した.こ こでsiMav。を式4.3.1に示す.ク エ リのベ ク トル は クエ リqに 含 まれ
る各単語 のベ ク トルの平均 を取 った もの とし,文 ベ ク トル も同様 に文sに 含 まれ る
単語 のベ ク トルの平 均を使用 した.我 々は式4.3.1中のカー ネルkに コサ イ ン類 似




4.3.2アライメ ン トベース の文 間類似度
SongandRo七h[14]によって提案 され た文 間類 似度 計測 手法 の一 っ をペ ー スラ
イ ン として使用 す る.彼 らの手法 は,Seman七icTextualSimilari七y(STS)タスク
において当時 の最高精 度 を達成 した教 師な し文 間類 似度計算法 で ある.我 々 はその
中で,以 下 に示 す分 散表現 のア ライ メン ト(MaximumAlignmen七)に基 づ いた手
法 をペース ライ ンとして用 いた.
臨一網 一諾 甲 鵬) (43.2)
この手法 は,ク エ リqの 単語分散表 現 ¢ と文sに 含 まれ る単 語分 散表現 陽 間の
類 似度 の最大 値 を クエ リの単 語数q[で 割 った もの をクエ リ と文 の類似度 とす るも
ので ある.ま た,本 研究で は全 て の単語間 の類 似度 を使用 した.こ こで,我 々 は式
4.3.2中のカ ーネルkと して提案法並 びに,平 均 ベ ク トル によ る類 似度 と同 じ くコ
サ イン類似度 とRBFカ ーネル を使用 した.
4.3.3実 験 結 果
図4.1と図42に 実験結果 を示す.本 研究 で は,1-gramから40-gramまでのN
で実験 を し,1-gramから5-gramに加 えて10-gramずつ プ ロ ッ トした.
図4.1ではカ ーネルkに コサ イ ン類似 度 を使 用 した もの を示 した.3.3.1に示 し
たべ一ス ライ ンの コサ イ ン類似度 を使用 した ものは,分 布 のカ ーネル埋 め込 み を用
い た手法 と比較 して低 い適 合率 とな った.ま た,上 位1位 を除 き,332の ア ライ
メ ン トベー スの手法が最 も高 い適合 率 を示 した.
図4.2にはカー ネルkにRBFカ ーネル を使 用 した もの を示 した.RBFカ ーネ
ルを使用 した場合,N-gram窓を使用 した方が高い適合率 が得 られ る結果 とな った.
加 えて,上 位5位 においてRBFカ ーネル と大 きなN-gram窓を組 み合 わせ た モデ
ルが最 も良 い結果 を得 られ た.図4.2よ り,N-gramの窓幅 は20-gramが最 も効果
的で ある ことが見受 け られ る.
しか しなが ら,1-gramから3-gramの窓枠 とRBFカ ーネルの組み合 わせ は低 い
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表4.1
19-gramを用 いた際に出力 され た正解文(RBFカ ーネル)と 不正解文(4.1で示 し












我 々は追加 実験 の結果か ら一番高 い適合 率 を示 したRBFカ ーネ ル と19-grarn.の
組み合 わせ につ いてエ ラー分析 を行 った.表4.1は クエ リ:par七nership,suppor七
に対 して検索 結果 の上位10件 に出力 され たカーネ ルkにRBFカ ーネ ル を用い た
場合 の正解文 と3.3.1に示 したべ 一ス ライ ン として コサイ ン類似 度 を使用 した際 の
不正解文 の一例 を示 した、RBFカ ーネ ルによって出力 され た文 は,paエtnershipと
supportが文 中で並列で使用 されて いる.従 って これ らの単 語 は文 中で比較 的重要
な役 割 を して お り,こ の ことか ら英語学 習者 がpartnershipとsupportをキー ワー
ドとして検索 して きた際 に,検 索結果 として参考 にな る と判 断 してい る と考 え られ
る.一 方で,コ サイ ン類似 度を使用 して 出力 され た例 の場 合,キ ・一 ワー ドの2語 は
それ ぞれ 文中で関連 のない使 われ方 を してい る ことが わか る.こ の こ とは,潜 在 的
なクエ リの意 図を考慮 す る こ とが で きないた め,例 に示 した よ うな クエ リと関連が
ない とアノテー タによって判 断 されて しまった文が出力 され て しま う.







































単 語離iれてい るか を計測 した.結 果 として,2語 間 は平均 して11.8単語 離れ てい
た.ま た,正 解 文 の72%に おい て キー ワー ドとされ る クエ リの単 語 が 同 じ節 内 に
あ った.短 い窓 幅の場合 において低 い適合率 に なった結果 とこれ らの事 実か ら,こ
の タス クにおいて英語学習者 に有益 とされ る英 文 は文 の中で キー ワー ドとな る単語
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同士が近 す ぎず,か つ同 じ節 内に2つ の単 語が存在 す る ことで ある と考 え られ る.
最後 に,我 々 はア ライメ ン トベ ースの手法 と分布 のカ ーネル埋 め込 みを用 いた手
法 を比較 す る.ア ライ メン トベー スの手法 は,ク エ リ と文 中 に含 まれ る最 も類 似度
の高 い単語 の みを考慮 してい る.一 方 で,分 布 のカ ーネル埋 め込み に よる類 似度 は
文 中に現れ る単 語 を包括 的に計算 に組 み込 む ことが で きる.さ らに,N-gram窓と
組 み合 わせ る こ とに よ り,ク エ リと類 似度の高 い単語 の周辺 の単語 を集 中的 に考慮
す る こ とが可能 にな る.こ れ らの こ とがN-gram窓とカ ーネ ル埋 め込 み によ る我 々








本実験 で は,シ ステム の評価者 はブラウザ を使用 し,WEB上 で我 々が作成 した
システム を使 用 して 日英翻 訳実験 を行 うこ とによ りシ ステムを評価 した.我 々が 作
成 したシステ ムの クエ リの入力例,英 文 の出力例 のス クリー ンシ ョッ トを図5.1に
示 す.シ ステ ムの評価者 が英作文実験 を行 う際 に,検 索 エ ンジ ン,翻 訳 エ ンジ ンは
使 うこ とは禁止 した.ま た,辞 書 の取 り扱 い について は,単 語が分 か らず に英作文
がで きない場合 は使用 を許可 した.そ の際に使用 す る辞書 は,例 文が で きるだ け表
示 されて いない辞書 サイ トaを指定 し,検 索 は単語 につ いて のみ許可 し,フ レーズ に
関 しての検索 は禁止 に した.ま た,各 文 につ き必ず システム を1回 以上使 うよ う協
力者 に指 示を した.
ベース ライ ン として 式4.3.1で示 した単語 ベ ク トル の平均 に よる文 間類似 度を使
用 し,提 案法 として式3.23で示 したPMIの 逆対数 を考慮 した文 問類似 度 を比較 し
た.こ れ ら2つ のシステムの 出力が,ベ ース ライ ン と提案法 の どち らで あ るか協力
者 に分か らない ように見せ、 どち らが英 作文 をす る際 に よ り参考 にな ったか を記録
して もらった.さ らに,1文 を訳す都度 シス テムを どの よ うに使用 した か を自由記
述形 式で ア ンケー トを取 った.ま た,各 文 ご とに どの ような クエ リで検 索 を した の
かが分か るよ うにログを採取 した.協 力 者が持つ語学能 力が どの程度で あるのか把
握す るた め,協 力者が過 去に受験経験 の あ る英語能力 試験 の種類,受 験 時期,点 数
を 自己申告制 の アンケー トとして提 出 して もらった.そ の アンケー トに関 して,図
5.1に示 した.







































ベ ースライ ン 提 案法
=
5.2デ ー タ
テス トデ ー タは,サ ンプ リング した英文 を 日本 語 を母語 とす るア ノテ ー タ2名
が 日本語 に訳 した もの を使用 す る.我 々が作 成 した英作文支援 システ ムは,42節
で示 した ようにアメ リカ の大学 の ウェブサイ トに基 づいて作成 したコーパスか ら文
を検索す る.し たが って,本 実験 の評価 デー タはテス トデー タに含 まれ ないカ ナダ
の大 学bcdeの"News"コンテ ンツに含 まれ る文か ら ランダム に12文 サ ンプ リン グ
した.
5.3評 価方 法
原文 と協力者 が作成 した作文 の結果 を自動で評価 するためにN-gramの一致率 を
用 いた機械翻 訳 の評価 尺度 として使用 され るBLEU[15]を使 用す る.
また,協 力者 はシステ ムに対 しての主観評価 をアンケー ト形 式で 回答 した.
5.4実 験結果
今 回の翻訳 タス クにおいて,協 力者 は一文 を訳 すにあた り平 均5.9回例文検 索 シ
ステムを使用 していた.協 力者 によるアンケ ー ト結果 を5.2に示 した.ま た,前 節
で定義 した 自動評価尺度 によ る評価結果 を5.3に,表5.4に協 力者が訳 した英文 と
















日本語訳 Waterloo大学 の新 しい研究 に よる と、 高齢 者 は、彼 らが落 ちてい る
ことを認識するために若者の2倍 の時間を要し、その遅れは彼らが
重傷 を負 うリスクを高 める。
英 訳 結 果According七 〇anewresearchofWa七erloouniversity,theeldertake
七wice七ime七〇recognizefalling七hemselvesas七heyou七hand七he
delayraiserisk七〇injure七hemseriously.





協力者 によるシステ ムの主観評価 による と,べ 一ス ライ ン よ り我 々 の提案法 が英
作文の際 に参 考 になった とい う結果 が得 られ た.ま た,協 力者 の英語 力 に依 存す る
が,BLEUに よる自動評価 結果か らは極 めて高 いス コア とな る英文 を協 力者 が作文
した ことを示 してい る.
協力者 の 自由記 述形式 の アンケー トによ る と,提 案法 に関す る回答 として"充 電
とい う意 味 のchargeを調 べた い時 に値段 の方 が出力 された ため、役 に立た なか っ
た。"と の回答が得 られ た.こ の こ とか ら,用 例検索 シ ステ ムに おいて入力単 語数









つである用例検索に取 り組んだ.英作文支援の中で,特 に特定 ドメインに関しての
英作文を支援するためのシステムを構築した.
我々は,英作文を支援するために単語に潜在的な確率分布が存在すると仮定し,
分布のカーネル埋め込みを利用 した新 しい文検索手法を提案 した.ま た,分 布の



















英謡学習者 にとって特定 ドメインにお いて適切 な表現 や様 式に沿 って英文 を書 くことは難
しいタスクです。そ こで、妻 々は特定 ドメイ ンにおける英作文支握 システム作成す ること
によ り、英語学習者の英作文支擾 を行 います。
今 回の実験 で行 って もらうタスクは、英語学習者向け英作 文支擾の評価実験です。本実験
では、日本語 文を英訳す るタスク を行 っていただきます。その タス クを解 く際 に我 有が作
成 した英作文支擾 システム を使用する ことによ り、シス〒ムの性能 を測定 します。
3.実験 内容
1)研究協 力者:情 報 ・システム研究機 構の職員 および首都大学東京の学生約10名




個 人が特 定で きない手法(IDをテキス トデータと紐付 けな い方怯)で デー タを収集 しま















12文の 日本語 を英訳 して くださ い。
その 際 に、2つの システム を使 っていた だきます 。
クエ リに単 雁 を入れ ると、その単諾 を考 慮 した英 文が5文出 力 され ますe
















































・塩 田健 人,梶 原 智 之,小 町守.使 用 者 数 に よ る語 彙制 限 を用 いた 日本 語 学
習者 のた め の文 章読 解 支援.情 報 処 理 学会 第224回 自然 言 語処 理 研 究 会,
Vol.2015-NL-224,No.6,pp.1-6.December2015.
国内会議 ・研究会論文(査読なし・口頭発表)
・ 塩 田健 人,小 町 守,瀬 戸 口光 宏,市 橋 立,法 律 相 談SNSに お け る ユ ー ザ ー 投
稿 文 書 を用 い た 著 者 役 割 推 定.情 報 処 理 学 会 第232回 自然 言 語 処 理 研 究 会,
Vol.20177-NL-232,No.1,pp.1-7.July2017.
● 塩 田健 人,小 町守,池 谷 瑠 絵,持 橋 大 地.カ ー ネ ル 埋 め込 み を用 い た英 語 学 習
者 向 け の用 例 検 索.情 報 処 理 学 会 第233回 自然 言 語 処 理 研 究 会,Vol.2017-
NL-233,No,16,pp.1-5.October2017.
国際会議(査読あり・ポスター発表)
●Ken七Shioda,MamoruKomachi,RueIkeya,DaichiMochihashi.Sugges七一
ingSentencesforESLusingKernelEmbeddings.InProceedingsofthe
4thWbrkshoponNaturalLanguageProcessingTech皿iquesforEduca一
七ionalApplications,pp.64-68.Taipei,Taiwan,December2017.
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