This paper explores the shape of the Japanese money demand function in relation to the historical path of the Bank of Japan's policy rate by employing Saikkonen and Choi's (2004) Using a nonlinear semi-log model, the analysis also finds that Japanese money demand comprises three regimes and that the interest semi-elasticity began to increase in the early 1990s when the Bank of Japan set the policy rate below 3%.
Introduction
This paper empirically explores the shape of the Japanese M1 demand function in relation to the historical path of the Bank of Japan's (BOJ) policy rate using the cointegrating smooth transition model in Saikkonen and Choi (2004) .
From September 1995 onwards, the BOJ developed a unique low interest rate policy (see Figure 1 ). While the BOJ initially guided overnight call rates below 0.5%, in February 1999 it implemented the so-called zero interest rate policy, whereby the targeted overnight call rate was set at almost 0%. Accordingly, the relative amount of money in circulation, as represented by M1 relative to nominal GDP (the Marshallian k), rapidly increased towards 40% and higher from the mid-1990s, even though it had been hitherto stable between 25% and 30%. In March 2001, the BOJ adopted a new policy framework by expanding high-powered money. Although the quantity easing policy was lifted in March 2006, the targeted rate has since remained well below 0.5%.
The introduction of the low interest rate policy of the mid-1990s prompted studies that focused on the shape of the Japanese money demand function from the perspective of whether the Japanese economy had fallen into a liquidity trap. Investigating the shape of the Japanese money demand function, given the drastic increase in the Marshallian k under the small decrease in the call rate since 1995, can be classified into the following aspects.
The first aspect is involved with the issue of whether Japanese money demand became more interest elastic since the mid-1990s relative to other decades (Miyao, 2004; Fujiki and Watanabe, 2004; Nakashima and Saito, 2006) . Using cointegrating structural break models constructed by Hansen (1992) and Kuo (1998) , these studies found that the absolute value of interest semi-elasticity substantially increased in 1995, whereas that of the interest elasticity was stable over time. 1 They confirmed that the estimates of interest elasticity ranged from −0.11 to −0.15 for the full-sample periods under consideration and that the estimates of interest semi-elasticity were −0.03 to −0.05 for sample periods prior to 1995, whereas they were −0.4 to −0.6 for sample periods after 1995.
The second aspect is to investigate whether the Japanese money market has a long-run equilibrium relationship. Previous studies, such as Miyao (2004) and Fujiki and Watanabe (2004) , have provided significant evidence of cointegration in a double-log money demand model, but mixed evidence in a semi-log money demand model. 2 The third aspect involves exploring a functional form to capture stable Japanese money demand in terms of goodness-of-fit. Bae, Kakkar, and Ogaki (2006) found that a double-log model outperformed a semi-log model in terms of out-of-sample prediction performance. 3 The critical feature of previous studies on Japanese money demand is the assumption of linearity for both the semi-log and double-log money demand models. In the linear context, the test results for structural breaks show that a double-log model can capture Japanese money demand over time without considering the structural change of interest elasticity, whereas a semi-log model 5 could not without considering the change of interest semi-elasticity in 1995.
Further, the cointegration and goodness-of-fit test results commend use of the double-log model, not the semi-log model.
One objective of this paper is to reassess the performance of the semi-log and double-log money demand models. In particular, we evaluate the estimation and test results of previous work by considering the possibility of nonlinearity in both models. Both the semi-log and double-log models have their own theoretical backgrounds and policy implications. 4 Indeed, as pointed out by Lucas (2000) , each model could derive a different policy implication if the level of nominal interest rates was drastically lower than rates thus far, similarly to the Japanese economy of the mid-1990s. 5 Hence, judging the advantage of one model over the other requires careful examination.
There is another motivation that is common with existing empirical studies on Japanese money demand: we investigate the shape of the Japanese money demand function. However, the approach adopted in this paper differs from previous studies in that we consider the time-varying interest elasticity (or semielasticity) as a function of the BOJ's policy rate. To fulfill our objectives, we employ the cointegrating smooth transition model in Saikkonen and Choi (2004 
2007
) and the cointegrating structural break models cannot identify this transition value. This paper attempts to uncover the shape of the Japanese money demand function by identifying the historical path of interest elasticity and the transition value of the BOJ's policy rate.
In this paper, the nonlinearity of the smooth transition model concerns modeling the long-run equilibrium of Japanese money demand, not the short-run error correction process to the equilibrium. Within a linear cointegration context, the theory of nonlinear error correction models including smooth transition error correction models has been developed by Saikkonen (2005 Saikkonen ( , 2008 as an extension of Granger's representation theorem, which provides a link between linear cointegration and linear error correction models. 6 Within a nonlinear cointegration context in which a long-run equilibrium relation is allowed to be state dependent, however, an extension of Granger's representation theorem has not been developed. Consequently, this paper focuses on characterizing the long-run Japanese money demand by using the cointegrating smooth transition model in Saikkonen and Choi (2004) . 7 The paper is organized as follows. Section 2 introduces a cointegrating smooth transition model for Japanese money demand and discusses the estimation and test results. In this section, we reassess the performance of the semi-log and double-log models in terms of goodness-of-fit. Section 3 considers the shape of the Japanese money demand function based on estimates obtained in Section 2. Finally, Section 4 summarizes our empirical findings and discusses some issues for future research. The Appendix details the simulation methods and results.
Estimation and Test
In this section, we introduce a nonlinear model of Japanese money demand based on Saikkonen and Choi's (2004) cointegrating smooth transition model.
In general, a smooth transition model, in identifying the transition value of an explanatory variable, deals with the dependence of a coefficient parameter on the state of the explanatory variable. 8 In particular, Saikkonen and Choi's (2004) nonlinear cointegrating model has an econometric framework to conduct tests for the null hypotheses of cointegration with nonlinearity and linearity. As discussed, previous studies of Japanese 8 money demand, with few reservations, assumed linearity for both the semi-log and double-log money demand models. However, if their assumption of linearity were invalid, their test results for cointegration and goodness-of-fit would be forced into a reexamination in a nonlinear context. Indeed, and according to Figure 2 , a double-log model appears to be linear, whereas a semi-log model appears to be strongly nonlinear.
In this section, we undertake the following empirical steps. First, we find a cointegrating relationship with possible nonlinearity for each of the semi-log and double-log models. Next, we conduct the linearity test for the two models.
If we find nonlinearity, we reassess the performance of the two models in terms of goodness-of-fit through modeling nonlinearity. Lastly, given the presence of nonlinearity, we estimate a nonlinear money demand model.
Nonlinear Model of Money Demand
We assume that the Japanese money demand function can be described by the following smooth transition model:
where k t indicates the logarithm of the Marshallian k, that is, the ratio of nominal money stock to nominal GDP. Therefore, we adopt the velocity-based specification for the Japanese money demand function. 9 In the semi-log model, 
Nonlinear Estimation Method and Cointegration Test
In this section, we find the presence of a cointegrating relationship with possible nonlinearity for the semi-log and double-log models using Choi and Saikkonen's The first step of the estimation involves obtaining a conventional nonlinear least squares (NLLS) estimator θ T with respect to θ. Although the NLLS estimator is consistent, it is not efficient because of the regressor-error dependence.
12 Thereafter, to control the regressor-error dependence and thus obtain an efficient estimator, Saikkonen and Choi (2004) suggest considering the following auxiliary regression model by adding the short-run dynamics of i t :
Plugging in the NLLS estimator θ T , the second step of the estimation involves obtaining the following efficient estimator for θ and π
where to check the robustness of the tests. The null hypothesis is cointegration with possible nonlinearity; we would be unable to reject cointegration for high pvalues. The null hypothesis cannot be rejected at 5% or lower in the various periods, and consequently, we have strong evidence in favor of cointegration for both the semi-log and double-log models in equation (1).
Our test results for cointegration with possible nonlinearity are noteworthy because some empirical studies on Japanese M1 demand have pointed out the possibility of no-cointegration with the semi-log model in the linear context of β = 0 for equation (1) . In contrast to previous work, our test results provide strong evidence that not only the double-log model but also the semi-log model has a cointegrating relationship with possible nonlinearity.
The small sample properties of the nonlinear cointegration test are reported in the Appendix. As detailed, our test results are not subject to serious small sample problems.
Linearity Test
As discussed earlier, previous research on the Japanese money demand function assumed linearity for both the semi-log and double-log money demand models.
In this subsection, we evaluate the assumption of linearity.
We are interested in testing the null hypothesis that the money demand function (1) reduces to a linear money demand function. Accordingly, the null hypothesis of interest is β = 0, while the alternative is β = 0. However, conventional hypothesis testing is difficult because the nuisance parameters γ and i * are not identified under the null hypothesis. Hence, for the linearity test of β = 0, we employ the first-order (T 1 ) and the third-order (T 2 ) tests suggested by Choi and Saikkonen (2004) .
To calculate the T 1 test in the semi-log model of equation (1), the log of the Marshallian k is regressed on the call rate, the lead and lags of the differenced call rate, and the call rate to the second power using OLS techniques. For the T 2 test in the semi-log model, the call rate to the third power is additionally used as a regressor in the specification used for the T 1 test. As demonstrated by Choi and Saikkonen (2004) , the linearity tests of β = 0 in T 1 and T 2 reduce to testing the significance of a parameter estimate for the second power of the call rate and the significance of parameter estimates for the second and third powers of the call rate, respectively. To calculate the two tests in the double-log model of equation (1), the logarithm value of the call rate should be used. The limiting null distributions of the T 1 and the T 2 test statistics are chi-square distributions with one and two degrees of freedom, respectively. Table 2 illustrates the results of the linearity tests in the semi-log and doublelog models. First, for the semi-log model, the null of linearity is rejected at a significance level of 5% in all cases of leads-lags and sample periods. For the double-log model, on the other hand, the null is not rejected in almost all cases.
The test results clearly indicate that the use of the semi-log model requires the consideration of nonlinearity to capture Japanese M1 demand over time, whereas the double-log model does not.
Our test results for linearity establish the validity of assuming a linear specification, at least for the double-log model, but not for the semi-log model. 15 The Appendix reports the small sample properties of the T 1 and T 2 tests for linearity. As demonstrated, the two tests are not subject to serious small sample problems.
Performance Comparison
In this subsection, we conduct a performance comparison of the four models in equation (1)-the linear semi-log model, the linear double-log model, the nonlinear semi-log model, and the nonlinear double-log model-in terms of goodnessof-fit. Table 3 reports the sum of squared error (SSE) for the four models. The linear semi-log and double-log models are estimated with the fully modified OLS in Phillips and Hansen (1990) . The SSE for the nonlinear semi-log and doublelog models are based on estimates obtained using the two-step Gauss-Newton estimator with K = 1. The following results do not depend on the structure of the leads and lags. The SSE is calculated using the in-sample and out-of-sample prediction errors.
The linear semi-log and nonlinear double-log models are clearly inferior to the other models in terms of both in-sample and out-of-sample prediction perfor-mance. In particular, the result for the linear semi-log model is compatible with that of Bae, Kakkar, and Ogaki (2006) who have shown that the linear semilog model is inferior to the linear double-log model in terms of out-of-sample prediction performance. On the other hand, the overall performance of the nonlinear semi-log model appears to exceed that of the linear double-log model. For the in-sample prediction, the two models perform similarly. However, for the out-of-sample prediction, the nonlinear semi-log model partly exceeds the linear double-log model. We employed other sample periods for the performance comparisons, but the results did not qualitatively change.
Next, we conduct a comparative simulation study of the linear double-log and nonlinear semi-log models based on the test results for goodness-of-fit. In the simulation study, we examine how accurately the test results for goodnessof-fit are replicated when one is adopted as the true model to simulate draws and the other is used for the calculation of SSEs. If the empirical SSE presented in Table 3 is consistent with the SSEs obtained by simulating draws for the true model, we have a case for arguing that the true model is correct. Table 3 and the mean of the SSEs obtained using Monte
Carlo simulation. When we adopt one as the true model, we simulate draws from the true model and calculate a simulated SSE of the other for each draw.
We conduct 1,000 Monte Carlo replications to obtain the mean of the simulated
SSEs: e * . The Monte Carlo simulation procedure is described in the Appendix.
Overall, the MSE and the BIAS of the nonlinear semi-log model appear to be smaller than those of the linear double-log model. The nonlinear semi-log model captures samples used for their estimation more accurately than the linear double-log model. For the in-sample prediction, the double-log model partly exceeds the nonlinear semi-log model, however, for the out-of-sample prediction the nonlinear semi-log model largely exceeds the double-log model for all of the prediction periods.
In sum, and in contrast to those of Bae et al. 
Estimation Results
Our results for goodness-of-fit indicate that the nonlinear semi-log model is as effective as the linear double-log model. In addition, and unlike the linear doublelog model, the nonlinear semi-log model presents us with the opportunity to estimate the time profile of interest semi-elasticity in relation to the call rate as the BOJ's policy rate, thereby allowing us to investigate the shape of the Japanese M1 demand function in detail. In this subsection, we discuss the estimation results of the nonlinear semi-log model obtained using the two GaussNewton estimation methods. In the next section, we investigate the shape of 18 the Japanese M1 demand function based on the estimation results. Additional points of concern are as follows:
1. We estimate a nonlinear semi-log function without imposing unitary income elasticity by regressing the real money balance of M1 on real GDP and the call rate using Gauss-Newton methods. The results, being accompanied by estimated income elasticities close to one, are similar to those illustrated in Table 5. 2. We also use the monthly data set: the industrial index of production as a scale variable and the consumer price index as a price index. The results obtained by imposing unitary income elasticity are similar to those illustrated in Table 5 . Furthermore, the estimation without imposing the unitary income elasticity provides results like those illustrated in Table 5 , bringing the estimated income elasticities close to one.
We calculate a bootstrap confidence interval at 95%. As illustrated in Table   5 , the estimation results do not change substantially, even though we explicitly deal with small sample problems. The bootstrap procedure is described in the Appendix.
The Shape of the Japanese Money Demand Function
In this section, we investigate the shape of the Japanese money demand function using the nonlinear semi-log model. Figure 3 illustrates the manner in which the interest semi-elasticity varies depending on the level of nominal interest rate between 0% and 14% by using semi-elasticity = αi t + βi t (1 − g(i t ; τ )). The calculation of the values of interest semi-elasticity is based on the estimation results obtained by using the one-step and two-step Gauss-Newton estimators with K = 1 for period II. The figure shows that the interest semi-elasticity, taking a value of about −0.07, is quite stable above a level of the estimated transition value (i * ), which is about 3%.
On the other hand, it is sharply increasing below the transition value and ends up at a value of about −0.45.
Next, we investigate the time profile of interest semi-elasticity using the actual path of the call rate. Figure 4 illustrates the actual path of the call rate and the path of the interest semi-elasticity. First, the interest semi-elasticity, taking a value of about −0.07, had been quite stable until the early 1990s, excluding the late 1980s, during which a low interest rate policy was temporarily conducted. Second, as the call rate gradually lowered from a level of about 3%, interest semi-elasticity gradually increased from the early 1990s to the mid- The above-mentioned results indicate that Japanese M1 demand is composed of three regimes: Regimes I, II and III, as shown in Figure 5 . In Regime I through the early 1990s, the policy rate was set above 3% and the Japanese 21 money demand function had lower interest semi-elasticity. Regime II from the early 1990s to the mid-1990s is the transition period during which the interest semi-elasticity gradually changed. In Regime III from the mid-1990s, the policy rate was set below 0.5%, and the Japanese money demand function had higher interest semi-elasticity.
Conclusion
We have three substantive conclusions pertaining to the shape of the Japanese money demand function. First, the linearity test showed that there is statistically significant evidence of nonlinearity in the semi-log money demand model, whereas there is no comparable evidence pertaining to the double-log money demand model. This result indicates that if we examine a semi-log model for an extremely low interest rate economy similar to that in post-1995 Japan, we must specifically consider the nonlinearity of interest semi-elasticity. On the other hand, if we examine a double-log model, we can assume a conventional linear specification.
Second, we confirmed that a semi-log money demand model has a longrun equilibrium relationship with a nonlinear form. In addition, we provided evidence that a nonlinear semi-log model is as effective as a linear double-log model in terms of goodness-of-fit. Therefore, as long as we specifically introduce nonlinearity, we can capture stable Japanese money demand, even with a semilog model. This suggestion is especially noteworthy because previous studies such as Fujiki and Watanabe (2004) and Bae, Kakkar, and Ogaki (2006) showed the possibility of no-cointegration with a semi-log model and the inferiority of a semi-log model to a double-log model without considering nonlinearity.
Third, we found that Japanese money demand comprises three regimes: the first, through to the early 1990s, was when the Japanese money demand function had lower interest semi-elasticity; the second, from the early 1990s to the mid-1990s, was when interest semi-elasticity gradually increased; and the third, after the mid-1990s, was when the Japanese money demand function had higher interest semi-elasticity.
In particular, with regard to the relationship between interest elasticity and the BOJ's policy rate, our estimation results indicate that it was when the BOJ set the policy rate below 3% in the early 1990s that interest semi-elasticity began to explicitly consider the zero bound, we must deal with this statistical problem using a more rigorous time series method. We would like to extend our research along these lines in the future.
Appendix: Simulation Methods and Results

A 1. Size and Power of the Linearity Test
To calculate the empirical power of the first-order (T 1 ) and the third-order (T 2 ) tests, we generate data using the following system:
where
indicate the parameter estimates obtained by the one-step Gauss-Newton estimator with a full sample of size T .
ω t is defined by ω t = ( t , v t ) . We calculate the empirical power through the following steps:
1. Obtain the fitted residuals { t : t = 1, . . . , T } in equation (2) estimator.
5. Apply the first-order and third-order tests for linearity based on the 5%
asymptotic critical values to each set of the sample (k * t , i * t ), and repeat this procedure 5,000 times. Next, we calculate the size of the linearity tests as follows. Assuming that β 1 T = 0 under the null of linearity, we obtain the fitted residuals by using the estimates (constant 1 T , α 1 T ) . Then, we follow the same procedure as in the calculation of power. Table A-1 reports the rejection frequencies under the null hypothesis as the size of the linearity tests. In the two sample periods, neither shows substantial over rejection.
The Monte Carlo studies demonstrate that the test results based on our sample do not suffer from serious small sample biases.
A 2. Size and Power of the Nonlinear Cointegration Test
To examine the small sample properties of Choi and Saikkonen's (2005) C θ 1 T test for cointegration, we alter the Monte Carlo procedure for the linearity test as follows. First, we assume that a cointegrating error t can be described as follows:
Furthermore, we assume ρ = 0 under the null hypothesis and ρ = 0 under the alternative hypothesis. On calculation of size, we estimate AR (1) process (6) using the fitted residuals { t }, obtained in step 1 of the Monte Carlo procedure for the linearity test, whereas in the calculation of power, we first consider the difference of the fitted residuals. Then, we obtain a sample of {w t : t = 1, . . . , T }.
Second, we assume that the sample {w t } follows an i.i.d. normal distribution (7) with a meanw = we obtain a sample { * t ; t = 1, . . . , T } by integrating w * t . Except for using the generated cointegrating errors { * t }, we follow the same procedure as for the linearity test in calculating both size and power. 
A 3. Comparative Simulation Study of the Two Models
To conduct a comparative simulation study of the linear double-log and nonlinear semi-log models, we alter the Monte Carlo procedure for the linearity test as follows. First, when we adopt the linear double-log model as the true model, i t indicates a logarithmic value of the overnight call rate in the system given by (2)-(5). We impose β 1 T = 0 in equation (2) and estimate (constant 1 T , α 1 T ) using the fully modified OLS in Phillips and Hansen (1990) . Second, when we adopt the nonlinear semi-log model as the true model, we estimate (
and we use the sample (k * t , i * t ) obtained by simulating a draw for the true model, thereby calculating a simulated sum of squared error for the other. We repeat this procedure 1,000 times to obtain the mean of simulated sums of squared error: e * . We calculate the mean square error (MSE) and bias (BIAS) defined
as (e − e * ) 2 and e − e * , where e indicates an empirical sum of squared error presented by Table 3 .
According to Table 4 , the MSE and the BIAS of the nonlinear semi-log model are smaller than those of the linear double-log model. For the in-sample prediction, the double-log model partly exceeds the nonlinear semi-log model, while
for the out-of-sample prediction, the nonlinear semi-log model largely exceeds the double-log model in all of the prediction periods.
A 4. Bootstrap Confidence Interval
To obtain bootstrap confidence intervals, we alter the Monte Carlo procedure for the linearity test as follows. First, in step 1, we use the parameter estimates obtained by the one-step and two-step Gauss-Newton estimators with K = 1, 2, 4. Second, in step 3, we sample ξ * t of size T randomly with replacement from the centered VAR residuals ξ t −ξ : t = 1, . . . , T , whereξ =
Third, in step 5, we calculate the confidence interval based on the one-step and the two-step Gauss-Newton estimators by using the bootstrap sample obtained in step 4. Except for these steps, we follow the same procedure as the linearity tests in calculating power.
According to Table 5 , while the estimated confidence intervals are somewhat larger than those based on asymptotic distribution, the sign and significance of the estimated parameters do not change substantially. Furthermore, the structural break model cannot identify the transition value, even though the model can identify the change point at which the set of coefficient parameters change. We follow these studies to form a base specification for the Japanese money demand function.
10 There is a long controversy over which short-or long-term rate should be included in the empirical specification of the money demand equations as the opportunity cost of holding money (e.g., Poole, 1988; Hoffman and Rasche, 1991) . Hoffman, Rasche, and Tieslau (1995), however, argued that if two interest rates are cointegrated from the term structure, the interest rate used is irrelevant to the estimates of interest elasticity. Indeed, they employed the overnight call rate as the most representative short-term rate in Japan. Accordingly, we employ the call rate not only as the BOJ's policy indicator, but also as the opportunity cost of holding money.
11 Nakashima (2006) showed that the call rate represented the BOJ's policy decisions 14 Choi and Saikkonen (2005) give the cumulative distribution function of
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