Probing thermalization through spectral analysis with matrix product
  operators by Yang, Yilun et al.
Probing thermalization through spectral analysis with matrix product operators
Yilun Yang,1 Sofyan Iblisdir,2, 3 J. Ignacio Cirac,1, 4 and Mari Carmen Ban˜uls1, 4
1Max-Planck-Institut fu¨r Quantenoptik, Hans-Kopfermann-Str. 1, D-85748 Garching, Germany
2Departament de F´ısica Qua`ntica i Astronomia & Institut de Cie`ncies del Cosmos, Universitat de Barcelona, Barcelona, Spain
3Departamento de Ana´lisis y Matema´tica Aplicada,
Universidad Complutense de Madrid & Instituto de Ciencias Matema´ticas, Madrid, Spain
4Munich Center for Quantum Science and Technology (MCQST), Schellingstr. 4, D-80799 Mu¨nchen
We combine matrix product operator techniques with Chebyshev polynomial expansions and
present a method that is able to explore spectral properties of quantum many-body Hamiltonians.
In particular, we show how this method can be used to probe thermalization of large spin chains
without explicitly simulating their time evolution, as well as to compute full and local densities of
states. The performance is illustrated with the examples of the Ising and PXP spin chains. For the
non-integrable Ising chain, our findings corroborate the presence of thermalization for several initial
states, well beyond what direct time-dependent simulations have been able to achieve so far.
The study of one-dimensional quantum many-body
systems has motivated the emergence of a number of
techniques, based on tensor network states (TNS). More
concretely, they use matrix product states (MPS) and
matrix product density operators (MPDO) [1–5] to ap-
proximate the ground states, low-lying excitations, ther-
mal states, as well as time evolution. These methods have
enabled the in-depth study of a multitude of models and
the analysis of relevant physical phenomena.
The success of such techniques is rooted in the abil-
ity of MPS and related ansatzes to accurately describe
states that fulfill an area law of entanglement [6, 7], sat-
isfied (or only slightly violated) by many of the prob-
lems mentioned above [8]. There are, however, impor-
tant open questions that such techniques cannot easily
solve. In particular, excited states at finite energy den-
sity are difficult to approximate, except in very particu-
lar cases [9, 10], as they generically display volume law
entanglement and, additionally, are embedded in highly
dense spectral regions, which severely hinders the con-
vergence of the algorithms. Out-of-equilibrium dynamics
is also problematic: under time evolution a volume law
often emerges, that makes an MPS approximation inade-
quate, except for short times. As a consequence, it is vir-
tually impossible for standard MPS techniques to address
the fundamental questions of equilibration and thermal-
ization of relatively large closed quantum systems.
A few alternative tensor network algorithms have tried
to overcome these problems by avoiding the explicit rep-
resentation of the states [11–14]. Although they extend
the applicability of the toolbox and allow access to ad-
ditional dynamical quantities in some scenarios, the fun-
damental goal of accessing the long time behavior in a
general case, and thus deciding the appearance of equili-
bration or thermalization, has not been achieved.
Here we introduce a new powerful tool to fill in these
gaps. Our method is based on the use of MPO to approx-
imate a family of generalized densities of states, and pro-
vides a means to directly address thermalization. More
concretely, we combine TNS and the kernel polynomial
method (KPM) [15] in a general scheme that provides ac-
cess not only to the full density of states (DOS) of a given
many-body Hamiltonian [16], but also to energy func-
tions that are intimately related to the out-of-equilibrium
dynamics, including the local density of states (LDOS).
With these functions it is possible to probe the eigenstate
thermalization hypothesis (ETH) [17, 18] across the spec-
trum, and to verify the thermalization of initial states
without explicitly simulating the time evolution.
Generalized DOS.— Let us consider a quantum
many-body Hamiltonian with spectral decomposition
H =
∑
k Ek|k〉〈k|. We are interested in energy functions
of the form
g(E;O) =
∑
k
δ(E − Ek) 〈k|O|k〉, (1)
where O is any operator and δ(x) is the Dirac delta func-
tion. We will aim an approximation to
gM (E;O) ≡ tr [OδM (E −H)] , (2)
where δM is a smooth function such that limM→∞ δM =
δ. As we will show below, gM (E;O) can be computed
from traces tr [OTn(H)], where Tn(H) are the Chebyshev
polynomials of H [19].
Being able to estimate gM (E;O) allows us to access a
number of physical quantities that we can use to probe
the dynamics of H:
(i) gM (E;1)/dH is a broadened DOS, where dH is
the dimension of the Hilbert space. It thus en-
ables the computation of thermodynamic quanti-
ties. For instance, the partition function in the
canonical ensemble can be computed as ZM (β) =∫
dEe−βEgM (E;1).
(ii) Since Eq. (1) represents the (unnormalized) average
expectation value of O over all states with the same
energy, the expectation value of O in the micro-
canonical ensemble O(E) is given by the ratio [20]
O(E) =
g(E;O)
g(E;1)
≈ gM (E;O)
gM (E;1)
≡ OM (E). (3)
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2(iii) If the operator is taken to be a projector onto a pure
state O = |Ψ〉〈Ψ|, the computed function, which
we denote gM (E; Ψ) = gM (E; |Ψ〉〈Ψ|), is the corre-
sponding LDOS.
Dynamical probes.— Firstly, using (3) we can
probe some of the predictions of ETH [17, 18, 21–
23], which postulates that, regarding physical observ-
ables [24], energy eigenstates look thermal, i.e. they have
expectation values close to those of an equilibrium ensem-
ble with a temperature set to get the same mean energy
[25]. If ETH holds we thus expect the estimate OM (E)
to be a smooth function of energy, and to be equal to the
thermal value at the same mean energy,
OM (E)
ETH≈ tr [ρβ(E)O] , (4)
where β(E) is the corresponding temperature. Prob-
ing this relation constitutes a weak test of ETH. Sec-
ondly, we can use the estimates (ii) and (iii) to approx-
imate the long-time averaged expectation value O¯ =
limT→∞ 1T
∫ T
0
dt〈Ψ(t)|Oˆ|Ψ(t)〉 which, if the spectrum is
not degenerate, is given by the expectation value in the
diagonal ensemble, O¯ = ODiag(Ψ) ≡
∑
k 〈k|O|k〉|〈k|Ψ〉|2.
Under the non-degeneracy condition, 〈k|O|k〉 = O(Ek),
and we can write
ODiag(Ψ) =
∑
k
∫
dEδ(E − Ek)O(E)|〈k|Ψ〉|2
=
∫
dEO(E)g(E; Ψ) ≈
∫
dEOM (E)gM (E; Ψ),
(5)
If the system thermalizes, the long-time value will be
thermal, so we expect∫
dEOM (E)gM (E; Ψ) ≈ tr
[
ρβ(E)O
]
, (6)
for 〈E〉 = 〈Ψ|H|Ψ〉. Hence it is possible to probe the
thermalization of individual initial states without the
need to explicitly simulate time evolution. Instead, we
can estimate, as we detail in the following, the expecta-
tion value of any local observable in the diagonal ensem-
ble for initial states that can be written as an MPS, and
compare this result to the expectation value in the Gibbs
ensemble for which the mean energy is 〈E〉 (which for lo-
cal Hamiltonians can be efficiently approximated using
MPS tools). Notice that if the energy spectrum has de-
generacies, it is still possible to estimate the long-time
averaged O¯ with our method, and perform this compar-
ison, although with a higher computational cost [26].
Finally, the LDOS encodes information about the evo-
lution of a state under H at arbitrarily long times. In-
deed, its Fourier transform (assuming H is constant in
time) is the survival probability, F (t) ≡ |〈Ψ(0)|Ψ(t)〉|2
which is sensitive to all time regimes of the evolution [27],
F (t) =
∣∣∣∣∫ dEe−iEtg(E; Ψ)∣∣∣∣2 ≈ ∣∣∣∣∫ dEe−iEtgM (E; Ψ)∣∣∣∣2 .
(7)
The decay of the survival probability after a quench
presents different regimes, and shows sensitivity towards
ergodicity and thermalization [27–30].
Chebyshev expansions.— The basis of our nu-
merical strategy is the expansion of the Dirac delta func-
tion in terms of Chebyshev polynomials Tn, defined by
the recurrence relation [15]
T0(x) = 1, T1(x) = x,
Tn+2(x) = 2x Tn+1(x)− Tn(x), n > 0. (8)
Any piecewise continuous function f(x) with x ∈
[−1,+1] admits such expansion [15, 31, 32], and can be
approximated by a truncated sum:
f(x) ≈ 1
pi
√
1− x2
[
γ0µ0 + 2
M−1∑
n=1
γnµnTn(x)
]
. (9)
The moments µn =
∫ 1
−1 f(x)Tn(x)dx are the coefficients
of the full expansion, while the γn are introduced by the
KPM to improve the quality of the truncated approxi-
mation, and depend on the order of the truncation M ,
but not on f [26].
Using the expansion for the delta function [15] for each
term in (1), gM (E;O) can be written in the form (9),
with moments
µn(H;O) ≡ 1
ν
tr
[
OTn(H˜)
]
, (10)
where H˜ = H/ν + ∆E is the rescaled and potentially
shifted Hamiltonian, such that the spectrum εk = Ek/ν+
∆E is strictly contained in [−1, 1] [26].
We can construct fixed bond dimension MPO approx-
imations to the polynomials T
(D)
n (H˜) ≈ Tn(H˜) for any
Hamiltonian H that is itself expressed as an MPO. Start-
ing from T0(H˜) = 1 and T1(H˜) = H˜ (both exact
MPO), we apply the recurrence relation between Cheby-
shev polynomials (8). This increases the bond dimen-
sion, so at each step we approximate the result with the
maximum D allowed using standard TNS techniques [1],
T
(D)
n+2(H˜) ≈ 2H˜T (D)n+1(H˜) − T (D)n (H˜). We can then com-
pute the traces tr[OT (D)n ] and thus approximate the func-
tion gM (E;O) for any operator O which can also be ex-
pressed as an MPO.
The case of the LDOS allows for a more efficient imple-
mentation, since in that case the traces to be evaluated
reduce to the single expectation value 〈Ψ|T (D)n (H˜)|Ψ〉.
Thus, instead of each full polynomial, it is enough to
find an MPS approximation of the vectors resulting from
applying them, |tn〉 ≡ Tn(H˜)|Ψ〉, which satisfy the same
3recurrence relation. This reduction of Chebyshev expan-
sions to states was used in [33] to estimate spectral func-
tions.
The sources of errors in our approach are analyzed in
the supplemental material [26]. Note that because of
the largely varying DOS across energy regions (in par-
ticular for local models as considered here, the DOS is
Gaussian in the thermodynamic limit [34, 35]), the pre-
cision of gM (E;O) estimated with the above procedure
worsens near the edges of the spectrum as discussed be-
low. We can alleviate this problem by applying separate
expansions to the Hamiltonian projected onto the dif-
ferent energy intervals, H → θ(H − Ecut)H (for high)
or θ(Ecut − H)H (for low energies) [36]. Since the step
function θ(x) can also be approximated using the KPM,
this construction can be realized within our numerical
method [26].
Models.— We have applied the method to two
quantum spin chains with open boundary conditions (the
scheme can be also used for periodic chains). The first is
the Ising model,
HIsing = J
N−1∑
i=1
σ[i]z σ
[i+1]
z + g
N∑
i
σ[i]x + h
N∑
i
σ[i]z , (11)
in general non-integrable, except in the limits g = 0
(classical) or h = 0 (transverse field Ising model). This
Hamiltonian has been profusely studied in the context of
quantum quenches. Non-trivial dynamics has been ob-
served and investigated in the non-integrable regime [37–
41], in particular, for the parameters that we consider,
(J, g, h) = (1,−1.05, 0.5). For comparison, we analyze
also the integrable point (1, 0.8, 0).
Second, we consider the PXP model,
HPXP =
N−1∑
i=2
Pi−1σ[i]x Pi+1 + σ
[1]
x P2 + PN−1σ
[N ]
x , (12)
where Pi = (1 − σ[i]z )/2. This kinetically constrained
model was recently realized in a Rydberg atom chain ex-
periment [42], and the observation of persistent revivals
for particular initial configurations has triggered intense
theoretical investigation about quantum scars as a pos-
sible mechanism to prevent thermalization [43–47].
Thermalization probes.— To probe thermaliza-
tion in the Ising model, we consider three initial states
that we call |X+〉, |Y+〉, |Z+〉, defined as translation-
ally invariant products of totally polarized spins in the
corresponding directions. Their LDOS for the integrable
and non-integrable Ising models, and the DOS of both
Hamiltonians are shown in Fig. 1 for a chain of N = 80
particles. The results for the DOS are very precise al-
ready for moderate bond dimensions D and truncation
parameter M .
In the non-integrable case we analyze the thermaliza-
tion of O = σ[N/2]z . In the integrable one, this oper-
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FIG. 1. Results of the Ising chains for N = 80, using bond
dimension D = 200. The upper panels show, as a function
of energy, the DOS for the non-integrable case (left) and the
error of DOS in the integrable one (right) for several values of
the truncation order M . The lower panels show the LDOS in
the non-integrable (left) and integrable (right) case for totally
polarized initial states |X+〉, |Y+〉, |Z+〉.
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FIG. 2. Thermalization probes for the non-integrable (left)
and integrable (right) Ising models, for a chain of N = 40
sites. Dashed black line: thermal expectation value of a par-
ticular operator. Orange line: OM (E) (3) with θ projections;
M = 100 (left), resp. M = 150 (right); error bars indicate
the difference with respect to truncation M − 50 (brown line
in the inset); D = 600 (blue line for D = 200, with negligi-
ble error from bond dimension effect). Pink line: OM (E) of
same M without θ projections, failing for high energy regions.
The red, green and blue points show the diagonal expectation
value (5) for the different initial states.
ator vanishes, and instead we consider O = (∑i σ[i]z )2.
The results are shown in Fig. 2 for a chain of N =
40 sites. To check relation (4), we plot OM (E) =
gM (E;O) /gM (E;1) (in yellow) as a function of E, and
at the same time the value in the corresponding Gibbs en-
semble, i.e. such that E = tr(He−βH)/Z (dashed black
line). In the non-integrable case we observe convergence
within the error bars (estimated from the comparison be-
tween different truncation orders). In the integrable one,
we observe a deviation in the region of largest energy.
But in this case there may be eigenstates that do not
fulfill ETH, and the relation (4) does not need to hold.
Notice that if we had not used different (θ-projected)
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FIG. 3. Thermalization probes in the PXP model. Left:
relation (4) holds only in the center (colors as in fig. 2); for
initial states |Z2〉, |Z3〉 (red and blue symbols), at E = 0, (5)
agrees with the thermal value. Right: survival probability of
both states as a function of time for different sizes. Revival
times are almost independent of system size, and agree with
predictions in [44] (dashed lines in the inset).
Chebyshev expansions for different energy sectors, the
results do not converge in the outer parts of the spec-
trum (pink lines in the figures).
We also probe thermalization for the initial states men-
tioned above by checking relation (6). For each of the
|X+〉, |Y+〉and |Z+〉states, the figures show the result
of evaluating the RHS of (5) for the observable O ana-
lyzed in the corresponding model versus E = 〈Ψ|H|Ψ〉. If
the state thermalizes, and the approximation (5) is good
enough, we expect that the result agrees with the ther-
mal expectation value (black curve) at the same mean
energy.
In the non-integrable case (left panel of Fig. 2), the er-
ror bars are compatible with thermalization for the three
states. This is particularly interesting for the |X+〉 and
|Z+〉 states, for which numerical simulations are not able
to reach thermalization times [37, 38], but there are argu-
ments for eventual thermalization [40]. The significantly
larger error bar for the |Z+〉 state is related to the close-
ness of this state to the edge of the spectrum, which
makes it sensitive to the discrete character of the latter,
as evidenced also in the corresponding LDOS (lower left
panel in fig. 1). In the integrable case, the value of the
most energetic of the states, |Z+〉, is not compatible with
the assumption of thermal equilibrium, even with error
bars. In this case, if the system equilibrates, we expect
it to be to a generalized Gibbs ensemble [48]. Neverthe-
less, our observation cannot be taken as a test of such
effect, because the estimate (5), in a case with degenera-
cies in the spectrum, does not necessarily correspond to
the expectation value in the long time limit [26].
A similar analysis for PXP model is shown in Fig. 3
(left panel) for a system of 40 spins. We compare the
microcanonical estimate (3) for the operator O = σ[N/2]z
(yellow line and symbols) to the thermal value (black
line), and observe that the agreement is best close to
the center of the spectrum, but values increasingly differ
(error bars considered) towards the edges. This observa-
tion is compatible with exact diagonalization results [44]
(for much smaller systems) that predict the existence of
ETH-violating eigenstates (scar states) in all regions of
the spectrum. Closer to the edges of the spectrum, the
ratio of scar states with respect to ETH ones becomes
non-negligible, which explains the more evident breaking
of ETH in these regions.
We next consider two initial states |Z2〉 ≡ | ↑↓↑↓ . . .〉
and |Z3〉 ≡ | ↑↓↓↑↓↓ . . .〉, for which unexpectedly long-
lived oscillations have been experimentally observed in
Rydberg atoms [42]. It has been recently postulated [43–
46] that the slow dynamics of these states is due to their
large overlap with a few scar states. These states lie
nevertheless in the middle of the spectrum, E = 0, where
there is an exponentially large degeneracy, so that Eq. (5)
(shown in the figure and compatible with the thermal
value within error bars) is not necessarily a good estimate
of the long-time limit.
The survival probability of these states, in contrast,
does show the peculiarities of the real time dynamics of
these two states. As shown in the right panel of Fig. 3,
the fidelities of both states show periodic revivals. We
observe that for both |Z2〉 and |Z3〉, the height of the
peaks seems to decrease exponentially with the system
size, which we choose to be multiples of 6 [44]. The lo-
cations of the peaks are more robust (see inset), at times
tZ2 ≈ 3pin/2 and tZ3 ≈ 9pin/8, for n ∈ Z, in agreement
with the prediction in [44].
Discussion.— We have presented a technique, based
on Chebyshev expansions and MPS algorithms, to com-
pute generalized densities of states, and have shown how
it can be used to directly probe thermalization in one-
dimensional quantum many-body models.
We consider a broad range of potential extensions and
applications to be analyzed in the future. First of all, our
calculations for spin models can be easily extended to dis-
ordered, quasi-periodic, long-range interacting, bosonic,
fermionic and even two-dimensional systems. Beyond
Hamiltonians, our scheme carries over to any sort of
MPO, and could be useful to explore the spectral prop-
erties of Lindbladians, random MPO, or others. Finally,
the scheme used to compute the survival probability can
also be extended to monitor the evolution of (local) ob-
servables, even at finite temperature, and thus provide
new tools to study the fundamental questions of out-of-
equilibrium dynamics.
This work was partly supported by the Deutsche
Forschungsgemeinschaft (DFG, German Research Foun-
dation) under Germany’s Excellence Strategy – EXC-
2111 – 390814868, and by the European Union through
the ERC grants QUENOCOBA, ERC-2016-ADG (Grant
no. 742102) & GAPS (Grant no. 648913).
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Two types of Chebyshev expansions[15]
In this letter, we are using the Chebyshev polynomials
of the first kind, Tn(x), and two different ways to ex-
pand a function in terms of Tn. Consider the two inner
products of functions f(x) and g(x) on [−1, 1]:
〈f |g〉1 =
∫ 1
−1
f(x)g(x)
pi
√
1− x2 dx,
〈f |g〉2 =
∫ 1
−1
pi
√
1− x2f(x)g(x)dx.
(13)
The orthogonality relations of Tn(x) follow as
〈Tn|Tm〉1 = 〈φn|φm〉2 =
1 + δn,0
2
δn,m, (14)
where φn(x) =
Tn(x)
pi
√
1−x2 . Thus the Chebyshev expansion
can be given by either
f(x) =
∞∑
n=0
〈f |Tn〉1
〈Tn|Tn〉1Tn(x) = α0 + 2
∞∑
n=1
αnTn(x),
where αn = 〈f |Tn〉1 =
∫ 1
−1
f(x)Tn(x)
pi
√
1−x2 dx, or
f(x) =
∞∑
n=0
〈f |φn〉2
〈φn|φn〉2φn(x)
=
1
pi
√
1− x2
[
µ0 + 2
∞∑
n=1
µnTn(x)
]
,
(15)
where µn = 〈f |φn〉2 =
∫ 1
−1 f(x)Tn(x)dx. As a conse-
quence of the Stone-Weierstrass theorem [31, 32], any
continuous function on [−1,+1] admits a converging ex-
pansion in terms of Chebyshev polynomials.
In practice, if we cut off at a finite number M of Cheby-
shev terms, there would show Gibbs oscillations near the
regions where the function is not continuously differen-
tiable. The kernel polynomial method suppresses these
oscillations by introducing kernels, i.e., coefficients mul-
tiplied to each term. In this paper we use the Jackson
kernel
γMn =
(M − n+ 1) cos pinM+1 + sin pinM+1 cot piM+1
M + 1
.(16)
It puts most of the weight on the smallest order terms,
and the actual number of terms that contribute to the
final result is much smaller than M .
When calculating the density of states, we are using the
second type of expansion since its Chebyshev moments
µn are easier to be expressed with MPO, as shown in the
main text.
Cutting off of DOS
In order to probe thermalization, we are interested
in g(E;1) and g(E;O) through the full spectrum
[Emin, Emax]. But this is challenging; since the DOS is
Gaussian, it varies by various orders of magnitude as we
vary the energy. To access the tails of the spectrum with
the maximum accuracy possible, we proceed piecewise.
To do so, we have constructed a step operator θ(H−Eth)
that projects H in different energy ranges. The Cheby-
shev expansion of the first type is particularly convenient
for this construction. Consider the step function:
θ(E − Eth) =
{
0, E < Eth;
1, E ≥ Eth.
(17)
The corresponding first type Chebyshev moments read
αθn =
{
arccos E˜th/pi, n = 0;
sin(n arccos E˜th)/npi, n ≥ 1.
(18)
We can use these data to promote the θ function to a
projecting operator, i.e.,
θ(H − Eth) ≈ γR0 αθ0 + 2
R−1∑
m=1
γRmα
θ
mTm(H˜)
≡ θR(H − Eth). (19)
Now, given any operator O, the corresponding truncated
DOS with two cutoff parameters M and R, tr[δM (H˜ −
E)θR(H − Eth)O]/dH, can be estimated from the mo-
ments µn(H; θR(H − Eth)O). When evaluating these
moments, products of the form T
(D)
n (H)T
(D)
m (H) appear.
In principle, it is possible to store all the MPO approx-
imations T
(D)
n (H) along the calculation and compute the
corresponding cross products, but it is memory consum-
ing. Instead, the computation can be simplified using a
simple strategy. Exploiting the relation
Tn(x)Tm(x) =
1
2
[Tn+m(x) + Tn−m(x)], (20)
(where, without loss of generality, we have assumed
n > m) any product Tn(H)Tm(H) can be expressed as a
linear combination of M +R− 1 Chebyshev polynomials
of H. This allows us to express the moments of the pro-
jected expansion in terms of exactly the same traces as for
the unprojected one, but in exchange requires to approx-
imate larger order polynomials (which, as we saw, has
an exponential cost in D). A more efficient alternative
exists to reorganize the computation of the products by
invoking again (20). Namely, the computation of Tn+m
can be obtained from the product Tn+m
2
Tn+m
2
(for even
n+m) or Tn+m+1
2
Tn+m−1
2
(if n+m is odd).
6We can finally express, for even n+m,
Tn(x)Tm(x) = Tn+m
2
(x)Tn+m
2
(x)
+ 12 [Tn−m(x)− T0(x)] (21)
and for odd n+m,
Tn(x)Tm(x) =Tn+m+1
2
(x)Tn+m−1
2
(x)
+ 12 [Tn−m(x)− T1(x)]. (22)
So that we can evaluate the projected expansion if we
approximate polynomials up to order max(M,R), with-
out the need to store them in memory. The only addi-
tional step in the algorithm is, at each order m, evaluat-
ing the corresponding traces for T
(D)
m (H) T
(D)
m (H) and
T
(D)
m (H) T
(D)
m−1(H), before discarding T
(D)
m−1(H).
Let us now show how implementing θ(H − Eth) helps
us estimate g(E;O) on [Emin, Emax]. We discussed above
why the tails of the distribution are problematic. For
the sake of concreteness, let us focus on the right end
of spectrum, [Ecut, Emax], where Ecut is some threshold
value chosen so that g(E;1) is monotonically decreasing
on [Ecut, Emax]. We are going to evaluate g(E;O) in a
succession of intervals which union is [Ecut, Emax]. We
proceed as follows:
1 Choose some reduction factor η in (0, 1).
2 Use Chebyshev expansions to provide a
non-truncated initial estimate gini(E;1) and
gini(E;O) respectively for g(E;1) and g(E;O)
in [Emin, Emax]. Set g0(E;1) = gini(E;1),
g0(E;O) = gini(E;O), E0 = Ecut and s = 0.
3 Find the largest Es+1 in [Es, Emax] such that
gs(Es+1;1) ≥ ηgs(Es;1). gs(E;O) and gs(E;1) are
our estimates respectively for g(E;O) and g(E;1)
on the interval [Es, Es+1].
4 Compute gs+1(E;1) = θ(E−Es+1−δ)g0(E;1) and
gs+1(E;O) = θ(E − Es+1 − δ)g0(E;O), where δ
is a small safety parameter. These functions are
constructed from the moments µn(H; θ(H−Es+1−
δ)) and µn(H; θ(H − Es+1 − δ)O).
5 s← s+ 1.
6 If Es < Emax, got to 3; else go to 7.
7 End.
The strategy just exposed does lead to a more accu-
rate estimate of generalized DOS near the edges of the
energy spectrum, as can be appreciated on Fig. 2.[49]
Other strategies may be used to deal with the edges of
the energy spectrum, e.g. one could adapt the energy
truncation step introduced in [33] to try to suppress the
undesired regions.
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FIG. 4. (a)(c): Semi-log plot of bond dimension D required
to keep a given truncation error of 10−2, 10−3, 10−4, 10−5 in
the MPO approximation of Tn(H˜) as a function of n for the
non-integrable Ising chain, Dmax = 200; (b)(d): Same but for
Tn(H˜)|X+〉 in a log-log plot. (a)(b): N = 80; (c)(d): N = 40.
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FIG. 5. Full spectrum version of upper left plot in Fig. 2,
with more different values of (M,R).
Error analysis
There are two distinct sources of errors in the scheme
presented in the main text. The first is that induced
by cutting off Chebyshev expansions to some finite order
M . It is proved [15] that with the Jackson kernel, if f is
continuous in [−1, 1], the finite sum of the first M terms
fM will converge uniformly to f as
||f − fM ||∞ ∼ O(1/M). (23)
This error scaling may not be apparent for small spin
systems, for which the function to approximate, i.e. the
spectrum, is discrete. In such cases, increasing M will
eventually make this discrete nature emerge. In turn,
in the thermodynamic limit, the DOS and related func-
tions become smoother and the results will converge with
7M as prescribed by (23). The second source of error
is the bond dimension truncation that takes place after
each application of the recurrence relation. To estimate
it numerically, at each step of the iteration we compute
the (Hilbert-Schmidt) distance between the best approx-
imated polynomial (corresponding to Dmax) and its trun-
cations to D < Dmax,
n(D) =
‖T (Dmax)n (H˜)− T (D)n (H˜)‖22
‖T (Dmax)n (H˜)‖22
. (24)
From these data, we can estimate the bond dimension
required to keep the truncation error below a certain
threshold. We’ve made a check on the needed bond di-
mension D to obtain Tn(H) within a certain error in
Fig. 4. As illustrated in Fig. 4, we find this error to grow
faster than polynomially with n [50].
Surprisingly, for the system sizes we have considered,
N = 40 and N = 80, we have found that to achieve a
given error, the bond dimension D required is smaller for
the larger system.
In the case of the LDOS calculation, the truncation
does not happen at the operator level, but it takes place
on the MPS resulting from the application of the poly-
nomials to the initial state. The analogous error,
ηn(D) =
‖|t(Dmax)n 〉 − |t(D)n 〉‖2
‖|t(Dmax)n 〉‖2
(25)
reveals that the effort in D is much more modest for these
quantities. Our results suggest (see right panel in fig. 4)
a polynomial scaling of D as a function of n. This latter
observation is in line with the conclusions of [33], while
estimating other functions, such as the full DOS, appears
to be qualitatively more demanding.
When probing thermalization, i.e., when calculating
g(E;O)/g(E;1), the error results mainly come from the
interplay among three types of cutoffs : finite MPO bond
dimension (D), finite order for the Chebyshev expansion
of (weighted) DOS (M), and finite order for the Cheby-
shev expansion of the θ function (R). If we focus on the
bulk of the spectrum, even if the error induced by finite
D is non-negligible, increasing the sum of M + R will
result in an improvement comparable to that obtained if
D had been taken large enough that the MPO error can
be ignored. But at the edges, the error soon diverges or
oscillates quite quickly. Since the DOS is not dense in the
tail, we believe we can deal with this lack of accuracy by
cutting 2%-3% of the edges on both sides in the thermal
property plots of Fig. 2 and 3.
We have also observed that near the edge of the
spectrum, a reconstructed DOS (or related function)
may ’spill’ beyond the minimum / maximum energy;
using finite order Chebyshev expansions inevitably
produces some broadening. This effect has a significant
impact on the LDOS and the surviving probability; since
the weight function 1/(pi
√
1− x2) is very large near the
edges, such out-of-bounds contributions are strongly
amplified. To counter this effect, we have rescaled and
shifted the spectrum to make it fit into some interval
[−1+, 1−] [33], where  is some safety parameter. And
in the final step of LDOS calculations (getting g(E; Ψ)
from µn(H; Ψ)), the range of energy involved has been
extended a bit, for instance, to [−1 + /2, 1− /2].
Survival Probability of Ising models
The lower panels of fig. 2 show FM (t) as a function
of time for the three initial states and both Ising mod-
els, for system size N = 40, up to times where the order
truncation becomes significant (recognized by comparing
different values of M). We observe qualitative differences
among the states, with the |Y+〉 state, always supported
by interior energy eigenstates, exhibiting a faster decay,
whereas the other states, which lie closer to the edges
of the spectrum, survive longer. The plot indicates that
the required Chebyshev truncation order M grows faster
than polynomially with time. Our findings are compat-
ible with the features predicted in e.g. [27, 28], such as
the survival collapse and the onset of the algebraic decay
in some cases.
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FIG. 6. Survival probability of |X+〉, |Y+〉 and |Z+〉 as
a function of time of the non-integrable (left) and integrable
(right column) Ising models, for a chain of N = 40 sites.
Different line styles corresponds to different truncation order
in the LDOS.
Degenerate spectrum
If the spectrum is degenerate, we can still use the
Chebyshev expansions to estimate the long-time aver-
aged limit of expectation values. We can write the
evolved state as
|Ψ(t)〉 =
∫
dEe−iEt
∑
k
δ(E − Ek)|k〉Ψ〉, (26)
where the sum over k runs over all energy eigenstates.
The time averaged expectation value of O can then be
written as
8O¯ =
1
T
∫
dt〈Ψ(t)|O|Ψ(t)〉 = 1
T
∫
dt
∫
dE
∫
dE′
∑
k,k′
δ(E − Ek)δ(E′ − E′k)e−i(E−E
′)t〈Ψ|k′〉〈k′|O|k〉〈k|Ψ〉
=
∫
dE
∑
k,k′
δ(E − Ek)δ(E − Ek′)〈Ψ|k′〉〈k′|O|k〉〈k|Ψ〉 ≡
∫
dEO¯(E), (27)
where we have integrated the time already, so that only
terms with E = E′ survive. Now if we focus on the
argument of the energy integral, we can expand each of
the delta functions as we have done before in terms of
Chebyshev polynomials,
δ(E − Ek) ≈ 1
pi
√
1− E2
∑
m
cmTm(Ek)Tm(E), (28)
(where for simplicity, we are assuming that the Hamilto-
nian is already rescaled). Inserting this expansion (twice)
in (27), we find
O¯(E) =
1
pi2(1− E2)
∑
m,p
cmcpTm(E)Tp(E)
∑
k,k′
〈Ψ|k′〉〈k′|Tp(Ek′)OTm(Ek)|k〉〈k|Ψ〉
=
1
pi2(1− E2)
∑
m,p
cmcpTm(E)Tp(E)〈Ψ|Tp(H)OTm(H)|Ψ〉. (29)
To evaluate the above expression, we simply compute
the vectors |tm〉 as in the main text, and use them to
evaluate the corresponding matrix elements of O. Notice
that if there was no degeneracy, k and k′ will be the same,
and we recover the diagonal ensemble form presented in
the main text.
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