Abstract. For high precision measurements, accelerometers need recalibration between different measurement occasions. In this paper we derive a simple calibration method for triaxial accelerometers with orthogonal axes. Just like previously proposed iterative methods, we compute the calibration parameters (biases and gains) from measurements of the Earth gravity for six different unknown orientations of the accelerometer. However, our method is non-iterative, so there are no complicated convergence issues depending on input parameters, round-off errors etc.
Introduction
For many different applications each output voltage of a triaxial accelerometer can be well modeled as depending linearly on the measured acceleration via a multiplicative gain factor and a zero offset (bias). Both the gain and the bias change noticeably, for example, with the temperature [1] . They can differ by ±10 % from one accelerometer to the next, or between the axes of the same accelerometer 1 . This gives an error both in the direction and the size of the measured acceleration. For good reliability for instance at different temperatures, and in collaborative use of several accelerometers, it is therefore important to calibrate the accelerometers before measuring or repeatedly during long-time measurements.
This paper is intended for in-field calibration of triaxial accelerometers with no other sensors available for assisting the calibration. A commonly used in-field approach [2, 3, 4, 5, 6] is to assume the accelerometer to measure in three perfectly orthogonal directions and to compute the three gain and three bias parameters from measurements of the local Earth gravity for six different orientations of the accelerometer. This approach requires no explicit knowledge of the actual orientation of the accelerometer with respect to gravity.
For solving the resulting system of six nonlinear equations, different iterative numerical solution methods have been proposed [2, 4, 5, 6] . A linear minimum variance unbiased estimator approach has also been suggested for some slightly different applications [3, 7] . For iterative methods, more work is needed to clarify for which measurement setups there is a unique solution and whether the iterative algorithm converges to this solution. We solve this problem by deriving a simple non-iterative calibration method for which we can state explicit conditions on the measurement setups that guarantee successful calibration. In a direct comparison of our solution with the fast converging method proposed in [6] , we show that the latter actually always converges in at most two iterations.
We derive our calibration method for accelerometers that measure in three perfectly orthogonal directions with unknown gains true and biases true for = 1, 2, 3. We assume, contrary to [3, 7] , that the accelerometer can be rotated and placed at rest in six different angular orientations. Then we get acceleration measurements , that satisfy the fundamental relation 
The corresponding accelerometer voltage outputs can be organized into the matrix
We address three main topics in this paper:
(1) In Section 2.1, we derive simple conditions on the available measurements , for which we provide simple formulas for unique calibration parameters and such that
From the uniqueness and (1), it then clearly follows that = true and = true .
(2) We show in Section 2.2 that there are nontrivial rotations of the accelerometer for which the measurements does not satisfy the conditions necessary to compute unique and satisfying (2) . On the other hand, we also show that we always get unique and satisfying (2) for all "reasonably small" deviations from a natural measurement setup with 90 degree rotations of the accelerometer and one measurement axis aligned with the Earth gravity field. Here, "reasonably small" means, for example, at most 5 ∘ deviation for the Colibrys SF3000L accelerometers in our lab. (3) In Section 2.3, a direct comparison of our explicit non-iterative solution with the iterative method proposed in [6] shows that the latter always converges in at most two iterations.
Main results

The calibration method.
In this section, we will derive a simple calibration method for triaxial accelerometers with perfectly orthogonal axes and voltage outputs satisfying the linear model (1b). It is natural and a simple task to set up the accelerometer and its wiring so that a large positive acceleration corresponds to a positive output voltage. We will therefore also assume the accelerometer to have positive gains. The accelerometer voltage outputs in (1b) depend on true , true and , , all of which are unknown, but the following theorem shows that if satisfies a certain easily checked condition, then (6) gives = true and = true .
Theorem 2.1. For any 3 × 6-matrix with real-valued entries, define
with elementwise squaring
There is a unique = [ 
When these equivalent statements hold, the unique and satisfying (5) are
As explained in Remark 2.4 on p. 5, the condition (5) is always true for accelerometers with true having length less than the smallest true , which holds with probability 1 for an arbitrary chosen accelerometer.
Further, we show in Theorem 2.3 how to "get rid of" the condition sgn( ) = sgn Proof of Theorem 2.1. We will prove the equivalence by establishing an invertible mapping of the set of all satisfying (4) onto the set of all , satisfying (5). This shows both that uniqueness is preserved (both sets contain the same number of elements) and that the conditions (4) via the established mapping are equivalent to the conditions (5). Hence, first assume that (4) holds. We can then write the equation
Thus, insertion of (6) in
, which implies (7). Hence, we have found a unique satisfying (4) such that ( ) = ( , ), which completes the proof. □
The following corollary of Theorem 2.1 will be useful in comparison of our results with the results obtained in [6] . , define (3) . Suppose that (0) and (0) are such
Proof of Corollary 2.2. We know from (6) that for
, from which (12) follows. □ Now recall that Theorem 2.1 is supposed to be applied to real measurement data from an accelerometer that can be well modeled as having orthogonal axes and voltages given by the linear model (1b). Hence, we typically know from accelerometer data sheets and/or previous calibrations that there exists at least one choice of the parameters and (namely = true and = true ), for which
By using this extra knowledge, we can basically remove the condition 0 ∕ = sgn( ) = sgn
) from (4), so that unique and can be computed if and only if + is invertible. More precisely, we get the main theorem of this paper:
Theorem 2.3 (Calibration method). For any 3 × 6-matrix with real-valued elements, define the matrix
Then,
if and only if the vectors , ∈ ℝ 3 in (13) are unique. When these equivalent statements hold, (6) gives the unique and satisfying (13).
As before, the inverse of the mapping → ( , ) in (6) is given by (10).
Proof. Firstly, assume that
, which for
Thus, , where =
) is a solution of ) for = 1, 2, 3. Thus, the sufficient condition of Theorem 2.1 is satisfied and we get that and are unique.
The inverse statement follows directly from Theorem 2. Moreover, for a randomly chosen accelerometer, it should be safe to assume that the probability for the accelerometer to have bias and gain is described by an unknown but integrable probability density function ( , ). Then, since the ellipsoid surface has Lebesgue measure 0 in ℝ 3 [8] , the probability for a randomly chosen accelerometer not to satisfy the condition
Remark 2.5. If some additional information on the gain factors is presented, then it is possible to reduce the number of measurements in order to compute the true bias and gain parameters in the following way. For example, if it is known in advance that all three gain factors are equal, then it is enough to make four measurements in order to find the unknown parameters. In this case Theorems 2.1 and 2.3 can be applied to the matrix + defined by 
If instead, it is known that two of three gain factors are equal, then it is enough with five measurements to define the unknown parameters. For example, if the gain factors for the accelerometer in the -and -directions are the same, then the Table 1. following matrix can be considered 
We note, that in these two cases if no reduction in measurements is required Theorems 2.1 and 2.3 produce the correct result directly by considering six measurements.
Numerical examples.
For four triaxial Colibrys SF3000L accelerometers, we have measured the output voltages in room temperature after six different rotations of the accelerometer. Some of the obtained voltages are plotted in Figure 1 . The accelerometer has been rotated to a new orientation in the greyed out areas and is considered to be at rest in the remaining intervals . We use the average voltage in each such interval to reduce the noise and thus get higher precision measurements. Then, Theorem 2.3 gives the gains and biases listed in Table 1 . 
is invertible. This is not the case, for example, if the measured accelerations are the column vectors of the matrix
For an accelerometer with gains true = √ 2 and biases true = 0, the corresponding measured voltages would be
Then it is easy to check that + has linearly dependent rows (row 1 = row 2 − row 4 + row 5 ). Hence, by Theorem 2.3 there is no unique choice of gains and biases giving an acceleration matrix ( , ) ,
with column vectors of length 1. In this particular example, one choice is = true = √ 2 and = true = 0, but the alternative choice = 0, 1 = 2/ √ 3 and 2 = 3 = 2 will also give an acceleration matrix with column vectors of length 1.
A natural and simple calibration setup for a rectangular shaped accelerometer casing is to do the measurements with the accelerometer resting on each of its six different sides. The matrix in (17) is then "close" to the matrix 0 = (
) , or to any matrix with the same column vectors but in a different order. 0 has the largest possible minimal angle 90 ∘ between two column vectors, and for true = 0 and true = 1 it gives an orthogonal matrix + in Theorems 2.1 and 2.3. Thus, for close to 0 , corresponding to small variations of the rotations, gains and biases, we could expect some robustness in preserving the invertibility of + . Indeed, for any true and true such that ∑ 3 =1 true 2 true 2 ∕ = 1, Theorem 2.7 guarantees + to be invertible for any with column vectors deviating from the corresponding column vector of 0 with arbitrary angles less than a certain upper bound .
Other also works, such as the ones chosen for the measurements in Figure 1 , so for practical use, one can just do some arbitrary measurements and then Theorem 2.3 immediately tells that unique and can be computed if and only if + is invertible. The role that Theorem 2.7 plays here is to suggest "safe" calibration measurement setups for which + is invertible. In short, Theorem 2.3 is the calibration method and Theorem 2.7 is about robust calibration measurement setups.
Preliminaries. For a matrix , we write
−1 for the inverse of . The ∞-norm for an × matrix is
It shares the submultiplicative property with other operator norms, that is, for all
The following theorem is a special case of the more general result [9, Theorem 2.3.4].
Theorem 2.6. If Λ is invertible and ∥Λ
−1 ∥ ∞ < 1, then Λ + is invertible.
Invertibility of the voltage matrix + in Theorem 2.3.
In the following theorem, we will consider the measured accelerations to be some approximation of the matrix 0 = (
, that is, , = 0 , + , . For an accelerometer with bias and positive gain factors stored in the vectors and , respectively, the measured voltages will be , , and
For an arbitrary 3 × 6-matrix , define
If satisfies For the 8 cm casing side lengths of Colibrys SF3000L accelerometers, ±5.09 ∘ misalignment corresponds to a ±7.1 mm vertical movement of one side of the casing. This means that it is a relatively simple task to place the accelerometer "close enough" to being horizontal for Theorem 2.7 to guarantee that the accelerator gains and biases can be computed from the accelerator voltage outputs.
Proof of Theorem 2.7. The condition
Moreover, for
one can check, for example with Maple, that 
Step 2: Estimate ∥ ∥ ∞ ;
Step 3: Show that (22) implies that
Step 4: Prove the last statement of the theorem.
Step 1: For = 1, . . . , 6 and = 4, 5, 6, (20) gives that
. Similarly, for = 1, . . . , 6 and = 1, 2, 3,
By (19) and the assumptions of this theorem, we now get
Step 2: For = 1, 2, 3,
) .
Similarly, for = 4, 5, 6 we have
) and
.
Step 3: By the inequalities (23) and (24) we now get ∥ ∥ ∞
with solution (22).
Step 4 
2.3.
Comparison with a related iterative calibration method. Our calibration method is closely related to a remarkably fast converging iterative calibration method proposed by Won and Golnaraghi in [6] . Their algorithm starts from initial guessesˆ( 0) andˆ( 0) . At the th iteration, the estimated bias and gain isˆ( ) and ( ) , which gives estimated accelerationsˆ(
A crucial idea in [6] is for each iteration to do the calibration parameter updatinĝ
and investigate how to choose the updating parameters˜( ) and˜( ) for making the algorithm to converge in the th step. This would mean that the th estimatesˆ( ) andˆ( ) coincide with the true biases and gains, and consequently, the error after the ( − 1)th iteration is the vector ( −1) with th entry
Insertion ofˆ(
The algorithm converges if each˜( ) converges to 1 and each˜( ) converges to 0 when → ∞. Then also the nonlinear last term in (28) will converge to 0, and thus removing it gives a reasonable linearization of (28) to the equation
The linear equation (29) is solved in each iteration of the algorithm proposed in [6] . To simplify a direct comparison with Theorem 2.3 and Corollary 2.2, we observe from the definition (26) that ( −1) = Λ ( −1) (1 1 1 0 0 0) − (1 1 1 1 1 1) , which on insertion in (29) gives
. We can thus rewrite (25) in terms of ( ) :
(32)
The resulting algorithm goes as follows Next, we prove that this algorithm actually always converges in at most two iterations. In the first iteration, the th row of (31) is 
(1) = 1.
We insertˆ( 0) =ˆ( 
) 2 sgn(
For invertible Λ (1) , comparison with (31) for = 2 gives that
3 0 0 0) with (2) = sgn(
Insertion of (34) in (32) giveŝ 
=ˆ(
sgn(
Consequently, insertion of (35) in (33) gives
) 2
By (31), this means that Λ (2) (3) = 1 with (3) = (1 1 1 0 0 0) so the algorithm has converged to the solution (35), which is identical to (12) in general and identical to (6) in the special case with all = 0 and = 1. For this algorithm to work, we need the same requirements on invertibility of Λ ( ) and on the signs ofˆ( ) , ( ) that were needed and treated more carefully in the previous sections of this paper.
Conclusions
We have derived a simple non-iterative calibration method in Theorem 2.3. Its main advantages are that only from the accelerometer output voltages it gives a complete knowledge of whether it is possible, with any method, to recover the accelerometer parameters true and true from the output voltages, and when this is possible, we have a simple explicit formula (6) for computing them with a smaller number of arithmetic operations than previous iterative approaches.
Next, we proved in Theorem 2.7 that true and true can be safely recovered for any deviations of the accelerometer orientations from a certain natural calibration measurement setup with angles smaller than some upper bound. We provided an estimate from below of this upper bound, for example, = 5 ∘ for the Colibrys SF3000L accelerometers in our lab.
Finally, we explained how our method is related to the iterative method proposed in [6] and showed that the latter method always converges in at most two iterations.
