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内容提要:本文提出了基于聚类和关联规则的缺失 数 据 处 理 新 方 法，通 过 聚 类 方 法 将 含 有 缺 失 数 据 的 数 据 集
相近的记录归到一类，然后利用改进后的关联规则方法 对 各 子 数 据 集 挖 掘 变 量 间 的 关 联 性，并 利 用 这 种 关 联 性 来
填补缺失数据。通过实例分析，发现该方法对缺失数据 处 理，尤 其 是 对 在 先 验 辅 助 信 息 缺 失 情 况 下 的 海 量 数 据 集
具有较好的效果。
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Research on Dealing with Missing Data Based on
Clustering and Association Rule
Fang Kuangnan ＆ Xie Bangchang
Abstract:This paper proposed a new method of dealing with missing data based on clustering and association rule.
Firstly，we divided the original data set into several parts by clustering method，and then use the improved association rule
to investigate useful rules between the variables on those child data sets，and use these rules to fill the missing data. We
found that this method has a good result on handling massive data sets with missing data by empirical study.
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插补方法众 多，一 般 可 以 分 为 单 一 插 补 ( single
imputation) 和 多 重 插 补 ( multiple imputation )。其
中，单一插补是指对缺失数据构造单一替代值插补，
常见的方法 有 众 数 插 补 法、均 值 插 补 法、回 归 插 补
法、热卡 ( hot deck) 插 补、冷 卡 ( cold deck) 插 补 法
等。多重插补法是指用多个值来填充，然后用针对














此外，也 有 部 分 学 者 尝 试 使 用 关 联 规 则 插 补
( shen 等，2007;Hong and Wu，2009;Wu and Chou，
2004;Bashir 等，2006) ，但 用 传 统 的 关 联 规 则 来 做
插补时，一方面可能规则数不够多，部分缺失值无法





























S 是我们所研究的 数 据 表 ( 粗 糙 集 理 论 也 称 之
为信息系统) ，U 是对象 ( 事 务) 的 一 个 有 限 集 { x1 ，
x2 ，…，xn} ，n 为所研究的的样本记 录 ( 事 务) 总 量，
称 U 为论域;Q = C∨ D 是描述对象( 事务) 属性的
一个有限集合{ q1 ，q2 ，…，ql} ，称 Q 为属性集，其中 C
表示条件属性，D 表示 决 策 ( 目 标) 属 性 集; 当 然 属
性集里可以没有目标属性，即 D = ;V =∪ q∈QVq 是
属性项 q ∈ Q 的值域;f 是 U × Q 到 V 的一个映射，
即:
f:U × Q → V
且 f( x，q) ∈ Vq，它表示对象 x 关于属性 q 的取
值，指的是 U 中每一个对象( 事务) 的属性值。在事
务信息系统 S 中，对于 q∈ Q、v∈ V，称( q，v) 为该系
统的描述。
如果一个信息系统 S 的属性值 域 Vq 中 至 少 有
一个属性 q 的值为( 用“?”表示) 缺失数据，则称该
信息系统是不完备的，也就是说含有缺失数据。
如表 1 就是一个事务数据库中的一张数据表，
可 以用信息系统 S 来描述，论域 U 包含 20 个事务项，
即 U = { x1 ，x2 ，…，x20 } ，每个事物由包含 6 个属性项
的集合 Q = { q1 ，q2 ，…，q6 } = {A，B，C，D，E，F} ，假
设属性 F 是决策属性，其余为条件属性。属性 A 的值
域是{0，1，2，3，?} ，其 中? 表 示 缺 失 值。该 数 据 表 的
一个事务项在某个属性上的取值看做是 U × Q → V
的映射，比如 f( x1 ，A) = 2，f( x11 ，C) = 2。
表 1 带缺失数据的数据表
ID A B C D E F ID A B C D E F
1 2 3 1 ? 0 ? 11 1 1 2 1 0 2
2 0 2 2 2 0 3 12 2 6 2 3 0 3
3 2 4 2 3 0 1 13 3 2 4 ? 0 3
4 0 3 1 1 0 1 14 3 4 1 1 1 3
5 2 1 2 2 1 1 15 3 4 4 2 0 1
6 0 6 2 4 0 0 16 3 2 2 ? 0 3
7 2 6 2 3 0 1 17 0 ? 2 4 0 1
8 3 4 1 1 0 2 18 0 4 2 2 0 3
9 2 5 4 4 0 3 19 2 4 1 1 0 3
10 ? 5 3 4 ? 1 20 3 6 2 2 0 2
注:? 表示缺失。




















关联规则最 早 由 Agrawal 等 (1993) 提 山 米，主
要用来研究事务数据库中属性之间的的关系。假设
有一个数据表 S = {U，Q，V，f} ，U 中的每一个事物 x
所包含的属性记为 T，即 T Q。假设有一个属性集
A，一个事务的属性 T，即 A T，则称事务 x 支持属
性 A。关联规则是如下形式的一种含义: A → B，其
中 A，B 是两个属性集，A Q，B Q，且 A∩ B = Φ。
在这里我们称 A 为“前件”，B 为“后件”。一般用支









设 U 中有 s% 的事务同时支持项集 A 和 B，称 s
为关联规则 A→B 的支持度，记为 s(A → B)。实际
上，支持度也就是“前件”和“后件”并集中观测的比




定义 1 缺失概率支 持 度:假 设 S = {U，Q，V，
f} ，其 中 Q = { q1 ，q2 ，…，ql} ，U = { x1 ，x2 ，…，xn} ，
n( vij ) = n
i
j 表示属性 qi 第 j 个取值的对象个数，n
i
? 表
示属性 qi 缺失的对象个数，则属性 qi 的第 j个取值的
缺失概率支持度为










n i － ni?
其中 Ti 表示属性 qi 的非缺失的属性取值数。
例如，表 1 为 一 含 有 缺 失 数 据 的 数 据 库，共 有
20 笔数据，7 个遗失值，6 个属性为 A、B、C、D、E、F。
属性 A 中，缺失数据为 1 笔，取值为 0、1、2、3 的分别
有 5、1、7、6 笔。则该带缺失数据的数据表中属性 A











失数据的机率支持数加入之后，属性 A 取值为 0、1、

















定义 2 最小支持度(min-sup)。假设 S = {U，
Q，V，f} ，其 中 Q: { q1 ，q2 ，…，ql} ，U = { x1 ，x2 ，…，
xn} ，V
i = { vi1 ，…，v
i
T i
} 表 qi 的属性值域，Ti 表示 qi 属























例如，假 设 希 望 表 1 每 个 属 性 能 够 找 到 至 少
70% 的数据。以 A 属性为例，取值为 0，1，2，3 的分
别有 3，1，6，4 笔，缺失数据的笔数为 1，经由排序之
·90· 统计研究 2011 年 2 月
后，若 要 涵 括 70% 资 料 则 表 示 门 坎 值 至 少 设 在
20%。依此类推，可得所有属性的最小支持度，属性























score( t) = appl( t)
Wt
× ［( lift(X → Y)
× sup(X → Y) ］
Wt
n
其中，Xij 表示在第 j 笔数据中 第 i 个 属 性 的 项




0 分。并加总此条规则中的 appl(Xij = X
i
j ) 分数，Wt
表示此 条 规 则 所 使 用 数 据 库 中 的 属 性 个 数，因 此
appl( t)
Wt 可以 代 表 此 规 则 的 明 确 程 度
。lift(X → Y)











(0. 5) p，缺失值 → 非缺















输入:不完备信息系统 S = {U，R，V，f} ，输出:
填充后完备信息系统 S′ = {U′，R，V，f′}。
步骤 1:计算信息系统 S 的缺失对象集 MOS。
步骤 2:对不完备信息系统 S 进行聚类，把相似
的事务项聚成一类，得到一系列子信息系统 S1 ，S2 ，
…，Sk。
步骤 3:for i = 1 to k do
对聚类后的 子 信 息 系 统 Si 挖 掘 关 联 规 则 {Ati
→ Bti} ，t = 1，…，Li，Li表示第 i 个子信息系统 Si 挖
掘出来的关联规则数。
End do
步骤 4: if 无 法 用 关 联 规 则 填 补 的 属 性，then
使用众数填补。
Else if 可以用规则填补，且为单一规则，then 直
接用规 则 填 补;Else if 若 有 多 条 规 则，且 彼 此 不 冲
突，then 直接用规则填补，Else if 若 有 多 条 规 则 且
发生冲突情形，then 进行第 k 次( k = k + 1) 填补的得
分计算，并选择较高得分的规则来填补。
步骤 5:填补完所有数据之后，检验步骤 4 后的









定最小支持度为 15% ，提取了 46 条关联规则，详见
表 2。进行第一轮填补时，从第一笔数据开始，非缺
失值的属性项目有 A2、B3、C1 与 E0 ，而为缺失值的
属性为 D 与 F，因此在规则中，挑选出前项为 A、B、
C 与 E 的 规 则，以 及 后 项 为 属 性 D 与 F 的 所 有 规
则。接着，分别将前项所找出来的规则与后项的规
则做交集，所 得 到 的 规 则 就 是 前 项 为 A、B、C、E 且
后项必为属性 D 与 F 的 规 则。而 这 些 规 则 最 后 还
须要与这笔数据的项目做交集，如此一来才能够找
到前项必为 A2、B3、C1、E0 且 后 项 必 为 属 性 D 与 F
的规则。若发现只有一条规则可填补时，则选择直





一轮填 补 后，若 数 据 集 还 有 缺 失 值 ( 填 补 率 大 于
0% ) 则进 行 第 二 轮 的 填 补，并 重 复 至 无 法 填 补 为
止。最后，无 法 用 规 则 填 补 的 缺 失 值 用 众 数 填 补。
含有缺失数据的事务项填补后的结果见表 3。
表 2 由表 1 挖掘所得的关联规则
1 A0→C2 17 C4→E0 33 B4 D1→C1
2 A0→E0 18 D1→E0 34 B6 C2→E0
3 D4→A2 19 D2→E0 35 B6 E0→C2
4 A2→E0 20 D3→E0 36 C1 D1→E0
5 A3→E0 21 D4→E0 37 C1 E0→D1
6 B2→E0 22 F1→E0 38 D1 E0→C1
7 B2→F3 23 F2→E0 39 C2 D2→E0
8 B4→E0 24 F3→E0 40 D2 E0→C2
9 B6→C2 25 A0 C2→E0 41 C2 D3→E0
10 B6→E0 26 A0 E0→C2 42 D3 E0→C2
11 C1→D1 27 A2 D3→E0 43 C2 D3→E0
12 D1→C1 28 D3 E0→A2 44 D3 E0→C2
13 C1→E0 29 A2 F3→E0 45 C2 F1→E0
14 D2→C2 30 B3 E0→F3 46 C2 F3→E0
15 D3→C2 31 B2 F3→E0
16 C2→E0 32 B4 C1→D1
表 3 表 1 缺失部分数据插补结果
ID A B C D E F
1 2 3 1 1 0 3
10 2 5 3 4 0 1
13 3 2 4 1 0 3
16 3 2 2 2 0 3




了 Suduku、Chess 与 German 等 3 个 数 据 集。首 先，
将原始数据分为训练集和测试集，抽取 80% 左右的
数据作为训练集，剩余的 20% 作为测试集，利用训















Suduku 9 全是分类变量 1 767 191 958
Chess 36 全是分类变量 1 2557 639 3196
German 20 13 个 分 类 变
量，7 个 数 值
变量
1 800 200 1000
注: 数 据 来 源 于 加 州 大 学 欧 文 分 校 机 器 学 习 数 据 库 http: / /
archive. ics. uci. edu /ml /。






CAR 利用聚类方法，先将原信息系统 S 聚成不同的子信
息系统，再使用本文提出的关联规则插补法
AR 不对原信息系统聚类，直接在 S 上使用本文所提出
的关联规则插补法
Mode 全部缺失数据都采用属性之众数插补
SMV 使用 SMV 算法来插补
FRCAR 使用 shen 等提出的 FRCAR 算法来插补
聚类关 联 规 则 (CAR) 方 法 是 首 先 把 训 练 数 据








5%、10%、15% 及 20% 缺失数据的共 12 个数据集。
对于属性为数值变量的，需要通过分组离散化。各
种方法填补准确率如表 6 所示:
从表 6 可 以 看 出，本 文 提 出 的 聚 类 关 联 规 则
(CAR) 方法 对 三 个 数 据 集 在 不 同 的 缺 失 比 例 下 的
插补准确率都是最高，其次是关联规则 (AR) 方法，
而比较常用的众数(Mode) 插补法效果最差。
表 6 缺失数据填补正确率 (% )
数据集 Suduku German Chess
缺失比例(% ) 5 10 15 20 5 10 15 20 5 10 15 20
CAR 42. 11 48. 77 44. 62 46. 18 43. 66 45. 26 42. 08 44. 29 75. 80 74. 49 74. 76 73. 12
AR 37. 11 43. 50 41. 09 42. 56 41. 15 41. 75 41. 99 41. 89 70. 66 68. 68 70. 86 70. 76
Mode 29. 34 35. 84 37. 18 37. 00 38. 09 37. 30 35. 36 38. 71 64. 42 61. 20 67. 77 65. 47
SMV 34. 34 41. 93 40. 67 41. 32 38. 35 36. 27 35. 07 39. 00 68. 03 62. 28 68. 78 66. 73
FRCAR 36. 05 43. 91 41. 30 42. 63 37. 95 37. 65 38. 14 39. 52 70. 55 66. 49 70. 60 70. 30
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