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Use Cases (1) 
  Environmental monitoring 
  Underwater data muling 
  Monitoring and remote sensing  
of territories and lands 
  Healthcare 
  monitoring & assistance 
  Autonomous transport 
  Laser automatic guided vehicles 
07/05/12 3 
Use Cases (2) 
  Localization & Navigation 
  Indoor 
  Autonomous underwater vehicle’s (AUV) 
  Disaster management 
  Emergency search & rescue (Chemical Accident – 
Fukushima) 
  Human search & rescue (Earthquakes) 
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Use Cases (3) 
  Civil security & surveillance 
  Monitoring & detection of dangerous objects 
  Unmanned Aerial Vehicles (UAV) 
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Why? (1) 
  Wireless Sensor Networks 
  Small and cheap devices 
  Low power communication 
  Used for large-scale monitoring, control and 
automation 
  Robots 
  High-performance, but costly device 
  Allows high-bandwidth communication 
  Used at fine-scale 
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Why? (2) 
  Integration of Wireless Sensor Networks and 
Robots 
  Advantages for Sensor Networks 
  Robots can be seen as a high-performance sensor node 
  Robots can assist with deploying, moving, replacing and 
retrieving sensor nodes 
  Robots can improve sensor data relaying 
  They can act as data mulers to conserve energy (sensor nodes 
do no longer have to relay data) 
  They can relay data over a high-bandwidth link (for information 
between (disconnected) sensor clusters) 
  Robots can perform fine-scale monitoring, inspection and 
other actions (more accurate information) 
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Why? (3) 
  Integration of Wireless Sensor Networks and 
Robots 
  Advantages for Robots 
  Sensor networks can be considered as an extension of the 
sensorial capabilities of robots 
  Sensor networks give faster, cheaper and wide-range 
(environmental) information 
  Sensor networks can be used to relay robot captured data 
  Sensor networks can be used for navigation and localization 
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QoS Challenges (1) 
Sensor Networks 
(Sensor-Sensor Communication) 
  Unreliable links due to fading/
environment (underground/
underwater) 
  Low power / low bandwidth / 
low cost communication 
  Limited resources on energy, 
memory and processing 
  Multiple applications with 
different QoS requirements 
Robotic Networks 
(Robot-Robot communication) 
  Unpredictable links due to 
mobility 
  Localization / navigation / path 
planning problems → delay 
issues 
  Collision probability when 
autonomous deployed 
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QoS Challenges (2) 
Sensor-Robot Networks 
(Sensor-Robot-Sensor Communication) 
  Dynamic network topology 
  Unpredictable and unreliable links due to mobile nodes and operation in extreme 
environmental conditions (earth quakes, chemical disaster, flooding, …) 
  Heterogeneous nodes, networks & technologies 
  Exploiting heterogeneous resources between sensors and robots 
  Interaction between underwater, underground and terrestrial 
  Underwater: acoustic with even more limited bandwidth, very long delay and 
very high bit error rate 
  Underground: extreme path losses, low data rate 
  Communication technology: sensor nodes (802.15.4) ↔ robotics (802.11) 
  Heterogeneous applications 
  used for multiple different applications each with their own QoS requirements 
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Solution: Flexible QoS Framework 
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  Requirements 
  Adaptive 
  Time 
  Space 
  Energy-efficient 
  Scalable 
  Distributed approach 
  Support heterogeneity 
  Applications 
  Network protocols 
  Node capabilitis 
  Communication technologies 
Used Mechanisms (1) 
  Protocol-Independent QoS support 
  Interaction between Common Queue & Information 
Repository 
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Used Mechanisms (2) 
  Protocol-Independent QoS support 
  one Common Queue in each ‘node’ 
  All Layers store their packets in a single common 
queue 
  Global network QoS overview (selection, dropping,…) 
  Less storage + load-balanced storage (no individual layer 
over-provisioning) 
07/05/12 13 
Used Mechanisms (3) 
  Protocol-Independent QoS support 
  Information Repository 
 Database in which applications and network protocols 
register (meta)data on information parameters 
  App 1 registers ‘temperature’ with reliability level: ‘high’ 
  App 2 registers ‘voice’ with end-to-end delay: ‘200 ms’ 
  Routing protocol 1 registers ‘dymo_control_message’ with 
priority ‘low’ 
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Used Mechanisms (3) 
  Protocol-Independent QoS support 
  Operations on Common Queue 
  QoS Information Creation Policies 
  Adding QoS header to packets 
  1) Mandatory QoS Priority Level 
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QoS Priority Level Description 
7 Reserved (MAC control information) 
6 Reserved (Routing control information) 
5 Reserved (Monitoring control information) 
4 Real-Time Voice & Video (critical mode) 
3 Real-Time Voice & Video (default mode) 
2 Time sensitive data traffic (critical mode) 
1 Time sensitive data traffic (default mode) 
0 Best Effort Traffic 
Used Mechanisms (4) 
  Protocol-Independent QoS support 
  Operations on Common Queue 
  QoS Information Creation Policies 
  Adding QoS header to packets 
  2) Optional QoS attributes 
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QoS 
attribute 
Description 
Current_Delay Travelled packet delay until now  
Max_Delay Maximum allowed end-to-end  packet delay   
Reliability Packet Reliability indication  
Used Mechanisms (5) 
  Protocol-Independent QoS support 
  Operations on Common Queue 
  QoS Information Processing Policies 
  Packet selection rules 
  Packet drop rules 
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Used Mechanisms (6) 
  Protocol-Independent QoS support 
  Operations on Common Queue 
  QoS Information Aggregation Policies 
  When performing aggregation 
  Based on Energy & QoS requirements 
  Up/Downscaling when performing aggregation with packet 
parts with different QoS headers 
07/05/12 18 
Used Mechanisms (7) 
  Protocol-Independent QoS support: Conclusion 
  Adding protocol-independent QoS header 
  Plug and play approach: nodes with more capacities 
implements more functionalities (better QoS monitoring 
for mobility etc.) 
  Allowing protocol-independent in-network aggregation 
 Support heterogeneity 
 Energy-efficient 
 Scalable 
 Distributed approach 
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Used Mechanisms (8) 
  Protocol-Dependent QoS support 
  Protocol Tuning 
  Optimize used network protocols to current situation 
  Protocol Selection/Replacing 
  Replace/Select protocols in time to current situation 
 Adaptive in time and space 
 Distributed approach 
 Energy-efficient 
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Conclusion 
  Flexible QoS framework for wireless sensor 
networked robotics 
  Allows protocol-independent QoS support 
  Allows protocols to be tuned to specific scenarios 
  Allows protocols to be replaced 
  Allows nodes with more capabilities to fulfill more 
challenging tasks 
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