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Abstract Models with commutative orthogonal block structure, COBS, have orthog-
onal block structure, OBS, and their least square estimators for estimable vectors are,
as it will be shown, best linear unbiased estimator, BLUE. Commutative Jordan alge-
bras will be used to study the algebraic structure of the models and to define special
types of models for which explicit expressions for the estimation of variance compo-
nents are obtained. Once normality is assumed, inference using pivot variables is quite
straightforward. To illustrate this class of models we will present unbalanced examples
before considering families of models. When the models in a family correspond to the
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treatments of a base design, the family is structured. It will be shown how, under quite
general conditions, the action of the factors in the base design on estimable vectors,
can be studied.
Keywords Commutative orthogonal block structure · Commutative Jordan
algebras · Estimation · Mixed linear models
1 Introduction
Models with orthogonal block structure, OBS, introduced by Nelder (1965a, b) con-
tinue to play an important part in the theory of randomized block designs, see Caliński
and Kageyama (2000, 2003).












where the γ ◦1 , . . . , γ ◦m◦ are unknown non negative constants, and the Q◦1, . . . , Q◦m◦ are
known mutually orthogonal orthogonal projection matrices, such that
m◦∑
j=1
Q◦j = I n .
When the matrices Q◦1, . . . , Q◦m◦ commute with the orthogonal projection matrix T
on the space spanned by the mean vector of the model, it has commutative orthogonal
block structure, COBS, and the least square estimators of estimable vectors are best
linear unbiased estimator, BLUE, see Zmyślony (1980).1
In carrying out the estimation for models with COBS, we use commutative Jordan
algebras of symmetric matrices, CJAS, in expressing the algebraic structure of those
models. Namely, see Fonseca et al. (2003), the uniformly minimum variance unbiased
estimator, UMVUE, for variance components, in normal models with balanced cross
nesting, can be represented as linear combinations of mean squares.
For instance, in a random effects model in Khuri et al. (1998), in which a first factor
crosses with a second one that nests a third one, the estimation of variance components
for the second factor is a linear combination of four mean squares. Two of these mean
squares have positive coefficients and the two others have negative coefficients. Thus
we cannot use the usual F test for testing the nullity of their variance components, and
we may have to use a generalized F test, see Michalski and Zmyślony (1996).
In this work after considering single models we will study structured families. A
first example of such families is that of multiregression designs, see Mexia (1987).
Then for each treatment of a base design we have a linear regression on the same
1 First appeared in 1978 as a preprint (num. 159) of the Polish Academy of Science, Institute of Mathematics.
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variables. The matrices of values of controlled variables and the variance of the error
are assumed to be the same for the different regressions. The inference for this family
of regressions is centered on the vectors of coefficients or, more generally, on estimable
vectors, leading to interesting results, see Moreira et al. (2005a, b), Moreira and Mexia
(2007) and Moreira (2008).
In the structured families we will consider, regressions are replaced by COBS but
the inference will still be centered on estimable vectors. Both the common structure
of the models in the family and the structure of the base design will play their part in
the analysis of structured families of COBS.
In the next section we will cover the basic framework of this work. Next we consider
inference for single COBS and, then, the joint analysis of structured families. Finally
we make some concluding remarks.
Throughout the paper we will consider a two factor model to illustrate our results.
To avoid confusion the references to that model will be separated from the main text.
This illustration will easily demonstrate the advantage of the technique presented for
computational use.
2 Algebras and models
CJAS are linear spaces constituted by symmetric matrices that commute and contain
the square of their matrices. These structures where introduced by Jordan et al. (1934)
in a new approach to Quantum Mechanics. Later on they were used by Seely (1970a, b,
1971), Seely and Zyskind (1971), that named them as quadratic spaces, and used them
to perform linear statistical inference. This approach had many interesting develop-
ments, see e. g. Zmyślony and Drygas (1992), VanLeeuwen et al. (1998, 1999), and
Fonseca et al. (2006, 2007, 2008). This paper follows this trend.
Every CJAS, A , has an unique basis constituted by mutually orthogonal orthogonal
projection matrices, see Seely (1971) and Seely and Zyskind (1971). This basis will
be the principal basis of A , pb(A ). Due to the existence of the principal basis of A ,
we can see that every CJAS, A , contains the product of its matrices and that every
orthogonal projection matrix belonging to A is the sum of matrices in pb(A ). The
rank of the orthogonal projection matrix being the sum of the ranks of these matrices
of the pb(A ), so if the orthogonal projection matrix has rank one it has to belong to
the principal basis. For instance if 1n J n ∈ A , with J n = 1n1n and 1n denoting the
vector with all n components equal to 1, we take Q1 = 1n J n and say that A is regular.
Given the principal basis of A ,Q = {Q1, . . . , Qm} = pb(A ) and W ∈ A ,
we have W = ∑mj=1 a j Q j =
∑
j∈C a j Q j , with C =
{
j : a j = 0
}
. The Moore–
Penrose inverse of W is given by W † = ∑ j∈C a−1j Q j and W W † =
∑
j∈C Q j , with
W W † the orthogonal projection matrix on the range space of W , R(W ). So, A will
contain the orthogonal projection matrix on the range spaces of its matrices and their
Moore–Penrose inverses.
Moreover it will contain invertible matrices, if and only if,
∑m
j=1 Q j = I n and,
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A family M = {M 1, . . . , M w} of symmetric matrices is commutative if its matrices
commute. Now M is commutative if and only if its matrices are diagonalized by the
same orthogonal matrix P , see Schott (1997). We will then have M ⊆ V (P ), with
V (P ) the family of matrices diagonalized by P . SinceV (P ) is a CJAS,M is contained
in a CJAS, if and only if, it is commutative. Given the interception of CJAS being a
CJAS, so if M is commutative, there will be a minimum CJAS, A (M ), that contains
M . We will say that this CJAS is generated by M . Namely, if the matrices of Q are
mutually orthogonal orthogonal projection matrices, we will have Q = pb (A (Q)).
Since the matrices in M commute, the linear space L (M ) constituted by all linear
combinations of the matrix products M p11 . . . M
pw
w , for all choices of non negative
integers p1, . . . , pw, is commutative and contains the square of its matrices, so it will
be a CJAS. Moreover, L (M ) is contained in any CJAS that contains A (M ) and we
have
L (M ) = A (M ).
Thus, if W is a symmetric matrix that commutes with the matrices of M , it will
commute with those of A (M ) and so with those in the principal basis Q of A (M ).
Inversely, if W commutes with the matrices in Q, it will commute with those in A (M )
and so with those in M .
We have established
Lemma 1 A symmetric matrix commutes with the matrices in M if and only if it
commutes with the matrices in Q = pb (A (M )).




X iβ i , (1)
with β 0 fixed and the β 1, . . . ,βw random, independent, with null mean vectors and
variance-covariance matrices σ 2i I ci , i = 1, . . . , w, where ci , i = 1, . . . , w, are the
number of components of β i , i = 1, . . . , w, will have mean vector and variance-
covariance matrix
{
μ = X 0β 0
V = ∑wi=1 σ 2i M i
,






σ 2i M i ; σ 2i ≥ 0, i = 1, . . . , w
}
.
When the matrices M 1, . . . , M w are linearly independent,
∑w
i=1 σ 21,i M i =∑w
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We point out the possibility of having singular variance-covariance matrix.
If the column vectors of X 0 are linearly independent, we have
β0 = X †0μ,
with X †0 =
(
X 0 X 0
)−1
X 0 , and T = X 0
(
X 0 X 0
)−1
X 0 , so
β̃0 = X †0y
will be the least squares estimator, LSE, of β 0, see e.g. Kariya and Kurata (2004).
∇
For instance, if we have a fixed effect factor with a levels that crosses with a random









X 0 = I a ⊗ 1b
X 1 = 1a ⊗ I b
X 2 = I a ⊗ I b
where ⊗ denotes the Kronecker matrix product and β 0 [β1;β 2] the vector of effects
for the levels of the first factor [effects for the levels of the second factor; interactions
between levels of the two factors]. While β 0 will be fixed, β 1 and β 2 will have null
mean vectors and variance-covariance matrices σ 21 I b and σ
2
2 I n , with n = ab. When
σ 22 = 0, V will be singular.
Δ
Following Nelder (1965a, b) and Mejza (1992), we say that the mixed model has




γ ◦j Q◦j ,
where the Q◦1, . . . , Q◦m◦ are known mutually orthogonal orthogonal projection matri-
ces such that
∑m◦
j=1 Q◦j = I n . This means that the matrices in V have simultaneous
spectral decomposition.
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X iβ i ,
with β 0 fixed and the β 1, . . . ,βw independent with null mean vectors and variance-
covariance matrices σ 2i I ci , i = 1, . . . , w, has OBS when and only when the matrices
M 1, . . . , M w commute and
R
([
X 1 · · · X w
]) = Rn .
Proof Let us assume that the matrices M 1, . . . , M w commute and that
R
([
X 1 · · · X w
]) = Rn .
Then the M 1, . . . , M w will generate a CJAS, A (M ). With
{
Q◦1, . . . , Q◦m◦
} =
pb (A (M )), we will have M i = ∑m◦j=1 b◦i, j Q◦j , i = 1, . . . , w, as well as V =
∑w
i=1 σ 2i M i =
∑m◦
j=1 γ ◦j Q◦j , where γ ◦j =
∑w
i=1 b◦i, jσ 2i , j = 1, . . . , m◦. Moreover
∑w
i=1 M i =
[
X 1 · · · X w
] [




)= R ([X 1 · · · X w
]) =
R
n , and so A (M ) contains the invertible matrix
∑w
i=1 M i and so
∑m◦
j=1 Q◦j = I n ,
which establishes the thesis.





σ 2i M i =
m◦∑
j=1
γ ◦j Q◦j ,
where the Q◦1, . . . , Q◦m◦ are mutually orthogonal orthogonal projection matrices such
that
∑m◦
j=1 Q◦j = I n . Then Q◦ =
{
Q◦1, . . . , Q◦m◦
}
will be the principal basis of a
CJAS, A ◦. Then the M 1, . . . , M w will belong to A ◦ and so they commute which
completes the proof. 






b◦i, j Q◦j , i = 1, . . . , w,










b◦i, jσ 2i , j = 1, . . . , m◦.
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When R
([
X 1 · · · X w
]) = Rn , the Q◦1, . . . , Q◦m◦ constitute the principal basis of
a complete CJAS.
We point out that since matrices M i , i = 1, . . . , w, are positive semi-definite, we
have b◦i, j ≥ 0, j = 1, . . . , m◦, i = 1, . . . , w, and so γ ◦i, j ≥ 0, j = 1, . . . , m◦. When
σ 2i > 0, i = 1, . . . , w, we have γ ◦j > 0, j = 1, . . . , m◦, and V will be positive
definite.
We may take























γ ◦ = B◦σ 2.
When the matrices M 1, . . . , M w are linearly independent, the row vectors of B◦,
which are the column vectors of B◦ , are linearly independent, and
σ 2 = L ◦γ ◦,
where L ◦ is a left inverse of B◦ . When m◦ > w = rank (B◦) there are more left













which is an invertible matrix and
{
γ ◦1 = aσ 21 + σ 22
γ ◦2 = σ 22
.
This model has OBS, since the matrices
{
M 1 = J a ⊗ I b
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commute. Putting





M 1 = aQ◦1




Q◦1 = 1a J a ⊗ I b
Q◦2 = K a ⊗ I b
.
Δ
A model with OBS has COBS, if the orthogonal projection matrix, T , on the space
Ω = R(X 0), spanned by μ, commutes with the Q◦1, . . . , Q◦m◦ .
We now may establish the following proposition.
Proposition 2 The model has COBS if and only if the matrices M 1, . . . , M w and T
commute and R
([
X 1 · · · X w
]) = Rn.
Proof If matrices M 1, . . . , M w and T commute and R
([
X 1 · · · X w
]) = Rn , accord-
ing to Proposition 1, the model will have OBS and, due to Lemma 1, T commutes
with Q◦1, . . . , Q◦w◦ and so the models has COBS.
Now, if the model has COBS, it has OBS, so, again according to Proposition 1,
matrices M 1, . . . , M w commute and R
([
X 1 · · · X w
]) = Rn , which completes the
proof. 

Let A be the CJAS generated by the M 1, . . . , M w and T , assuming that these
matrices commute. Since I n ∈ A (M ) ⊂ A , A will be complete, containing T ,
T c = I n −T , Q◦1, . . . , Q◦m◦ and the products T Q◦j and T cQ◦j , j = 1, . . . , m◦. Those
of these product matrices that are non null will be mutually orthogonal orthogonal pro-
jection matrices so they will constitute the principal basis of a CJAS, A ◦◦, containing
Q◦1, . . . , Q◦m◦ , M 1, . . . , M w and T .
We now establish the equivalence
Proposition 3 A = A ◦◦.
Proof Since M 1, . . . , M w,T ∈ A ◦◦, we have A ⊆ A ◦◦. Inversely, the matrices in
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M i = cJ n
we will have 1n J n ∈ A and A is regular.
∇
In the two factor model that we considered before,
T = I a ⊗ 1
b
J b,
so we get the
{
Q1 = T Q◦1 = 1a J a ⊗ 1b J b
Q2 = T Q◦2 = K a ⊗ 1b J b
{
Q3 = T cQ◦1 = 1a J a ⊗ K b
Q4 = T cQ◦2 = K a ⊗ K b
,
with K b = I b − 1b J b, since
T c = I a ⊗ K b.
Now, for this model,
T M 1M 2 = a 1
a
J a ⊗ 1
b
J b = J a ⊗ 1
b
J b,
so A ◦ will be regular. Moreover, since A ◦ ⊂ A , we also will have 1n J n ∈ A and A
is also regular.
Δ
As in this example we may order the matrices in pb(A ) to have Q1, . . . , Q z [Q z+1,
. . . , Qm] as the non null matrices T Q◦j [T cQ◦j ], j = 1, . . . , m◦.
Let z◦ ≥ 0 be the number of matrices Q◦j such that
T Q◦j = Q◦j , j = 1, . . . , m◦.




Q j = T Q◦j = Q◦j , j = 1, . . . , z◦
Q j = T Q◦j = Q◦j , j = z◦ + 1, . . . , z









Q◦j = Q j , j = 1, . . . , z◦
Q◦j = Q j + Q j+z−z◦, j = z◦ + 1, . . . , z
Q◦j = Q j+z−z◦, j = z + 1, . . . , m◦
and T = ∑zj=1 Q j .









γ j Q j ,






























where B(1) has z columns, we get
γ () = B()σ 2,  = 1, 2.






γ ◦j Q◦j +
z∑
j=z◦+1




























γ j = γ ◦j , j = 1, . . . , z◦
γ j = γ j+z−z◦ = γ ◦j , j = z◦ + 1, . . . , z
γ j+z−z◦ = γ ◦j , j = z + 1, . . . , m◦
.















I z◦ 0 0
0 I z−z◦ 0
0 I z−z◦ 0







When z◦ = 0 [m = 2z − z◦] the first [last] row and column of sub-matrices must
be deleted.
∇
Namely, in the two factor model, we have z◦ = 0 and m = 2z − z◦,
{
γ1 = γ3 = γ ◦1 = aσ 21 + σ 22
γ2 = γ4 = γ ◦2 = σ 22
,
and C = 12 ⊗ I 2 as well as B(1) = B(2) = B◦.
Δ
The γ1, . . . , γz, γz+1, . . . , γm will be the canonical variance components.
As we shall see, we only have unbiased estimators for the γz+1, . . . , γm unless we
introduce additional assumptions.
When the row vectors of B(2), which are the columns vectors of B(2), are linearly
independent, we have, with L a left inverse of B(2),
σ 2 = Lγ (2)
as well as
γ (1) = B(1)Lγ (2)
and we also have unbiased estimators for the usual variance components, see e.g.
Fonseca et al. (2003) and Carvalho et al. (2008). These estimators will depend on
123
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which left inverse is chosen. We now discuss that choice starting by establishing the
following lemma.
Lemma 2 If W is a positive semi-definite matrix, we have W = W 12 W 12 , with W 12 a




















Proof When B is a k × k positive semi-definitive matrix, where ‖A‖ represents the
euclidean matrix norm, we have W = P D ( r1 . . . rk
)
P where P is an orthogonal
matrix and D
(
r1 . . . rk
)
is a diagonal matrix whose principal elements, r1, . . . , rk , are















∥ = ∥∥M M∥∥ so, since the euclidean norm is a matrix norm, see

















































and the thesis is established. 

The single value decomposition of B(2) gives, see Schott (1997),






with P and Q orthogonal matrices, Δ diagonal invertible matrix and 0 the null matrix.
If L is a left inverse of B(2) we have
L = Q [Δ−1 U ] P ,




)† = Q [Δ−1 0 ] P .
























and we get the upper bound
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LL = P 
[
Δ−2 Δ−1U


















we established the following theorem.
Theorem 1 The Moore–Penrose inverse minimizes the upper bound for the euclidean
norm of the variance-covariance matrix of the unbiased estimator σ̃ 2 = L γ̃ (2), where
L is a left inverse of B(2).
Thus we will choose L = L † in order to obtain unbiased estimators for σ 2. In
this case γ (2) and σ 2 determine each other. These are the relevant parameters for
the random effects part of the model given by the orthogonal projection of y on the
orthogonal complement Ω⊥ of Ω , since the corresponding mean vector will be null
and, with T c = I n − T , we have the variance-covariance matrix








γ j Q j .
We thus say that the random effects part segregates itself as a sub-model and that we
have a segregated COBS, S-COBS. The existence of segregation allows us to estimate
all canonical and usual variance components.
∇
In the two factor model, we have w = z = 2 and m = 4 as well as








M 1 = aQ1 + aQ3
M 2 = Q1 + Q2 + Q3 + Q4 .
Thus, in this case we have a S-COBS. Δ
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Another special case of interest is when z◦ = 0, and so
{
Q j = T Q◦j , j = 1, . . . , z




Q◦j = Q j + Q j+z, j = 1, . . . , z
γ ◦j = γ j = γ j+z, j = 1, . . . , z
,
thenγ (1) will be a sub-vector ofγ (2) and its components are estimated simultaneously
with the components of γ (2).
In this case we have the pairs
(
Q j , Q j+z
)
of matrices and the pairs
(
γ j , γ j+z
)
of
canonical variance components, j = 1, . . . , z. This pairing is of course partial unless
m = 2z, but we will call these COBS as paired, P-COBS. As stated above the condition
for having a P-COBS is that z◦ = 0 and we can define them more precisely saying





contained in Ω = R (X 0).
∇
In the two factor model we have been considering, we have z = 2, z◦ = 0 as well
as
{
Q◦1 = Q1 + Q2
Q◦2 = Q2 + Q4
and, as we saw,
{
γ ◦1 = γ1 = γ3
γ ◦2 = γ2 = γ4
,
so that model is simultaneously S-COBS and P-COBS.
Δ
When there is pairing, B(1) is a sub-matrix of B(2), so the row vector of B are
linearly independent when and only when the row vectors of B(2) are linearly inde-
pendent. Thus, if matrices M 1, . . . , M w are linearly independent, the column vectors
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Thus the linear independence of matrices M 1, . . . , M w and pairing implies segre-
gation.
3 Inference
In this section we will consider inference for COBS. Moreover, assuming the normality,
we will show how we test hypotheses using pivot variables.
3.1 Estimation





to have COBS and use the same notations as before.
With A j a matrix whose row vectors constitute an orthonormal basis for R(Q j ),
j = 1, . . . , m, we can take
{
η j = A jμ j = 1, . . . , m
η̃ j = A j y j = 1, . . . , m




∥2, j = 1, . . . , m. So Q j = Aj A j , j =
1, . . . , m, and
{
I n = ∑mj=1 Q j =
∑m
j=1 Aj A j
T = ∑zj=1 Q j =
∑z




y = ∑mj=1 Aj A j y =
∑m
j=1 Aj η̃ j
μ = ∑zj=1 Aj A jμ =
∑z
j=1 Aj η j
,
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{
μ = ∑zj=1 Aj η j
V = ∑mj=1 γ j Q j
.




j = γ j I g j , j = 1, . . . , m,
where g j = rank(A j ), j = 1, . . . , m, and cross-covariance matrices
A jV A

j ′ = 0g j ×g j ′ , j = j ′,
where 0r×s is the r × s null matrix.
Since the matrices T and V commute, the LSE of estimable vectors will be BLUE,
see Zmyślony (1980). We know that Ψ = Gμ is estimable if and only if G = U X 0,
see Mexia (1990). Therefore,
Ψ = U X 0β = Uμ = U
z∑
j=1
Aj η j =
z∑
j=1
U jη j ,
where U j = U Aj , j = 1, . . . , z. Thus, the estimable vectors are generalized linear
combinations of the η j , j = 1, . . . , z, which are the canonical estimable vectors and




U j η̃ j .
When the CJAS A is regular, the row vectors of A j , j = 2, . . . , m, will be con-
trast vectors having null sums of components. Then the components of the canonical
estimable vectors η j , j = 2, . . . , m, will be contrasts on the components of μ.
Moreover, the LSE of Ψ will be Ψ ∗ = Gβ∗, see Mexia (1990), with
β∗ =
(
X 0 X 0
)†
X 0y .
Since, see again Mexia (1990),
T = X 0
(














U j η̃ j = Ψ̃ ,
so Ψ̃ will be BLUE.
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Moreover, since η j = 0, j = z + 1, . . . , m, we have the unbiased estimators
γ̃ j = S j
g j
, j = z + 1, . . . , m,
with g j = rank(Q j ), j = z + 1, . . . , m, which will be the components of the





σ̃ 2 = (B(2))† γ̃ (2)
γ̃ (1) = B(1) (B(2))† γ̃ (2)
of σ 2 and γ (1). Moreover, if the model is P-COBS, γ (1) is a sub-vector of γ (2), so
the corresponding sub-vectors γ̃ (1) of γ̃ (2) will be an unbiased estimator of γ (1),
and
γ̃ = [ γ̃ (1) γ̃ (2) ]






will be an unbiased estimator of σ 2.
∇
In the two factors model we have been considering, we have z = 2 and m = 4 and,
with Lr , the matrix obtained deleting the first row equal to 1√r 1






A1 = 1√a 1a ⊗ 1√b1b
A2 = L a ⊗ 1√b1b
,
{
A3 = 1√a 1a ⊗ L b
A4 = L a ⊗ L b
.
Thus, if
G = U X 0 = U (I a ⊗ 1b) ,
we have an estimable vector,
Ψ = U 1η1 + U 2η2,
123
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where U j = U Aj , j = 1, 2, and









(β 0 ⊗ 1b) =
√
abβ0,•,
with β0,• the mean of the components of β0 and
η2 = A2μ =
(




(β 0 ⊗ 1b) =
√
bL aβ 0.
Now the sums of the elements in any row of L a is null, so the components
η2,1, . . . , η2,a−1 of η2, will be contrasts on the components of β 0.
It may be interesting to point out that
β0 = 1aβ0,• + La L aβ 0,
where1aβ0,• is the orthogonal projection ofβ 0 on R(1a) and La L aβ 0 is the orthogonal
projection of β 0 on the orthogonal complement R(1a)⊥ of R(1a).




















y, i = 1, . . . , a.
We also have
{
S3 = ‖A3y‖2 , g3 = b − 1
S4 = ‖A4y‖2 , g4 = (a − 1)(b − 1)
thus getting, since this model is P-COBS, with z = 2 and m = 4,
{
γ̃1 = γ̃3 = S3g3
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Moreover, using the fact that the model is also S-COBS and B(2) is invertible,
we also get
{
σ̃ 21 = γ̃3−γ̃4a




When normality is assumed we can use pivot variables to obtain confidence regions
and, through duality, test hypotheses. We now point out that, if W̃/θ has a known
distribution the quantiles of that distribution may be used to obtain, two-sided or one-
sided confidence intervals for θ . These confidence intervals can then be used to test




which have chi-square distribution with g j degrees of freedom, χ2g j , j =
z + 1, . . . , m;
– the F j, j ′/
γ j
γ j ′
; j, j ′ = z + 1, . . . , m, where





, j, j ′ = z + 1, . . . , m,
has central F distributions with g j and g j ′ degrees of freedom, F(·|g j , g j ′), j, j ′ =









= g j ′ − 2
g j ′
F j, j ′ .
These pivot variables are related to the random effects part of the model.
∇
















Since γ4 = σ 22 , using S4γ4 we can carry out inference for σ 22 .
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= 1 when and only when σ 21 = 0. So to test
H0 : σ 21 = 0






When z◦ < j ≤ z, we have γ j = γ j+z−z◦ , thus taking
{
Ψ̃ = W η̃ j
Ψ = Wη j
we have the pivot variable
F = g j+z−z◦
r
(Ψ̃ − Ψ ) (W W )† (Ψ̃ − Ψ )
S j+z−z◦
with central F distribution with r = rank(W ) and g j+z−z◦ degrees of freedom,
F(·|r, g j+z−z◦).
So, with fr,g j+z−z◦ ,1−p the (1 − p) − th quantile of that distribution, we have the
1 − p level confidence ellipsoid
(




Ψ − Ψ̃ ) ≤ r fr,g j+z−z◦ ,1−p
S j+z−z◦
g j+z−z◦
for Ψ , see Scheffé (1959). We may now test, through duality, hypothesis such as
H0(Ψ 0) : Ψ = Ψ 0.
Of course we may take W = I g j but there are other cases of interest.
∇
For the two factor model the hypothesis
H0(0) : η2 = 0
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of absence of effects for the fixed factor is highly relevant.
Δ
When the model is P-COBS, we can consider this type of pivot variables for all
pairs ( j, j + z), j = 1, . . . , z.
We now point out that
η̃ j =
[
0g j ×g1 . . . I g j . . . 0g j ×gm
]
Z , j = z + 1, . . . , m,
where
Z = [ η̃z+1 . . . η̃m
]
















where n◦ = ∑mj=z+1 g j .
It is easy to see that Sz+1, . . . , Sm constitute a sufficient statistic for the family of
densities of Z . Moreover there are no linear constraints either on the Sz+1, . . . , Sm or
on the γ −1z+1, . . . , γ −1m , thus for that family of densities to be full rank exponential its
parameter space, see Lehmann and Casella (2003), has to contain a m − z dimensional
rectangle, which, since





has dimension w, occurs if and only if
w = m − z,
this is when B(2) is invertible.
Then Sz+1, . . . , Sm will constitute a complete and sufficient statistic and, accor-
dingly with the Blackwell–Lehman–Scheffé, the estimators we determined for
variance-covariance, either usual or canonical, are UMVUE in the class of estima-




σ̃ 2 = (B(2))−1 γ̃ (2)
γ̃ (1) = B(1) (B(2))−1 γ̃ (2)
,
when w = m − z the matrices
W i = M iT c, i = 1, . . . , w
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constitute a basis for the CJAS A c with principal basis





bi, j Q j , i = 1, . . . , w.
Inversely, if the W i , i = 1, . . . , w, constitute a basis for A c we will have
w = dim (A c) = m − z.
We can now establish the following proposition.
Proposition 4 The Sz+1, . . . , Sm constitute a complete and sufficient statistic for the
family of densities of Z if and only if W = {W 1, . . . ,W w} is a basis for A c. Then
γ̃ (2), σ̃ 2 and γ̃ (1) will be UMVUE(Z ).
Previously when considering S-COBS we considered for σ 2 estimators
σ̃ 2 = L γ̃ (2),
where L is a left inverse of B(2). Now B(2) may have more that one left inverse
so that we may have more than one of these estimators for σ̃ 2. When normality is
assumed, given the estimators
σ̃ 2 = L γ̃ (2),  = 1, 2,
we will have, whatever γ (2),
pr
(
σ̃ 21 = σ̃ 22
)
= 1



















= L V (γ̃ (2)) L ,  = 1, 2




, j = z +1, . . . , m. Thus these variance-covariance matrices do not depend
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on normality and so V
(
σ̃ 21
) = V (σ̃ 22
)
even when there is no normality. This reasoning
extends to the case of P-COBS and to the estimators
σ̃ 2 = L ◦γ̃ ,
where now L ◦ is a left inverse of B. Thus in both cases we may choose, for instance,
the Moore–Penrose inverses.
4 Unbalanced models
We will now show, with common examples, the use of the previously presented results
and so the advantage of their use, specially when computational application may be
considered.
4.1 Only partially balanced nesting
We start with a simple two factors model with nesting. The first factor will have a
levels and fixed effects. The i-th level of the first factor will nest r j levels of the second





observations and the model may be written as
y = X 0β 0 + X 1β 1,
where
{
X 0 = D
(
1r1 . . . 1ra
)
X 1 = I n
.
As before β 0 will be fixed and β 1 will have null mean vector and variance-
covariance matrix σ 2I n . Then w = 1, Q◦1 = I n and
{











K r1 . . . K ra
) ,
with K ri = I ri − 1ri J ri , i = 1, . . . , a, clearly M 1 = I n and T commute, so the model
has COBS. Moreover z◦ = 0, so the model is P-COBS. Since the r1, . . . , ra may be
whatever, the model is unbalanced.
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Let us now consider a design with w levels unbalanced on the last. Given the positive
integers a1, . . . , aw−1, let us put
{
b0 = 1
bi = ∏ih=1 ah, i = 1, . . . , w − 1
,
and, with
rh = chbw−1, h = 1, . . . , n0,
take
{
X 0 = D
(
1r1 . . . 1rn0
)




n1 = ∑n0h=1 ch
ni = aw+1−i ni−1, i = 2, . . . , w
.
The total number of observations will be n = ∑n0h=1 rh .
So we will have the orthogonal projection matrices on the














P i = I ni ⊗ 1bw−i J bw−i , i = 1, . . . , w − 1
P w = I n
,
so that
P P h = P h P  = P ,  < h
and
M i = X i X i = bw−i P i , i = 1, . . . , w.




X iβ i ,
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with β 0 fixed and β 1, . . .βw independent with null mean vectors and variance-
covariance matrices σ 2i I ni , i = 1, . . . , w, we have
T = P 0.
Now taking
{
Q◦1 = P 1
Q◦i = P i − P i−1, i = 2, . . . , w
,
we have mutually orthogonal orthogonal projection matrices whose sum is equal to
I n , therefore the principal basis of a complete CJAS.




M 1 = bw−1Q◦1
M 2 = bw−2Q◦1 + bw−2Q◦2
...
M w = Q◦1 + · · · + Q◦w
,
so the transition matrix B◦ will be invertible.




Q1 = T = P 0
Q2 = P 1 − P 0






M 1 = bw−1Q1 + bw−1Q2
M 2 = bw−2Q1 + bw−2Q2 + bw−2Q3
...
M w = Q1 + Q2 + · · · + Qw+1
,
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fixed effects factor
1st random effects factor
2nd random effects factor
3rd random effects factor
Fig. 1 Design with step nesting
As stated before, it is easy to see that the model is P-COBS, since z◦ = 0.
4.2 Model with step nesting
The second unbalanced model has step nesting. We keep the first factor with a levels
and fixed effects and replace the second one by a factors with random effects that nest.
But, instead of balanced nesting, we consider step nesting. Then the r1 observations
we have for the first level of the first factor will correspond to distinct levels of the
first random effects factor, each nesting a single level of the remaining random effect
factors. The r2 observations for the second level of the fixed effects factor will corre-
spond to the same level of the first random effects factor and to distinct levels of the
second random effects factors and so on. This branching is presented for a = 3 in Fig.
1, with r1 = 4, r2 = 2 and r3 = 3.




rh + a − i, i = 1, . . . , a




X iβ i ,
with
X 0 = D
(
1r1 . . . 1ra
)
and
X i = D
(
X i,1 . . . X i,a
)
, i = 1, . . . , a,
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where
{
X i, = I r ,  ≤ i
X i, = 1r ,  > i
.
We now have the
Qi = D
(
Qi,1 . . . Qi,a
)





Qi, = Qi+a, = 0r×r ,  = i, i = 1, . . . , a
Qi,i = 1ri J ri , i = 1, . . . , a
Qi+a,i = K ri , i = 1, . . . , a
where K ri = I ri − 1ri J ri , i = 1, . . . , a, and
M i = X i X i =
i∑
=1
(Q + Q+a) +
a∑
=i+1











1 r2 . . . ra
... 1 0 . . . 0
1 1 . . . ra








1 1 . . . 1










In this model w = z = a, m = 2a and B(2) is invertible. We thus have an unbiased
S-COBS and, when normality is assumed, the estimators for variance components,
either usual or canonical, will be UMVUE(Z ).
4.3 Model with cross-nesting
The third model has cross-nesting with three factors. The first two are in the first
model, while the third one has random effects, c levels and crosses with the first one.




X iβ i ,
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with β0 fixed and β 1, β 2 and β3 independent, with null mean vectors and variance-
covariance matrix σ 21 I n◦ , σ
2
2 I c and σ
2
3 I cn◦ , where n





X 0 = D
(
1r1 . . . 1ra
) ⊗ 1c
X 1 = I n◦ ⊗ 1c
X 2 = D
(
1r1 . . . 1ra
) ⊗ I c
X 3 = I n◦ ⊗ I c
,




Q j = D
(
Q j,1 . . . Q j,a
) ⊗ 1c J c, j = 1, . . . , a
Q j+a = D
(
Q j+a,1 . . . Q j+a,a
) ⊗ 1c J c, j = 1, . . . , a
Q j+2a = D
(
Q j,1 . . . Q j,a
) ⊗ K c, j = 1, . . . , a
Q j+3a = D
(
Q j+a,1 . . . Q j+a,a
) ⊗ K c, j = 1, . . . , a
,




Q j, j = 1r j J r j , j = 1, . . . , a
Q j+a, j = K r j , j = 1, . . . , a
Q j, = Q j+a, = 0r×r , j = 
,





T = ∑aj=1 Q j
M 1 = c∑2aj=1 Q j
M 2 = ∑aj=1 r j Q j +
∑3a
j=2a+1 r j Q j
M 3 = ∑4aj=1 Q j
.










... c1a 0 0
r 
... 0 r  0
1









No column of B(1) is equal to any column of B(2) so the model is not P-COBS,
but the row vectors of B(2) are linearly independent. Then this model is a S-COBS
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which is not P-COBS. Moreover it is unbalanced, with w = 3, z = a and m = 4a, so
that w < m − z since we must have a > 1.
4.4 Nesting into sub-models
The fourth model also has a first fixed effects factors with a levels for which we take
r1, . . . , ra observations that will constitute the sub-models
y j = 1r j β0, j +
w∑
i=1
di, jβ i, j , j = 1, . . . , a,
where the β0, j are fixed and theβ 1, j , . . . ,βw, j are independent with null mean vectors
and variance-covariance matrices σ 21 I r j , . . . , σ
2
w I r j , j = 1, . . . , a. We assume all
these β i, j , i = 1, . . . , w, j = 1, . . . , a, to be independent, so the y1, . . . , ya will be
independent with mean vectors 1r1β0,1, . . . ,1ra β0,a and variance-covariance matrices









b◦i, jσ 2i , j = 1, . . . , a,














X iβ i ,
whereβ 0, with components β0,1, . . . , β0,a , is fixed and theβ 1, . . . ,βa are independent
with null mean vectors and variance-covariance matrices σ 21 I n, . . . , σ
2
a I n . Thus y will
have mean vector X 0β 0 with X 0 = D
(










Q◦j,1 . . . Q◦j,a
)
, j = 1, . . . , a,
where
{
Q◦j, j = I r j , j = 1, . . . , a















; T c = D (K r1 . . . K ra
)
and so we get
{
Q j = Q◦jT = D
(
Q j,1 . . . Q j,a
)
Q j+a = Q◦jT c = D
(






Q j, j ′ = Q j+a, j ′ = 0r j ′×r j ′ , j = j ′
Q j, j = 1r j Q j , j = 1, . . . , a
Q j+a, j = K r j , j = 1, . . . , a,
,
where K r j = I r j − 1r j J r j , j = 1, . . . , a, thus
{
Q◦j = Q j + Q j+a, j = 1, . . . , a
γ ◦j = γ j = γ j+a, j = 1, . . . , a
.
Therefore we have “perfect” pairing given that
B(1) = B(2) = B◦,













bi, j Q j , i = 1, . . . , w,
with
bi, j = bi, j+a = b◦i, j , i = 1, . . . , w, j = 1, . . . , a.
We now have the block-wise diagonal mutually orthogonal orthogonal projection
matrices
{
Q j = D
(
Q j,1 . . . Q j,a
)
, j = 1, . . . , a
Q j+a = D
(
Q j+a,1 . . . Q j+a,a
)
, j = 1, . . . , a,
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with Q j, j = 1r j J r j , Q j+a, j = K r j , Q j, = Q j+a, = 0r×r ,  = j , j = 1, . . . , a.




T = ∑aj=1 Q j
M 1 = ∑2aj=1 Q j
V = ∑2aj=1 σ 2Q j
.
Since T commutes with the Q1, . . . , Q2a , the model is COBS with
B(1) = B(2) = 1a
so that it is P-COBS. Moreover, since the r1, . . . , ra may differ, the model is not
balanced.
5 Structured families




X iβ i (),  = 1, . . . , ,
where vectorsβ 0(),  = 1, . . . ,  are fixed and theβ i (), i = 1, . . . , w,  = 1, . . . , ,
are random, independent with null mean vectors and variance-covariance matrices
σ 2i I ci , i = 1, . . . , w, are isomorphic. These models will have the same matrices T
and M i , i = 1, . . . , w, so they will correspond to the same CJAS, A . With
Q j = Aj A j , j = 1, . . . , m,
the matrices in pb(A ), the isomorphic models will have mean vectors μ() =
X 0β 0(),  = 1, . . . ,  and the canonical estimable vectors
η j () = A jμ(),  = 1, . . . , , j = 1, . . . , z.
Moreover all or none of the models in a family of isomorphic models are P-COBS.
If this happens we have z◦ = 0 for all the models in the family.
For the η j (),  = 1, . . . , , j = 1, . . . , z, we have the unbiased estimators
η̃ j () = A j y(),  = 1, . . . , , j = 1, . . . , z.
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j = z◦ + 1, . . . , z.
Since the y(),  = 1, . . . , , are independent, η̃ j will be normal with mean vec-
tor η j and variance-covariance matrix γ j I g j , independent of S j+z−z◦ , which is the




, j = z◦ + 1, . . . , z. We could use pivot variables, in the same way as
before, to carry out inference on the γ j , j = z + 1, . . . , m, or on the η j , j = 1, . . . , z,
but we are more interested in structured families. In these families, the models are
isomorphic and correspond to the treatments of a base design. The main objective will
be to study the action of the factors in the base design as linear combinations cη̃ j (),
 = 1, . . . , , of components of canonical estimable vectors, j = 1, . . . , z. This study
is specially interesting when the base design has an orthogonal structure. Then there




where  denotes the orthogonal direct sum of subspaces, and, if μ◦ is the mean vector
for the base model, the relevant hypotheses for that model, are
H0,d : μ◦ ∈ ωd = ω⊥d , d = 1, . . . , d.
Let the row vectors of Gd constitute an orthonormal basis for ωd , d = 1, . . . , d .
Given a normal vector z with mean vector μ◦ and variance-covariance matrix λI 
independent from S◦, which is the product by λ of a central chi-square with g◦ degrees






, d = 1, . . . , d,






◦∥∥2 , d = 1, . . . , d,
F(·|g◦d , g◦, δd), which are null when and only when the corresponding hypothesis
H0,d , d = 1, . . . , d , hold.
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To apply these results to structured families we consider the


















⎦ ; j = z◦ + 1, . . . , z
and test the hypotheses
H0, j,d(c) : μ◦j (c) ∈ ωd , j = z◦ + 1, . . . , z, d = 1, . . . , d
using the statistics








, j = z◦ + 1, . . . , z, d = 1, . . . , d.
For instance, if in the base design we have u factors, with a1, . . . , au levels, that
cross we will have  = ∏ui=1 ai treatments. We now have to test the hypothesis of
absence of effects or of interactions for the factor or factors of the base design. Given
C ⊆ u = {1, . . . , u} ,
H0(C ) will be the hypothesis of absence of effects or of interactions for the factor or
factors with indexes in C . Then, see Fonseca et al. (2003), we have
{
G j (C ) = 1√a j 1a j , j /∈ C , j = 1, . . . , u
G j (C ) = L a j , j ∈ C , j = 1, . . . , u
and
{
g j (C ) = 1, j /∈ C , j = 1, . . . , u
g j (C ) = a j − 1, j ∈ C , j = 1, . . . , u.
∇
If the model in the family were the two factor models we have been considering
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It is interesting to point out that, whatever c, the sum of components of La c
is null. Thus the components of μ◦2(c) will be contrasts on the components of the
β 0(1), . . . ,β 0().
Δ
The previous discussion shows clearly the interplay of two different structures:
– that of the models in the family;
– that of the base design
in the joint analysis of structured families of models.
6 Final remarks
The use of CJAS in the study of COBS led to:
1. the definition of statistics η̃ j , j = 1, . . . , z and S j , j = z + 1, . . . , m, which
are relevant in estimating the canonical estimable vectors, η j , j = 1, . . . , z and
the canonical variance components γ j , j = z + 1, . . . , m. These statistics play,
once normality is assumed, an important part in defining pivot variables and, thus,
carrying out inference;
2. special types of models, S-COBS and P-COBS for which we get additional results
on the estimation of variance components, both usual and canonical. Moreover for
P-COBS we also have enhanced use of pivot variables in testing hypotheses on
estimable vectors.
Besides isolated models, structured families were considered. It is interesting to
point out that the treatments in the base model can correspond to different sets of
experimental conditions. Then the joint analysis of the models in the family enables
the study of the action of those experimental conditions.
All these developments were illustrated using a two factor model that was consid-
ered throughout our discussion.
The four cases presented in Sect. 4, clearly shows the wide range of possible applica-
tions. Furthermore, the example that was used along most part of the paper, improves
the assessment of this approach, giving explicit formulae useful for computational
purposes.
As an example, for instance, we could consider an experiment with grapevines
planted in rows. The first factor would be the distance between grapevines and the
second the clones. We recall that grapevines having vegetative reproduction can be
grouped into castes, having a mythical ancestor. Grapevine castes are divided into a
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large number of clones whose ancestors are known. The clones to be considered would
belong to some well know caste.
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Caliński T, Kageyama S (2000) Block designs. A randomization approach. Volume I: analysis. Lecture
notes in statistics. Springer, Berlin
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