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Abstract
Zero-Shot Learning (ZSL) aims at recognizing unseen
categories using some class semantics of the categories.
The existing studies mostly leverage the seen categories
to learn a visual-semantic interaction model to infer the
unseen categories. However, the disjointness between the
seen and unseen categories cannot ensure that the models
trained on the seen categories generalize well to the unseen
categories. In this work, we propose an episode-based ap-
proach to accumulate experiences on addressing disjoint-
ness issue by mimicking extensive classification scenarios
where training classes and test classes are disjoint. In each
episode, a visual-semantic interaction model is first trained
on a subset of seen categories as a learner that provides
an initial prediction for the rest disjoint seen categories and
then a meta-learner fine-tunes the learner by minimizing the
differences between the prediction and the ground-truth la-
bels in a pre-defined space. By training extensive episodes
on the seen categories, the model is trained to be an ex-
pert in predicting the mimetic unseen categories, which will
generalize well to the real unseen categories. Extensive ex-
periments on four datasets under both the traditional ZSL
and generalized ZSL tasks show that our framework out-
performs the state-of-the-art approaches by large margins.
1. Introduction
With the recent renaissance of deep learning, tremendous
breakthroughs have been achieved on various visual tasks.
However, the deep learning techniques predominantly rely
on the availability of artificially balanced training data,
which poses a significant bottleneck against building com-
prehensive models for the real visual world. In recent years,
Zero-Shot Learning [11, 31, 32] has been attracting a lot of
attention due to its potential to address the data scarcity is-
sue.
Zero-Shot Learning (ZSL) aims at recognizing unseen
classes that have no visual instances during the training
stage. Such a harsh but realistic scenario is painful for the
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Figure 1. The basic framework of the existing ZSL approaches,
which trains a model to construct the visual-semantic interaction
with the seen data and generalizes it to the unseen data.
traditional classification approaches because there is no la-
beled visual data to support the parameters training. ZSL
methods address this problem by leveraging the seen classes
that have abundant visual data to learn a visual-semantic in-
teraction model, which can be in turn used to infer unseen
visual instances from their corresponding class semantics,
as illustrated in Fig. 1.
Although promising performances have been achieved,
the existing approaches mostly dedicate to designing visual-
semantic interaction models with the seen classes, which
cannot ensure that they generalize well to the unseen classes
as the seen and unseen classes are literally disjoint. Inspired
by the success of meta-learning in the few-shot learning
task, we propose an episode-based framework that trains
a specific model for unseen classes. Specifically, each
episode mimics a zero-shot learning task, of which the train-
ing classes and the test classes are disjoint. In each episode,
the seen classes are randomly split into two disjoint class
sets, one training set, and one test set. The training set is
taken as input to train a learner, which is a parameterized
function that builds semantic interactions between the vi-
sual and the class semantic modalities by minimizing the se-
mantic differences across different modalities. Meta-learner
is trained by feeding the test set to the learner to obtain the
initialized label prediction and then to fine-tune the learner
by minimizing the difference between the prediction and the
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ground-truth in a pre-defined space. By training extensive
episodes in the seen data, the model accumulates ensem-
ble experiences on predicting unseen categories, which is
trained to be an expert for zero-shot learning.
Under the meta-learning framework, we propose a novel
approach called Meta-Transfer Network (MTN) that lever-
ages the merits of both the transfer learning and meta-
learning paradigm. The learner in the MTN is a well-
designed semantic-visual interaction network, which inter-
weaves both the visual features and the class semantic fea-
tures tightly to align the cross-modal semantics and capture
discriminative information. Specifically, both the visual
features and class semantic features are fed into a cycle net-
work to align the semantic consistency with an adversarial
loss. To effectively capture the discriminative information,
we devise a novel Multi-modal Cross-Entropy Loss to inte-
grate both the visual features, class semantic features, and
class labels into a classification network. With the trained
learner, each class semantic vector obtains its correspond-
ing visual prototype in the visual space. The meta-learner
in the MTN feeds both the mimetic unseen visual data and
their corresponding class semantic vectors into the learner
to obtain the initialized prediction based on the similarities
between the unseen visual data and class visual prototypes
with a specific distance metric. By minimizing the differ-
ences between the prediction and ground-truth labels, the
meta-learner fine-tunes the parameters of the learner to en-
courage the learner to be suited for the unseen classes.
In summary, our contributions are concluded into the fol-
lowing three-fold.
1. We introduce an episode-based paradigm to address
zero-shot learning, where each episode mimics a spe-
cific zero-shot learning task. By training extensive
episodes, the model accumulates a wealth of experi-
ences on predicting the mimetic unseen classes, which
will generalize well to the real unseen classes.
2. We propose a well-designed network to construct the
visual-semantic interactions, which consists of a cy-
cle network to align the semantic consistency across
different modalities and an effective classification net-
work to capture the discriminative information with a
novel Multi-modal Cross-Entropy Loss.
3. Extensive experiments on four benchmark datasets
show that the proposed approach achieves state-of-the-
art performances under both the traditional ZSL and
realistic generalized ZSL evaluation protocols.
2. Related Work
In this section, we provide an overview of the most
related work on zero-shot learning and meta-learning ap-
proaches.
2.1. Zero-Shot Learning
Over the past years, a large number of ZSL approaches
have been proposed. Most approaches directly train an in-
teraction model to align the semantic consistency between
the visual and the class semantic modalities. Based on the
way of modeling, the existing approaches can be roughly
divided into discriminative approaches and generative ap-
proaches. The discriminative approaches either train a pro-
jection function to map the visual features into the class se-
mantic space [14, 21] or learn a compatibility function to
evaluate the semantic similarity between the visual features
and the class semantic features [6, 1, 2, 18, 33] with differ-
ent losses. [19] demonstrates that the methods that project
the high-dimensional visual features into a low-dimensional
class semantic space easily suffer from “hubness” issue that
the tendency of some unseen class prototypes (“hubs”) ap-
pearing in the top neighbors of many test instances, which
will damage the classification performances. To address this
issue, the generative approaches are proposed one after an-
other. In contrast to the discriminative approaches, the gen-
erative approaches learn an inverse projection function that
maps the class semantic features into the visual space. For
example, DEM [34] directly trains a three-layer neural net-
work to project the class semantic features into the visual
space. Motivated by the success of generative adversarial
network (GAN) [7, 3] and variational autoencoder (VAE)
[9], the generative approaches tend to be the mainstream to
address zero-shot learning task. [28, 35, 30, 12] leverage
GAN to regularize the distribution differences between the
generated visual features and the real visual features, while
[25] uses VAE to fit the class-specific latent distribution and
highly discriminative feature representations.
The models trained only with the seen classes tend to
generalize modestly on the unseen classes due to their
disjointness, resulting in the domain shift issue. In con-
trast, our approach boosts the generalized ability to unseen
classes by accumulating ensemble experiences on address-
ing the disjoint classification tasks with an episode-based
paradigm.
2.2. Meta-Learning
Meta-learning, also called learning to learn, attracts a lot
of attention in few-shot learning task [16, 20, 5]. It for-
mulates the training process into extensive episodes on the
labeled examples of base categories, each of which mim-
ics a few-shot learning task. The existing meta-learning
algorithms for few-shot learning can be divided into three
categories: model-based, metric-based, and optimization
based approaches. The model-based approaches [15, 26]
devise the models to fit the classification parameters with
a few samples. The metric-based approaches [23, 20] aim
to learn a metric space to evaluate the similarities between
different samples. Optimization-based approaches [16, 5]
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Figure 2. Diagram of the proposed method for one episode (task). The learner leverages the training classes to train a model by constructing
the visual-semantic alignment (V.S. Alignment) across the visual and class semantic modalities. The meta-learner first initializes the label
prediction of the unseen test data with the trained model in a pre-defined space and then fine-tunes the learner by minimizing the differences
between the predicted results and the ground-truth labels.
assume that the model trained with traditional gradient de-
cent approaches could not converge with a few samples, and
learn a desired initial state, where the models could con-
verge within a few optimization steps.
In this work, we also apply episode-based paradigm to
train the transfer model. Differently, each episode in our
approach mimics a zero-shot learning task, which requires
to train a visual-semantic interaction model to achieve the
knowledge transfer. One related work to ours is RELA-
TION NETWORK [22] that also trains a zero-shot learn-
ing model in an episode-based paradigm. However, RELA-
TION NETWORK [22] learns a metric space to evaluate the
relations between the visual instances and the class seman-
tic features rather than simulating zero-shot learning task.
3. Methodology
3.1. Problem Formulation
The zero-shot classification task aims at inferring un-
seen categories with the corresponding class semantics.
To achieve this task, a basic inferential criterion from the
class semantics to visual samples should be learned with
some seen categories. Suppose we collect N samples
{xi,ai,yi}Ni=1 from M seen categories, where xi ∈ RD
is the D-dimensional visual representation (e.g., CNN fea-
ture) for the i-th instance, ai ∈ RK and yi are its K-
dimensional class semantic vector and one-hot class label,
respectively. In the test stage, the task is to classify the test
instance xt into the correct unseen categories on the con-
dition that the class semantics AT ∈ RK×R are provided,
where R is the number of unseen categories.
In the training stage, we introduce the episode-based
paradigm for training, which trains the model by mimick-
ing extensive zero-shot tasks on the seen categories. For
each episode, the seen categories are randomly subdivided
into two disjoint sets, one training set S = {XS ,AS ,YS}
and one test set U = {XU ,AU ,YU}, where YS and YU
are disjoint.
3.2. Model
As illustrated in Fig. 2, each episode consists of a train-
ing stage as a learner and a test stage as a meta-learner. The
training stage aims at learning a visual-semantic interaction
model to align the semantic consistency, which can be used
to predict the unseen categories from the class semantics.
The test stage updates the parameters of the trained model
by minimizing the predicted results and the ground-truth la-
bels. Training each episode can be seen as a process of
accumulating experience on zero-shot classification. After
training extensive episodes, the model is expected to be an
expert in predicting unseen categories, i.e., zero-shot learn-
ing.
3.2.1 Learner.
The learner aims at learning a criterion to infer unseen cate-
gories from the corresponding class semantics. Similar with
the exiting approaches, we also train an interaction model to
align the semantic consistency across different modalities.
Specifically, we devise a novel cycle embedding network to
achieve this goal.
For the visual modality, we try to learn a mapping func-
tion f : RD → RK to project the image features into the
class semantic space by encouraging the image features to
be close to the corresponding class semantic vectors, which
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Figure 3. The basic model that aligns the semantic consistency
across different modalities. The combination of both image fea-
ture x and class semantic vector a takes as the real input, while
the combination of both the generated visual feature x˜ and the
projected class semantic vector a˜ as the fake input of the discrim-
inator D.
can be formulated as:
LV→A =
∑
i
‖f(xi)− ai‖22. (1)
Similarly, for the class semantic modality, we try to learn
another mapping function g : RK → RD to project the
class semantics into the visual space. Since each class usu-
ally consists of many image examples while corresponds to
only one class semantic vector, the mapping function g can
be seen as a one-to-many semantic-to-visual feature gener-
ator. The mapping function g is learned by minimizing the
distances between the generated visual feature g(ai) and the
real visual feature xi.
LA→V =
∑
i
‖g(ai)− xi‖22. (2)
With the two mapping functions f and g, we can con-
struct the relationships between the visual space and the
class semantic space. However, they are independent to
each other. To better align the semantic consistency, we
introduce the adversarial mechanism to regularize both two
mapping networks, as illustrated in Fig. 3. Specifically, we
leverage the improved WGAN [8] to integrate the projected
class semantic vector a˜ and the real class semantic vector a
separately to generator and discriminator. The loss is writ-
ten:
LWGAN = E[D(x,a)]− E[D(x˜, a˜)]−
λE[(‖∇xˆD(xˆ, aˆ)‖2 − 1)2],
(3)
where a˜ = f(x) is the projected class semantic vector; x˜ =
g(a) is the generated visual feature. xˆ = αx+(1−α)x˜ and
aˆ = αa+ (1− α)a˜ with α ∼ U(0, 1), and λ is the penalty
coefficient. The discriminator D is a three-layer neural net-
work. The above model aligns the semantic consistency be-
tween the visual features and class semantics. However,
training such a model neglects to exploit the discriminative
information to distinguish categories, which is essential to
the final class prediction. To address this issue, we pro-
pose a multi-modal cross-entropy loss that interweaves the
image features, class semantics, and the one-hot class la-
bels into a united framework. Intuitively, the visual features
from the same category are required to have higher affini-
ties with their corresponding class semantic vector than the
other class semantic vectors. The multi-modal affinity is
calculated as the inner products of the features from the two
modalities. In the visual space, class semantic features of
all training categories are projected into the corresponding
class visual prototypes that are pre-stored in a visual feature
buffer g(AS), where g(ai) denotes the class visual proto-
type of i-th category. The affinities between a visual sam-
ple x and all class visual prototypes could be obtained as
xT g(AS). In this way, the probability of the input visual
sample x belonging to the i-th category in the visual space
can be evaluated with the affinity of visual sample x match-
ing the i-th class semantic vector with the following cross-
modal softmax function:
pVi (x) =
exp(xT g(ai))∑
j exp(x
T g(aj))
. (4)
Similarly, in the class semantic space, all class semantic
vectors are pre-stored in a class semantic buffer AS and a
visual sample x is represented as f(x) with the mapping
function f . Therefore, the probability of x belongs to the
i-th category in the class semantic space is defined as
pSi (x) =
exp(f(x)Tai)∑
j exp(f(x)
Taj)
. (5)
Our goal is to maximize the above probabilities in both
visual and class semantic space, which can be formulated
by minimizing the following loss,
LMCE = −
∑
x
log pVi (x)−
∑
x
log pSi (x). (6)
Compared with the existing generative approaches [28,
12] that train a softmax classification model with both the
real seen visual features and the generated unseen visual
features, our classification model introduces no extra pa-
rameters, which is more efficient and feasible.
Overall, our full objective then becomes,
min
g
max
D
LWGAN + LV→A + LA→V + LMCE . (7)
3.3. Meta-learner.
With the trained mapping functions f and g, the unseen
instances could be predicted by applying the nearest neigh-
bor classifier on the similarities between the visual instances
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and the unseen class semantics in a same space. To alleviate
the “hubness” issue, we also project the low-dimensional
class semantics into the high-dimensional visual space and
calculate the similarities with a pre-defined distance metric.
For an unseen instance xt, its class label is predicted by,
yˆt = argmin
k
(d(xt, g(ak))), (8)
where ak is the class semantic vector of the k-th unseen
category. d(·, ·) denotes a certain distance metric, such as
Euclidean or Consine distance.
The model trained in the learner focuses on aligning the
semantic consistency on the seen categories, which cannot
ensure that it generalizes well to the unseen categories in
the pre-defined metric space. To better transfer the learned
knowledge to the unseen categories, we train a meta-learner
on the unseen set U to refine the learner to adapt the un-
seen categories in the pre-defined metric space. Given a
distance function d, the meta-learner produces a distribu-
tion over classes for a test instance xt based on a softmax
over distance to the class semantics in the visual space,
pg(y = k|xt) = exp(−d(xt, g(ak)))∑
k′ exp(−d(xt, g(ak′)))
. (9)
d(·, ·) is the distance metric same as in Eq. (8). By minimiz-
ing the negative log-probability J(g) = − log pg(y = k|xt)
of the true class k, the mapping function g is improved for
generalizing unseen categories in the defined metric space.
We observe empirically that the choice of distance metric is
vital, as the classification performances with Euclidean dis-
tance mostly outperforms those with Cosine distance met-
ric. In the experiments, we report the results with Euclidean
distance, if not specific.
4. Experiments
In this section, we evaluate our proposed approach on
both traditional ZSL and the challenging generalized ZSL
tasks. First, we briefly document the datasets and exper-
imental settings. Then, we compare our proposed MTN
with the state-of-the-art. Additionally, we conduct further
studies to evaluate the effects of the episode-based training
paradigm and the distance metric for the classification.
4.1. Datasets and Experimental settings
4.1.1 Datasets.
We evaluate our model on the four benchmark datasets,
namely Animals with Attributes (AwA1) [11], Animals
with Attributes2 (AwA2) [29], Caltech-UCSD Birds-200-
2011 (CUB) [24], and Oxford Flowers (FLO) [13]. Both
AwA1 and AwA2 are two coarse-grained datasets consist-
ing of different visual images from the same 50 classes,
Table 1. The statistic of four benchmark datasets, in terms of di-
mensionality of class semantic sem, number of seen classes Ys,
number of unseen classes Yu, number of all instances Xa, number
of test seen instances Xs and unseen instances Xu.
Dataset sem Ys Yu Xa Xs Xu
AwA1 85 40 10 30,475 5,685 4,958
AwA2 85 40 10 37,322 5,882 7,913
CUB 1,024 150 50 11,788 2,967 1,764
FLO 1,024 82 20 8,189 5,394 1,155
each class is annotated with 85-dimensional semantic at-
tributes. Specifically, AwA1 contains 30,475 instances
while AwA2 contains the different 37,322 visual images.
Both CUB and FLO are fine-grained image datasets that
contain 200 bird species and 102 flower categories, re-
spectively. As for the class semantic representations of
both CUB and FLO datasets, we extract 1,024-dimensional
character-based CNN-RNN [17] features from the fine-
grained visual descriptions (10 sentences per image). We
use the standard zero-shot splits provided by [29] for AwA1,
AwA2, and CUB datasets. For FLO dataset, we use the
splits provided by [13]. A dataset summary is given in Ta-
ble 1.
4.1.2 Implemental settings.
Following [29, 28], we use the 2,048-dimensional top pool-
ing units of a ResNet-101 pretrained on ImageNet-1K as
the image features. As a pre-processing step, we normal-
ize the visual features into [0,1]. As for the class semantic
embeddings, no pre-processing is applied. In the learner,
both the mapping function f and g are three-layer neural
networks whose hidden layer has 1,800 hidden units. In
each episode, five random categories are split from the seen
classes as the test unseen classes and the Euclidean distance
is used as the measure metric. During training, we use the
Adam optimizer with learning rate 10−4.
4.2. Experimental Results
4.2.1 Results on traditional ZSL.
Under the traditional ZSL setting, the test instances are clas-
sified into the unseen classes. To balance the prediction ac-
curacy across all classes, we measure the average per-class
top-1 accuracy (T) as the evaluation protocol. We com-
pare our approach with twelve competitors including five
discriminative approaches, six generative approaches, and
one episode-based approach. The comparison results are
reported in Table 2.
From Table 2, we observe that the proposed MTN
achieves the state-of-the-art performances on four datasets.
In specific, the overall accuracy improvement on AwA1 is
from 71.1% to 74.3%, on AwA2 from 70.4% to 72.8%, on
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Table 2. Traditional ZSL results on the four benchmark datasets.
The results report average per-class top-1 accuracy (%). The best-
performing performances are marked with the bold font on all
datasets. ∗ indicates the result obtained by ourselves with the
codes released by the authors.
Method DatasetAwA1 AwA2 CUB FLO
DEVISE [6] 54.2 59.7 52.0 45.9
ALE [1] 59.9 62.5 54.9 48.5
ESZSL [18] 58.2 58.6 53.9 51.0
SJE [2] 65.6 61.9 53.9 53.4
LATEM [27] 55.1 55.8 49.3 40.4
GAZSL [35] 68.2 70.2 55.8 60.5
CLSWGAN [28] 68.2 65.3 57.3 67.2
SE-ZSL [10] 69.5 69.2 59.6 -
Cycle-CLSWGAN [4] 66.8 - 58.6 70.3
LisGAN [12] 70.6 70.4* 58.8 69.9
f-VAEGAN-D2 [30] 71.1 - 61.0 67.7
RELATION NET [22] 68.2 64.2 55.6 78.5*
MTN (Ours) 74.3 72.8 71.6 87.0
CUB from 61.0% to 71.6%, and on FLO from 78.5% to
87.0%, i.e., all quite significant. We also observe that the
improvement margins on fine-grained datasets are larger
than those on the coarse-grained datasets, which indicates
that the proposed approach transfers more discriminative
information to distinguish categories. Another observa-
tion is that the classification performances of generative ap-
proaches are much better than those of discriminative ap-
proaches. This may be due to the following two facts. On
one hand, the generative approaches alleviate the “hubness”
issue in the zero-shot learning task. On the other hand,
all the generative approaches are nonlinear approaches that
handle better complicated semantic relations between the
visual features and class semantic features. Compared
with the other episode-based approach RELATION NET
[22], our MTN achieves significant improvements on four
datasets, which indicates our mimetic strategy captures
more transfer knowledge than learning metric space strat-
egy.
4.2.2 Results on generalized ZSL.
Under the generalized ZSL setting, the test instances are
classified into the joint label space spanned by both seen and
unseen classes. Therefore, we follow the standard protocol
proposed in [29] to evaluate the approaches with both seen
class accuracy s and unseen class accuracy u, as well as their
harmonic mean H. We provide the generalized ZSL results
of our MTN and twelve competitors in Table 3.
The generalized ZSL results in Table 3 show that our
MTN significantly improves the H measure against the
state-of-the-art with a large margin on AwA1, CUB, and
FLO datasets and achieves second best performance in the
H measure on the AwA2 dataset, which is only 1.6% infe-
rior to the best result. On the AwA1, MTN obtains 68.1% in
the H measure, significantly improving the second-best per-
formance 63.5%, on the CUB dataset, it improves the state-
of-the-art result from 53.6% to 58.1%, and on the FLO it
achieves 77.9%, obtaining 9.6% gains against the state-of-
the-art. The performance improvements verify the effec-
tiveness of the proposed MTN on the generalized ZSL task.
We also observe that the seen classification accuracy s
is much better than unseen classification accuracy u, even
though the number of seen test instances are larger than
that of unseen test instances on four datasets except for the
AwA2 dataset (see Table 1), which indicates that the unseen
test instances tend to be incorrectly classified into the seen
classes. This classification shift issue is common across all
the existing approaches. From the results, we observe that
the generative approaches alleviate this shift issue to some
extent. However, those approaches balance the differences
between the seen class accuracy and the unseen class accu-
racy via decreasing the seen class accuracy while improv-
ing the unseen class accuracy. For example, though SE-
ZSL [10] achieves best in H measure on AwA2 datasets. its
seen class accuracy degrades significantly compared with
the best s result, which is not desirable in practice. In con-
trast, our MTN improves the unseen class accuracy while
maintaining the seen class accuracy, which substantially
boosts the harmonic mean H.
Another observation is that the classification perfor-
mances on the AwA2 dataset are inferior to those on the
AwA1 dataset. This is due to that AwA2 contains more vi-
sual images as well as test instances than AwA1. Besides,
for the fine-grained datasets, the classification performances
on the FLO dataset are better than those on the CUB dataset,
this is due to that CUB is a more challenging dataset that
consists of more categories than FLO.
4.3. Further Analysis
In this section, we conduct further analysis to investigate
the effect of the number of test classes per episode and the
distance metric on the classification performance of the pro-
posed MTN.
4.3.1 Effect of test episode-based paradigm.
In the first experiment, we evaluate how the number of se-
lected mimetic unseen classes affect the performances of the
proposed approach on different datasets. To do so, we vary
the number of selected mimetic unseen classes from 0 to
10 in intervals of 5. It should be noted that the case where
the number of selected mimetic unseen classes equaling 0
indicates the approach without the episode-based training
paradigm and the optimization process degenerates to the
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Table 3. Performance (in %) comparisons in the generalized settings with unseen accuracy, seen accuracy, and their harmonic mean. ∗
indicates the result obtained by ourselves with the codes released by the authors.
Method AwA1 AwA2 CUB FLOu s H u s H u s H u s H
DEVISE [6] 13.4 68.7 22.4 17.1 74.7 27.8 23.8 53.0 32.8 9.9 44.2 16.2
ALE [1] 16.8 76.1 27.5 14.0 81.8 23.9 23.7 62.8 34.4 13.3 61.6 21.9
ESZSL [18] 2.4 70.1 4.6 5.9 77.8 11.0 12.6 63.8 21.0 11.4 56.8 19.0
SJE [2] 11.3 74.6 19.6 8.0 73.9 14.4 23.5 59.2 33.6 13.9 47.6 21.5
LATEM [27] 7.3 71.7 13.3 11.5 77.3 20.0 15.2 57.3 24.0 6.6 47.6 11.5
GAZSL [35] 29.6 84.2 43.8 35.4 86.9 50.3 31.7 61.3 41.8 28.1 77.4 41.2
CLSWGAN [28] 57.9 61.4 59.6 56.1 65.5 60.4 43.7 57.7 49.7 59.0 73.9 65.6
Cycle-CLSWGAN [4] 56.9 64.0 60.2 - - - 45.7 61.0 52.3 59.2 72.5 65.1
SE-ZSL [10] 56.3 67.8 61.5 58.3 68.1 62.8 41.5 53.3 46.7 - - -
LisGAN [12] 52.6 76.3 62.3 47.0* 77.6* 58.5* 46.5 57.9 51.6 57.7 83.8 68.3
f-VAEGAN-D2 [30] 57.6 70.6 63.5 - - - 48.4 60.1 53.6 56.8 74.9 64.6
RELATION NET [22] 31.4 91.3 46.7 30.0 93.4 45.3 38.1 61.1 47.0 50.8* 88.5* 64.5*
MTN (Ours) 56.3 86.2 68.1 47.9 84.6 61.2 54.9 61.8 58.1 73.4 82.9 77.9
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Figure 4. Traditional ZSL and generalized ZSL performances on
four datasets with different numbers of test classes in per episode.
traditional batch-based training strategy.
According to the results in Fig. 4, we observe that the
performances with M = 5 are superior to those with
M = 0 on all datasets under different evaluation metrics
except for the s on the FLO dataset, which verifies the effec-
tiveness of the proposed episode-based strategy. Besides,
we observe that the performances with M = 10 are inferior
to those with M = 5, which maybe due to that with the
increase of the mimetic unseen classes, less training classes
are left for training the visual-semantic alignment model,
leading to unsatisfied initialization for the prediction of the
mimetic unseen classes. Another observation is that differ-
ent datasets differ greatly in the performance trend. For ex-
ample, AwA1 and AwA2 have a similar trend because they
come from the same categories. On both AwA1 and AwA2
T u s H
20
40
60
80
100
Pe
rf
or
m
an
ce
 (%
)
AwA1
Cos
Euc
T u s H
20
40
60
80
100
Pe
rf
or
m
an
ce
 (%
)
AwA2
Cos
Euc
T u s H
20
40
60
80
Pe
rf
or
m
an
ce
 (%
)
CUB
Cos
Euc
T u s H
40
60
80
100
Pe
rf
or
m
an
ce
 (%
)
FLO
Cos
Euc
Figure 5. Tradition ZSL and generalized ZSL results with Eu-
clidean distance (short for Euc) and Cosine distance (short for Cos)
on four datasets.
datasets, the episode-based paradigm brings little impacts
on the T, which indicates that the well-designed multi-
modal interaction model is discriminative on the coarse-
grained datasets if the predicted label space is restrict to
the unseen categories. However, on the CUB dataset, the
episode-based paradigm improves the performances signif-
icantly under different evaluation metrics, which verifies
that the proposed episode-based paradigm works well on
the fine-grained datasets. Compared with the results on the
CUB dataset, the improvements on the FLO are less im-
pressive since the FLO dataset consists of less categories
than the CUB dataset.
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4.3.2 Effect of distance metric.
In the second experiment, we investigate how the dis-
tance metric affects the classification performance on four
datasets. In Fig. 5, we compare Cosine vs. Euclidean dis-
tance under different metrics on four datasets. We observe
that the performances obtained in the Euclidean space sig-
nificantly outperform those obtained in the Cosine space,
indicating that the Euclidean distance is more suitable in
our approach since the Cosine distance is not a Bregman
divergence.
5. Conclusion
In this paper, we have proposed a meta-transfer network
to learn to address zero-shot learning. The basic training
framework is based on an episode-based paradigm, where
each episode mimics a zero-shot learning task on the seen
categories. The learner is a well-designed visual-semantic
interaction model to efficiently align cross-modality seman-
tic consistency and capture the discriminative information.
The meta-learner fine-tunes the parameters of the learner by
minimizing the differences between the prediction and the
ground-truth labels of the mimetic unseen data. By training
extensive episodes, the model accumulates a wealth of ex-
periences on addressing classification scenarios where the
training and the test classes are disjoint. The experimen-
tal results on four datasets demonstrate that the proposed
model achieves the state-of-the-art on both traditional ZSL
and generalized ZSL tasks and beats the other competitors
on the fine-grained datasets with a large margin.
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