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Abstract
This paper deals with maximization of set functions deﬁned as minimum values of monotone linkage functions. In previous
research, it has been shown that such a set function can be maximized by a greedy type algorithm over a family of all subsets of a
ﬁnite set. In this paper, we extend this ﬁnding to meet-semilattices.
We show that the class of functions deﬁned as minimum values of monotone linkage functions coincides with the class of quasi-
concave set functions. Quasi-concave functions determine a chain of upper level sets each of which is a meet-semilattice. This
structure allows development of a polynomial algorithm that ﬁnds a minimal set on which the value of a quasi-concave function is
maximum. One of the critical steps of this algorithm is a set closure. Some examples of closure computation, in particular, a closure
operator for convex geometries, are considered.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Many combinatorial optimization problems can be formulated as: for a given set system over E (i.e., for a pair
(E,F) whereF ⊆ 2E is a family of feasible subsets of ﬁnite set E), and for a given function F : F→ R, ﬁnd an
element ofF for which the value of the function F is minimum or maximum. In general, this optimization problem
is NP-hard, but for some speciﬁc functions and for some speciﬁc set systems polynomial algorithms are known. The
famous examples are modular cost functions that can be optimized over matroids by a polynomial greedy algorithm
[6] and bottleneck functions that can be maximized over greedoids [8]. Another example is set functions deﬁned as
minimum values of monotone linkage functions. Such a set function can be maximized by a greedy type algorithm
over the family of all subsets of E [10,14,19], over antimatroids and convex geometries [9,11,15], and join-semilattices
[16]. In this paper, we extend these results to meet-semilattices.
Meet-semilattices are present in many areas of mathematics. For example, we can cite conceptual clustering [7,13]
which deals with discovering conceptual structures of data. These structures allow the analysis of dependencies among
complex data. In many cases, the data is given as an object-attribute table. Subsets of objects corresponding to all
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possible combinations of attributes form a meet-semilattice. This phenomenon is currently a subject of interest in
conceptual clustering.
Meet-semilattices are also used in investigations of relational databases. One of the most important branches of the
theory of relational databases is the design of database schemes based on the theory of functional dependencies. It has
been shown [3] that functional dependencies may be represented as a closure semilattice.
This paper is organized as follows. Section 2 gives basic information aboutmonotone linkage functions.We show that
onmeet-semilattices, the class of functions deﬁned as theminimumvalues ofmonotone linkage functions coincideswith
the class of quasi-concave set functions. Section 3 deals with the construction of an efﬁcient algorithm for maximizing
quasi-concave functions which are associated with monotone linkage functions. A quasi-concave function determines
in ameet-semilattice a chain of included upper level sets, each of which is itself a meet-semilattice. This structure allows
the construction of a polynomial algorithm that ﬁnds a minimal set on which the value of a quasi-concave function is
maximum. One of the critical steps of this algorithm is a set closure. In Section 4, we consider algorithms of closure
construction for a number of different meet-semilattices.
2. Preliminaries
Monotone linkage functions were introduced by Mullat [17]. Here we will give some necessary deﬁnitions.
A function  : E × 2E → R is called a monotone linkage function if
for each X, Y ⊆ E and x ∈ E, X ⊆ Y implies (x,X)(x, Y ). (1)
Consider F : (2E − {E}) → R deﬁned for each X ⊂ E
F(X) = min
x∈E−X (x,X). (2)
The function F satisﬁes the following condition:
for each X, Y ⊂ E, F(X ∩ Y ) min{F(X), F (Y )}. (3)
A function F : 2E → R satisfying (3) is called a quasi-concave set function [12].
These functions were studied in [10,19]. In particular, a simple polynomial algorithm for maximizing quasi-concave
functions of the form (2) was developed. This algorithm ﬁnds a minimal set X ⊂ E that maximizes the function F .
In this paper, we extend these results to a meet-semilattice. The familyS ⊆ 2E is a meet-semilattice if A ∩ B ∈S
for each A,B ∈S. Further we use the term “semilattice” to mean “meet-semilattice”.
A set function F deﬁned on a semilatticeS is a quasi-concave function if
for each A,B ∈S− {E}, F (A ∩ B) min{F(A), F (B)}. (4)
In the following theorem we show that on semilattices, the class of set functions deﬁned as the minimum values of
monotone linkage functions coincides with the class of quasi-concave set functions.
Theorem 1. A set function F deﬁned on a semilattice S is a quasi-concave function if and only if there exists a
monotone linkage function  such that F(X) = minx∈E−X (x,X) for each X ∈S− {E}.
Proof. If a monotone linkage function  is given, then F(X ∩ Y ) = (x∗, X ∩ Y ), where
x∗ ∈ arg minx∈E−(X∩Y ) (x,X ∩ Y ).1
Without loss of generality, assume that x∗ ∈ E − X. Thus,
F(X ∩ Y )(x∗, X)F(X) min{F(X), F (Y )}.
1 arg min f (x) denote the set of arguments that minimize the function f .
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Conversely, if we have a quasi-concave set function F , then we can deﬁne the function
F (x,X) =
⎧⎨⎩
max
A∈[X,E−x]S
F(A), x /∈X and [X,E − x]S = ,
min
A∈S
F(A) otherwise,
(5)
where [X, Y ]S = {Z ∈S : X ⊆ Z ⊆ Y }.
The function F is monotone. Indeed, if x ∈ E − Y and [Y,E − x]S = , then X ⊆ Y implies
F (x,X) = max
A∈[X,E−x]S
F(A) max
A∈[Y,E−x]S
F(A) = F (x, Y ).
It is easy to verify the remaining cases.
Let us denote G(X) = minx∈E−X F (x,X), and prove that F = G onS− {E}.
Now, for each X ∈S− {E}
G(X) = min
x∈E−X F (x,X) = F (x
∗, X) = max
A∈[X,E−x∗]S
F(A)F(X),
where x∗ ∈ arg minx∈E−X F (x,X).
On the other hand,
G(X) = min
x∈E−X F (x,X) = minx∈E−X F(A
x),
where Ax is a set from [X,E − x]S on which the value of the function F is maximal, i.e.,
Ax ∈ arg max
A∈[X,E−x]S
F(A).
From quasi-concavity of F it follows that
min
x∈E−X F(A
x)F
( ⋂
x∈E−X
Ax
)
= F(X).
Therefore, G(X)F(X), and, hence, F = G, i.e., F(X) = minx∈E−X F (x,X). 
Consider the following optimization problem: given a semilattice S ⊆ 2E and a monotone linkage function
 : E × 2E → R, ﬁnd a feasible set A ∈ S − {E}, such that F(A) = max{F(B) : B ∈ S − {E}}, where the
function F is deﬁned by (2). From quasi-concavity it follows that the set of optimal solutions is also a semilattice
with a unique minimal element. Our goal in this paper is to ﬁnd this minimal element, which we call the minimal
maximizer.
3. Minimal maximizers of quasi-concave functions
Consider the following operator:
(X) =
{ ∩ {A | X ⊆ A,A ∈S}, [X,E]S = ,
E otherwise.
IfS is a semilattice, (X) is the smallest set inS containing X (if such a set exists). In other words, (X) is the null
of the semilattice [X,E]S if the semilattice is not empty, and it is deﬁned as E otherwise.
Note that a semilatticeS should not have a maximal element, and we use the element E only for the deﬁnition of
the operator .
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It is straightforward to check that the operator  has the properties of a closure operator:
(i) X ⊆ (X);
(ii) (X) = ((X));
(iii) X ⊆ Y ⇒ (X) ⊆ (Y ).
So, (X) is a closure of X.
We assume that a procedure for ﬁnding a closure (X) for each X ⊂ E is available. Later we will consider some
examples of efﬁcient closure constructors.
To ﬁnd the minimal maximizer of a quasi-concave function F , consider initially the special structure that function
F determines on a semilattice. It has been already noted that the family of feasible sets maximizing function F is a
semilattice with a unique minimal element. Denote this family by T0, and let a0 be the value of function F on the
sets fromT0. We denote byT1 the family of sets which maximize function F overS−T0, and by a1 the value of
function F on these sets. Continuing this process, we haveS=⋃ti=0Ti , where t + 1 is a number of different values
of function F . It is easy to see thatLj =⋃ji=0Ti is a subsemilattice ofS, whereLj ={X ∈S−{E} : F(X)aj }.
We call these subsemilattices upper level semilattices. Denote by Kj the minimal element (null) of the upper level
semilatticeLj . SinceLi ⊆Li+1, we obtain K0 ⊇ K1 ⊇ · · · ⊇ Kt , where Kt is the null of the semilatticeS.
Let K0 = H 0 ⊃ H 1 ⊃ · · · ⊃ Hr = Kt be the subchain of all different nulls of the chain K0 ⊇ K1 ⊇ · · · ⊇ Kt .
Thus, to ﬁnd a minimal maximizer, we have to ﬁnd a null H 0. In fact, we construct an algorithm that ﬁnds the complete
chain H 0 ⊃ H 1 ⊃ · · · ⊃ Hr of different nulls. This chain of “local maximizers”2 has a number of interesting
applications [14].
We deﬁne for any real number u the u-level set of a familyF as
Fu = {X ∈F : F(X)>u}.
It is obvious that the u-level set of some semilattice is also a semilattice when F is quasi-concave. The following is an
algorithm, which for a given threshold u and for a given set X ⊂ E returns the null of non-empty (S ∩ [X,E])u. The
algorithm is motivated by the main procedure from [18].
The Level-Set Algorithm (u,X).
1. Set A = (X)
3. While A = E do
3.1 Set Iu(A) = {x ∈ E − A : (x,A)u}
3.2 If Iu(A) = then stop and return A
3.3 Set A = (A ∪ Iu(A))
4. Return A.
Theorem 2. LetS ⊆ 2E be a semilattice.Then, for every monotone linkage function  and the corresponding function
F(X) = minx∈E−X (x,X) the Level-Set Algorithm (u,X) returns the null of non-empty semilattice (S ∩ [X,E])u
and returns E when this u-level set is empty.
Proof. At ﬁrst, consider the case when the algorithm returns A = E. Since Iu(A) = , F(A)>u, i.e.,
A ∈ (S ∩ [X,E])u. It remains to prove that A is the null of the u-level set, i.e., that B ∈ (S ∩ [X,E])u im-
plies A ⊆ B. Suppose the opposite was true, and let (X)=X0 ⊂ X1 ⊂ · · · ⊂ Xk =A be a sequence of sets generated
by the algorithm, where Xi+1 = (Xi ∪ Iu(Xi)) for 0 i < k. Since B ∈ (S ∩ [X,E])u, we have X ⊆ B, and thus
X0=(X) ⊆ (B)=B. On the other hand, sinceAB, there exists the least integer j forwhichXjB. ThenXj−1 ⊆ B,
and there exists xj ∈ Iu(Xj−1) that is not in B. For if not Iu(Xj−1) ⊆ B, which implies Xj−1 ∪ Iu(Xj−1) ⊆ B, and
then (from the closure operator properties) Xj = (Xj−1 ∪ Iu(Xj−1)) ⊆ (B) = B, contradicting XjB. Hence
F(B)(xj , B)(xj ,Xj−1)u,
a contradiction.
2 Indeed, for each A ∈S− E, and for each null Hl , if AHl then F(A)<F(Hl).
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If the algorithm returns A = E, then (S ∩ [X,E])u = . Assuming the opposite, then there is a non-empty set
B ∈ (S ∩ [X,E])u and B ⊂ A. Similarly to the ﬁrst part of the proof, we obtain that F(B)u, a contradiction. 
Note that for an empty u-level set the Level-Set Algorithm returns E rather than . We do it for more convenient
use of this algorithm in the following Chain Algorithm. The Chain Algorithm ﬁnds the chain of all local maximizers
for a non-empty semilatticeS.
The Chain Algorithm (E,S).
1. Set 0 = ()
2. i = 0
3. While i = E do
3.1 u = F(i )
3.2 i+1=Level-Set(u,i )
3.3 i = i + 1
4. Return the chain 0 ⊂ 1 ⊂ · · · ⊂ i−1.
Theorem 3. Let S ⊆ 2E be a non-empty semilattice. Then, for every monotone linkage function  and the corre-
sponding function F(X) = minx∈E−X (x,X), the Chain Algorithm returns the chain 0 ⊂ 1 ⊂ · · · ⊂ p, which
coincides with H 0 ⊃ H 1 ⊃ · · · ⊃ Hr—the chain of all different nulls of the upper level semilattices.
Proof. First, prove that for each l=0, 1, . . . , p, l is the null of some upper level semilattice. It is clear that if F(l )=
aj , then l ∈ Lj . To prove that l is the null of Lj , we have to show that for each A ∈ S − {E}, Al implies
F(A)<F(l ). Suppose that the opposite is true, and let k be the least integer for which there exists A ∈S−{E}, such
that Ak and F(A)F(k). Note that k > 0, because 0 = () is the null of semilatticeS, and so A0 never
holds. The structure of the Chain Algorithm implies F(k)>F(k−1). Hence F(A)>F(k−1) and, consequently,
A ⊇ k−1. ThusA ∈ (S∩[k−1, E])u, where u=F(k−1). On the other hand, from the ChainAlgorithm construction
it follows that k is the null of (S ∩ [k−1, E])u, i.e., A ⊇ k , a contradiction.
It remains to show that for each nullHi there exists l ∈ {0, 1, . . . , p} such thatl =Hi .Assume the opposite, and let
Hj be a minimal (by inclusion) null for which the statement is not correct. Since Hr = ()=0, it follows that j < r ,
i.e., there exists l ∈ {0, 1, . . . , p} such that Hj+1 = l . From F(Hj )>F(Hj+1) = F(l ) and Hj ⊃ Hj+1 = l , it
follows that Hj ∈ (S ∩ [l , E])u, where u = F(l ). Thus Hj ⊇ l+1, where l+1 is the null of (S ∩ [l , E])u. On
the other hand, since l+1 is the null of some upper level semilattice and Hj is the closest null to Hj+1, this implies
that l+1 ⊇ Hj ⊃ Hj+1 = l . Hence Hj = l+1, a contradiction. 
Corollary 4. Let S ⊆ 2E be a non-empty semilattice. Then, for every monotone linkage function , the Chain
Algorithm ﬁnds a minimal maximizer of the quasi-concave function F(X) = minx∈E−X (x,X).
Consider the complexity of the ChainAlgorithm. In the worst case in each step the algorithm ﬁnds only one element
with the minimal value of the function , i.e., |Iu(A)| = 1. Then the Chain Algorithm ﬁnds the minimal maximizer
in O(|E|(T + P |E|)) time, where T is the maximum complexity of closure () computation, and P is the maximum
complexity of  computation. In some clustering problems [10], the complexity of  computation is O(|E|), and so the
complexity of the algorithm is O(|E|(T + |E|2)).
4. Algorithms for closure construction
The efﬁciency of the closure construction depends on the representation of a semilattice. In this section we consider
two forms. In the ﬁrst case, a semilattice is represented by a set of irreducible elements; the intersection of these
elements determines all elements of the semilattice. In the second case, a semilattice is speciﬁed by a quasi-concave
function.
In addition to these two cases, we consider a convex geometry that is a speciﬁc case of a semilattice. Two algorithms
of closure construction for a convex geometry—depending of its representation—are also presented.
1. Set of irreducible elements:An elementX ∈S is called (meet)-irreducible ifX=Y ∩Z, where Y,Z ∈S, implies
X = Y or X = Z. The set of all irreducible elements is denoted by M(S). Every element of S is an intersection of
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elements from M(S). Since (X)= ∩{A | X ⊆ A,A ∈S} (for [X,E]S = ) and each A ∈S is an intersection of
sets from M(S), the deﬁnition of (X) may be changed to (X) = ∩{A | X ⊆ A,A ∈ M(S)}. Hence, the following
algorithm ﬁnds for each set X its closure:
Closure (X,M(S))
Assume M(S) = {A1, . . . , Am}
1. A = E
2. for i = 1 to m do
2.1 if X ⊆ Ai then A = A ∩ Ai
3. Return A.
Since the step 2.1 needs O(|E|) time, the algorithm ﬁnds the closure of X in O(m|E|) time.
This algorithm may be applied to conceptual clustering [7,13]. In many cases the data are represented as a boolean
matrix (data table). Every row corresponds to an object and every column to an attribute. These attributes, in turn,
extract their own speciﬁc subsets of objects which we call single-attribute sets. Considering a cluster as a speciﬁc
subset of objects which share a commonality of attributes, we focus on those semilattices whose elements are subsets
of objects which correspond to all possible combinations of attributes. That is, our object of focus is a semilattice where
the set of all irreducible elements corresponds exactly to the family of all single-attribute sets.
2. Inequality constraint: Assume that the set  of feasible solutions is determined by the following inequality
constraint: for each H ∈ , F̂ (H)> , where F̂ is deﬁned by a monotone linkage function ̂.
It is easy to see that the set  is a -level set of the family of all subsets E, i.e.,  = {X ⊂ E : F̂ (X)> }. Since
F̂ is a quasi-concave function, the set  is a semilattice. The problem is to ﬁnd closure (X) for some set X ⊂ E
over , i.e., to ﬁnd the null of non-empty semilattice  ∩ [X,E]. Note that the Level-Set Algorithm(, X) enables us
to ﬁnd the null of non-empty semilattice (2E ∩ [X,E]), i.e., (X) over . The modiﬁed Level-Set Algorithm is as
follows:
Quasi-concave Closure (, X)
1. Set A = X
3. While A = E do
3.1 Set I(A) = {x ∈ E − A : ̂(x,A)}
3.2 If I(A) = then stop and return A
3.3 Set A = A ∪ I(A)
4. Return A.
Let P be the maximum complexity of ̂ computation, then the quasi-concave closure algorithm ﬁnds the closure
(X) over  in O(P |E|2) time. If the complexity of ̂ computation is O(|E|), then the complexity of the algorithm is
O(|E|3).
3. Convex geometry: A set system (E,S) forms a convex geometry if it satisﬁes the following properties:
(i) if X ∈S and Y ∈S, then X ∩ Y ∈S;
(ii) if X ∈S− {E}, there exists some x ∈ E − X such that X ∪ x ∈S.
Note that by property (ii), E ∈ S. In original works [4,8] the deﬁnition of a convex geometry includes also the
requirement that  ∈S, whereas other authors [2] do not involve this property in the deﬁnition.
Therefore a convex geometry is a semilatticeS that includes the set E and satisﬁes property (ii). Hence, the closure
operator , introduced in the previous section, is deﬁned in a convex geometry. To construct an algorithm for closure
detection, consider at ﬁrst the following proposition:
Proposition 5. Let (E,S) be a convex geometry, then for each A,B ∈S if A ⊂ B then there exists some x ∈ B −A
such that B − x ∈S .
Proof. Property (ii) means that we can ﬁnd a sequence x1x2 . . . xk such that A = X0 ⊂ X1 ⊂ · · · ⊂ Xk = E, where
Xi = Xi−1 ∪ xi , and Xi ∈ S for 0 ik. Let j be the least integer for which B ⊆ Xj . Then BXj−1, and xj ∈ B .
Hence, B − xj = B ∩ Xj−1 ∈S, becauseS is a semilattice. On the other hand, xj /∈A, then xj ∈ B − A. 
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Corollary 6. If A ⊂ B, A,B ∈ S, then there exists a sequence x1x2 . . . xl that determines a chain B = X0 ⊃ X1 ⊃
· · · ⊃ Xl = A, where Xi = Xi−1 − xi , and Xi ∈S for 0 i l.
So, to ﬁnd (X), one can build the chain E = X0 ⊃ X1 ⊃ · · · ⊃ Xm = (X).
Convex Geometry Closure (X,S)
1. A = E
2. Find x ∈ A − X, such that A − x ∈S
if no such x exists, then stop and return A
3. Set A = A − x and go to 2.
Let a convex geometry (E,S) be given by a membership oracle which for each set A ⊆ E decides whether A ∈S
or not. Then convex geometry closure algorithm ﬁnds the closure of a set in at most k(k + 1)/2 oracle calls, where
k = |E − X|. Thus the complexity of closure construction is O(|E|2), where  is the complexity of the membership
oracle.
Consider another way to deﬁne convex geometries. Let P = {x1 <x2 < · · ·<xn} be a linear order on E. Deﬁne
DP = {Xi : Xi = {x1, x2, . . . , xi}, 1 in} ∪ {}.
It is easy to see that (E,DP ) is a convex geometry.
Let (E,S1) and (E,S2) be two convex geometries. Deﬁne
S1 ∨S2 = {X ∩ Y : X ∈S1, Y ∈S2}.
Then [4] (E,S1 ∨S2) is also a convex geometry.
From this point we consider only convex geometries including , according to the original deﬁnition. Hence, each
convex geometry may be deﬁned by a set T of linear orders as
S=
∨
P∈T
DP . (6)
The set T is called a convex realizer [5]. Thus, if {P1, P2, . . . , Pk} is a convex realizer of (E,S), then each element
ofS is a meet of elements in DP1 , . . . , DPk . Note that each DPi ⊆S.
Since each (E,DPi ) is a convex geometry, there are k closure operators Pi , where P (X)={y ∈ E : yP maxX},
i.e., let P = {x1 <x2 < · · ·<xn} and a maximal element of X with respect to the order P be x∗ = maxX, then
P (X) = {x1, x2, . . . , x∗}.
Proposition 7. (X) = ∩P∈T P (X).
Proof. Let A = ∩P∈T P (X). Since for each P ∈ T , X ⊆ P (X) and P (X) ∈ S, it follows that (X) ⊆ P (X),
which implies (X) ⊆ A. Conversely, from (6) (X)=∩P∈T XP , where XP ∈ DP . Since X ⊆ (X) implies X ⊆ XP
for all P ∈ T , we have P (X) ⊆ XP and so A ⊆ (X). 
Let a convex geometry (E,S) be given by a convex realizer T = {P1, P2, . . . , Pk}, then the following algorithm
builds the closure set using Proposition 7.
Ordering Closure (X,S)
1. For i = 1 to k do
1.1 build pi (X)
2. Return (X) = ∩ki=1Pi (X).
A straightforward implementation of this algorithm runs in O(k|E|), where k is the cardinality of a convex realizer.
5. Conclusions
In this article, we have investigated monotone linkage functions deﬁned on semilattices. It was shown that the class
of functions deﬁned as the minimum values of monotone linkage functions coincides with the class of quasi-concave set
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functions. Quasi-concave functions determine a chain of upper level sets each of which is a semilattice. This structure
allows us to build a polynomial algorithm that ﬁnds a minimal set on which the value of a quasi-concave function is
maximum.
The critical step of these algorithms is a set closure. If an efﬁcient algorithm of the closure construction exists, it also
makes our algorithm efﬁcient. It would be interesting to investigate equivalence of these two problems, i.e., to prove
that the existence of a polynomial algorithm for ﬁnding an optimal set leads to the existence of a polynomial algorithm
for closure construction.
On the other hand, we think that the closure construction problem is interesting enough to be investigated on its own.
In this paper, polynomial algorithms for closure construction were presented for two semilattice representations and
for a convex geometry that is a particular instance of a semilattice.
An interesting direction for future work is the development of our methods for relational databases, in which the
polynomial algorithm for closure construction is known [1].
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