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RANDOM MATRICES OVER FINITE FIELDS: METHODS AND RESULTS
KYLE LUH, SEAN MEEHAN, AND HOI H. NGUYEN
Abstract. In this note we give various characterizations of random walks with possibly different steps that
have relatively large discrepancy from the uniform distribution modulo a prime p, and use these results to
study the distribution of the rank of random matrices over Fp and the equi-distribution behavior of normal
vectors of random hyperplanes. We also study the probability that a random square matrix is eigenvalue-
free, or when its characteristic polynomial is divisible by a given irreducible polynomial in the limit n→∞
in Fp. We show that these statistics are universal, extending results of Stong and Neumann-Praeger beyond
the uniform model.
1. Introduction
Let q be a prime power, and let Mat(n, q) (GL(n, q)) be the group of all n×n (resp. non-singular) matrices
with entries in the field of q elements. Given a (class) function f that depends on M (such as the rank of M ,
or the factors of its characteristic polynomial, etc), it is natural to study the behavior of f for a “typical”
matrix, such as for one sampled uniformly at random, we call this the uniform model.
1.1. Some statistics for the uniform model. Our first example is on the rank of M . By exposing the
columns of M one by one, it is not hard to show that the probability that M belongs to GL(n, q) is exactly
P(M ∈ GL(n,Fq)) = (q
n − 1)(qn − q) . . . (qn − qn−1)
qn2
=
n∏
i=1
(1− q−i).
More generally, for 0 ≤ k ≤ n we can show that
P(M has rank n− k) = 1
qk2
∏n
i=1(1− q−i)
∏n
i=k+1(1− q−i)∏k
i=1(1− q−i)
∏n−k
i=1 (1− q−i)
. (1)
Our next example is the probability that M does not have eigenvalue in Fq (equivalently, M does not have
one dimensional invariant subspace). Beautiful results by Stong [36] and Neumann-Praeger [25] (see also
[15]) showed that this probability tends to the derangement probability of a random permutation. We have
lim
q→∞ limn→∞P(M is eigenvalue-free) = 1/e. (2)
More generally, Stong showed that in the q →∞ limit, the probability that the characteristic polynomial of
M factors into ni degree i irreducible factors is the same as the probability of an element of Sn factors into
ni cycles of degree i, and Hansen and Schmutz [19] also obtained similar results for joint cycle structures.
In a different direction, random matrices over finite field is also a source to generate random partitions. For
instance it follows from [16] (and the references therein) for the uniform model:
lim
n→∞P(λz−1(M) = λ) =
∞∏
r=1
(1− 1
qr
)
1
q
∑
i(λ
′
i)
2∏
i(1/q)mi(λ)
, (3)
where λz−1(M) is the partition corresponding to z − 1 in the rational canonical form of a uniform matrix
M . We refer the reader to Section 2 for a precise definition of λφ(M).
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The measure above had been studied extensively in Number Theory in the context of the Cohen-Lenstra
heuristics. Indeed, assume that B is a p-group, B = Z/pλ1Z× · · ·×Z/pλmZ, Friedman and Washington [14]
showed that for a Haar random matrix M in Zp
lim
n→∞P(M(F
n
p )/Fnp ' B) = Mp(λ) =
∏∞
k=1(1− p−k)
|Aut(B)| .
We also refer the reader to [42, 43] and the references therein for related results.
In the spirit of (3), Fulman [15, 16] also showed for the uniform model that as n → ∞, for any fixed
irreducible polynomial φ,
lim
n→∞P(λφ(M) = λ) = Mqdeg(φ)(λ)
and in particularly,
P(φ(x)|det(M − x)) = P(λφ(M) 6= ∅)→ 1−
∞∏
i=1
(1− qi deg(φ)). (4)
Moreover, it was also shown that these statistics are asymptotically independent for different φ in the sense
that for any different irreducible polynomials φ1, . . . , φk
lim
n→∞P(∧
k
i=1λφi = λi) =
k∏
i=1
lim
n→∞P(λφi = λi). (5)
We invite the reader to Section 2 for a useful tool to deduce Equations (2), (3) and (4).
1.2. Our main results. Motivated by the universality phenomenon in Random Matrix Theory, we wonder
if the above statistics also hold for other models of M . While there have been many results addressing
universality of random matrices in characteristic zero (to study the spectral behavior of various models of
random matrices), we have not seen much in the literature addressing universality behavior in the finite
fields setting. In fact, to the best of our knowledge, although there had been partial results such as [1,
2, 3, 6, 10, 12, 20, 21, 35], universality results of matrices in finite fields only appeared very recently in
[23, 24, 27, 30, 42, 43]. For instance, regarding the rank distribution, a simple consequence of results of
Maples [23, 24] (see also [27]) and of Wood [42] showed
Theorem 1.3. Let α > 0 be fixed. Assume that M = (mij) is a random matrix where mij are iid copies of
a random α-balanced distribution in Fp. Then we have
lim
n→∞P(M has rank n− k) =
1
pk2
∏∞
i=k+1(1− p−i)∏k
i=1(1− p−i)
.
Here we say that a random variable ξ in Fp is α-balanced 1 if
max
a
P(ξ = a) ≤ 1− α.
The method of [23, 24] (see also [27]) relies on a swapping technique from [9, 38, 4], and can yield exponentially
small error bound of type exp(−cαn) in Theorem 1.3. However this technique is quite delicate, and does
not seem to extend to other interesting models of matrices such as symmetric matrices. The method of
[42, 43] mainly rely on the moment method, which extends rather easily to matrices of entries over Z/rZ
for composite r (and to control other algebraic statistics beside the ranks), but one has to assume r to be
sufficiently small.
One of the main goals of this note is to provide three alternative methods, which we will call the “arith-
metic approach” (after [28, 40]),“geometric approach” (after [32]) and “combinatorial approach” (after [8]).
Although the error bounds obtained by these methods are usually of subexponential type (rather than expo-
nential type), we believe that the methods will be extremely useful for the study of random matrices in finite
1For simplicity, our notion here is weaker than those from [23, 24, 27, 30] in that α is fixed.
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fields. For instance the methods can be adapted to matrices with constraints such as symmetric matrices
and antisymmetric matrices [31] to answer a question from [5]. To highlight a result of this method, we show
in Section 6 the following result
Theorem 1.4 (Rank distribution). Assume that 0 ≤ u ≤ d ≤ nc for a sufficiently small constant c. Assume
that p ≤ exp(nc). Then for a random matrix M with entries being iid copies of an α-balanced random
variable ξ in Fp we have
P(rank(M) = n− d)) = 1
pd2
∏∞
i=d+1(1− p−i)∏d
i=1(1− p−i)
+O(e−n
c′
),
where c′ is another (sufficiently) positive constant depending on c and α.
This result is not new, and it is weaker than existing results in the literature (see for instance [23, 24] and
[27, Theorem A.4], [30, Theorem 5.3].) However, as mentioned, our approach is new and seems to be robust.
(For instance it can be used to prove Theorems 1.5, 1.6, 1.7 and 1.8 below.) More precisely, to establish
Theorem 1.4 we will analyze the normal vectors w = (w1, . . . , wn) of random subspaces for which we will
show that the random sum
∑
i ξiwi spreads out in Fp uniformly very quickly.
Theorem 1.5 (Non-structure of the normal vectors). With the same assumption as in Theorem 1.4, assume
that X1, . . . , Xn−d, Xn−d+1 are the first n−d+1 column vectors of M . Let w = (w1, . . . , wn) be any non-zero
vector that is orthogonal to Wn−d = 〈X1, . . . , Xn−d〉. Then with probability at least 1 − exp(−Θ(n)) with
respect to X1, . . . , Xn−d we have
| sup
a∈Fp
P(
∑
ξiwi = a)− 1/p| ≤ exp(−nc),
where ξi are iid copies of ξ.
We will prove the above result by showing that with very high probability the normal vectors do not have
any structure (in any arithmetic, geometric, or combinatorial sense). On the other hand, we will also show
that the normal vectors actually behave like a uniform vector in Fnp . This can be seen as a discrete analog of
[29] where it was shown that normalized normal vectors of a random hyperplane in Rn behave like a uniform
vector on the unit sphere.
Theorem 1.6 (Uniformity of the normal vectors). With the same assumption as in Theorem 1.4, and
conditioning on the event that the subspace Wn−1 generated by X1, . . . , Xn−1 has full rank, we have
• For each i ∈ {1, · · · , n},
|P(wi = 0)− 1/p| ≤ O(exp(−nc′)).
• For each i 6= j, and for any a ∈ Fp we have
|P(wi = a ∧ wj = 1)− 1/p| ≤ O(exp(−nc′)),
where w = (w1, . . . , wn) is the normal vector of the subspace Wn−1 up to scaling.
• Furthermore, with na being the number of i such that wi = a, if we assume δ < 1 and δ−2p =
o(n/ log n) then
P(∧p−1a=0(|na/n− 1/p| ≤ δ/p) ≥ 1− e−cδ
2n/p. (6)
where c > 0 is absolute.
We need p to be smaller than n in Eq. (6) so that na is not vanishing on average. We remark that the above
result holds trivially for the uniform model (when X1, . . . , Xn−1 a chosen uniformly at random from Fnp ) as
in this case w is distributed as a uniform vector. However, it is not clear at all as to why w also behaves
like a random uniform vector even when the Xi are sampled differently.
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In the above results there is a natural connection between the ranks and the normal vectors. Somewhat
more surprisingly, we show that these quantities can also be used to study the characteristics polynomials.
Namely we can obtain the following analog of Equation (4).
Theorem 1.7 (Divisibility of the characteristic polynomials). With the same assumption as in Theorem
1.4, let ε < 1 be any fixed constant. Then for any sufficiently large prime p satisfying p ≤ n(1−ε)/2, and for
any fixed irreducible polynomial φ over Fp we have∣∣∣P(p(x)|det(M − x))− [1− ∞∏
i=1
(1− p−i deg(φ))]
∣∣∣ = O(exp(−cn1−ε/p2)),
where c and the implied constant depend on ε.
Also, we will show the following analog of Equation (2).
Theorem 1.8 (Universality for eigenvalue-free matrices). Assume that M is as in Theorem 1.4. We have
lim
p→∞ limn→∞P(M is eigenvalue-free) = 1/e.
Thus, for instance, our result works for the following simple-looking model of random matrices of (mean
zero) integral entries. Let A ⊂ Z be a finite deterministic set of integers (such as A = {−1, 0, 3} or
A = {−7,−1, 0, 1, 2}, etc.), and let p be a prime so that the projection pi(A) of A onto Z/pZ is not a single
point. Let ξ be the image of the uniform measure on A under pi, then with the same notations as above we
have the following result.
Corollary 1.9. Among all |A|n2 matrices whose entries are all in A, there are
• ( 1
pd2
∏∞
i=d+1(1−p−i)∏d
i=1(1−p−i)
+O(e−n
c′
))-portion of them have rank n− d in Fnp ;
• (1 −∏∞i=1(1 − p−i deg(φ)) + O(exp(−cn1−o(1)/p2)))-portion of them have characteristic polynomial
divisible by a given irreducible polynomial p(x) for primes p n1−o(1);
• (e−1 + o(1))-portion of them are eigenvalue-free as n→∞ and p→∞;
• the normal vectors satisfy Theorem 1.5 and 1.6.
1.10. Notation. We write P for probability and E for expected value. For an event E , we write E¯ for its
complement. We write exp(x) for the exponential function ex. We use [n] to denote {1, . . . , n}.
For a given index set J ⊂ [n] and a vector x = (x1, . . . , xn), we write x|J to be the subvector of x of
components indexed from J . Similarly, if H is a subspace then H|J is the subspace spanned by x|J for
x ∈ H.
For a vector w = (w1, . . . , wn) we let supp(w) = {i ∈ [n]|wi 6= 0}. We will also write x · w for the dot
product
∑n
i=1 xiwi. We say w is a normal vector for a subspace H if x ·w = 0 for every x ∈ H.
For I, J ⊂ [n], the matrix MI×J is the submatrix of the rows and columns indexed from I and J respectively.
Sometimes we will also write Mn for Mn×n if there is no confusion.
We write ‖.‖R/Z to be the distance to the nearest integer. Sometimes, for a matrix M we write ri(M) and
ci(M) for this i-th row and column respectively. We write X = O(Y ), Y = Ω(X), X  Y , or Y  X if
|X| ≤ CY for some fixed C. We also write that X  Y if X  Y and Y  X.
Our paper is organized as follows. We will first discuss tools to prove Equations (2), (3) and (4) in Section
2. We will present our characterization methods in Sections 3, 4, 5, and then use these results to prove
Theorem 1.5 in Section 6. We will present a short proof of Theorem 1.4 in Section 7 and of Theorem 1.6 in
Section 8. The remaining two sections are reserved to prove Theorem 1.7 and Theorem 1.8 respectively.
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2. The uniform model
In this part we discuss the method to prove Equations (2), (3) and (4). Although this is not the main goal
of the note, we would like to present it here for pedagogical purposes, as for most of the cases the universal
statistics are computed from the uniform model. We refer the reader to [16] for a comprehensive survey on
the method and its other applications.
We first introduce a simple representative for each conjugacy class of the groups Mat(n, q) (or GL(n, q)).
To motivate the formulas, let us first introduce a simpler variant for the permutation groups Sn. For a
permutation pi let ni(pi) be the number of cycles of length i of pi. The cycle index of a subgroup G of Sn is
defined as 1|G|
∑
pi∈G
∏
i≥1 x
ni(pi)
i . The function f(u,x) = 1 +
∑
n≥1
un
n!
∑
pi∈Sn
∏
i≥1 x
ni(pi)
i is called the cycle
index generating function of the symmetric groups and Po´lya’s result shows that f(u,x) =
∏
m≥1 e
xmu
m
m .
This formula is useful in the study of (conjugacy) class functions of permutations.
For matrices over Fq, the cycle index generating functions can be described by first giving some information
on the conjugacy classes. Let λ be a partition of some non-negative integer |λ| into integer parts λ1 ≥ λ2 ≥
· · · ≥ 0. In what follows mi(λ) denotes the number of parts of λ of size i, λ′ is the partition dual to λ, and
(u/q)i denotes (1− u/q) · · · (1− u/qi).
Assume that the irreducible decomposition of the characteristic polynomial of a matrix M has the form
det(M −x) = ∏φ(x)k. The rational canonical form of the conjugacy class containing M is a matrix of form
R1 0 0 . . . 0
0 R2 0 . . . 0
. . . . . . . . . . . . . . .
0 0 . . . . . . Rk
 .
where each matrix Ri has the form
R =

C(φλ1) 0 0 . . . 0
0 C(φλ2) 0 . . . 0
. . . . . . . . . . . . . . .
0 0 . . . . . . C(φλm)
 ,
and
∑
i λi = k. Here for φ(x) =
∑d−1
i=0 aix
i + xd, the companion matrix C(φ) is defined as
C(φ) :=

0 1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 0 1 . . . 0
. . . . . . . . . . . . . . . . . .
0 0 . . . 0 0 1
−a0 −a1 −a2 . . . −ad−2 −ad−1
 .
In other words, we have the decomposition of Fnq = ⊕φVφ where the characteristic polynomial of α on Vφ is
φk, and furthermore Vφ = ⊕iVi where Vi are cyclic subspaces with dimension λi deg(φ).
Note that in the data given above, each irreducible polynomial φ is assigned a partition λφ(α). For example
for M = In, then λz−1 = (1, 1, . . . , 1), and λφ = ∅ for all other φ; while for
M =

1 1 0 . . . 0
0 1 0 . . . 0
. . . . . . . . . . . . . . .
0 0 . . . . . . 1

then λz−1 = (2, 1, . . . , 1), and λφ = ∅ for all other φ.
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To introduce the cycle index formula for Mat(n, q), let xφ,λ be variables corresponding to pairs of polynomials
and partitions. Define
ZMat(n,q) :=
1
|GL(n, q)|
∑
α∈Mat(n,q)
∏
φ,|λφ(α)|>0
xφ,λφ(α).
Beautiful results of Kun [22] and Stong [36] showed that
1 +
∞∑
n=1
ZMat(n,q)u
n =
∏
φ
[1 +
∑
n≥1
∑
λ`n
xφ,λ
un deg(φ)
q
deg(φ)
∑
i(λ
′
i)
2
∏
i≥1(
1
qdeg(φ)
)mi(λφ)
].
Note that one can also define ZGL(n,q) similarly. The above formula allows one to study class functions for
matrices over Fq, for which we now give a proof for Equation (2), a proof for Equations (3) and (4) can be
done similarly by specifying the variables xφ,λ appropriately.
Proof. (of Equation (2)) In the cycle index formula above, by specializing the variables xφ,λ we may count
different subsets of ZMat(n,q). For instance if we set xφ,λ = 1 we get everything so,∏
φ
[1 +
∑
n≥1
∑
λ`n
un deg(φ)
q
deg(φ)
∑
i(λ
′
i)
2
∏
i≥1(
1
qdeg(φ)
)mi(λφ)
] = (1− u)−1. (7)
We want to count matrices with no fixed subspace. In terms of xφ,λ this is the same as xφ,λ = 0 for linear
φ and xφ,λ = 1 otherwise. Making this assignment and using (7) we have,
1 +
∞∑
n=1
Hn,q
|GL(n, q)|u
n =
(
1 +
∞∑
i=1
∑
λ`i
ui
q
∑
i(λ
′
i)
2
∏
i≥1(
1
q )mi(λφ)
)1−q
(1− u)−1,
where Hn,q is the number of derangements in GL(n, q). Now the n
th coefficient of this generating function
is going to the first term in the product evaluated at u = 1 and by a result of Fine-Herstein [13] we have
(with [q]i =
∏
k=0i−1(q
i − qk)),
Hn,q
|GL(n, q)| →
(
1 +
∞∑
i=1
qi(i−1)
[q]i
)1−q
as n→∞.
Some cursory analysis (using the fact that the asymptotic behavior of the sum is determined by its first
term) shows (
1 +
∞∑
i=1
qi(i−1)
[q]i
)1−q
→ 1/e as q →∞,
as desired. 
3. Structures of vectors in Fnp : an almost optimal characterization
Let G be an (additive) abelian group. A set Q is a generalized arithmetic progression (GAP) of rank r if it
can be expressed in the form
Q = {a0 + x1a1 + · · ·+ xrar|Mi ≤ xi ≤M ′i and xi ∈ Z for all 1 ≤ i ≤ r}
for some elements a0, . . . , ar of G, and for some integers M1, . . . ,Mr and M
′
1, . . . ,M
′
r. Given Q with a
representation as above, the numbers ai are generators of Q, the numbers Mi and M
′
i are dimensions of Q,
and Vol(Q) := |B| is the volume of Q associated to this presentation (i.e. this choice of ai,Mi,M ′i). We say
that Q is proper for this presentation if the above linear map is one to one, or equivalently if |Q| = |B|. For
an integer t ≥ 1, we let Qt denote the dilation of Q by t, i.e.
Qt = {a0 + x1a1 + · · ·+ xrar|tMi ≤ xi ≤ tM ′i and xi ∈ Z for all 1 ≤ i ≤ r}
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and we say Q is t-proper if Qt is also proper. If −Mi = M ′i for all i ≥ 1 and a0 = 0, we say that Q is
symmetric for this presentation. A coset progression in G is a set of type H +Q, where H is a subgroup of
G.
Our main result here is that, if a random walk in Z/pZ does not spread out evenly fast, then the steps must
be arithmetically correlated (and vice versa).
Theorem 3.1 (Arithmetic structure, characterization I). Let ε < 1 and C be positive constants, and let p
be an odd prime number. Suppose µ is a random variable that is α-balanced taking values in Z/pZ. Also,
assume that w = (w1, · · · , wn) ∈ (Z/pZ)n is such that
ρ(w) = sup
a∈Z/pZ
|P(µ1w1 + · · ·+ µnwn = a)− 1
p
| = Θ(n−C),
where µ1, · · · , µn are independent and identically distributed copies of µ. Then for any n/2 ≤ n′ ≤ n, there
is a set W ′ of n− n′ components wi such that one of the following holds.
• If p nC , then there exists a GAP of rank one Q that contains W ′, where
|Q| ≤ OC,ε(1 + p
√
(log n)/n′).
• If p nC , there exists a proper symmetric GAP Q of rank r = OC,(1) that contains W ′, where
|Q| = OC,(1 + ρ−1/n′r/2).
Note that our characterization is almost optimal in the sense that it nearly implies the backward direction: if
w satisfies the conclusion of the theorem, then ρ = Ω(n−C). It also implies that for ρ n−1/2+o(1) (for any
p), recovering a result by Maples (see Theorem 4.1. This is because that if a positive portion of the wi are non-
zero, then the set Q must have size at least 1 and r ≥ 1.) Our presentation here follows from [30] with some
modifications (as in [30] we focused only on large p, and on the quantity supa∈Z/pZ P(µ1w1 + · · ·+µnwn = a)
rather than on ρ as above.) We will make use of two results from [39] by Tao and Vu. The first result allows
one to pass from coset progressions to proper coset progressions without any substantial loss.
Theorem 3.2. [39, Corollary 1.18] There exists a positive integer C1 such that the following statement
holds. Let Q be a symmetric coset progression of rank d ≥ 0 and let t ≥ 1 be an integer. Then there exists a
t-proper symmetric coset progression P of rank at most d such that we have
Q ⊂ P ⊂ Q(C1d)3d/2t.
We also have the size bound
|Q| ≤ |P | ≤ td(C1d)3d
2/2|Q|.
The second result, which is directly relevant to us, says that as long as |kX| grows slowly compared to |X|,
then it can be contained in a structure. This is a long-range version of the Freiman-Ruzsa theorem.
Theorem 3.3. [39, Theorem 1.21] There exists a positive integer C2 such hat the following statement holds:
whenever d, k ≥ 1 and X ⊂ G is a non-empty finite set such that
kd|X| ≥ 22C2d
226d |kX|,
then there exists a proper symmetric coset progression H + Q of rank 0 ≤ d′ ≤ d − 1 and size |H + Q| ≥
2−2
C2d
226d
kd
′ |X| and x, x′ ∈ G such that
x+ (H +Q) ⊂ kX ⊂ x′ + 22C2d
226d
(H +Q).
Note that any GAP Q = {a0 + x1a1 + · · · + xrar : −Ni ≤ xi ≤ Ni for all 1 ≤ i ≤ r} is contained in a
symmetric GAP Q′ = {x0a0 + x1a1 + · · ·+ xrar : −1 ≤ x0 ≤ 1,−Ni ≤ xi ≤ Ni for all 1 ≤ i ≤ r}. Thus, by
combining Theorem 3.3 with Theorem 3.2 we obtain the following
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Corollary 3.4. Whenever d, k ≥ 1 and X ⊂ G is a non-empty finite set such that
kd|X| ≥ 22C2d
226d |kX|,
then there exists a 2-proper symmetric coset progression H + P of rank 0 ≤ d′ ≤ d and size |H + P | ≤
2d(C1d)
3d2/22d2
C2d
226d |kX| such that
kX ⊂ H + P.
Proof. (of Theorem 3.1) First, for convenience we will pass to symmetric distributions. Let ψ = µ − µ′ be
the symmetrization and let ψ′ be a lazy version of ψ so that
P(ψ′ = x) =
{
1
2P(ψ = x) if x 6= 0
1
2P(ψ = x) +
1
2 , if x = 0.
Notice that ψ′ is symmetric as ψ is symmetric. We can check that maxx P(ψ = x) ≤ 1− α, and so
sup
x
P(ψ′ = x) ≤ 1− α/2.
We assume that P(ψ′ = tj) = P(ψ′ = −tj) = βj/2 > 0 for 1 ≤ j ≤ l, tj 6= 0, and that P(ψ′ = 0) = β0, where
tj1 ± tj2 6= 0 mod p for all j1 6= j2. Denote S = µ1w1 + · · ·+ µnwn. Consider a ∈ Z/pZ where P(S = a) is
maximum (or minimum). Using the standard notation ep(x) for exp(2pi
√−1x/p), we have
P(S = a) = E
1
p
∑
x∈Z/pZ
ep(x(S − a)) = E1
p
∑
x∈Z/pZ
ep(ξS)ep(−xa) = 1
p
+ E
1
p
∑
x∈Z/pZ,x 6=0
ep(xS)ep(−xa). (8)
So
ρ = |P(S = a)− 1
p
| ≤ 1
p
∑
x∈Z/pZ,x 6=0
|Eep(xS)|. (9)
By independence
|Eep(xS)| =
n∏
i=1
|Eep(xµiwi)| ≤
n∏
i=1
(
1
2
(|Eep(xµiwi)|2 + 1)) =
n∏
i=1
|Eep(xψ′wi)|
=
n∏
i=1
(β0 +
l∑
j=1
βj cos
2pixtjwi
p
).
It follows that
ρ ≤ 1
p
|
∑
x∈Z/pZ,x 6=0
n∏
i=1
(β0 +
l∑
j=1
βj cos
2pixtjwi
p
)| (10)
≤ 1
p
∑
x∈Z/pZ,x 6=0
n∏
i=1
(β0 +
l∑
j=1
βj | cos pixtjwi
p
|),
where we made the change of variable x→ x/2 (in Z/pZ) and used the triangle inequality.
By convexity, we have that | sinpiz| ≥ 2‖z‖ for any z ∈ R, where ‖z‖ := ‖z‖R/Z is the distance of z to the
nearest integer. Thus,
| cos pix
p
| ≤ 1− 1
2
sin2
pix
p
≤ 1− 2‖x
p
‖2. (11)
Hence for each wi
β0 +
l∑
j=1
βj | cos pixtjwi
p
| ≤ 1− 2
l∑
j=1
βj‖xtjwi
p
‖2 ≤ exp(−2
l∑
j=1
βj‖xtjwi
p
‖2).
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Consequently, we obtain a key inequality
ρ ≤ 1
p
∑
x∈Z/pZ,x 6=0
n∏
i=1
(β0 +
l∑
j=1
βj | cos pixtjwi
p
|) ≤ 1
p
∑
x∈Fp,x 6=0
exp(−2
n∑
i=1
l∑
j=1
βj‖xtjwi
p
‖2). (12)
Large level sets. Now we consider the level sets Sm := {x|x 6= 0 ∧
∑n
i=1
∑l
j=1 βj‖xtjwip ‖2 ≤ m}. We have
n−C ≤ ρ ≤ 1
p
∑
x∈Fp,x 6=0
exp(−2
n∑
i=1
l∑
j=1
βj‖xtjwi
p
‖2) ≤ 1
p
∑
m≥1
exp(−2(m− 1))|Sm|.
As
∑
m≥1 exp(−m) < 1, there must be a large level set Sm such that
|Sm| exp(−m+ 2) ≥ ρp. (13)
In fact, since ρ ≥ n−C , we can assume that m = O(log n). The bound |Sm| ≥ exp(m− 2)ρp guarantees that
Sm is non-empty.
Now we consider two cases.
Case 1. We assume p nC . We know that Sm is non-empty, and hence there exists x0 6= 0 so that
n∑
i=1
l∑
j=1
βj‖x0tjwi
p
‖2 ≤ m.
Set
α′ :=
l∑
j=1
βj = 1− β0. (14)
Then by definition of ξ, we have
α′ ≥ α/2.
Thus we can rewrite the above as
l∑
j=1
βj
n∑
i=1
‖x0tjwi
p
‖2 ≤ 2α−1m
∑
j
βj .
Thus there exists an index j0 so that βj0
∑n
i=1 ‖x0tj0wip ‖2 ≤ 2α−1mβj0 , that is
n∑
i=1
‖x0tj0wi
p
‖2 ≤ 2α−1m.
So, for most wi
‖x0tj0wi
p
‖2 ≤ 2α
−1m
n′
. (15)
More precisely, by averaging, the set of wi satisfying (15) has size at least n− n′. We call this set W ′. The
set {w1, . . . , wn}\W ′ has size at most n′ and this is the exceptional set that appears in Theorem 3.1. By
definition, for wi from this set we have
‖x0tj0wi
p
‖2 = O(m
n′
). (16)
Hence we have seen that, after a dilation by x0tj0 , W
′ belongs to the arithmetic progression P of rank one
and of size O(p
√
(log n)/n′),
P = {x ∈ Fp, ‖x
p
‖ = O(
√
m
n′
)}.
Notice that in this case we don’t have to assume n′ ≥ nε/2.
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Case 2. We assume p nC . By double-counting we have
n∑
i=1
∑
x∈Sm
l∑
j=1
βj‖xtjwi
p
‖2 =
∑
x∈Sm
n∑
i=1
l∑
j=1
βj‖xtjwi
p
‖2 ≤ m|Sm|.
So, for most wi, ∑
x∈Sm
l∑
j=1
βj‖xtjwi
p
‖2 ≤ m
n′
|Sm| (17)
for some large constant C0.
By averaging, the set of wi satisfying (17) has size at least n − n′. We call this set W ′. The set
{w1, . . . , wn}\W ′ has size at most n′ and this is the exceptional set that appears in Theorem 3.1. In
the rest of the proof, we are going to show that W ′ is a dense subset of a proper GAP.
Since ‖ · ‖ is a norm, by the triangle inequality, we have for any a ∈ kW ′∑
x∈Sm
l∑
j=1
βj‖xtja
p
‖2 ≤ k2m
n′
|Sm|. (18)
More generally, for any k′ ≤ k and a ∈ k′W ′,∑
x∈Sm
l∑
j=1
βj‖xtja
p
‖2 ≤ k′2m
n′
|Sm|. (19)
Dual sets. Define
S∗m := {a|
∑
x∈Sm
l∑
j=1
βj‖xtja
p
‖2 ≤ α
′
200
|Sm|}
where the constant 200 is ad hoc and any sufficiently large constant would do. We have
|S∗m| ≤
8p
|Sm| . (20)
To see this, define Ta :=
∑
x∈Sm
∑l
j=1 βj cos
2piatjx
p . Using the fact that cos 2piz ≥ 1−100‖z‖2 for any z ∈ R,
we have, for any a ∈ S∗m,
Ta ≥
∑
x∈Sm
(1− 100
l∑
j=1
βj‖xtja
p
‖2) ≥ α
′
2
|Sm|.
One the other hand, using the basic identity
∑
a∈Z/pZ cos
2piaz
p = pIz=0, we have (taking into account that
tj1 6= tj2 mod p) ∑
a∈Z/pZ
T 2a ≤ 2p|Sm|
∑
j
β2j ≤ 2p|Sm| max
1≤j≤l
βj(
l∑
j=1
βj) ≤ 2p|Sm|α′2.
Equation (20) then follows from the last two estimates and averaging.
Next, for a properly chosen constant c1 we set
k := c1
√
α′n′
m
.
By (19) we have ∪kk′=1k′W ′ ⊂ S∗m. Next, set
W
′′
:= W ′ ∪ {0}.
We have kW
′′ ⊂ S∗m ∪ {0}. This results in the critical bound
|kW ′′ | = O( p|Sm| ) = O(ρ
−1 exp(−m+ 2)). (21)
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We are now in a position to apply Corollary 3.4 with X as the set of distinct elements of W
′′
. As k =
Ω(
√
α′nn′
m ) = Ω(
√
α′nn′
logn ),
ρ−1 ≤ nC ≤ k4C/ε+1. (22)
It follows from Corollary 3.4 that kX is a subset of a 2-proper symmetric coset progression H + P of rank
r = OC,0(1) and cardinality
|H + P | ≤ OC,ε|kX|.
Now we use the special property of Z/pZ that it has only trivial proper subgroup. As |kX| = O(nC), and
as p  nC , the only way that |kX|  |H + P | is that H = {0}. Consequently, kX is now a subset of P , a
2-proper symmetric GAP of rank r = OC,0(1) and cardinality
|P | ≤ OC,ε|kX|. (23)
To this end, we apply the following dividing trick from [28, Lemma A.2].
Lemma 3.5. Assume that 0 ∈ X and that P = {∑ri=1 xiai : |xi| ≤ Ni} is a 2-proper symmetric GAP that
contains kX. Then X ⊂ {∑ri=1 xiai : |xi| ≤ 2Ni/k}.
Combining (23) and Lemma 3.5 we thus obtain a GAP Q that contains X and
|Q| = OC,0(k−r|kX|) = OC,0(k−r|kW
′′ |) = OC,0
(
ρ−1 exp(−m)(
√
α′nn′
m
)−r
)
= OC,0(ρ
−1(α′nn
′)−r),
concluding the proof. 
Before concluding the section, we record here an elementary but useful result beyond the polynomial regime.
Theorem 3.6 (degenerate case). Let ε < 1 and δ be positive constants such that δ < ε. Let p be an odd
prime number. Suppose µ is a random variable that is α-balanced taking values in Z/pZ. Also, assume that
w = (w1, · · · , wn) ∈ (Z/pZ)n is such that
ρ(w) = sup
a∈Z/pZ
|P(µ1w1 + · · ·+ µnwn = a)− 1
p
| ≥ exp(−nδ),
where µ1, · · · , µn are independent and identically distributed copies of µ. Then for any n/2 ≤ n′ ≤ n, there
is a set W ′ of n− n′ components wi and then a GAP of rank one Q that contains W ′, where
|Q| ≤ OC,ε(p
√
nδ/n′).
We note that be bound on Q above is very close the the trivial bound p. The result is effective for not too
large p.
Proof. We proceed as in the proof of Theorem 3.1 until (12) that
ρ ≤ 1
p
∑
x∈Fp,x 6=0
exp(−2
n∑
i=1
l∑
j=1
βj‖xtjwi
p
‖2).
We recall the level sets Sm = {x|x 6= 0 ∧
∑n
i=1
∑l
j=1 βj‖xtjwip ‖2 ≤ m}. We have
exp(−nδ) ≤ ρ ≤ 1
p
∑
x∈Fp,x 6=0
exp(−2
n∑
i=1
l∑
j=1
βj‖xtjwi
p
‖2) ≤ 1
p
∑
m≥1
exp(−2(m− 1))|Sm|.
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As
∑
m≥1 exp(−m) < 1, there must be a large level set Sm such that
|Sm| exp(−m+ 2) ≥ ρp. (24)
In fact, since ρ ≥ exp(−nδ), we can assume that m = O(nδ). The bound |Sm| ≥ exp(m − 2)ρp guarantees
that Sm is non-empty.
Our next step is almost identical to the proof of the first part of Theorem 3.1. As Sm is non-empty, there
exists x0 6= 0 so that
n∑
i=1
l∑
j=1
βj‖x0tjwi
p
‖2 ≤ m.
With α′ as in (14) we have α′ ≥ α/2, and we can rewrite the above as
l∑
j=1
βj
n∑
i=1
‖x0tjwi
p
‖2 ≤ 2α−1m
∑
j
βj .
Thus there exists an index j0 so that βj0
∑n
i=1 ‖x0tj0wip ‖2 ≤ 2α−1mβj0 , that is
n∑
i=1
‖x0tj0wi
p
‖2 ≤ 2α−1m.
So, with W ′ be the set of wi such that ‖x0tj0wip ‖2 ≤ 2α
−1m
n′ then W
′ has at least n − n′ elements. By
definition, for wi ∈ W ′ we have ‖x0tj0wip ‖2 = O(mn′ ). and this implies that after a dilation by x0tj0 the set
W ′ belongs to the arithmetic progression P of rank one
P = {x ∈ Fp, ‖x
p
‖ = O(
√
m
n′
)}.
Notice that the size of P is bounded by O(p
√
(m)/n′) = O(p
√
nδ/n′) as desired.

4. Structures of vectors in Fnp : a geometric approach
From now on, for simplicity we will assume our random variables are iid Bernoulli (taking values ±1 with
probability 1/2) and p ≥ 3, the general α-balanced case can be treated almost identically (see Remark 4.9.)
Let w = (w1, . . . , wn) be a non-zero vector in Fnp , where p is a prime. We first cite a result of Erdo˝s-
Littlewood-Offord type from [23]
Theorem 4.1. Let cnsp > 0 be a constant, and assume that
| supp(w)| ≥ cnspn. (25)
Then
ρ(w) = sup
r
|P(X ·w = r( mod p))− 1
p
| = O( 1√
n
)
where the implied constant depends on cnsp, and where X = (x1, . . . , xn) and xi are iid Bernoulli.
In what follows, if not specified, we always assume our deterministic vector w to satisfy the non-sparsity
property (25). We remark that this non-sparsity property passes to all other dilations tw of w in Fnp for
non-zero t.
As mentioned in the introduction, our treatment in this section is motivated by the work of Rudelson and
Vershynin (in characteristic zero) [32] and we hope to develop a “geometric” characterization of the steps of
our random walk in Fp if the walk spreads out slowly. This task is not straightforward; as we will see, there
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are many simple concepts in characteristic zero that are hard to find natural (and equally useful) analogs in
the finite field setting (for instance, the notion of compressible and incompressible vectors).
In some situations, if w = (w1, . . . , wn) is a vector in Fnp , then by viewing Fp as the interval Ip = [−(p −
1)/2, (p− 1)/2] in Z, we will consider the components wi as integers from this interval. We then write w′ as
the vector in Rn
w′ = (w′1, . . . , w
′
n) =
1
p
w = (w1/p, . . . , wn/p).
Definition 4.2. Let 0 < γ < 1 and κ be given. Let w′ = (w′1, . . . , w
′
n) ∈ Rn be a non-zero vector in 1pZn
where ‖w′‖∞ ≤ 1/2. We denote by ULCDγ,κ(w′) to be the smallest (infimum) positive integer L such that
dist(Lw′,Zn) ≤ min{γ‖Lw′‖2, κ}.
Throughout this paper, γ < 1 is an absolute constant (such as γ = 1/8), and κ ≤ nc, for some positive
constant c ≤ 1/2 to be chosen.
This definition is in characteristic zero. Here we used the notion of ULCD (compared to the notion of LCD
from [32]) to emphasize that (w′1, . . . , w
′
n) is not normalized (i.e. its `2-norm might not be unit). Notice that
2 ≤ ULCDγ,κ ≤ p.
Furthermore, if ULCDγ,κ = p then by definition we would have for all 1 ≤ L ≤ p− 1 that
dist(Lw′,Zn) ≥ min{γ‖Lw′‖2, κ}. (26)
Remark 4.3. Note that if for some T > 1 we have |w′i| ≤ 1/2T for all i, then
ULCDγ,κ(w
′) ≥ T.
This is because otherwise, ‖Lw′i‖R/Z = |Lw′i| and hence
∑
i ‖Lw′i‖2R/Z =
∑
i ‖Lw′i‖22, which cannot be smaller
than γ2‖Lw′‖22 by definition as γ < 1.
Our result below says that if ULCDγ,κ(w
′) is large then the concentration probability is small. In our
notation tw is another vector in Fnp , which again can be viewed as a vector in Inp = [−(p− 1)/2, (p− 1)/2]n.
We then define (tw)′ as 1p tw accordingly in this projection to characteristic zero.
Theorem 4.4 (Geometric structure, characterization II). Let p ≥ 3 be a prime, and let C > 0 be an
arbitrary constant. Let w = (w1, . . . , wn) be a non-zero vector in Zn, where |wi| ≤ p/2, and let w′ = 1pw =
(w1p , . . . ,
wn
p ). Then
(1) If there is no non-zero t ∈ Fp such that ‖(tw)′‖2 < κ then we have
ρ(w) ≤ exp(−κ2/2).
(2) Otherwise, assume that 1 ≤ ‖w′‖2 ≤ κ and w satisfies (25), with κ ≤ C
√
n and
ULCDγ,κ(w
′) ≥ L.
Then
ρ(w) ≤ O
( 1
L‖w′‖2 + exp(−Θ(κ
2))
)
,
where the implied constants depend on C, γ, cnsp, and where X = (x1, . . . , xn) and xi are iid Bernoulli
in the concentration definition ρ(w).
Corollary 4.5. Assume that there exists a quantity ρ exp(−Θ(κ2)) such that ρ(w) ≥ ρ, then there exists
a dilation tw of w, where t ∈ Fp non-zero, so that with w = tw we have ‖w′‖2 < κ and there exists
L = L(w) ≥ 1 such that
L = O
( ρ−1
‖w′‖2
)
and
dist(Lw′,Zn) ≤ κ.
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We next deduce another elementary but useful result, which will be used later on in the applications.
Corollary 4.6. Assume that w has at least m non-zero coordinates, and p <
√
m. We then have
ρ(w) ≤ exp(−κ2/2).
Proof. As tw′ has at least m non-zero coordinates for any non-zero t, we have that
‖tw′‖2 ≥
√
m(1/p)2 =
√
m/p,
and we are in scenario (1) of Theorem 4.4. 
We now present a proof of Theorem 4.4.
Proof. (of Theorem 4.4) Write ep(x) = e
2piix/p, then for any r ∈ Fp we have
P(X ·w = r)− 1
p
=
1
p
∑
t∈Fp,t6=0
n∏
l=1
Eep(xlwlt)ep(−tr).
So
|P(X ·w = r)− 1
p
| ≤ 1
p
∑
t∈Fp,t6=0
|
n∏
l=1
Eep(xlwlt)|
=
1
p
∑
t∈Fp,t6=0
n∏
l=1
| cos(2piwlt/p)|
=
1
p
∑
t∈Fp,t6=0
n∏
l=1
| cos(piwlt/p)|
≤ 1
p
∑
t∈Fp,t6=0
e−2
∑n
l=1 ‖
wlt
p ‖2
≤ 1
p
∑
t∈Fp,t6=0
e−2
∑n
l=1 ‖tw′l‖2R/Z ,
where we used the fact that | sinpiz| ≥ 2‖z‖R/Z for any z ∈ R, where ‖z‖R/Z is the distance of z to the
nearest integer, and that
| cos 2pix
p
| ≤ 1− 1
2
sin2
2pix
p
≤ 1− 2‖2x
p
‖2.
From here, (1) follows as ‖tw′l‖R/Z = ‖(tw)′l‖R/Z.
We are now in the assumption of (2). For each integer m, let T (m, p/2) be the (level) set of t ∈ Fp
corresponding to m,
T (m, p/2) =
{
t ∈ Fp : ‖tw′‖2R/Z :=
n∑
l=1
‖tw′l‖2R/Z ≤ m
}
=
{
t ∈ Ip : ‖tw′‖2R/Z ≤ m
}
.
By the non-sparsity of w, we can show that T (cnspn/64, p/2) is not all of Fp (we can show this by using the
fact that if wi 6= 0 then
∑
t∈Fp ‖ twip ‖R/Z =
∑
t∈Fp ‖ tp‖R/Z). Thus
|T (cnspn/64, p/2)| ≤ p− 1.
Our next claim shows that the level sets consist of well separated intervals.
Claim 4.7 (spacing of the level sets). Assume that m < κ2/4 < cnspn/64 and s1 < s2 ∈ T (m, p/2) and
|s2 − s1| ≥ γ−1κ/‖w′‖2.
Then
s2 − s1 ≥ L.
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Consequently we have
T (m, p/2) ≤ pdγ
−1κ/‖w′‖2e
L
.
Proof. (of Claim 4.7) Assume that t1, t2 ∈ T (m, p/2), then by the triangle inequality,
‖(t1 − t2)w′‖R/Z ≤ ‖t1w′‖R/Z + ‖t2w′‖R/Z ≤ 2
√
m < κ.
Thus
dist((t2 − t1)w′,Zn) = ‖(t2 − t1)w′‖R/Z < κ ≤ γ(t2 − t1)‖w′‖2,
where in the last estimate we used |t2 − t1| > γ−1κ/‖w′‖2. Thus by the definition of ULCDγ,κ we must
have
t2 − t1 ≥ L.

Next, we will need a Cauchy-Davenport-type bound on size of sumsets in Fp. Observe from the Cauchy-
Schwarz inequality, k(‖x1‖2RZ + · · ·+ ‖xk‖2R/Z) ≥ ‖x1 + · · ·+ xk‖2R/Z, and so
kT (m, p/2) ≤ T (k2m, p/2),
where we view these sets as subsets of Fp. Hence, by Cauchy-Davenport’s inequality in Fp ([37]) we have
that
|T (k2m)| ≥ |kT (m)| ≥ k|T (m)| − (k − 1).
Thus for all m ≤ min{cnspκ2/64, cnspn/64}, by choosing k = b
√
min{cnspκ2/64, cnspn/64}/mc we have
|T (m, p/2)| − 1 ≤ k−1(|T (cnspn/64, p/2)| − 1) ≤
√
m
Ocnsp,C(κ
2)
p, (27)
where we used |T (cnspn/64, p/2)| − 1 < p.
We deduce
|P(X ·w = r)− 1
p
| ≤ 1
p
∑
t∈Fp,t6=0
e−2
∑n
l=1 ‖tw′‖2
≤ 1
p
(pdγ−1κ/‖w′‖2e
L
√
Ocnsp,C(κ
2)
∑
m≤min{cnspκ2/64,cnspn/64}
√
me−m/2 + p
∑
m>min{cnspκ2/64,cnspn/64}
e−m/2
)
= Ocnsp,C,γ
( 1
L‖w′‖2 + exp(−ΘC,cnsp(κ
2))
)
,
completing the theorem proof. 
Remark 4.8. Under the assumption of (2) of Theorem 4.4, we have actually shown a stronger estimate that
1
p
∑
t∈Fp,t6=0
e−2
∑n
l=1 ‖tw′‖2 ≤ O
(dc−1/2nsp γ−1κ/‖w′‖2e
κL
+ exp(−cnspκ2/64)
)
.
We note that Theorem 4.1 can be deduced from Theorem 4.4 by setting κ = C
√
n with sufficiently large
C; for this there is a dilation w = tw with ‖w′‖2 of order
√
n but ‖w′‖2 < κ. We then just apply (2) of
Theorem 4.4, noting that L ≥ 1.
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Remark 4.9. When xi are iid copies of an α-balanced random variable, then by Equation (12), by convexity,
and by the fact that 1− α/2 ≤∑lj=1 βj ≤ 1 we have
ρ ≤ 1
p
∑
x∈Fp,x 6=0
exp(−2
n∑
i=1
l∑
j=1
βj‖xtjwi
p
‖2)
≤ 1
p
∑
x∈Fp,x 6=0
exp(−2
l∑
j=1
βj∑l
j=1 βj
(
l∑
j=1
βj)
n∑
i=1
‖xtjwi
p
‖2)
≤ 1
p
∑
x∈Fp,x 6=0
l∑
j=1
βj∑l
j=1 βj
exp(−2(
l∑
j=1
βj)
n∑
i=1
‖xtjwi
p
‖2).
≤
l∑
j=1
βj∑l
j=1 βj
1
p
∑
x∈Fp,x 6=0
exp(−2(1− α/2)
n∑
i=1
‖xtjwi
p
‖2)
=
1
p
∑
x∈Fp,x 6=0
exp(−2(1− α/2)
n∑
i=1
‖xwi
p
‖2).
It thus boils down to study the bounds for concentration probability of w, for which we have done in the proof
of Theorem 4.4.
4.10. Some properties of ULCD. Roughly speaking, our next result is similar to Theorem 4.4, but instead
of working with the concentration event X ·w = r we are working with a coarser event that X ·w belongs
to an arc in Fp. We find it more convenient to write in mod 1 as follows.
Theorem 4.11 (anti-concentration modulo one). Assume that 0 < a1, . . . , an < 1. Assume that
ULCDγ,κ((a1, . . . , an)) = L ≥ 1.
Then for any
ε > 2/L
we have
P(‖
∑
i
ξiai‖R/Z ≤ ε) ≤ O
(
ε+ log(1/ε)[exp(−κ2) + exp(−4γ2
∑
i
a2i )]
)
.
Note that we need this result because at some point we need to pass to characteristic zero, and take distance
to Z. A key difference of this bound compared to the classical small ball estimate (say studied in [32]) is
that we are looking at the balls modulo one, rather than with respect to the whole real line.
Proof. (of Theorem 4.11) Let µ be the distribution of
∑
i aiξi modulo one, where we can write µ = µ1∗· · ·∗µn,
and where µi(ai) = µ(−ai) = 1/2. Let L0 = b1/εc. We use the Erdo˝s-Tura´n inequality,
µ([−ε, ε]) = P(‖
∑
i
aiξi‖R/Z ≤ ε) ≤ ε+ 1
L0
+
L0∑
k=1
|µ̂(k)|
k
,
As ξi are iid Bernoulli, bounding the cosine as in the proof of Theorem 4.4 we have
|µ̂(k)| = |
∫ 1
0
e2pi
√−1kθdµ(θ)| = |
∏
i
∫ 1
0
e2pi
√−1kθdµi(θ)| ≤ exp(−
∑
i
‖2aik‖2R/Z).
Now by definition of ULCDγ,κ, as L0 ≤ 1/ε < ULCDγ,κ((a1, . . . , an))/2, for any k ≤ L0 we have∑
i
‖2aik‖2R/Z ≥ min{κ2, 4γ2k2
∑
i
a2i },
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and so
exp(−
∑
i
‖2aik‖2R/Z) ≤ exp(−κ2) + exp(−4γ2k2
∑
i
a2i ) ≤ exp(−κ2) + exp(−4γ2
∑
i
a2i ).
Summing over all k ≤ L0 we have
P(‖
∑
i
ξiai‖R/Z ≤ ε) ≤ O(ε) + log(1/ε)[exp(−κ2) + exp(−4γ2
∑
i
a2i )],
as desired. 
It is remarked that the bound above depends on ‖a‖2, which becomes almost meaningless if ‖a‖2 is small,
say of order O(1). To avoid this situation, we will need to consider vectors w′ that have large size and large
ULCDγ,κ(w
′) at the same time.
Our next result roughly says that a non-sparse vector cannot have very small ULCD, at least with respect
to Fp with not too large and not too small p. To be more precise, we have the following.
Remark 4.12. As we will be working with vectors w satisfying (25), we easily see that for any t 6= 0 in Fp
‖(tw)′‖2 ≥ cn(1
p
)2.
Notice that this quantity is larger than κ2 if p ≤ n1/2/κ, and in this case the first part of 4.4 holds, and
hence automatically
ρ(w) ≤ exp(−cκ2).
As such, in what follows we will be working with
p n1/2/κ.
Lemma 4.13 (LCD and size in fields of small order). Assume that κ = nc for a positive constant c < 1/16.
Assume that p is a prime smaller than exp(cκ2), and w ∈ Fnp is a vector satisfying (25) and such that
ρ(w) ≥ 2 exp(−κ2/2). Then there exists t ∈ F0 so that with w = tw we have ‖w′‖2 has order κ and either
ULCDγ,κ(w
′) = p (in which case we can apply (26)) or else
ULCDγ,κ(w
′) ≥ κ5/4−c.
We remark that this result is perhaps the most important one in our treatment, as it allows us to assume
that the ULCD to be sufficiently large to make sense of the bounds. In characteristic zero, this bound is
straightforward if the vector is incompressible (being far from sparse vectors).
Before proving this lemma, we first need the following simple statement.
Claim 4.14. Assume that w ∈ Fnp is a non-zero vector satisfying (25) and such that ρ(w) ≥ 2 exp(−κ2/2),
with κ = o(
√
n). Then there exists t ∈ F0 = Fp \ 0 so that with w = tw we have
κ/2 ≤ ‖w′‖2 < κ.
Proof. (of Claim 4.14) As w satisfies (25) and ρ(w) ≥ 2 exp(−κ2/2), (1) of Theorem 4.4 does not apply,
and so there is a fiber w = tw such that ‖w′‖2 < κ. If ‖w′‖2 ≥ κ/2 the we would be done. Otherwise
we just consider the sequence w, 2w, 3w, etc. By the triangle inequality (where we recall that (tw)′ =
1
p (tw1( mod p), . . . , twn( mod p))) we have
‖((k + 1)w)′‖2 ≤ ‖(kw)′‖2 + ‖w′‖2.
On the other hand, by (25)
∑
k∈Fp ‖(kw)′‖2 has order
√
np, so there must exist a smallest k0 ≥ 2 such that
‖((k0 + 1)w)′‖2 ≥ κ. It then follows that κ/2 ≤ ‖(k0w)′‖2 < κ. 
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Proof. (of Lemma 4.13) Assume that we are not in the first case, and also assume to the contrary that we are
not in the second case either. We will iterate the following process, which will then result in a contradiction.
Set
β = 1/4− c.
We start from any u1 = w
′ = (w1/p, . . . , wn/p) in the fiber tw of w with κ/2 ≤ ‖u1‖2 < κ.
Step 1: Let D1 = ULCD(u1), then 2 ≤ D1 ≤ min{κ1+β , p− 1}. Let u′1 = D1u1(= (D1w)′), then we have
‖u′1‖2 ≤ κ.
Step 2: If this vector has norm smaller than κ/2, then we use Claim 4.14 to dilate appropriately by C1 ≥ 2
so that κ/2 ≤ ‖C1u′1‖2 ≤ κ, and set
u2 = C1u
′
1(= (C1D1w)
′.)
We then return to Step 1 and iterate the process, note that while the Di are bounded by κ
1+ε, we don’t
have such a bound for the Ci.
Now for each 1 ≤ t ≤ p− 1 we can always write
t = D1(C1(D2(. . . ) + r2) + s1) + r1,
where r1 < D1, s1 < C1, r2 < D2, s2 < C2, . . . . Indeed, to verify this we first divide t by D1 and get a
remainder r1; we then divide the quotient by C1 to get a remainder s1, and then divide the new quotient by
D2, etc until the last step. Now as t ≤ p−1 ≤ 2κ2 (this is where we require p to be small), and as Ci, Di ≥ 2,
we must stop the division process after κ2 steps.
Next we we analyze the norm of ‖tu1‖2 = ‖(tw)′‖2. We write, with t1 = t
t1u1 = D1(C1(D2(. . . ) + r2) + s1)u1 + r1u1 = (C1(D2(. . . ) + r2) + s1)D1u1 + r1u1 := t
′
1u
′
1 + r1u1.
Thus by the triangle inequality, and as r1 ≤ D1 − 1 < κ1+β we have
‖t1u1‖2 = ‖tu1‖2 ≤ ‖t′1u′1‖2 + κ2+β .
We next consider
t′1u
′
1 = (C1(D2(. . . ) + r2) + s1)u
′
1 = C1(D2(. . . ) + r2)u
′
1 + s1u
′
1 = (D2(. . . ) + r2)u2 + s1u
′
1 := t2u2 + s1u
′
1.
By the triangle inequality
‖t′1u′1‖2 ≤ ‖t2u2‖2 + ‖s1u′1‖2 ≤ ‖t2u2‖2 + κ,
where in the last estimate we used the fact that 0 ≤ s1 ≤ C1 − 1 and C1 is the largest integer so that
κ/2 ≤ ‖C1u′1‖2 ≤ κ (where we recall that ‖u′1‖2 ≤ κ, and the role of C1 was only to dilate this vector if its
norm was much smaller than this, as in the proof of Claim 4.14). The analysis for ‖t2u2‖2 and other terms
can be done similarly.
Adding all the bounds, we hence obtain
‖tu1‖2 ≤ κ2 × κ2+β = κ4+β .
Now as this is true for all t ∈ Fp, we thus have∑
t∈Fp
‖tw′‖22 = O(pκ4+β).
On the other hand, by (25), as w′ has at least cnspn non-zero entries, the left hand side can be shown to be
at least cnspnp/64, which is a contradiction if κ ≤ nc = n1/4−β . 
With the same proof, we record the following corollary which will be used later.
18
Corollary 4.15 (ULCD cannot be small). Assume that p ≤ exp(cκ2) and that κ = nc for c < 1/16. Assume
that w ∈ Fmp , for m ≥ κ4+2ε, and w has at least κ4+2(1/4−c) non-zero components. Then we either have
either ‖(tw)′‖2 > κ for all t, or there exists such w′ = (tw)′ such that κ/2 ≤ ‖w′‖2 < κ and that
ULCDγ,κ(w
′) ≥ κ5/4−c.
5. Structures of vectors in Fnp : a combinatorial approach
Now we present our third characterization. Let µ be an α-balanced distribution in Fp. For simplicity, we
again assume µ to be Bernoulli ±1, the general α-balanced case can be treated almost identically as in the
previous two sections. Our goal here is the following.
Theorem 5.1 (Combinatorial structure, characterization III). Let k ≥ 1 be an integer. Let f : Z+ → Z+
be any function such that f(x) ≤ x/100. For any non-zero vector w = (w1, · · · , wn) ∈ Fnp we have
ρ(w) = sup
a∈Z/pZ
|P(µ1w1 + · · ·+ µnwn = a)− 1
p
| ≤ Rk(w)
22kn2k
√
f(supp(w))
+ e−f(| supp(w)|)/2.
where µ1, · · · , µn are independent and identically distributed copies of µ, and where Rk(w) is the number of
solutions to ±wi1 ± · · · ± wi2k = 0( mod p), and k ≤ n/f(| supp(w)|).
Our approach here is somewhat similar to [8], which in turn follows the original approach of Hala´sz in [18]).
However, the key difference here is that we are estimating the deviation of supa∈Z/pZ |P(µ1w1 + · · ·+µnwn =
a) from 1/p rather then giving an upper bound for supa∈Z/pZ |P(µ1w1 + · · ·+ µnwn = a) as in [8].
Proof. (of Theorem 5.1) We follow the proof of Theorem 4.4 until Equation (27) that
|T (m, p/2)| − 1 ≤ k−1(|T (| supp(w)|/64, p/2)| − 1),
where k = Θ(
√
f(supp(w))/m).
Denote T ′ := {l ∈ Fp, |
∑n
j=1 cos(2pilwj/p)| ≥ n− 100f(| supp(w)|)}. Then we see that
T (| supp(w)|/64, p/2)| ≤ |T ′|.
By Markov’s inequality,
|T ′| ≤ 1
(n− 100f(| supp(w)|))2k
∑
l∈T ′
|
n∑
j=1
cos(2pilwj/p)|2k.
By expanding out the RHS and summing over l ∈ Fp instead, we can bound the RHS from above by
T (| supp(w)|/64, p/2)| ≤ |T ′| ≤
√
2pRk(w)
22kn2k
.
The rest can be completed as in Theorem 4.4:
|P(X ·w = r)− 1
p
| ≤ 1
p
∑
t∈Fp,t6=0
e−2
∑n
l=1 ‖tw′‖2
≤ 1
p
( ∑
m≤f(supp(w))
√
m
f(supp(w))
√
2pRk(w)
22kn2k
e−m + p
∑
m>f(supp(w))
e−m
)
≤ Rk(w)
22kn2k
√
f(supp(w))
+ e−f(| supp(w)|)/2,
as claimed. 
19
6. Non-structures of normal vectors
In this section we use the three characterizations above to establish Theorem 1.5. First, it is easy to show
that normal vectors are non-sparse with high probability.
Lemma 6.1. There exists an absolute constant cnsp > 0 such that with probability 1 − exp(−Θ(n)) any
normal vector w of span(X1, . . . , Xn−1) satisfies (25).
Proof. This follows from Odylzko’s lemma, see for instance [30, 27]. 
Now we use the results from Sections 3, 4, and 5 to show that the normal vectors cannot have any structure.
In our first proposition, we use the structure from Section 3.
Proposition 6.2 (Normal vectors cannot have additive structures). Let C > 0. Let X1, . . . , Xn−d be the
first n−d columns of a matrix M whose entries are iid copies of a α-balanced random variable, where d ≤ cn
for some sufficiently small constant c. Let w be any non-zero vector that is orthogonal to X1, . . . , Xn−d.
Then with probability at least 1 − exp(−Θ(n)), the vector w cannot have structure as in the conclusion of
Theorem 3.1. In particular, we have
ρ(w) = O(n−C)
where the implied constant depends on C.
Proof. (of Proposition 6.2) First of all, from Lemma 6.1, with a loss of exp(−Θ(n)) in probability we can
assume that w is not sparse. Assume that
ρ = ρ(w)  n−C ,
where C ≥ 1/2. Also, by Corollary 4.6, it suffices to assume p n1/2.
For convenience, let p′ = min{p, ρ−1}, and so p′  n1/2. Then by Theorem 3.1, we have a generalized
arithmetic progression P of rank O(1) in Fp and of size O(1 + min{ρ−1/nε, p/nε}) = O(p′/nε) that contains
all but n2ε entries of w. Note that the number of ways to choose such a P is bounded by
pO(1)ρ−O(1).
Given P , the number of vectors w whose n− n2ε components are from P is at most(
n
n2ε
)
|P |n−n2εpn2ε ≤ 2n(p′/nε)n−n2εpn2ε ≤ 8n(p′/nε)n,
provided that p ≤ exp(n1−2ε).
Given w for which ρ(w) ≥ ρ, the probability that w is orthogonal to X1, . . . , Xn−d is bounded by
8n(p′/nε)n(
1
p
+ ρ)n−d ≤ 8n(p′/nε)n( 2
p′
)n−d ≤ n−εn/2,
provided that d ≤ cn for some small positive constant c.
Taking union bound over only pO(1)ρ−O(1) choices of P , we obtain the claim. 
We next use the result from Section 4 to show that the random normal vector does not have small ULCDγ,κ.
Proposition 6.3 (Normal vectors cannot have small ULCD). Assume that p ≤ exp(cκ2) and that κ = nc
for c < 1/16. Let X1, . . . , Xn−d be the first n − d columns of a random (−1, 1) Bernoulli matrix, where
d ≤ nc. Let w be any non-zero vector that is orthogonal to X1, . . . , Xn−d. Then with probability at least
1− exp(−Θ(n)), we have
ULCDκ(w) ≥ exp(c′κ2)
with some c′ depending on c and γ. In particular, Theorem 1.5 holds.
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We remark that in the above theorem we assume M to be a (−1, 1) Bernoulli matrix. Our treatment also
works for other integral matrices 2 with ‖M‖2 = O(
√
n) but it does not seem to extend to α-balanced
ensemble as in Proposition 6.2 (although Theorem 4.4 holds for this setting). The main reason is that at
some point in the proof we pass to a net of vectors in Rn, and then under the action of M the size of this
net will blow up if M has large norm, see (28).
Proof. (of Proposition 6.3) We will show that with high probability, there does not exist w in the fiber of
tw such that κ/2 ≤ ‖w′‖2 < κ and that
κ1+(1/4−c) < ULCDγ,κ(w′) ≤ exp(c′κ2/2)/κ.
To do this, we divide this range into O(κ2) dyadic intervals (Di, Di+1 = 2Di). For D = Di, let
SD =
{
w′ = (w1/p, . . . , wn/p) : κ/2 ≤ ‖w′‖2 < κ ∧D ≤ ULCDγ,κ(w′) ≤ 2D
}
.
Lemma 6.4 (Size of the approximating net). Let c0 > 0 be given sufficiently small compared to c (where
κ = nc). SD accepts a O(κ/D)-net N of size D(CκD/
√
n)n if κD ≥ c0
√
n and of size Dnc0n if κD < c0
√
n
and such that N ⊂ SD.
Before proving this result by following [32], let use introduce a fact that will be useful to our nets.
Fact 6.5. Assume that S accepts a δ-net U of size |N |, then S also accepts a 2δ-net U ′ such that U ′ ⊂ S
and which has size at most |N |.
Proof. By throwing away vectors from U if needed, we assume that each u ∈ U δ-approximates at least one
vector s′ from S. Let N ′ be a collection of such s′ (we choose an arbitrary s′ from S that is δ-approximated
by any u.) Thus N ′ ⊂ S and |N ′| ≤ |N |. Now for any s ∈ S, there exists u ∈ U such that ‖u− s‖2 ≤ δ, and
also by definition there also exists s′ ∈ U ′ such that ‖u− s′‖2 ≤ δ. Thus we have ‖s− s′‖2 ≤ 2δ, so U ′ is a
2δ-net of S. 
Proof of Lemma 6.4. By taking union bound over a small number of choices (at most O(κ× (D/κ)) = O(D)
choices) we assume that for some T ∈ κ/D · Z we have
T − κ/D ≤ ‖w′‖2 ≤ T + κ/D.
By definition, as ‖Lw′‖R/Z ≤ κ and D ≤ L ≤ 2D, there exists p ∈ Zn such that
‖Lw′ − p‖2 ≤ κ.
This implies that ∥∥∥w′ − p
L
∥∥∥
2
≤ κ
L
≤ κ
D
,
and hence
T − 2 κ
D
≤ ‖p‖2
L
≤ T + 2 κ
D
.
Thus
‖w′ − T p‖p‖2 ‖2 ≤ ‖w
′ − p
L
‖2 + ‖T p‖p‖2 −
p
L
‖2
≤ κ
D
+ ‖p‖2| T‖p‖2 −
1
L
|
≤ 3 κ
D
.
2Here the random entries of M take value in Z, although in our results we view M as a matrix of entries from Z/pZ (or Fp)
via the natural embedding Z→ Z/pZ.
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Now as ‖w′‖2 < T + 2κ/L, we also have ‖p/L‖2 ≤ T + 3κ/L and so
‖p‖2 ≤ 2DT + 3κ ≤ 2D(κ+ κ/D) + 2κ < 4Dκ.
Let N be the collection of vectors T p‖p‖2 , where T ranges over O(D) choices in the set κ/D ·Z, and p ranges
over all integer vectors in Zn satisfying ‖p‖2 ≤ 4Dκ.
Now we bound the size of N basing on the magnitude of κD.
Case 1. If κD ≥ c0
√
n, then the number of integral vectors p of norm at most 3κD is known to be bounded
by (CκD/
√
n)n, and so
|N | ≤ D(CκD/√n)n.
Case 2. If κD ≤ c0
√
n, where c0 is sufficiently small, then all but O((κD)
2) entries of p are zero. So the
number of such vectors p is bounded by
(
n
(κD)2
)
(O(1))(κD)
2
, and so
|N | ≤ D
(
n
(κD)2
)
C(κD)
2 ≤ Dnc0n.
Finally, we can always assume N to consist of vectors from SD by using Fact 6.5. 
Now we use the obtained net to show that normal vectors in iid matrices cannot have small ULCD.
For short, the method below works as follows: for w′ (viewed as vectors in Qn) we have Mw′ ∈ Zn, where
w′ = (w1/p, . . . , wn/p). Then we approximate this vector by an element from the obtained net, and then
pass to consider the probability from each net element. After approximation, we have that Mu′ is close to
Zn in `2-norm, and so we can apply the classical Erdo˝s-Tura´n bound.
Now we complete the proof of the proposition. Assume otherwise, then by the argument above, by passing
to an appropriate tw, we can assume that κ/2 ≤ ‖w′‖2 < κ, and that w′ ∈ SD for some Di from O(κ2)
dyadic intervals. As w is orthogonal to X1, . . . , Xn−1 in Fp, we then have the following key property for
w′ = 1pw
Mw′ ∈ Zn−d,
where M is the n× (n− d) matrix formed by X1, . . . , Xn−1.
By Lemma 6.4, there exists u′ ∈ N such that
‖w′ − u′‖2 = O(κ/D).
It is well known that ‖M‖ = O(√n) with probability at least 1− exp(−Θ(n)) (We note that this is the only
place where we used M = O(
√
n) to prevent the net from expanding), and so we will condition on this event.
We then have
‖MTw′ −MTu′‖2 ≤ O(
√
nκ/D). (28)
Therefore,
dist(MTu′,Zn−d) ≤ O(√nκ/D).
Let E be this event, whose probability will be bounded shortly. By Theorem 4.11, as obviously κ/D > 1/D,
we have
P(‖Xi · u′‖R/Z = O(κ/D)) = O(κ/D + (log(D/κ))(exp(−κ2) + exp(−4γ2‖u′‖22))
= O(κ/D), (29)
where in the last estimate we used the fact that D ≤ exp(c′κ2) with sufficiently small c′.
By Lemma A.1 we thus have for some absolute positive constant C ′
P(E) ≤ (C ′κ/D)n−d.
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Putting together using union bound over all u′ from the net, as κ = nc, we obtain in the case κD ≥ c0
√
n a
bound
P(∃u′ ∈ N , ‖Mu′‖R/Z = O(
√
nκ/D)) ≤ D(CκD/√n)n × (C ′κ/D)n−d
≤ D2(CC ′κ2/√n)n < exp(−Θ(n)).
Note that here we have to assume κ = o(n1/4) at least.
Also, in the second case that κD < c0
√
n, noting that D ≥ k5/4−c
P(∃u′ ∈ N , ‖Mu′‖R/Z = O(
√
nκ/D)) ≤ nc0n × (C ′κ/D)n−d
≤ nc0n × (C ′/κ)(1/4−c)n
≤ C ′nnc0n × n−c(1/4−c)n
≤ n−cn/8,
assuming that c0 is sufficiently large compared to c, and that c ≤ 1/16. 
In our last result of this subsection, by using the terminology of Section 5, we show the following.
Proposition 6.6 (Normal vectors cannot have combinatorial structure). Assume that p ≤ exp(cκ2) and
that κ = nc for c < 1/16. Let X1, . . . , Xn−d be the first n − d columns of a matrix M whose entries are
iid copies of an α-balanced random variable, where d ≤ c′′n for some sufficiently small constant c′′. Let w
be any non-zero vector that is orthogonal to X1, . . . , Xn−d. Then with probability at least 1− exp(−c¯n), we
have that
ρ(w) ≤ e−cˆκ2
where c′′, c¯ and cˆ are constants that only depend on c and α.
Note that this result holds for α-balanced ensembles where we don’t have to assume ‖M‖2 = O(
√
n).
Let Z = (z1, . . . , zn) be any vector in Fnp . We first record the following elementary relation (where we recall
ρ(.) from Theorems 3.1 and 4.1).
Fact 6.7. For any I ⊂ [n] we have
ρ(ZI) ≥ ρ(Z).
Proof. It suffices to show this for I = [k]. We first write
P(z1w1 + · · ·+ znwn = r)− 1/p = Ewk+1,...,wn [P(
∑
1≤i≤k
ziwi = r −
∑
k+1≤i≤n
ziwi|wk+1, . . . , wn)− 1/p]
≤ max
r′
P(
∑
1≤i≤k
ziwi = r
′)− 1/p,
and hence
max
r
P(z1w1 + · · ·+ znwn = r)− 1/p ≤ max
r′
P(
∑
1≤i≤k
ziwi = r
′)− 1/p,
where we note that both sides are non-negative.
We can bound the minimum in a similar fashion
P(z1w1 + · · ·+ znwn = r)− 1/p = Ewk+1,...,wn [P(
∑
1≤i≤k
ziwi = r −
∑
k+1≤i≤n
ziwi)|wk+1, . . . , wn)− 1/p]
≤ min
r′
P(
∑
1≤i≤i
ziwi = r
′)− 1/p,
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and so
min
r
P(z1w1 + · · ·+ znwn = r)− 1/p ≤ min
r′
P(
∑
1≤i≤k
ziwi = r
′)− 1/p,
where we note that both sides are non-positive.
Putting this together, we thus obtain
max
r
|P(z1w1 + · · ·+ znwn = r)− 1/p| ≤ max
r′
|P(
∑
1≤i≤k
ziwi = r
′)− 1/p|,
completing the proof. 
We next need the following key definitions and results from [8].
Definition 6.8. For an a ∈ Fnp , k ∈ N and δ ∈ [0, 1], we define Rδk(a) to be the number of solutions to
±ai1 ± ai2 · · · ± ai2k = 0 mod p
that satisfy |{i1, . . . , i2k}| ≥ (1 + δ)k.
We will make use of the observation from [8] that Rk(a) is never much larger than R
δ
k(a).
Lemma 6.9 (Lemma 1.6, [8]). For all integers k, n with k ≤ n/2 and any prime p, a ∈ Fnp and δ ∈ (0, 1),
Rk(a) ≤ Rδk(a) + (40k1−δn1+δ)k.
As we will have the occassion to deal with subsets of vectors which we consider as vectors in their own right,
we introduce the notation |a| to mean the dimension of a vector a. By b ⊂ a we mean that b is a truncation
of a. The key technical result in [8] is the following combinatorial lemma, which helps control the number
of vectors with many “local” arithmetic relations.
Lemma 6.10. [8, Theorem 1.7] Denote
Bδk,s,≥t :=
{
a ∈ Fnp , Rδk(b) ≥ t
22k|b|2k
p
for every b ⊂ a with |b| ≥ s
}
.
Then
|Bδk,s,≥t| ≤ (
s
n
)2k−1(δt)s−npn.
At this point, we fix δ = 1/2, k = dn1/8e and define
Ht =
{
a ∈ Fnp ,∃b ⊂ a, supp(b) ≥ n1/4, R1/2k (b) ≤ t
22k|b|2k
p
}
.
So roughly speaking, this is the set of a which are not arithmetically rich. As Lemma 6.10 suggests, this set
captures most of the vectors. More precisely we have the following (see also [8]).
Corollary 6.11. If p ≤ exp(cκ2) and κ = nc for c < 1/16, then for t ≥ n1/16
|{a, | supp(a)| ≥ n1/4,a /∈ Ht}| ≤
(
4p
t
)n
tn
1/4
.
Proof. (of Corollary 6.11) We can assume that t ≤ p, otherwise the statement is trivially true as the left-
hand side is zero. Fix a subset S ⊂ [n] with |S| ≥ n1/4 and enumerate the vectors a with supp(a) = S.
By assumption, a /∈ Ht so the restriction a|S of a to the set S is an element of Bk,n1/4,≥t(|S|). Therefore,
Lemma 6.10 guarantees that the number of possible choices for a|S is at most(
n1/4
|S|
)2k−1(
2p
t
)|S|
(t/2)n
1/4 ≤
(
2p
t
)n
tn
1/4
24
where the second inequality follows from our assumption that t ≤ p. We obtain the final result by summing
over all subsets S. 
The next lemma is a simple consequence of Theorem 5.1.
Lemma 6.12. Suppose that a ∈ Ht. If p ≤ exp(cκ2) and κ = nc for c < 1/16, then if t ≥ n1/16, there exists
a constant C > 0 such that
ρ(a) ≤ Ct
pn1/8
.
Proof. (of Lemma 6.12) Let b be a subvector of a with | supp(b)| ≥ n1/4 and Rδk(b) ≤ t22k|b|2k/p. In the
notation of Theorem 5.1, if we let f(x) =
√
x then
ρ(b) ≤ Rk(b)
22k|b|2kn1/8 + e
−n1/8/2
≤ R
1/2
k (b) + (40k
1/2|b|3/2)k
22k|b|2kn1/8 + e
−n1/8/2
≤ t2
2k|b|2k/p+ (40k1/2|b|3/2)k
22k|b|2kn1/8 + e
−n1/8/2
≤ t
pn1/8
+
(
20k
|b|
)k/2
+ e−n
1/8/2.
This expression is dominated by the first term by our bound on the range of p and our choice of k. We recall
that
ρ(a) ≤ ρ(b)
to finish the proof. 
Now we complete one of our main results of the section.
Proof. (of Proposition 6.6) We let V denote the vectors in Fnp with support larger than cnspn and W the set
of non-zero vectors w ∈ Fnp that such that
ρ(w) ≥ e−cˆκ2 .
By Corollary 4.6, we can assume p √n. Observe that
P(∃v ∈ W,v ⊥ X1, . . . , Xn−d) = P(∃v ∈ W ∩ V,v ⊥ X1, . . . , Xn−d) + P(∃v ∈ W ∩ Vc,v ⊥ X1, . . . , Xn−d).
By Lemma 6.1,
P(∃v ∈ W,v ∈ Vc) ≤ exp(−Θ(n)).
Therefore, it suffices to focus on the vectors in V. Note that any w ∈ V must reside in Hp since R1/2k ≤
22k|b|2k.
There are two cases to consider.
Case 1. We begin with vectors in V ∩W ∩Hn1/16 . Let a be such a vector, then by definition of W and By
Lemma 6.12,
e−cˆκ
2 ≤ ρ(a) ≤ 1
p
.
Because of the lower bound, by Theorem 3.6 there exists a generalized arithmetic progression P of rank one
in Fp and of size O(p/nε) that contains all but n2ε entries of a. Note that the number of ways to choose
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such a P is bounded by pO(1). For a fixed P , the number of vectors a with at least n− n2ε components in
P is at most (
n
n2ε
)
|P |n−n2εpn2ε ≤ 2n(p/nε)n−n2εpn2ε ≤ 8n(p/nε)n.
The probability that any a ∈ V ∩ W ∩ Hn1/16 with at least n − n2ε components in P is orthogonal to
X1, . . . , Xn−d is bounded by
8n(p/nε)n(
1
p
+
Cn1/16
pn1/8
)n−d ≤ 8n(p/nε)n(2/p)n−d ≤ n−εn/2,
provided that d ≤ cn for some small constant c. Finally, we take a union bound over pO(1) choices of P to
conclude the proof.
Case 2. We address the remaining vectors. Let τ = n1/16. We show that no vector in (W ∩ V) \Hn1/16 is
orthogonal to X1, . . . , Xn−d. We can now partition (W ∩ V) \Hn1/16 as
J⊔
j=1
H2jτ \H2j−1τ
where J is the smallest integer such that 2Jτ ≥ p. Clearly, J ≤ κ2. We then have
P(∃v ∈ (W ∩ V) \Hn1/16 ,v ⊥ X1, . . . , Xn−d) =
J∑
j=1
P(∃v ∈ (W ∩ V) ∩ (H2jτ \H2j−1τ ),v ⊥ X1, . . . , Xn−d).
Combining Corollary 6.11 and Lemma 6.12, we have (noting trivially that 2jτ ≥ n1/16)
J∑
j=1
P(∃v ∈ W ∩ (H2jτ \H2j−1τ ),v ⊥ X1, . . . , Xn−d) ≤
J∑
j=1
(
4p
2j−1τ
)n
(2j−1τ)n
1/4
(
1
p
+
C2jτ
pn1/16
)n−d
≤
J∑
j=1
(
4p
2j−1τ
)n
(2j−1τ)n
1/4
(
2C2jτ
pn1/16
)n−d
≤ n−(n−d)/16Cnpd
p∑
k=n+1
(2j−1τ)n
1/4
≤ κ2n−n/32pd+2n1/4
≤ exp(−n log n/64)
where the last line follows from small enough c′′.
Combining the above estimates, we can conclude that
P(∃v ∈ W,v ⊥ X1, . . . , Xn−d) ≤ exp(−Θ(n)) + exp(−c′n log n),
as desired. 
7. Distribution of ranks revisited
In this section we give a short proof for Theorem 1.4. We start with a high-dimensional lemma, which, in
some sense, is a discrete analog of [33] where they considered distance of a random vector to a subspace of
condimension d in Rn.
Lemma 7.1. Assume that H is a subspace in Fnp of codimension d, and such that for any w ∈ H we have
ρ(w) ≤ δ. Then
|P(X ∈ H)− 1/pd| ≤ δ.
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Proof. (of Lemma 7.1) Let v1, . . . ,vd be a basis of H. Our assumption says that for any t1, . . . , td, not all
zero, we have
ρ(
∑
i
tivi) ≤ δ.
Note that in Fnp
1a1=0,...,ad=0 = p
−d ∑
t1,...,td∈Fp
ep(t1a1 + · · ·+ tdad).
We have
P(∧di=1X · vi = 0) = p−d
∑
t1,...,td∈Fp
1
p
∑
t∈Fp
ep(t[t1X · v1 + · · ·+ tdX · vd)])
= p−d + p−d
∑
ti∈Fp, not all zero
1
p
∑
t∈Fp
ep(t(X ·
∑
i
tivi)).
Now by our assumption
|1
p
∑
t∈Fp
ep(t(X ·
∑
i
tivi))| ≤ δ.
Thus we have
|P(∧iX · vi = 0)− p−d| ≤ δ,
completing the proof. 
Now we apply Propositions 6.2, 6.3 and 6.6 to prove the following.
Lemma 7.2. Assume that p ≤ exp(cκ2) and that κ = nc for c < 1/16 and 0 ≤ d, u ≤ nc. There exists an
event Ed with probability P(E) ≥ 1− enc
′
such that the following holds∣∣∣P(X ∈Wn−u|E ∧ rank(Wn−u) = n− u− d)− 1/pu+d∣∣∣ ≤ exp(−nc′),
where Wn−u is the subspace generated by X1, . . . , Xn−u.
Assume this Lemma, we can then complete Theorem 1.4 by direct calculations, or by applying [30, Theorem
5.3], we leave it for the reader as an exercise.
Proof. (of Lemma 7.2) We have seen from Propositions 6.3 and 6.6 that there is an event E with P(E) ≥
1− e−nc′ such that for any w ∈Wn−u we have
ρ(w) ≤ e−nc
′
.
Now conditioning on this event, if rank(Wn−u) = n − u − d then the codimension of Wn−u is u + d, and
hence by Lemma 7.1 we have
|P(X ∈Wn−u)− 1
pd+u
| ≤ e−nc
′
,
as claimed. 
8. Equi-distribution of the normal vectors
In this section we prove Theorem 1.6. For convenience we decompose the task into two parts.
Proposition 8.1. With the same assumption as in Theorem 1.6 we have
• For each i ∈ {1, · · · , n}, we have
|P(wi = 0)− 1/p| ≤ O(exp(−nc′)).
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• For each i 6= j, and for any a ∈ Fp we have
|P(wi = a ∧ wj = 1)− 1/p| ≤ O(exp(−nc′)).
Proof. (of Proposition 8.1) We prove the first item of Proposition 8.1. It suffices to show for i = 1. Fix i = 1.
We seek to bound the probability of the event that our normal vector v has v1 = 0 under the condition
that our first n − 1 columns achieve full rank, i.e. rank(Mn×(n−1)) = n − 1. Suppose we are given such a
normal vector. Then restricting to the bottom n−1 rows, we see that this is equivalent to the event that the
submatrix M(n−1)×(n−1) having a nontrivial nullspace. So we rewrite P(v1 = 0 | rank(Mn×(n−1)) = n− 1) as
P(M(n−1)×(n−1) is singular | rank(Mn×(n−1)) = n−1). We can simply view this as P(rank(M(n−1)×(n−1)) =
n− 2 | rank(Mn×(n−1)) = n− 1) := P(A|B) = P(A ∩B)/P (B).
By Theorem 1.4, we know that
P(B) =
∞∏
i=2
(1− p−i) +O(e−nc).
Now consider the event A∩B. This is the event that rows r2, · · · , rn span a subspace H of dimension n− 2
and r1 is not in the span of H, which can be expressed as P(A
′∩B′) = P(A′)P(B′|A′). For P(A′), we again
use Theorem 1.4,
P(A′) =
1
p
∏∞
i=2(1− p−i)
(1− p−1) +O(e
−cn).
For P(B′|A′), our previous section tells us that if we condition on rows r2, · · · , rn having rank equal to n−2,
then our normal vector v′ exists and has large ULCD, i.e. ρ(v′) ≤ exp(−cκ2). So the probability that r1
is in the span of H under this condition is
P(B′|A′) = 1/p+O(exp (−nc′)).
Putting this all together, we have
P(A|B) = P(A ∩B)
P(B)
=
P(A′)P(B′|A′)
P(B)
=
1
p
+O(e−n
c′
).
Now we prove the second item. It suffices to assume (i, j) = (1, 2). The event that w1 = a,w2 = 1 is
equivalent to the event that ar1 + r2 + r3w3 · · · + rnwn = 0, where ri is the i-th row of our matrix. If a is
zero, we are done via the previous argument, so assume a is nonzero.
Let H be the span of rows r3, · · · , rn, which has full rank n − 2 by our rank assumption on Mn×(n−1) and
the fact that ar1 + r2 + r3w3 · · ·+ rnwn = 0.. Further, let pi be the projection to the orthogonal complement
H⊥. For each evaluation of rows r3, · · · , rn, pi is deterministic and pi(r) = 〈r,n〉, where n is the deterministic
normal vector. Applying this projection to the linear combination, we have
a〈r1,n〉+ 〈r2,n〉 = 0.
Since n is deterministic, each inner product takes values b, c ∈ Fp with probability uniformly 1/p with error
O(exp (−nc)) by Theorem 6.3. This means that a, as the ratio of the inner products, is also uniformly
distributed with probability 1/p and similar error. 
We next prove the second part of Theorem 1.6, restated for convenience.
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Proposition 8.2. Assume that p n/ log n. Let na denotes the number of wi such that wi = a. Then for
any δ < 1 which might depend on n such that δ−2p = o(n/ log n). We then have
P(∧p−1a=0(|na/n− 1/p| ≤ δ/p) ≥ 1− e−cδ
2n/p.
Proof. (of Proposition 8.2) Let E denote the set of vectors under consideration up to scaling, and E¯ be the
complement. We first have the following elementary fact.
Fact 8.3. We have
|E¯ | ≤ 2pne−cδ2n/p.
Proof. First, we note that each na has distribution Bin(n,
1
p ) with variance
n(
1
p
)(1− 1
p
) =
n(p− 1)
p2
.
Letting 0 < δ < 1 and µ denote the mean of this distribution, the upper-tail and lower-tail Chernoff
inequalities combine to form the following bound:
P(|na − µ| ≥ δµ) ≤ 2e−cµδ2 .
For each i in {0, 1, · · · , p− 1}, let Fa denote the event that |na − np | < δn/p. Then trivial union bound gives
P(F0 ∩ · · · ∩ Fp−1) ≥ 1− 2pe−cδ2n/p.
Since there are pn different choices for v, the number of non-equidistributed vectors v is at most pn(2pe−cδ
2n/p).

Now we complete our result. Let w be an arbitrary vector in Fnp . We seek to upper bound P(w is normal
and w ∈ E¯). Immediately we have P(w is normal and w ∈ E¯) is bounded above by∑
w∈E¯
P(w ⊥ X1, · · · , Xn−1) ≤
∑
w∈E¯
(ρ(w))n−1.
Similar to our previous sections, we may decompose the sum into classes where w is sparse and w is non-
sparse. By Lemma 6.1, the contribution over our sparse vectors is negligible. For our non-sparse vectors, we
appeal to Theorem 6.3. We can now bound the sum via:∑
w∈(E¯),non−sparse
(ρ(w))n−1 ≤ 2p
n
eδ2n/3p
(1/p+ e−n
c
)n−1
=
2p
eδ2n/3p
(1 + pe−n
c
)n−1
≤ 4p
ecδ2n/p
= O(e−cδ
2n/2p),
as long as δ−2p = o(n/ log n), completing the proof. 
9. Proof of Theorem 1.7
It suffices to prove Theorem 9.1 below. Again, for simplicity we will assume Mn to be an iid Bernoulli matrix
taking values ±1 with probability 1/2 and p ≥ 3. We recall that p(x) has degree d and p is sufficiently large
and
p ≤ n1/2−ε.
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Let α be a root of p(α) = 0 and consider the field extension Fq = Fp[α]. Notice that any element x of this
field has form
x =
d−1∑
i=0
ciα
i.
More importantly, the event p(x)|DM (x) is equivalent to the event that Mn − α has rank at most n − 1
in this field Fq. In other words, let Wn−k be the subspace in Fnq generated by the first n − k columns of
the matrix Mn − α (equivalently, the columns of M[n]×[n−k] − α), then the event that Mn − α has rank at
most n− 1 is the union of the (disjoint) events Ek that Wn−k has rank n− k and the n− k + 1-th column
Xn−k+1−αen−k+1 belongs to Wn−k. In what follows we will be mainly focusing on the case of E1, treatments
for E2, E3, . . . will be discussed later, and summing over these events will imply Theorem 1.7.
Theorem 9.1. There exists an absolute constant C such that
|P(E1)− 1
pd
| = |P(Xn − αen ∈Wn−1|rank(Wn−1) = n− 1)− 1
pd
| ≤ Ce−n1−ε/p2 .
Consider the normal vector v = (v1, . . . , vn) of Wn−1 (i.e. the column space of the matrix M[n]×[n−1] − α).
This vector can be written as
v =
d−1∑
i=0
αiui,
where ui = (u1i, . . . , uni)
T ∈ Fnp . Notice that as for 1 ≤ j ≤ n − 1 we have v · (Xj − αej) = 0. So we have
that
d−1∑
i=0
αi(ui ·Xj) = αi+1ui · ej .
This implies that
ui ·Xj = uj(i−1). (30)
Let
Q = MT[n−1]×[n−1]. (31)
By fixing the last coordinates uin = fi ∈ Fp of each ui (and with a loss of a multiplicative factor pd
in probability), and by fixing X = rn(M[n]×[n−1]) (i.e. X is the last row of M[n]×[n−1]), with vi be the
truncated vectors (u1i, . . . , u(n−1)i) we can rewrite (30) as (with vd = v0)
Qvi + fiX = vi−1, 1 ≤ i ≤ d. (32)
In what follows we set
m := n1−ε/2.
Conditioning on fi, X, we will show the following key lemma.
Lemma 9.2. With probability exp(−Θ(n)) with respect to the columns of the matrix Mn, for any vector v
that is orthogonal to the first n − 1 columns of Mn − α the subspace H generated by v1, . . . ,vd (defined as
above) in Fnp cannot have m-sparse vector. In other words, there do not exist coefficients αi ∈ Fp, not all
zero, such that
| supp(
∑
i
αivi)| ≤ m.
We can actually prove a slightly more general version of this lemma, which will be used to control E2, E3, . . . .
Lemma 9.3. With probability at most exp(−Θ(n)) with respect to the columns of the matrix Mn, for any
vector v that is orthogonal to the first n′ columns of Mn − α (where n′ = (1 − o(1))n) there do not exist
coefficients αi ∈ Fp, not all zero, such that
| supp(
∑
i
αivi)| ≤ m.
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We remark that the above lemmas are somewhat similar to Propositions 6.2, 6.3, 6.6, but the situation here
is much more complicated as the relation between vi and X1, . . . , Xn′ are non-trivial (for instance vi is not
orthogonal to Xj), and also the diagonal entries are perturbed by α.
We postpone the proof of this lemma for a moment, and let us use it to prove the following result, which
automatically implies Theorem 9.1.
Theorem 9.4. On the event of Lemma 9.2 we have
|PXn((Xn − αen) · v = 0)− 1/pd| ≤ exp(−cm/p2).
Proof. (of Theorem 9.4) Notice that the event (Xn − αen) · v = 0 implies that (by (30), using the same
notations for vi, fi, xn) for all 1 ≤ i ≤ d
vi ·Xn|[n−1] + fixn = fi−1.
In other words, conditioning on xn, and by letting Yn = Xn|[n−1] and by choosing deterministic numbers
gi ∈ Fp appropriately we have
Yn · vi = gi, 1 ≤ i ≤ d. (33)
P(∧iYn · vi = gi) = p−d
∑
ti∈Fp
ep(t1(Yn · v1 − g1) + · · ·+ td(Yn · vd − gd))
= p−d
∑
ti∈Fp
1
p
∑
t∈Fp
ep(t[t1(Yn · v1 − g1) + · · ·+ td(Yn · vd − gd)])
= p−d + p−d
∑
ti∈Fp, not all zero
ep(t1(Yn · v1 − g1) + · · ·+ td(Yn · vd − gd))
= p−d + p−d
∑
ti∈Fp, not all zero
1
p− 1
∑
t∈Fp,t6=0
ep(t[Yn ·
∑
i
tivi −
∑
i
tigi]),
Now as
∑
i tivi is not very sparse for any non-trivial choice of (t1, . . . , td), by Corollary 4.6 we have
|1
p
∑
t∈Fp,t6=0
ep(t[Yn ·
∑
i
tivi −
∑
i
tigi])| ≤ exp(−cm/p2).
Thus we have
|P(∧iYn · vi = gi)− p−d| ≤ p
p− 1 exp(−cm/p
2).

Notice that in the above proof, with Zn = Xn − αen, then the event Zn · v = 0 can be written as
P(Zn · v = 0) = 1
q
∑
t∈Fq
ep(tr(tZn · v)) = 1
q
+
1
q
∑
t∈Fq,t6=0
ep(tr(tZn · v)),
where tr : Fq → Fp is the field trace. We just showed that
|P(Zn · v = 0)− 1
q
| = |1
q
∑
t∈Fq,t6=0
ep(tr(tZn · v))| ≤ exp(−cm/p2). (34)
In the same way, we show the following more general version of Theorem 9.1.
Theorem 9.5. On the event of Lemma 9.3, as long as k = o(n) we have
|PXn−k+1(Xn−k+1 − αen−k+1 ∈Wn−k|rank(Wn−k) = n− k)− 1/pdk| ≤ exp(−cm/p2).
In particularly,
|P(Ek)− 1
pdk
| ≤ exp(−cm/p2).
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Proof. (of Theorem 9.5) Notice that the event Zn−k+1 = Xn−k+1 − αen−k+1 ∈Wn−k is equivalent with the
event that this vector is orthogonal to the (orthogonal basis) w1, . . . ,wk of W
⊥
n−k in Fnq . We have
P(∧ki=1Zn−k+1 ·wi = 0) = q−k
∑
ti∈Fq
ep(tr(t1(Zn−k+1 ·w1)) + · · ·+ tr(tk(Yn−k+1 ·wk)))
= q−k + q−k
∑
ti∈Fq, not all zero
ep(tr(Zn−k+1 ·
∑
i
tiwi))
= q−k + q−k
∑
ti∈Fq, not all zero
1
q − 1
∑
t∈Fq,t6=0
ep(tr(tZn−k+1 ·
∑
i
tiwi)). (35)
Now observe that v =
∑
i tiwi is a non-zero vector that is orthogonal to the first n
′ columns of Mn −α. By
Lemma 9.3 and by the proof of Theorem 9.4 (via Equation (34)) we have
|1
q
∑
t∈Fq,t6=0
ep(tr(tZn−k+1 ·
∑
i
tiwi)| = |1
q
∑
t∈Fq,t6=0
ep(tr(tZn−k+1 · v)| ≤ exp(−cm/p2).
Plugging this bound into Equation (35) for each non-zero tuple (t1, . . . , td) we complete the proof.

For the rest of this section we will be focusing on Lemma 9.2. The proof of Lemma 9.3 can be done similarly.
Indeed, assume that wi =
∑d−1
k=0 α
kvik with vik ∈ Fnp , then αiwi can be expressed as
∑d−1
k=0 α
kαikvik for
some αik ∈ Fp, one of which is non-zero if αi is non-zero. Hence if
∑
i αiwi =
∑d−1
k=0 α
k(
∑
i αikvik) is m-
sparse in Fq, then
∑
i αikvik are m-sparse for any 0 ≤ k ≤ d− 1. Choose one index k where αk is non-zero,
and hence not all αik are zero.
In what follows we prove the key lemmas on non-sparsity. We will mainly focus on Lemma 9.2 because the
proof for Lemma 9.3 is almost identical as long as n′ = (1− o(1))n.
9.6. Proof of Lemma 9.2. Let us assume that
∑
i civi is an m-sparse vector. We first note that by a
proper “rotation”, we can assume that this vector is v1. This can be seen by, where v and ui are as before,
(
d−1∑
i=0
ciα
i)v = (
d−1∑
i=0
ciα
i)
d−1∑
i=0
αivi =
d−1∑
i=0
αi
d−1∑
j=0
cjui−j .
By iterating (32) we have (with g = X and Q from (36), and ti are deterministic, being determined by fi
from (32))
Qdv1 +
d−1∑
j=0
tjQ
jg = v1. (36)
Our goal is that, assuming that v1 is m-sparse, then conditioning on a realization of
(
n
m
)
pm = exp(o(n))
possible values of v1, we show that the probability P(Q
dv1 +
∑d−1
j=0 tjQ
jg = v1) is very small, so that after
taking union bound the probability is still negligible (where we will use the assumption that p ≤ n1/2−ε and
m ≤ n1−2ε).
We will estimate P(Qdv1 +
∑d−1
j=0 tjQ
jg = v1) by a decoupling process, which roughly speaking allows us
to pass from polynomials of Q to multilinear forms where the factors are sparser matrices than Q, but they
are independent, and so that we can control the probability easier. This process, roughly speaking, can be
described as follows: assume that Mi is a matrix obtained from Q by replacing all entries by zero, except
the i-th block of rows (in general we decompose the rows of Q into 2d groups, each with consecutive indices
of size approximately (n− 1)/2d, and our matrices are formed by rows within a group). Then we can write
Mi = Mi1 +Mi2,
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where Mi1 and Mi2 are submatrices obtained from Mi by dividing the i-th block of rows into two groups of
(almost) equal size.
In general, in each step of our process, we decrease the polynomial degrees of a given matrix (the total
degree remains the same), but double the number of matrices, and hence the probability. We will rely on
the following well-known decoupling result (see for instance [7, 41]).
Claim 9.7. Let X,Y be two random vectors in Rk and Rl, and let f : Rk+l → R be a function. Then for
any a we have
PX,Y (f(X,Y ) = a)
4 ≤ (PX,Y,Y ′(f(X,Y )− f(X,Y ′) = 0))2
≤ PX,X′,Y,Y ′(f(X,Y )− f(X,Y ′)− f(X ′, Y )− f(X ′, Y ′) = 0),
where X ′ is an independent copy of X, and Y ′ is an independent copy of Y .
In our application below X,Y,X ′, Y ′, etc will be matrices. Now we describe the process in more details.
• We start by decomposing Q = M1 + M2 in (36). Factoring out, we will obtain a sum of many
products of M1 and M2. In the next step we will be using Claim 9.7 to remove M
d
1 and M
d
2 (i.e. the
highest degree polynomial of M1 and M2) accordingly.
• In general, assume that we have XZ1XZ2 . . . ZkX, where Zi are products of matrices that do not
contain X (it is possible that Zi is just the identity matrix), and X appears k times; we then
decompose X = X ′ +X ′′ into block matrices, expanding the products we obtain
(X ′ +X ′′)Z1(X ′ +X ′′)Z2 . . . Zk(X ′ +X ′′) = X ′Z1X ′Z2 . . . ZkX ′ +X ′′Z1X ′′Z2 . . . ZkX ′′ +R,
where in R the total number of appearances of X ′ and X ′′ are at most k−1. We then keep X ′, decou-
ple X ′′ by another independent matrix Y ′′ of the same distribution to remove X ′Z1X ′Z2 . . . ZkX ′,
and then keep X ′′ and Y ′′, decouple X ′ by another independent matrix Y ′ of the same distribu-
tion to remove X ′′Z1X ′′Z2 . . . ZkX ′′ − Y ′′Z1X ′′Z2 . . . ZkY ′′. More precisely, by Claim 9.7 (with
{z1, z2} = {f ,v1})
PX′,X′′,...
(
A(X ′, X ′′)z1 + (X ′ +X ′′)Z1(X ′ +X ′′)Z2 . . . Zk(X ′ +X ′′)z2 = 0
)4
=PX′,X′′,...
(
A(X ′, X ′′)z1 + (X ′Z1X ′Z2 . . . ZkX ′ +X ′′Z1X ′′Z2 . . . ZkX ′′ +R(X ′, X ′′))z2 = 0
)4
≤PX′,X′′,Y ′′...
(
[A(X ′, X ′′)−A(X ′, Y ′′)]z1 + (X ′′Z1 . . . ZkX ′′ − Y ′′Z1 . . . ZkY ′′ +R(X ′, X ′′)−R(X ′, Y ′′))z2 = 0
)2
≤PX′,Y ′,X′′,Y ′′...
(
[A(X ′, X ′′)−A(X ′, Y ′′)−A(Y ′, X ′′) +A(Y ′, Y ′′)]z1
+ (R(X ′, X ′′)−R(X ′, Y ′′)−R(Y ′, X ′′) +R(Y ′, Y ′′))z2 = 0
)
.
It is crucial to note that by doing so, if the highest degree of X (which was decomposed into
X ′ + X ′′) was also k, then the products having k factors of X ′ (and also Y ′, X ′′, Y ′′) are canceled
out in A(X ′, X ′′)−A(X ′, Y ′′)−A(Y ′, X ′′) +A(Y ′, Y ′′).
• In summary, after each round of the decoupling process, we will not create higher polynomials
elsewhere but replace X which appears k times in the product form by four matrices X ′, X ′′, Y ′, Y ′′
which appear at most k − 1 times. Hence, after 4d steps of iterating the process, we will create a
sum of many multilinear forms in which each matrix factor appears at most once. In other words
they might have the form
P(Qdv1 +
d−1∑
j=0
tjQ
jg = v1)
4d ≤ P((
∑
σ
Xσ(1)Xσ(2) . . . Xσ(d) +R)z1 + Sz2 = 0),
where R,S are also multilinear forms which might also contain X1, . . . , Xd, . . . but the total degrees
are smaller than d.
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Notice that in the matrix Xi the are approximately n/4
d non-zero rows.
Proof. (of Theorem 9.4) We have seen that
P
(
Qdv1 +
d−1∑
j=0
tjQ
jg = v1
)4d
≤ P
(
(X1X2 . . . Xdv1 +Rv1 + Sg = 0
)
. (37)
Set
n′ = n/4d.
A simplified case. In order to motivate our next step, let us assume for now that our RHS (37) has only
the term X1 . . . Xd, that we are estimating the probability that P((X1X2 . . . Xdv1 = 0).
Let 1 ≤ m0 ≤ m be fixed. We will assume v1 to have exactly m0 non-zero entries (noting that taking union
bound over m0 will not significantly change our bounds), then by the fact that supa P(
∑m
i=1 ξixi = a) ≤ 1−c
for some absolute constant c and by the fact that Xd has Cdn iid row vectors (where Cd ≈ 1/4d) we have
that
P(Xdv1 has at least Cdn non-zero entries) ≥ 1− cCdn. (38)
In the next step, conditioning on this event of Xd, we consider the vector Xd−1(Xdv1) and apply the following
fact (by relying on Theorem 4.1)
Claim 9.8. Assume that w is not Cdn-sparse, and X is a random matrix with n
′ iid rows as in M . Then
for sufficiently large p, and for p √n
P(Xw is n′/3-sparse) ≤ p−n′/2.
Proof. Note that if w is not Cdn-sparse then by Theorem 4.1
sup
fi∈Fp
P(
∑
i
xiwi = fi) ≤ 1/p+ 1/
√
Cdn 1/p. (39)
As such, as p is sufficiently large the probability under consideration is bounded by
(C/p)(1−1/3)n
′
(
n′
n′/3
)
≤ (C/p)−n′/2,
where we take a union bound over all possible positions for the zero coordinates of Xw. 
We remark the the above might continue to hold for small p, but we will not be focusing on this case for
simplicity.
We next iterate Claim 9.8, by taking union bound and with an assumption that m d
√
n we obtain a
bound
pm(2/p)c
′
dn ≤ (1/p)c′′dn
for the event that X1 . . . Xdv1 = 0 (or X1 . . . Xdv1 is m-sparse).
General case. First let us record here a slightly more general variant of Claim 9.8. We say that a random
vector w is m-free if all but at most m coordinates of w are determined. So for instance m-sparse vectors
are m-free because all but at most m coordinates of w are zero. By an identical proof to Claim 9.8, we have
Claim 9.9. Assume that w is not Cdn-free, and X is a random matrix with n
′ iid rows as in M . Then for
sufficiently large p, and for p √n
P(Xw is n′/3-free) ≤ p−n′/2.
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To continue, recall that we would like to estimate P(
∑
σXσ(1)Xσ(2) . . . Xσ(d) + R)z1 + Sz2 = 0), and here
we cannot expose Xd, and then Xd−1, etc one by one in order as in the simplified case above because Xi
might not appear exactly in the i-th position of each multilinear forms. However we can adjust the process
using the following observation.
Fact 9.10. For any i, and for any vector u, the vector Xiu of Rn have non-zero entries only in the i-th
block. In particularly, if a vector
∑
iXiui is n
′-sparse, then X1u1 is also n′-sparse.
Now we describe the method. First, basing on Fact 9.10 we just need to address all the multilinear forms
beginning with X1. The vector obtained by summing over these forms is of type X1(
∑d
i=2 aiXiRiwi). To
estimate the probability that this vector is not m-free, we will focus only on the submatrix restricted by the
columns of X1 having the same index as the rows of X2, and condition on the remaining entries of X1. Only
using the randomness from this submatrix X ′1 of X1, it suffices to show that (X
′
1 +F )(X2R2v) is not n
′-free
with high probability. To show this, assume that we already know that X2R2v is non-sparse, we then can
use (39) (i.e. Claim 9.9), where fi is allowed to depend on F . Now to show that X2R2v is not n
′-free with
high probability (where the randomness is on X2, . . . , Xd), where R2 is a sum of multilinear forms without
X1 and X2, we again focus on the submatrix X
′
2 of X2 restricted by the columns having the same indices as
that of X3, and continue forward. So in the last step of our argument (or the first step if we go backward as
in the simplified case above), we just need to show that Xdv1 is not n
′-free with high probability with respect
to the randomness of Xd and for some appropriate number n
′ = Θd(n), but this was exactly (38). 
10. Proof of Theorem 1.8
We are going to prove the following result.
Proposition 10.1 (asymptotically independence). Let d ≥ 1 be fixed. Then for any distinct numbers
a1, . . . , ad in Fp,
P(Ead ∧ · · · ∧ Ead) =
1
pd
+ exp(−cdn/p2),
where Ea is the event that a is an eigenvalue of M .
Proof. (of Theorem 1.8) Let Xn,p denote the random variable
Xn,p =
∑
a∈Fp
1Ea .
By Proposition 10.1, one easily has EXn,p = 1 + p × exp(−c1n/p2) = 1 + o(1), and more generally for any
fixed integer d ≥ 1
lim
n→∞EX
d
n,p = EX
d,
where X ∼ Pois(1). It thus follows that Xn,p is asymptotically distributed as Pois(1). In particularly
lim
n,p→∞P(Xn,p = 0) = P(X = 0) = e
−1.

It remains to justify the above independence lemma.
10.2. Proof of Proposition 10.1. The event ∧Eai is equivalent to the event that there exist vi, 1 ≤ i ≤ d
such that
Mv1 = a1v1 ∧ · · · ∧Mvd = advd.
We condition on M[n]×[n−1]. Let ui be a normal vector of M[n]×[n−1]− ai. The event ∧Eai then implies that
(Xn − aien) · ui = 0, 1 ≤ i ≤ d. (40)
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We are going to show that the probability of this event with the randomness on Xn is
1
pd
modulo a small
error term for almost all realization of M[n]×[n−1]. To be more precise, we will restrict on the following event
of probability close to 1.
Lemma 10.3. Let cd be a sufficiently small constant to be chosen later. With probability at least 1 −
O(exp(−Θ(n)) with respect to M[n]×[n−1] , none of the vectors
∑
u βiui for all βi ∈ Fp, not all zero, is
cdn-sparse.
Assuming this for now we can conclude our main result.
Proof. (of Proposition 10.1) Conditioning on the event consider in Lemma 10.3, we can then just follow the
proof of Theorem 9.4 applied to the events in (40). More precisely, the estimates following Equation (33)
hold with gi = aien · ui for 1 ≤ i ≤ d. 
10.4. Proof of Lemma 10.3. Set m = cdn, for sufficiently small cd. By taking union bound (with a loss of
a multiplicative factor pd in probability), it suffices to consider the probability that w =
∑
u βiui is m-sparse
for a fixed choice of β1, . . . , βd.
Lemma 10.5. With probability at least 1−O(exp(−Θ(n))), w cannot be m-sparse.
As in the previous section, let Q denote the matrix MT[n−1]×[n−1]. Our result says that the vectors w can be
viewed as null vector of a polynomial of degree d of Q. More specifically, let X be the last row of M[n]×[n−1].
Claim 10.6. There exist coefficients αi and α
′
i such that
d∑
i=0
αiQ
iw +
d−1∑
i=0
α′iQ
iX = 0.
It is clear that, by using this claim, we can complete the proof of Lemma 10.3 by following exactly the
decoupling process in the proof of Theorem 9.4 in the previous section (which in turns yield the bound
1− exp(−Θ(n)), obtained at the last step of the process). This bound is clearly strong enough to absorb all
union bounds of type pO(d) given the range of p. It thus remains to justify the result above.
Proof. (of Claim 10.6) By fixing fi = uin (and hence we lose another multiplicative factor of p
d in probability),
and wi is the concatination of ui, by (M − ai)ui = 0 we have
(Q− ai)wi = fiX.
As such
(Q− a1)
∑
i
βiwi = β1f1X +
∑
i≥2
βifiX +
∑
i≥2
βi(αi − α1)wi.
In other words, under the action by Q − a1, we eliminate w1 (or we changed it to a deterministic vector).
Iterating the process, we then obtain that
d∑
i=0
αiQ
iw +
d−1∑
i=0
α′iQ
iX = 0,
where αd 6= 0, αi, α′i depend on β1, . . . , βd, a1, . . . , ad and X. 
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11. Remarks
First, among the three characterizations provided, Theorem 3.1 was less effective in our current applications
because of the polynomial restriction, but this result is expected to have other implications beyond random
matrix theory because of its near optimality. The remaining two characterizations, Theorem 4.4 and Theorem
5.1, yield sub-exponential bounds in application. The later is more amenable to perturbations (that we don’t
have to assume ‖M‖2 = O(
√
n)).
Second, we remark that the error bounds in Theorem 9.1 and in Proposition 10.1 are of the form exp(−n1−o(1)/p2),
which were obtained by applying Corollary 4.6. Compared to the justification for the uniform model in Sec-
tion 2, our approach seems to be natural and does explain the main terms in Theorem 1.7 (obtained from
Theorem 9.1 and Theorem 9.5) and in Theorem 1.8 (obtained from Proposition 10.1). Following our treat-
ment of Section 7, it is natural to expect that these error bounds can be made exp(−nc), but for this
improvement one has to show that the vectors v1 in (36) or w in Claim 10.6 to have large ULCD or large
Rk, but this task seems to be extremely challenging.
Universality is an extremely complicated phenomenon. While we have addressed only a few universal ex-
amples for random matrices in (prime) fields in the current note, there remains so many interesting and
tantalizing questions. Beside the obvious (and doable) direction of extending the current results to general
finite fields Fq, we conjecture that the following statistics of the uniform model are universal in terms of iid
random matrix model:
• the distributions of λφ1 , . . . , λφk are asymptotically independent for different irreducible polynomials
φ1, . . . , φk (which would then generalize (5));
• the results of Stong and of Hansen and Schmutz [19] connecting the distribution of degrees of
irreducible factors of the characteristic polynomial to the cycle lengths of a random permutation.
Lastly, we conjecture that for a fixed random matrix model (such as the Bernoulli (0, 1) or (−1, 1) model),
the considered statistics over Fp for different primes p are asymptotically independent.
Acknowledgements. The authors are thankful to J. Koenig for helpful comments. The first author is
supported in part by the National Science Foundation postdoctoral fellowship DMS-1702533. The last two
authors are partially supported by National Science Foundation grants DMS-1600782 and CAREER DMS-
1752345.
Appendix A. Tensorization lemma
The following is an analog of [32, Lemma 2.2].
Lemma A.1. Let K, δ0 ≥ 0 be given. Assume that ξ1, . . . , ξn are iid real-valued random variable and that
P(‖ξi‖R/Z < δ) ≤ Kδ for all δ ≥ δ0. Then
P(‖ξ1‖2R/Z + · · ·+ ‖ξn‖2R/Z < δn) ≤ (C0Kδ)n,
where C0 is absolute.
Proof. Assume that δ ≥ δ0. By Chebyshev’s inequality
P(‖ξ1‖2R/Z + · · ·+ ‖ξn‖2R/Z ≤ δn) ≤ E exp(n−
n∑
i=1
‖ξi‖R/Z2/δ) = exp(n)
n∏
i=1
E exp(−‖ξi‖R/Z2/δ).
On the other hand,
E exp(−‖ξi‖R/Z2/δ) =
∫ 1
0
P(exp(−‖ξi‖R/Z2/δ) > s)ds =
∫ ∞
0
2u exp(−u2)P(‖ξi‖R/Z < δu)du.
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For 0 ≤ u ≤ 1 we use P(‖ξi‖R/Z ≤ δu) ≤ P(‖ξi‖R/Z ≤ δ) ≤ Kδ, while for u ≥ 1 we have P(‖ξi‖R/Z ≤ δu) ≤
Kδu. Thus
E exp(−‖ξi‖R/Z2/δ) =
∫ 1
0
2u exp(−u2)Kδdu+
∫ ∞
1
2u exp(−u2)Kδudu ≤ C0Kδ,
as desired. 
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