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ABSTRACT 
Horton overland runoff, Dunne overland runoff and subsurface flow are the three 
major runoff generation mechanisms contributing to streamflow. The control of the 
climatic conditions and landscape properties on the occurrence and relative dominance of 
these different runoff components, i.e., and therefore the runoff partitioning, is captured 
in a qualitative manner by the famous Dunne Diagram. However, an improved, 
quantitative understanding of the controls runoff partitioning at the catchment scale is 
necessary to constrain and improve hydrological predictions at catchment scale, 
especially in ungauged catchments. This dissertation systematically investigates the 
controls of climate, soil and topography on runoff partitioning at the catchment scale, and 
consequent of runoff partitioning on the transportation of water and nutrients, using both 
the downward and upward approaches. In the downward approach, given observed 
patterns at some higher level, we look for the most possible process interactions at a 
lower level that might have led to them. In the upward approach, knowing the processes 
at a lower level or scale, we explore how their interactions may have lead to the observed 
patterns at a higher level or scale. In the first example, a large catchment scale distributed 
model has been applied to two basins in Oklahoma, the Illinois River basin near 
Tahlequah and Blue River basin near Blue. After validating the model against observed 
streamflow data, the model is used as a tool to diagnose the controlling factors underlying 
the temporal and spatial pattern of runoff partitioning. It is found that in both basins there 
is a competition between Dunne runoff and subsurface flow, and this competition is 
quantitatively shown to be controlled by the seasonality of climatic forcing, and the 
relative magnitudes of the saturated hydraulic conductivity of the soils and the 
topographic slope. The effects of the spatial trend of runoff partitioning are thus 
examined in terms of signatures of runoff response derived from the predictions of the 
same hydrological model. The signatures are mainly constructed at the event scale, such 
as instantaneous response function which describes the advection and dispersion effect of 
catchment on generated runoff. Dimensionless flood peak and time-to-peak are used to 
explore the advection and dispersion separately. The results in this work are on the one 
hand consistent with previous theoretical studies, and on the other hand also somewhat 
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surprising. For example, the power-law relationship between peak of the IRF and 
drainage area is seen to become flatter under wet conditions than under dry conditions, 
even though the (faster) saturation excess mechanism is more dominant under wet 
conditions. This result appears to be caused by partial area runoff generation: under wet 
conditions, the fraction of saturation area is about 30%, while under dry conditions it is 
less than 10% for the same input of rainfall. This means travel times associated with 
overland flow (that mostly contributes to the peak and time to peak) are in fact longer 
under wet conditions than during dry conditions. We go further to explore the possible 
controlling factors of runoff partitioning in a broader context with the use of an upward 
diagnostic approach. In this case, a simple highly distributed hydrologic model based on 
point scale processes has been built for this purpose, which is comprehensive enough to 
simulate the effects of different combinations of climate, soil and topography, and 
generate a diversity of runoff generation mechanisms. With this model numerous virtual 
experiments have been conducted to produce a variety of runoff responses under various 
climate, soil and topographic combinations. A small set of dimensionless similarity 
numbers, which are physically meaningful, have been shown to effectively quantify 
runoff partitioning at both the annual and catchment scales. A few hypothetical 
relationships have been proposed.  Each combination of these dimensionless numbers 
could be feasible in theory, but only some of these combinations actually occur in nature. 
By constraining the predictions of the model with the empirical Budyko curve, we narrow 
down to these feasible or “behavioral” combinations, which are further governed by close 
interconnections between climate, soil and topography. Based on the above diagnostic 
analysis of runoff partitioning, we then investigate the transportation of different runoff 
components from their locations of generation all the way to the catchment outlet, which 
is shown to be effectively quantified in terms of the mean residence time (to account for 
the advection effect) and dimensionless catchment instantaneous response function (IRF, 
to account for the dispersion effect) for each runoff component. In addition, the 
consequent impacts of runoff partitioning on the transportation of nutrients (nitrogen and 
phosphorous, and sediments) have been studied at an agricultural basin with extensive 
tile drains, The Upper Sangamon River basin located in central Illinois. It is found that 
there is a carry-over of nitrogen storage from dry years to wet years, and this is mainly 
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caused by the loading of NO3-N from the hillslope to the channel by way of tile drainage 
that is prevalent in this region. From this dissertation, the resulting improved 
understanding of the controls and subsequence of runoff partitioning at the catchment 
scale, especially the quantitative description of runoff partitioning in terms of the inter-
connections between climate, soil and topography, could be potentially tested in the field, 
and if deemed reasonable, could also be used to constrain/improve hydrological model 
predictions, and advance water resources management in a context of both water quantity 
and quality.     
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CHAPTER 1. INTRODUCTION 
1.1. Motivation 
The spatial and temporal variability of water balance within catchments is one of 
the most fundamental issues pursued by the hydrologists worldwide. Numerous studies 
have been contributed to the physical mechanisms underlying the variability of water 
balance (Horton, 1933; Dunne, 1978; Freeze, 1974; Jothityangkoon et al, 2001; Yang et 
al, 2006, and many others).  Infiltration excess flow (hereafter also referred as Horton 
overland runoff), saturation excess flow (hereafter also referred as Dunne overland runoff) 
and subsurface storm flow are three dominant runoff generation mechanisms playing key 
roles in water balance (Horton, 1933; Dunne, 1978). In his famous diagram, noted as the 
Dunne Diagram, Dunne (1978) asserted that the occurrence and relative dominance of a 
certain runoff generation mechanism are governed mainly by climate, soil, vegetation and 
topographic controls.  
The Dunne Diagram is a milestone of hydrology. It, for the very first time, 
presents a complete picture of runoff generation under the impacts of various controls, 
but only in a qualitative way, and thus could not be directly used in hydrological 
modeling and prediction. In hydrologic simulation practice, especially at the catchment 
scale, it is quite often that people can manage to fit the hydrograph pretty well while 
without much insight into the fraction of different runoff components consisting of the 
streamflow. That is, how much runoff is from Horton runoff, how much is from Dunne 
runoff, and how much is from subsurface storm flow? Without a deep understanding of 
the runoff partitioning, there is no guarantee that they got the right answer for the right 
reason. Catchments are the most extensively used spatial unit in water resources 
management and decision-making support activities. The overarching goal of this study is 
thus to investigate the impacts of climatic conditions and landscape properties on runoff 
partitioning at the catchment scale in a systematic and quantitative way. 
Based on the above discussion, a number of questions could be raised: 1) How 
can we quantify the impacts of climate, soil and topographic controls on runoff 
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partitioning? 2) Are these controls themselves connected to each other? If yes, how will 
these connections affect runoff partitioning? 3) What are the consequence of runoff 
partitioning to the transform and transportation of the other materials such as sediment 
and nutrients? This research has been driven by these scientific questions. 
1.2. Methodology framework 
After Klemes (1983), Dooge (1986) and Harte (2002), diagnostic approach is 
proposed as a methodology framework in this study to systematically investigate runoff 
partitioning over a range of scales. Diagnostic approach here means to use signatures 
extracted from data (quantitative description of patterns of interest) and investigative 
process-based models to diagnose the interactions and feedbacks between various 
processes and their functional effects on the patterns emerged at the catchment scale, and 
therefore gain improved understanding of catchment behavior (Sivapalan et al., 2003; 
Sivapalan, 2005; Samuel and Sivapalan, 2008; Gupta et al., 2008). Patterns here refer to 
consistent, characteristic forms of hydrological variability, and the quantitative measures 
of patterns are noted as signatures. The signatures should be physically meaningful, and 
can be extracted with different data-mining techniques. The investigative models should 
be comprehensive enough to capture the most important processes while simple enough 
to provide clear insight into the dominant process interactions. 
Diagnostic approach is essentially an integrative name of downward approach, 
upward approach and their reconciliation (Klemes, 1983; Dooge, 1986; Sivapalan, 2005). 
Downward approach is that given observed patterns at higher level, looking for the most 
possible process interactions at lower level that might have led to them. Upward approach 
is that knowing the processes at lower level scales, learning how their interactions lead to 
the patterns at higher level scales. The procedure of downward approach is: 1) Use 
signatures (extracted from observed data) to identify a pattern of interest; 2) devise 
alternative hypotheses as the possible explanations for the observed pattern; 3) 
incorporate the hypotheses into an investigative model, which is simple but 
comprehensive enough, and make predictions; 4) compare the predicted patterns with the 
observed patterns, if they match well enough, then accept the current hypothesis, 
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otherwise repeat 2) ~ 4) (Sivapalan, 2005). Downward approach has exerted its power in 
many cases. For example, the scaling behavior of flood frequency, i.e., the change of 
flood frequency curve with catchment size, has been successfully explained with this 
approach (Robinson and Sivapalan, 1997a, 1997b; Jothityangkoon and Sivapalan, 2001). 
Another typical example of the application of downward approach is the work by Dodov 
and Foufoula-Georgiou (2004a, 2004b). They showed that the scale-dependent Hydraulic 
Geometry (HG), a simple relationship, is resulted from the complex interactions between 
small scale processes, i.e., the systematically increasing of channel cross-sectional 
asymmetry with increasing catchment area due to the scale-dependence of fluvial 
instability.   
The knowledge gained by downward approach on the behavior of one single 
catchment, nevertheless, due to the uniqueness of any catchment in nature, might be too 
specific to be extrapolated to other places. Improved, universal understanding of the 
relationship between patterns and processes are more likely to be gained through 
comparative diagnostic study on catchments which are different in a certain, meaningful 
way (Sivapalan, 2003; Atkinson et al., 2003; Farmer et al., 2003; van Werkoven et al., 
2008 and Samuel et al., 2008). For example, Samuel et al. (2008) used with a simple 
conceptual model and a set of signatures representing streamflow and soil moisture 
variability to investigate the similarity and differences between the responses of three 
Australia catchments, Perth, Newcastle and Darwin. They showed that the differences 
between the catchments are mainly due to the distribution of soil depth and soil drainage 
properties, climate characteristics, and their interactions. 
Upward approach is another powerful tool to get insight into how the macro-scale 
patterns emerge from the interactions of lower level processes (Sivapalan, 2005). The 
procedure of upward approach includes: 1) Choose a process based model with 
appropriate complex level for a problem of interest; 2) design a virtual experiment with 
possible combinations of model processes and parameters; 3) derive empirical 
relationships between processes interactions at lower level and model predicted pattern at 
higher level; 4) or constrain the model predicted responses by universal organizing 
principles , and thus constrain the parameter space, i.e., some parameter sets will be 
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claimed as behavioral if and only if they lead to the model predictions consistent with the 
organizing principles (Sivapalan, 2005). The outcomes of upward approach could be new 
hypotheses that can be tested against field experimental results. And once justified, they 
can then be used to establish new macro-scale laws (Dooge, 1986; Weiler and McDonnell, 
2004). Up to date, Eagleson’s work (1978 a, b, c, d, e, f, g) is the most successful 
application of upward approach. He used a comprehensive physically based model as a 
tool to capture the interconnections between climate, soil and vegetation constrained by 
both the water balance and erosional stability. Three ecological optimality hypotheses 
were proposed from this work, and have been later tested using observed data (Eagleson, 
1982). Even if the hypotheses generated with upward approach finally turn out 
questionable, new understanding of the physics behind them will still be gained during 
the verification activities. The simple rule is that to prove something wrong you have to 
propose something else right, or at least seemingly more right.  
Downward approach and upward approach are essentially complementary. First 
of all, upward approach can be used in the step 2) of downward approach, i.e., to generate 
alternative hypotheses.  Second, the hypotheses generated from upward approach could 
also be tested by downward approach, combined with field experiments. And both 
downward approach and upward approach contribute to better understanding of 
hydrological processes, and better predictions at the catchment scale. Downward 
approach targets to detect the most possible process interactions underlying the patterns 
at the catchment scale, and thus helps to make right prediction for the right reason. 
Upward approach, given its outcomes as constrained parameter space, helps to decrease 
the uncertainty in the model prediction due to over-parameterization. 
Signatures  
Signatures with clear physical meaning are a key component of diagnostic 
approach. Signatures used in diagnostic approach may come from various sources. 
Traditional presentations of the spatial and temporal variability of catchment responses, 
once their physical meaning being well understood, can be directly utilized as signatures 
in diagnostic analysis. Examples of such signatures include, but not limited to, measures 
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of inter-annual variability, intra-annual variability (regime curve), the flow duration curve, 
the flood frequency curve, sediment delivery ratio and so on (Robinson and Sivapalan, 
1997a, 1997b; Jothityangkoon et al., 2001; Atkinson et al., 2003; Farmer et al., 2003; Lu 
et al., 2005).  
The signatures described above, although still widely in use, however, treat the 
watersheds as a continuum and the climate inputs as continuous time series, while 
without much information on the watershed responses to discrete climate events. The 
idea of event data analysis, such as event runoff coefficient, provides insight into various 
processes at event scale, and is especially valuable as a single indicator across various 
spatial and temporal scales (Sherman, L., 1932; Merz et al., 2006). For instance, Lana-
Renault et al. (2007) found that, at the event-scale, rainfall-runoff relationships depended 
on the seasonal dynamics of the water reserves. Other recent examples of event-scale data 
analyses include Didszun and Uhlenbrook (2008), and Lyon et al. (2008).  
New useful signatures could also be constructed from various data-mining or 
information theories. Based on the spatial correlation concept from geostatistics 
(Goovaerts, 1997), Western et al. (2001) proposed the integral connectivity scale to 
measure hydrologic connectivity within catchments, and with this signature they were 
able to separate connected patterns from those disconnected. Cai and Wang (2006), Li 
and Sivapalan (2008) suggested that global Moran’s I index constructed from an 
asymmetric inverse flow distance weight matrix could be an effective bulk signature of 
hydrological spatial structure, and the Local Indicator of Spatial Association (LISA) 
captured well the transition from hydrological heterogeneity to hydrological homogeneity 
with increasing spatial scale. Recently, Ruddell and Kumar (2009a, 2009b) proposed the 
information flow process network approach to investigate the interactions and feedback 
between the processes and subsystems across ranges of scales in complex systems. 
Ruddell and Kumar (2009a, 2009b) showed that a coupled process network could be 
extracted from the time series of multiple variables in a complex system, and network 
statistics such as Shannon entropy could then be used to quantify the coupling and 
feedbacks between the processes and subsystems within the network in a statistic sense.  
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Investigative Models  
During diagnostic study, an investigative process-based model is also essential to 
provide insights into the physical mechanisms underlying the patterns of interest. This 
model should be comprehensive to incorporate the primary processes, and should be 
simple enough so that the users will have enough confidence to interpret the model 
predictions from a diagnostic perspective. In this study, the investigative model used in 
the upward approach has been developed as a new model, and therefore will not be 
described in this section, but later. The investigative model used for the downward 
approach is a semi-distributed physically based hydrological model, Tsinghua 
Hydrological Model based on the Representative Elementary Watershed approach 
(THREW) with its foundation on Representative Elementary Watershed approach (Tian, 
2006; Tian et al., 2006; Mou et al., 2008). The major purpose of Representative 
Elementary Watershed (REW) approach is to develop a unifying scale-independent 
framework which presents hydrological processes directly at the REW scale, which is 
defined as the smallest and most elementary spatial unit a basin can be divided into for a 
given temporal or spatial scale of interest. A set of coupled governing equations based on 
the balance of mass, momentum and energy has been established by applying the 
universal conservative laws over the REW scale and the characteristic time scales 
(Reggiani et al., 1998, 1999; Tian, 2006; Tian et al., 2006; Mou et al., 2008). In THREW 
model, a river basin is first divided into a number of representative spatial units, i.e., 
REWs. Each REW is further divided into 7 sub-zones, i.e. a saturated zone, an 
unsaturated zone, a vegetated zone, a bare soil zone, a snow covered zone, a sub-stream 
network, and the main channel reach (Tian, 2006; Tian et al., 2006, 2008). The set of 
ordinary differential equations derived from conservative laws is simultaneously solved 
within the numerical framework of CVODE solver (Cohen and Hindmarsh, 1996). The 
THREW model has been successfully applied to a number of basins worldwide (Tian et 
al., 2006, 2010; Li et al., 2010).   
1.3. Summary of the Research tasks 
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In order to address the questions raised in section 1.1,  the following research 
tasks have been conducted: 1) Quantify the impacts of climate, soil and topographic 
conditions on runoff partitioning at the catchment scale using downward diagnostic 
approach; 2) Investigate the impacts of spatial heterogeneity of runoff partitioning on the 
scaling behavior of runoff routing at the catchment scale; 3) Quantify the connections 
between climate, soil and topographic controls and the impacts of these connections on 
runoff partitioning using upward diagnostic approach; 4) Explore the impacts of the 
connections between climate, soil and topographic controls on the transportation of 
different runoff components; 5) Investigate the consequence of runoff partitioning on the 
transportation of nutrients, here focusing on nitrogen and phosphorous.  Below are the 
brief descriptions of these major research objectives. 
To quantify the impacts of climate, soil and topographic controls on runoff 
partitioning  
A macro-scale distributed model has been applied to Illinois River basin near 
Tahlequah and Blue River basin near Blue in Oklahoma. After validating the model 
against the observed streamflow data in terms of various signatures such as the regime 
curve, the model is used as a tool to diagnose the controlling factors underlying the 
temporal and spatial pattern of runoff partitioning. It is found that in both of the basin 
there is a competition between Dunne runoff and subsurface flow, and this competition is 
quantitatively shown to be controlled by the seasonality of climatic forcing, hydraulic 
conductivity and topographic slope.  
To investigate the impacts of spatial heterogeneity of runoff partitioning on the 
scaling behavior of runoff routing 
The effects of the spatial trend of runoff partitioning, as revealed in the first study, 
are thus examined in terms of signatures of runoff response derived from the predictions 
of the same hydrological model. The signatures are mainly constructed at the event scale, 
such as instantaneous response function which describes the advection and dispersion 
effect of catchment on generated runoff. Dimensionless flood peak and time-to-peak are 
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used to explore the advection and dispersion separately. The results in this work are on 
the one hand consistent with previous theoretical studies, and on the other hand also 
somewhat surprising. For example, the power-law relationship between peak of the IRF 
and drainage area is seen to become flatter under wet conditions than under dry 
conditions, even though the (faster) saturation excess mechanism is more dominant under 
wet conditions. This result appears to be caused by partial area runoff generation: under 
wet conditions, the fraction of saturation area is about 30%, while under dry conditions it 
is less than 10% for the same input of rainfall. This means travel times associated with 
overland flow (that mostly contributes to the peak and time to peak) are in fact longer 
under wet conditions than during dry conditions. 
To explore the possible relationships between the connections among climate, soil 
and topographic controls and runoff partitioning  
We then go further to explore other possible controlling factors of runoff 
partitioning with an upward approach. A simple highly distributed hydrologic model 
based on point scale processes has been built for this purpose, which is comprehensive 
enough to simulate the effects of different combinations of climate, soil and topography, 
and generate a diversity of runoff generation mechanisms. A small set of dimensionless 
similarity numbers, which are physically meaningful, have been shown to effectively 
explain runoff partitioning at both the annual and catchment scale. A few hypothetical 
relationships have been proposed which quantify the runoff partitioning at the catchment 
scale in terms of these dimensionless numbers.  Each combination of these dimensionless 
numbers could be feasible in theory, but only some combinations actually occur in nature. 
By constraining the predictions of the model with the empirical Budyko curve, we narrow 
down to these feasible combinations, which are further governed by close-
interconnections between climate, soil and topography.  
To examine the impacts of the connections among climate, soil and topographic 
controls on the transportation of different runoff components  
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Based on the above diagnostic analysis on the runoff partitioning, we then 
investigate the transportation of different runoff components from their locations of 
generation all the way to the catchment outlet, which are effectively quantified in terms 
of the mean residence time (to account for the advection effect) and dimensionless 
catchment instantaneous response function (IRF, to account for the dispersion effect) for 
each runoff component. The effects of climate, soil and topography on mean travel times 
and dimensionless CIRFs, for Horton overland flow, Dunne overland flow and 
subsurface flow respectively, are then systematically investigated. 
To investigate the subsequent effect of runoff partitioning on the transportation of 
nutrients  
The consequent impact of runoff partitioning on the transportation of nutrients 
(nitrogen and phosphorous) has been studied at an agricultural basin with extensive tile 
drains, Upper Sangamon River basin located in central Illinois. It is found that there is a 
carry-over of nitrogen storage from dry years to wet years, and this is mainly caused by 
the loading of NO3-N from the hillslope to the channel by the way of tile drainage. 
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CHAPTER 2. COMPARATIVE DIAGNOSTIC ANALYSIS 
OF RUNOFF GENERATION PROCESSES IN OKLAHOMA DMIP2 
BASINS: THE BLUE RIVER AND THE ILLINOIS RIVER 
Abstract 
In a broad content, this chapter investigates the impacts of climate, soil and 
topographic controls on runoff partitioning using downward approach. More specifically, 
this chapter presents the results of a comparative diagnostic study of runoff generation 
processes in two test basins in Oklahoma: The Blue River at Blue and the Illinois River 
near Tahlequah. This study involves analysis of signatures of spatio-temporal runoff 
variability, extracted from both observed rainfall-runoff data and from predictions of a 
distributed, physically based rainfall-runoff model. Analysis of observed data in both 
basins indicates that event runoff coefficients are systematically higher in the wet season 
than in the dry season. Model predictions indicate that the transition from high to low 
runoff coefficients in the Blue River basin is linked to variations of water table depth and 
surface soil moisture, contributing to a seasonal switching of surface runoff generation 
mechanisms, from saturation excess to infiltration excess. In the Illinois River basin, 
however, due to more permeable soils, infiltration excess runoff occurs rarely. In both 
watersheds, but especially in the more humid Illinois River basin, saturation excess 
runoff and subsurface stormflow coexist in competition throughout the year. These intra-
annual patterns in runoff coefficients and runoff generation mechanisms can only be 
partly explained by the seasonality of climate forcing and water table position. 
Differences in landscape properties, especially soil hydraulic properties, have a 
significant impact on intra-annual variability of runoff generation processes.  The 
temporal and spatial variability of runoff generation responses is significantly controlled 
by spatial variability of soil hydraulic conductivity and topographic slope, compounded 
by the interaction between groundwater and surface water in Blue River basin. These 
spatial variabilities also impact on the spatial scaling behavior of runoff ratios, which 
indicates the existence of a threshold watershed size beyond which the variability is 
averaged out. The model diagnostic analyses presented in this chapter have generated 
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considerable insights into the enormous complexity of runoff generation processes within 
and between the two study watersheds, which appear to be generalizable, based on their 
underlying physical causes.  
2.1. Introduction 
Improved understanding of the hydrological functioning of catchments has 
become the primary focus of recent hydrologic studies, especially in the context of 
“predictions in ungauged basins”. One approach to generating this understanding is 
through inter-comparisons of hydrological responses of catchments located in different 
hydro-climatic regions (Sivapalan et al., 2003a). Some recent examples of comparative 
hydrologic studies include Atkinson et al. (2003), Farmer et al. (2003), Smith et al. 
(2004), Yang et al. (2007), van Werkhoven et al. (2008), Samuel et al. (2008), Oudin et 
al. (2008), Breuer et al. (2009), Kling and Nachtnebel (2009), and De Aráujo and Piedra 
(2009). Collectively, these studies and others help define and contribute to the emerging 
discipline of comparative hydrology, envisioned by Falkenmark and Chapman (1989).  
Comparative hydrological studies can take many forms. Firstly, they may involve 
comparative analyses of observed data, including from field studies in experimental 
catchments, through comparison of key signatures of hydrologic variability extracted 
from the data. For example, Yang et al. (2007) carried out extensive comparative analysis 
of the inter-annual variability of annual water balance based on long time series of 
rainfall, radiation and runoff from 108 non-humid catchments in China. De Araujo and 
Piedra (2009) carried out a comparative data-based study of two small tropical 
watersheds to understand the relative impacts of climate and landscape factors on the 
similarity and differences in their rainfall-runoff behavior.   
Secondly, they may involve comparative studies where rainfall-runoff data in just 
one catchment is used to perform model inter-comparison studies, with a view to 
generating insights into catchment functioning through comparisons of model 
performances. For example, Kling and Nachtnebel (2009) present a comparative case 
study of two conceptual water balance models using different spatio-temporal 
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discretizations in a large mountainous catchment in southern Austria. Breuer et al. (2009) 
presented the results of the LUCHEM project, which was aimed at assessing the impact 
of land use change on water balance through the use of ensemble modeling. 
Finally, the comparative studies may adopt an approach where a single model is 
applied to a number of catchments in different hydro-climatic regions with a view to 
learning from differences in catchment responses, and to exploring their physical basis 
through diagnostic studies with the chosen model. Atkinson et al. (2003) carried out a 
comparative modeling analysis of four small catchments located in a relatively moderate 
climate in New Zealand and found that streamflow responses of drier catchments are 
more sensitive to soil properties (e.g., field capacity) than in wetter catchments. In a 
recent study, Samuel et al. (2008) used a common conceptual model to explore 
interactions between climate variability and landscape factors that control water balance 
variability in three diverse regions of Australia: Perth (temperate with distinct dry 
summers); Newcastle (temperate with no distinct dry season); and Darwin (tropical, 
affected by monsoons). In a recent study, Ivanov et al. (2004) applied a distributed 
hydrologic model based on the triangulated irregular network (TIN) approach to several 
basins in Oklahoma and Kansas region. As a demonstration of the value of fully-
distributed models for hydrological forecasting, they presented spatio-temporal 
variabilities of runoff generation rates, evaporative flux, water table etc., and related these 
variablities to landscape characteristics such as topography and soils.  
The work presented in this chapter falls in the last of these categories, and is a 
contribution to the “distributed model inter-comparison project”, or DMIP, organized by 
the National Oceanic and Atmospheric Administration (NOAA)’s National Weather 
Service. The first phase of DMIP project, or DMIP1, was completed in 2004 (Smith et 
al., 2004), and represented a broad comparison of a number of distributed models, 
amongst themselves, and comparison against a lumped model, in terms of their ability to 
predict basin outflow hydrographs of the type crucial for flood forecasting. Recently, the 
second phase of the DMIP project, or DMIP2, has been completed with an expanded set 
of questions, together with extensions to more complex catchments (Smith et al., 2009). 
The work presented in this chapter is focused on addressing one of the key scientific 
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questions addressed by the DMIP2 project, as outlined in Smith et al. (2009), namely, 
“the nature of spatial variability of rainfall and basin physiographic features, and the 
effects of their variability on runoff generation processes”.   Our work is complimentary 
to the distributed modeling work carried out by Ivanov et al. (2004) on some DMIP study 
catchments.  
Whereas the comparative studies reviewed in the sections above generated 
valuable insights into the effects of climatic conditions and landscape properties on the 
total runoff response, much less effort has been devoted to comparative analyses with 
respect to runoff generation mechanisms. Globally, it is generally acknowledged that 
infiltration excess (Hortonian) overland flow, saturation excess (Dunne) overland flow 
and subsurface stormflow are the three mechanisms contributing to runoff generation, the 
relative dominance of each being controlled by climatic conditions and landscape 
properties (Horton, 1958; Dunne, 1978). In a recent study, Yokoo et al. (2008) found that 
a switch from subsurface stormflow to surface runoff dominance occurs under a unique 
combination of soil type and topographic slope, which itself is affected by the relative 
seasonality of precipitation and potential evaporation. Vivoni et al. (2007) used a fully 
distributed hydrological model, with spatially uniform rainfall events, to show that the 
nonlinearity of the runoff generation mechanisms is strongly related to the storm 
characteristics and the antecedent soil wetness. Moreover, they reported the scaling 
behavior of event runoff coefficients. In an earlier study, Reggiani et al. (2000) used 
several dimensionless similarity variables, derived from watershed-scale conservation 
equations, to examine the climate, soil and topographic controls on annual water balance 
partitioning, i.e., the partitioning of rainfall into evaporation, subsurface runoff and 
surface runoff. The studies by Yokoo et al. (2008) and Reggiani et al. (2000), 
nevertheless, involved the use of hypothetical watersheds in a lumped manner. In contrast 
to these previous studies, the present work will go further to explore, through model 
diagnostic analyses, the effects of climate, soil and topography on the spatial-temporal 
variability of runoff generation mechanisms in actual watersheds. The work of Vivoni et 
al. (2007) focused on event scale dynamics, and our work will mainly focus on long-term 
variation of runoff response, i.e., annual and seasonal.  
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This chapter will present results of a comparative diagnostic analysis of two 
catchments in Oklahoma with the use of THREW, a semi-distributed, physically based 
model that is based on the REW approach (Reggiani et al., 1998, 1999; Tian et al., 2007). 
The two chosen study catchments belong to the DMIP2 project (Smith et al., 2009). 
Although the two catchments are located in the same State, there are differences in 
climate, soils, vegetation, topography, and underlying regional groundwater systems. The 
comparative analyses will explore how these differences, and any similarities, manifest 
themselves in differences and similarities in runoff generation responses of the two 
catchments. The diagnostic analyses presented will utilize key signatures of runoff 
variability extracted from data and from simulations with the model, in order to gain 
insights into the functioning of the watersheds, which may be the key to evaluating the 
performance and physical realism of the model. Examples of signatures that have been 
used in previous work include the cross-covariance structure between rainfall and runoff 
time series (Vogel and Sankarasubramanian, 2003), streamflow recession curves (Rupp 
and Selker, 2006), mean monthly variation of runoff (i.e., regime curve) and the flow 
duration curve (Farmer et al., 2003; Wagener et al., 2007). In this chapter we will use one 
of these signatures, i.e., the regime curve, and will also introduce others, such as intra-
annual and spatial variability of runoff generation mechanisms and event-scale runoff 
coefficients, to gain more insights into the unique features of each of the two catchments’ 
responses. Benefiting from the fact that THREW is a spatially distributed physically 
based model the work will especially focus on spatial patterns of runoff generation 
responses, including the breakdown into different runoff generation mechanisms, and the 
interacting roles of climate, soils and topography that govern the relative dominance of 
each of these mechanisms.  
The remainder of this chapter is organized into five sections, as follows. Section 
2.2 introduces the study catchments and the data used in this study. Section 2.3 describes 
the methods adopted to conduct the investigation, including essential details of the 
THREW model, and the extraction of characteristic signatures of runoff variability. 
Section 2.4 presents a comparative analysis of the temporal variability of runoff 
responses within the two basins and their process controls. Section 2.5 examines the 
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spatial variability of runoff responses within and between the two basins, and explores 
their underlying physical causes. Finally, Section 2.6 will present a summary of the main 
results, and a discussion of the implication of these results for further improvement of the 
model as well as their possible validation through detailed field observations.  
2.2. Study Areas and Data Collection 
2.2.1. Study Areas 
The two study basins are a subset of a number of study basins of the Distributed 
Model Inter-comparison Project – Phase 2 (DMIP2) (Smith et al., 2009). The Blue River 
basin is located in Blue in south-central Oklahoma near the Texas border, and the Illinois 
River basin is located in the north-east at the border of Oklahoma and Arkansas, and 
draining to the US Geological Survey flow station at Tahlequah. As shown in Figure 2.1, 
the Blue River basin is narrow and long with a drainage area of 1233 km2, while the 
Illinois River basin is leaf shaped with a drainage area of 2484 km2. The elevation range 
in the Blue River basin is 157-403m, and in the Illinois River basin it is 207-599m, 
making them somewhat hilly. 
Oklahoma is located in a temperate climate region and experiences occasional 
extremes of temperature and precipitation typical of a continental climate. Much of the 
state is characterized by frequent interactions between cold and warm air masses, 
producing severe weather, including tornadoes and thunderstorms. There is considerable 
spatial variability of climate in the state, transitioning from subtropical in the east where 
the Illinois River basin is located to semi-arid in the high plains of the Panhandle. The 
Blue River basin is located in the middle of this climate range. During the study period 
(09/30/1995 to 10/01/2006), mean annual precipitation (P) in the Blue River basin was 
1034mm, and in the Illinois River basin it was 1140mm. The mean annual free water 
evaporation (Ep) in the Blue River basin is about 1345mm, and in the Illinois River basin 
it is about 1066mm. Based on this, the aridity index, Ep/P, is 1.3 for Blue and 0.93 for 
Illinois, and the spatial variability of the aridity index is relatively small within both 
watersheds. In this sense climate in the Blue River basin is slightly more arid than in the 
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Illinois River basin, which is consistent with estimated annual watershed scale runoff 
coefficient values, i.e., 0.19 in the Blue River basin and 0.27 in the Illinois River basin.  
The dominant land cover type in the Blue River basin is woody-savanna, and in 
Illinois it is deciduous broadleaf forest, according to the 2001 National Landcover Data 
(NLCD) based on International Geosphere-Biosphere Program (IGBP) classification 
system (Eidenshink and Faundeen, 1994). According to the State Soil Geographic 
(STATSGO) dataset, soil texture in the Blue River basin mainly consists of clay soil 
(45.0%) and loam soil (16.3%), and in Illinois it mainly consists of silty clay (48.0%), silt 
loam (25.9%) and silty clay loam (22.1%). It is well known that any soil type consists of 
three common components: clay, silt and sand. Soil texture classification is based on the 
relative volumetric percentage of these components. The percentage of clay, or clay 
content, in the Blue River basin is much higher than that in the Illinois River basin, as 
shown in Figure 2.2(a). Figure 2.2(a) shows the clay content values averaged within the 
top 40cm of the soil column within each REW, based on the STATSGO soil database. 
The high clay content in the Blue River basin is also reported in Smith et al. (2004).  
Figure 2.2(b) presents the land surface slopes estimated from the DEM for each of the 
REWs in both basins. On average, it is clear that the Illinois River basin is somewhat 
steeper than Blue, although there is considerable spatial variability in the slopes within 
both watersheds.  Moreover,, in the Blue River basin, there are complex interactions 
between surface water and groundwater due to an underlying Karst geological formation. 
As shown in Figure 2.2(c), groundwater from the Arbuckle-Simpson aquifer and 
Edwards-Trinity aquifer discharges to the upper reaches of the Blue River system, and 
contributes to the baseflow there. (see fact sheet put out by the Oklahoma Water 
Resources Board, 2003; Fabian, 2008). Here we view baseflow as the complementary 
part of overland flow, i.e., the low flow part which comes from both unconfined and 
confined aquifers. In addition, the Illinois River basin is occupied by porous limestone 
overlain by cherty soils (Peters and Easton, 1996), contributing to efficient subsurface 
drainage (Smith et al., 2004). 
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2.2.2. Data Collection 
Most of the data used in this work were provided by the Office of Hydrologic 
Development, NOAA/NWS, as a contribution to the DMIP2 project (Smith et al., 2009). 
Only a brief description is provided here.  
 DEM data, spatial resolution 30x30m  
 Hourly multi-sensor (NEXRAD radar and gauge) precipitation data, 
spatial resolution 4kmx4km 
 Monthly mean daily free water surface evaporation 
 North American Regional Reanalysis (NARR) potential evaporation data, 
spatial resolution 32kmx32km, temporal resolution 3-hour ( interpolated to hourly 
resolution) 
 Hourly Observed USGS streamflow data 
 STATSGO soil data, spatial resolution 1kmx1km 
 2001 NLCD land cover map, spatial resolution 30mx30m 
 MODIS/Terra LAI (Leaf Area Index) data, spatial resolution 1kmx1km, 
temporal resolution 8-day ( interpolated to daily data) 
For all time series data, the record period is 10/01/1995 to 09/30/2006. For more 
details refer to Smith et al. (2009) and 
http://www.nws.noaa.gov/oh/hrl/dmip/2/data_link.html.  
The annual potential evaporation obtained from the NARR dataset, which has 
been estimated on the basis of the Penman equation, is much higher than that estimated 
from the monthly mean free water surface evaporation. This is the case for both the Blue 
River and Illinois River basins. In order to be consistent, we rescaled the hourly potential 
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evaporation series extracted from NARR dataset so that the resulting hourly potential 
evaporation series (hereafter noted as scaled potential evaporation) has the same seasonal 
variability as the free water surface evaporation, i.e., the monthly mean values are the 
same. This scaled potential evaporation series is used throughout this chapter. It is 
beyond the scope of this work to make a judgment on the appropriateness of the two 
sources of potential evaporation data, i.e., the original NARR data and the free water 
surface evaporation, although it is admitted these differences could contribute to some 
differences in the model predictions of water balance.  
2.3. Methodology 
Two kinds of analysis tools are necessary for the application of the diagnostic 
approach towards either model development or assessment (Atkinson et al., 2003; Farmer 
et al., 2003; van Werkhoven et al., 2007 and Samuel et al., 2008). On the one hand, a set 
of signatures characterizing hydrological variability are needed, providing a window into 
complex interacting processes that contribute to the observed watershed runoff responses. 
These signatures could be extracted from the observed response data and also on the basis 
of model predictions. On the other hand, an investigative model (or models) is needed to 
gain physical insights into the mechanisms or processes which might have led to the 
estimated signature patterns. In this section, the signatures and analysis methods used to 
extract them are described, and brief details of a spatially distributed, physically based 
model that will be used in the diagnostic analysis are presented.  
2.3.1. Extraction of Signatures 
Some classic signatures are utilized in this study (although not all of them are 
presented here) to aid in the understanding of the intra-annual variability of watershed 
responses. These include the mean monthly variation of runoff (i.e., regime curve), and of 
several runoff generation components estimated through model simulations (e.g., 
infiltration excess, saturation excess, subsurface stormflow). The procedures to extract 
these classic signatures are standard, and will not be repeated here. To investigate spatial 
variability of runoff responses, we computed volumetric fractions of the runoff by 
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different runoff generation mechanisms and runoff coefficients for all REWs and for 
nested watersheds of increasing size towards the outlet. Runoff coefficients are estimated 
at both annual and month timescales.  
These annual or monthly signatures only reflect an averaged, smooth catchment 
response, and are not able to resolve the responses to discrete meteorologic events. This 
is a drawback considering the fact that rainfall inputs are generally in the form of discrete 
events. This is especially the case in the two study catchments, the Blue River basin and 
Illinois River basin in Oklahoma, both of which experience a series of significant events, 
which are likely to dominate the overall runoff generation responses. To account for their 
effects, we investigate the intra-annual pattern of variability of the runoff coefficients at 
event scale (Sherman, 1932; Merz et al., 2006). The event runoff coefficient is defined as 
the ratio of the total depth of “direct” runoff generated during an event (i.e., total 
measured runoff minus estimated baseflow) over the total depth of precipitation. The 
estimation of event runoff coefficients involves four steps: a) separating the rainfall 
events; b) separating the runoff events; c) linking each runoff event to a rainfall event; 
and d) calculating event runoff coefficients. The separation of rainfall events has been 
done automatically using a procedure developed by Tian et al. (2009). The separation of 
runoff events is rather complicated and has been done manually, by carefully choosing 
the starting point (i.e., where streamflow rate exceeds 1.5 times the streamflow rate at the 
beginning of the corresponding storm event, Lana-Renault et al., 2007), and the end point 
of each event hydrograph (i.e., where the recession part becomes flat enough, or another 
event begins). Also, when calculating the volume of direct runoff, the corresponding 
baseflow needs to be subtracted. The linking of each runoff event to a rainfall event has 
also been done manually. It is realized that, even with this procedure, the estimation of 
event runoff coefficient may still be subject to potential uncertainties due to the impacts 
of pre-event conditions and the subjectivity of analysts who carry out this task.  
2.3.2. THREW as an Investigative Model  
The application of the diagnostic approach requires a watershed hydrological 
model to be used as an investigative tool. Ideally, this model should be physically based 
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so that it will help us to gain a deeper understanding of the processes underlying the 
observed patterns. This model should also be simple enough so that the analyst will have 
enough confidence to interpret model predictions from a diagnostic perspective. THREW 
(Tsinghua Representative Elementary Watershed) is a spatially distributed, physically 
based hydrological model, and is based on the Representative Elementary Watershed 
(REW) theory that was presented in a series of papers by Reggiani et al. (1998, 1999), 
and which was aimed at developing a unified, scale-independent framework to represent 
hydrological processes directly at the watershed scale. Within the REW approach, the 
representative elementary watersheds (REWs) serve as the fundamental building blocks, 
which are then linked together by the river channel network, and are defined in an 
extensible way to easily incorporate any state-of-the-art understanding of catchment 
hydrological processes (Tian et al., 2006).  
THREW is quite comprehensive in terms of including all key processes 
contributing to the complete water balance response of watersheds. In the context of this 
chapter, the model incorporates surface runoff (overland flow) by both infiltration excess 
(Horton) and saturation excess (Dunne), and also subsurface stormflow. Groundwater 
discharge from the regional confined aquifer is not explicitly included in the current 
version of the model. The model, including its previous versions, has been applied 
successfully in many watersheds in Australia, Europe and China. For more details about 
THREW, refer to Lee et al. (2007), Tian et al. (2006, 2007) and Mou et al. (2008). For a 
detailed application of THREW to the Blue River basin, the reader is referred to the 
companion paper by Tian et al. (2009), which focuses on detection and process 
interpretation of seasonal switching of runoff generation mechanisms. The focus of this 
chapter is on a comparative diagnostic study of spatio-temporal variability of runoff 
generation processes within the Blue and Illinois River basins and understanding the 
control of climate and landscape properties on this variability. 
In this study, the Blue River basin is discretized into 55 REWs and the Illinois 
River basin into 83 REWs, as shown in Figure 2.1. Each REW is further divided into 6 
sub-regions, i.e. a saturated zone, an unsaturated zone, a vegetated zone, a bare soil zone, 
a sub-stream network, and the main channel reach. The snow covered zone (Tian et al., 
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2006) is not invoked here for simplicity since there is very little snowfall experienced in 
these two basins.  
The inputs to the model are precipitation and potential evaporation for each REW, 
which are usually estimated on the basis of available rain gage data and any auxiliary 
data (such as radar data). Topographic data (i.e., DEMs) are analyzed not only to 
delineate the REWs, but also to estimate geometric properties such as the area of the 
REWs, the length of the stream segments in each REW, and land surface and stream 
slopes. Soil hydraulic properties are estimated on the basis of textural information 
extracted from STATSGO soils maps and regional geologic maps. The effects of spatial 
variability of these soil and topographic properties will be discussed in Section 2.5. In the 
next section, the focus will be on temporal variability of runoff responses.  
2.4. Diagnostic analysis of the temporal patterns of runoff generation  
In this section, the temporal patterns of runoff generation in the two study basins 
are presented and compared in terms of several signatures related to the underlying 
mechanisms, extracted from observed data and from predictions by the THREW model. 
Subsequently the process controls on the runoff generation patterns are explored through 
careful numerical experiments conducted with the use of THREW.  
2.4.1. Temporal Pattern of Runoff Generation Mechanisms 
2.4.1.1. Data analysis 
Figure 2.3 shows the intra-annual variability of the event runoff coefficients in the 
Blue River and the Illinois River basins estimated from the observed data. In order to 
reduce the impact of the uncertainty associated with the event analyses just described, 
while still obtaining a sufficient sampling of event runoff coefficients, only those runoff 
events with peak discharges larger than the top 5th percentile of observed hourly 
discharges in the study period are selected for further analysis. For the total study period, 
10/01/1995 - 09/30/2006, 97 rainfall-runoff event pairs for the Blue River basin and 117 
for the Illinois River basin have been selected. For more details of the calculation of 
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event runoff coefficients, please refer to the companion paper by Tian et al. (2009). 
Although these event runoff coefficients pertain to a small number of large events, they 
are still valuable since they provide useful insights into runoff generation patterns at the 
catchment scale. The envelope curves (dashed lines) are drawn in such a way they 
provide an upper boundary to the estimated runoff coefficients. In both basins, event 
runoff coefficients, especially those points that fall along the envelope curves (dashed 
lines) shown in Figure 2.3, are higher in the October-May (wet) period and significantly 
lower in the June-September (dry) period. Yet there are subtle differences between these 
patterns. The envelope curve of estimated runoff coefficients in the Illinois River basin 
exhibits a somewhat smooth, almost sinusoidal, variation with a high in March and low in 
August. On the other hand, the runoff coefficient pattern in the Blue River basin shows 
persistent low in the May-September period, persistently high values in the October-April 
period (including values as high as 0.6-0.8 in March and April), and a rapid fall from 0.8 
to less than 0.2 in less than a month. One of the original motivations of this study is to 
understand the physical reasons (i.e., climate, landscape factors) for the differences 
between these two patterns. 
Confronted with such intra-annual patterns, the natural first step is to seek an 
explanation from observed rainfall intensity patterns. We did careful event scale analysis 
of rainfall variability, through estimation of event duration, mean intensity and total depth 
for hundreds of events over the study period in each watershed (not shown). There are 
discernible patterns in the basic characteristics, e.g., high intensity and low duration in 
summer, moderate intensity and longer duration (i.e., larger volume) in October-April 
(details not presented here for reasons of brevity). However, these were not strong 
enough to explain observed patterns in runoff coefficients, especially the low values in 
the dry season, and they certainly could not explain the switching pattern exhibited in the 
Blue River basin.  
The next likely cause of the observed trends in runoff generation and event runoff 
coefficients is the seasonality of climatic drivers: precipitation and potential evaporation. 
Figure 2.4 presents the mean monthly variation of (accumulated) precipitation, potential 
evaporation and runoff in the two basins is presented. Firstly, it shows that while there is 
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some seasonal (monthly) variability of rainfall, it is not as pronounced as that of potential 
evaporation, which exhibits clear seasonal (almost sinusoidal) variability, the amplitude 
of which is much stronger in Blue than in Illinois. In Blue, starting in April the deficit 
between potential evaporation and rainfall begins to grow, reaching a maximum in about 
July. The accumulation of this deficit during this dry period can be expected to increase 
the corresponding soil moisture deficit, which could also peak in the July/August time 
frame. In the case of Illinois, however, the deficit begins only in June and lasts only 2-3 
months until September, peaking in July/August. In other words, the drying of the soil 
may be more gradual in Illinois in comparison to that in Blue. This argument is indeed 
generally consistent with the patterns of runoff coefficients shown in Figure 2.3 for the 
two watersheds.  
2.4.1.2. Model analysis 
The previous section examined the relationship between the temporal patterns of 
runoff and climatic drivers. The question that remains is, can the patterns in runoff 
coefficients be explained in terms of climatic forcing alone, and if not, are there other 
explanations? Existing data is not rich enough to answer these questions: we therefore 
need the perspectives that can be provided by a model. In this section we will attempt to 
elucidate these questions with the use of the THREW model, i.e., through numerical 
experiments carried out with THREW. In this way, we hope to gain a deeper 
understanding of the physical causes for these patterns, including the differences and 
similarities between the two watersheds. For brevity, we will not present the details of 
THREW and its application, including methods of parameter calibration, since these have 
been described in previous articles, including the accompanying paper by Tian et al. 
(2009).  
Runoff generation in catchments is a result of event scale interactions between 
precipitation variability and landscape structure and heterogeneity. The three main 
mechanisms of runoff generation, i.e., infiltration excess overland flow (Hortonian), 
saturation excess overland flow (Dunne), and  subsurface stormflow, are already 
incorporated into the baseline version of the THREW model. However, application of the 
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model to specific catchments may reveal not only the operation of these dominant runoff 
processes, but also expose deficiencies in the model to capture these and other 
abstractions at the land surface that are not captured in the baseline model, which might 
also contribute to the observed variability of runoff response.  
In this study, for a start, we use the model to explore three additional abstractions 
that may be present in the Illinois and Blue watersheds, which may be needed to explain 
deficiencies in the current model structure that may be reflected as biases in model 
predictions of runoff: canopy interception loss, storage in ground surface depressions and 
loss of water in shrinkage soil cracks. The details of the modeling of these abstraction 
processes are given in Tian et al. (2009) and will not be repeated here. In order to clearly 
show the effects of each of these additional processes separately, we implement the 
baseline model to the two basins in parallel, and perform manual calibration of all 
associated parameters until the model performance cannot be improved significantly 
anymore. We then include each of the three abstraction processes into the model 
separately, evaluate any improvements. Later on we will present a numerical experiment 
where all three processes are included and the model recalibrated. For the present, no 
additional calibration is carried out with respect to the parameters of the baseline model – 
those parameter sets obtained by calibration during the baseline simulations (for both the 
Blue River basin and Illinois River basin) will be retained during these numerical 
experiments. Literature values are used for the new parameters introduced to simulate the 
additional abstraction processes. Our objective is mainly to gain insight into the “net” 
effect of each additional process.  
The study period for this model application is 10/01/1995 - 09/30/2006. With the 
first year used as a warming-up period (10/01/1995 - 09/30/1996), the baseline model is 
manually calibrated over the remaining 10-year period until model performance cannot 
be significantly improved, i.e., Nash-Sutcliffe efficiency close enough to unity, the 
percent bias (PB, defined by Ivanov et al. (2004) as the ratio of the difference in runoff 
volume between simulated and observed runoff to the observed runoff volume during the 
same period) close to zero. Besides Nash-Sutcliffe efficiency and PB, however, other 
target metrics are also used in our calibration, such as regime curves and flow duration 
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curves at both the outlet and interior flow stations. Since our major goal of using 
THREW model here is to gain insights into the physical mechanisms underlying the 
spatio-temporal patterns of runoff response, rather than for making predictions, manual 
calibration is deemed more suitable for learning step by step from the model than 
automatic calibration.  The principal parameters subject to manual calibration are listed in 
Table 2.1. In the Blue River basin, we achieved a Nash-Sutcliffe efficiency of 0.58 and 
PB of 5% (for the outlet station). In the Illinois River basin, the resulting Nash-Sutcliffe 
efficiency is 0.68 and PB is -1% (for the outlet station). These are not worse than other 
previously published modeling results in the same basins, e.g., Ivanov et al. (2004). And 
the simulated regime curves and flow duration curves also satisfactorilymatched the 
observed ones. The resulting calibrated parameters are listed in Table 2.2 and Table 2.3. 
As a spatially distributed model, THREW has the flexibility to allow spatially 
distributed parameters, i.e., different parameters for different REWs. In the Illinois River 
Basin, interestingly, all the parameters are applied uniformly for all the REWs and the 
predictions are relatively satisfactory at the interior streamflow gauges (not shown). This 
is mainly due to the fact that the spatial heterogeneity of both the climatic forcing and 
landscape properties has already been incorporated, which are major causes of the spatial 
heterogeneity in runoff response. In the Blue River Basin, however, the coefficient 
KKD involved in the estimation of subsurface stormflow (see Table 2.2) is allowed to be 
variable within the Blue River basin as a tentative effort to account for significant 
variation of baseflow contribution from upstream to downstream. The other parameters 
are applied uniformly. Subsurface stormflow in THREW is given by:  
                                    KKAssg ZyKSKKDR )/(⋅⋅⋅=                               (1) 
where sy  is the depth of the s-zone. Z  is the total soil depth. sK  is hydraulic 
conductivity. S  is topographic slope. KKD   is a proportionality constant and KKA  an 
exponent. It is reported that additional discharge from the regional groundwater system 
joins the upper reaches of the Blue River system, and contributes to the baseflow (see fact 
sheet put out by the Oklahoma Water Resources Board, 2003; Fabian, 2008). In this 
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study, three different values of  KKD  have been assigned to the REWs within the Blue 
River basin. The highest value is assigned to the part overlapping with the Arbuckle-
Simpson aquifer. A medium value is assigned to the part overlapping with the Edwards-
Trinity aquifer. The remainder is assigned the lowest value of KKD . The adoption of 
spatially variable KKD  values should not be regarded as a substitution for the detailed 
simulation of the coupling between surface water and groundwater systems, which is 
beyond the scope of this study. Rather, it is a reflection of process heterogeneity: 
subsurface flow process alone can not account for the spatial variability of baseflow in 
the Blue River Basin. Consequently, considerable caution must be exercised when 
interpreting the spatial pattern of runoff components in Blue River Basin. 
The simulation results from the baseline model are presented in Figure 2.5 in 
terms of intra-annual variations of the mean fractions of the three runoff generation 
mechanisms and mean monthly (total) runoff. Comparison of the partitioning of predicted 
runoff into its components (and expressed as a ratio of the total) indicates that there is 
substantial infiltration excess (Hortonian) runoff generated in Blue (especially during the 
dry periods), whereas it is negligible in Illinois watershed throughout the year. Saturation 
excess (Dunne) mechanism occurs in Illinois throughout the year whereas in Blue it 
dominates only in the wet periods. The mean monthly variations of total runoff (regime 
curve) are very different between the two watersheds, with Blue exhibiting a sharp 
reduction in the April to May period, which is also reflected in the event runoff 
coefficients estimated from observed data. 
Figure 2.5, more importantly, also shows the effects of each additional abstraction 
process, namely canopy interception loss, storage in ground surface depressions and loss 
of water in shrinkage soil cracks. During storm events the vegetation canopy, when 
present, intercepts and stores a part of the rainfall, and loses it later through direct 
evaporation from the canopy. This amount of rainfall loss could be significant factor in 
watershed water balance, especially in densely forested environments (Van Dijk and 
Bruijnzeel, 2001; Deguchi et al., 2006). Canopy interception capacity is affected mainly 
by vegetation characteristics, which determine the capacity of the vegetation to 
temporarily store water on its leaves, branches and stems. Storm event characteristics 
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such as frequency, duration and event rainfall depth also have significant impact on the 
total interception loss in a year. Assuming the plant leaves are dry before each storm 
event, i.e., initial interception storage is zero, the rainfall loss due to the interception will 
be greatest at the beginning of the event, and will be negligible once the canopy storage 
capacity is reached. In many cases, instantaneous rainfall intensity is low at the beginning 
of an event, and reaches high values in the middle of the event. Consequently, even if 
canopy interception decreases effective rainfall volume, it may not affect runoff 
generation when instantaneous rainfall intensity is high. Hortonian runoff (overland flow) 
is generated only when rainfall intensity is high enough to exceed the local infiltration 
capacity. Therefore, the impact of canopy interception losses on Hortonian overland flow, 
when it does occur, may not be very large. The impact of canopy interception on Dunne 
overland flow generation, on the other hand, which is governed by rainfall volume, could 
be relatively more significant. In this work, for simplicity, the canopy interception 
capacity, the capacity of the canopy to hold intercepted rainfall, is assumed to be linearly 
proportional to LAI (Leaf Area Index). LAI values are obtained from MODIS/Terra 
dataset, and the maximum storage capacity of a single leaf is taken as 0.5mm for both of 
the basins. For more details about the model we use for canopy interception, refer to the 
paper by Tian et al. (2009). The LAI is relatively high during the April – October period 
due to vegetation growth. In the Blue River basin, the impact of canopy interception on 
runoff generation is not discernible at any time during the year, as shown in Figure 
2.5(b1), perhaps due to combined effect of the runoff components and the smaller values 
of the LAI. In the Illinois River basin, the impact of canopy interception is discernible in 
the May – September period when the LAI is large and Dunne overland flow is relatively 
significant, as shown in Figure 2.5(b2). On the other hand, in the November-March 
period, the introduction of interception loss does not alter the runoff, mainly because the 
LAI values are low. 
Ground surface depressions act essentially as a surface reservoir with a significant 
storage capacity. In THREW this storage capacity of surface depressions is treated as a 
uniform depth over the entire REW. During a storm event, surface depressions collect 
runoff generated upslope of them, so this part of the runoff will not flow all the way to 
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the channels, but will re-infiltrate into the soil or directly evaporate instead. The re-
infiltrated water will contribute to the increase of soil moisture or rise of water table, and 
subsequently contribute to increased subsurface flow, Dunne overland flow or eventual 
evapotranspiration. Although it is difficult to know the exact spatial distribution of 
surface depressions, if assuming them to be uniformly distributed in space, it is not 
difficult to infer that the likelihood of surface runoff generated upslope being trapped in 
surface depressions will depend on the travel distance from the point of its generation to 
the nearest stream channel. The longer the travel distance, the larger is the likelihood that 
it will encounter a depression along the way and be trapped in it. Saturation areas that 
contribute to the generation of Dunne overland flow are adjacent to the channels, and the 
average travel distance in this case is much smaller than that of Hortonian runoff 
generated far away from the channels. Hence the probability of Hortonian runoff being 
trapped by surface depressions is larger than that of Dunne overland flow. Moreover, if 
Hortonian runoff is trapped into these surface depressions, it will be transformed into 
infiltration and/or evaporation. The infiltrated part will increase soil water storage, i.e., 
increase soil moisture and water table elevation. In the dry season when the evaporation 
is water-limited, the increased soil water storage will lead to an increase in evaporation 
due to increased available water. In the wet season, however, when the evaporation is 
energy-limited, the increased soil water storage will contribute to an increase in the 
saturation area, which leads to an increase of Dunne runoff generation or subsurface 
stormflow during subsequent rainfall events. Thus surface depressions may have the net 
effect of trapping the Hortonian runoff and redistributing the bulk of this stored water to 
evaporation during the dry season, or to subsurface stormflow and Dunne overland flow 
in the wet season. As shown in Figure 2.5(c), in the Blue River basin, the Hortonian 
runoff generated in the dry season, such as over the June – October period, has been 
significantly reduced and probably transformed into evaporation, i.e., the total runoff 
generation is decreased. Hortonian runoff generated in the wet season, February for 
example, has also been significantly reduced, but is instead transformed into Dunne 
overland flow or subsurface stormflow, so the total volume of runoff generation is almost 
unaffected. In the Illinois River basin, the introduction of surface depressions has made 
very little change to the breakdown of total runoff into the various runoff components. 
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Soil cracks are caused by non-uniform shrinkage of clay soils as they dry – when 
the drying front propagates down, the cracks follow, opening up and expanding the 
overall volume of cracks (Arnold et al., 2005). Once the soil cracks open up, their impact 
on runoff generation is similar to that of surface depressions, i.e., reduction of total runoff 
generation through the trapping of Hortonian runoff generated elsewhere. The volume of 
soil cracks is a dynamic function of soil moisture, and is governed by the percentage of 
clay in the soil, which determines the shrinkage and swelling characteristics of soils. 
These contribute to differences in their treatment in the runoff modeling, as compared to 
the treatment of ground surface depressions in previous sections: (i) soil cracks only 
occur in clay dominated soils, whereas surface depressions could exist on top of any soil, 
either naturally or as a result of human actions; and (ii) soil cracks open up when soil 
moisture falls below a threshold value, and they close off when soil moisture increases 
past the same threshold value, but only after time lag, leading to hysteresis in the 
relationship between volume of soil cracks and soil moisture content. Soil cracks appear 
mainly in the dry season between storm events, whereas surface depressions could be 
present, independent of soil moisture or season, unless affected by human interference. 
Therefore, soil cracks tend to affect Hortonian runoff only in the dry season. And spatial 
heterogeneity of soil moisture can cause heterogeneity in the volume of soil cracks as 
well. For example, the volume of soil cracks will be smaller near the riparian zone due to 
persistence of high soil moisture, and may be much larger far from away from the 
riparian zone where the surface soil moisture content is much less and highly variable.  
Figure 2.5(d) presents the results of THREW simulations with shrinkage cracks 
included for the Blue River basin. Note that the details of the modeling of shrinkage 
cracks in THREW has already been presented in the companion paper by Tian et al. 
(2009), and will not be repeated here. Introduction of shrinkage cracks have only a 
negligible impact in the Illinois River basin due to two reasons: 1) clay content is much 
lower here, so the tendency for soil cracks to form is much less, and 2) Hortonian runoff 
was a minor component of total runoff generation in the first place. For these reasons, it 
was decided not to perform an independent simulation of the effects of soil cracks in the 
Illinois River basin. On the other hand, the effect of shrinkage cracks is significant in the 
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Blue River basin, due to the high clay content of the soils (Smith et al., 2004; Arnold et 
al., 2005) and the higher propensity for Hortonian overland flow generation. The results 
of simulations involving soil cracks are presented here. Compared to the baseline 
simulations presented in Figure 2.5(a1), with the introduction of soil cracks, total runoff 
has been reduced significantly, mainly through the elimination of Hortonian runoff, 
especially in the period of July – October. On the other hand, there is very little change in 
the winter (wet) period. 
Next we conducted numerical experiments with the complete model version (i.e., 
with all three abstraction processes included), and the results are shown in Figure 2.6, 7 
and 8. In this case, the key parameters are re-calibrated manually in order to make the 
values of Nash-Sutcliffe efficiency close to unity and PB close to zero. Tables 2.2 and 2.3 
give the recalibrated parameters. Notice that most of the parameters remain the same, and 
only the spatially heterogeneous coefficient for exfiltration capacity, EFLα , which 
constrains water availability for evapotranspiration, has been modified during the 
recalibration. Comparison of the results in Figures 2.5 and 2.6 shows that, in the Blue 
River basin, ground surface depressions and soil cracks each have significant impacts on 
runoff generation through their effect of eliminating or redistributing Hortonian runoff. In 
the Illinois River Basin where Dunne runoff and subsurface stormflow always dominate, 
ground surface depressions and soil cracks each have negligible effect on runoff 
generation. In the Blue River basin, the model results suggest that Hortonian runoff is 
dominant on hillslopes during the dry season (as shown in Figure 2.5), but during its 
journey to the channel after generation it has been eliminated by ground surface 
depressions or soil cracks, and partially transformed into Dunne runoff, subsurface 
stormflow, or evaporation (as shown in Figure 2.6). Such runoff-runon losses are minor 
in the Illinois River basin due to the insignificance of Hortonian overland flow. Note that 
the model results by Ivanov et al. (2004) also suggest a significant presence of Hortonian 
runoff in the Blue River basin.  
Figures 2.7 and 2.8 present a comparison of predictions of total runoff by the 
model against observed runoff in the Blue River and the Illinois River basins, 
respectively. They also include separate presentation of several internal variables that can 
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help us to interpret the model predictions of runoff. These include: water table depth, 
unsaturated zone soil moisture content, observed event runoff coefficients, and a 
breakdown of total predicted runoff into infiltration excess, saturation excess and 
subsurface stormflow. The results presented in Figures 2.7 and 2.8 demonstrate 
considerable similarity (partly a reflection of the common model structure), and 
differences. Firstly, the Blue River basin produces much more infiltration excess runoff 
than Illinois, owing to differences in soil texture – e.g., Blue has soils with much higher 
clay content. Secondly, subsurface stormflow is much more dominant and persistent (i.e., 
occurs right through the year, including dry periods) in Illinois compared to Blue. Again, 
this is due to the more permeable soils, which enable more of the rainfall to percolate 
deeper than the root zone. Possibly, this may also be due to the rainfall being higher than 
potential evaporation in the Illinois River basin during the transition period between 
winter and summer (March to May).  
In both watersheds, much of the intra-annual and inter-annual variability of total 
runoff, its three components and also event runoff coefficients, are closely connected and 
in phase with the variability of water table depth. Peaks of runoff in each year, peak 
runoff coefficients and soil moisture are all aligned with highs of water table elevation. 
Occurrence and magnitude of saturation excess runoff is related to the height of water 
table above some datum.  However, there are substantial differences between the two 
watersheds in terms of the within-year and between-year variability of water table depth. 
Illinois exhibits fairly regular seasonal variability of water table depth, whereas Blue 
exhibits much more irregular within-year variability and stronger between-year 
variability. These are also manifested in the differences between the watersheds in terms 
of the variability of total runoff within the year and between years, as shown in Figures 
2.7 and 2.8, and also in Figure 2.4. 
2.5. Diagnostic analysis of spatial patterns of runoff generation  
The results presented in previous sections focused on the impacts of climatic 
forcing and landscape properties on the temporal variability of runoff generation only, by 
viewing each basin as a lumped entity. In this section, we go further and look deeper into 
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the interior spatial variability of runoff responses within the two study basins, and further 
explore the impacts of spatial heterogeneity of landscape properties, especially soil 
hydraulic properties and topographic slope (note: there is very little climatic variability 
within the basins). Such analysis is made possible by the fact that THREW is in fact a 
spatially distributed model, albeit at the scale of REWs, and can therefore handle 
between-REW variability of both climatic and landscape properties.  
Here we revisit Figure 2.2 which presents the spatial patterns of key landscape 
properties within the two basins that have an important bearing on the runoff processes. 
The clay content is an important index which is intimately related to soil hydraulic 
properties, such as the saturated hydraulic conductivity. In general, high clay content 
indicates low hydraulic conductivity. This is confirmed by the average hydraulic 
conductivity values obtained from the STATSGO database (not shown). In general, the 
Blue River basin has higher clay content, with significant and fairly random internal 
heterogeneity. In the middle part of the Blue River basin, low and high clay content 
values exist alternatively. The Illinois River basin has generally lower clay content, 
generally more uniform than Blue, with the internal heterogeneity showing some 
systematic trends (clay content values generally decreasing with increasing stream order). 
The clay content values in the southern part of Blue are generally higher than those in its 
northern part, and those REWs in the middle have the lowest clay content values. In 
Illinois, it is in the south-eastern corner of the watershed, away from the outlet, that the 
highest clay content values are exhibited, and the REWs near the catchment outlet have 
the lowest clay content values.  
It is shown in Figure 2.2(b) that the spatial variability of topographic slope in 
Blue is quite random, although the lower half of the watershed is marginally steeper than 
the upper half. Illinois exhibits much more systematic variability, with slopes showing a 
systematic and substantial increase with increasing stream order (except for the south-
east corner of the watershed). Figure 2.2(c) shows the confined aquifer systems 
underlying the two basins. At the late stage of DMIP2 project, concerns were raised that, 
in the Blue River basin, there are significant interactions between surface water and 
regional groundwater system (see fact sheet put out by the Oklahoma Water Resources 
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Board, 2003; Fabian, 2008).  On the other hand, in the Illinois River basin, since most of 
it is overlapping with the Ozark Plateaus aquifer system and regional groundwater 
contribution to streamflow is negligible.  
We begin the discussion of the spatial patterns of runoff generation with a 
presentation of the spatial variability of annual runoff coefficient, as shown in Figure 2.9. 
The results show that, in addition to considerable random heterogeneity, there are also 
systematic trends in the runoff ratio. In Blue runoff coefficient generally increases 
southwards towards the outlet, whereas in Illinois the highest runoff coefficients are 
found in the south-east corner of the watershed and there is a general decreasing trend 
towards the outlet. Interestingly one can see noticeable correlations between these 
patterns and the patterns of slope and clay content that were presented in Figure 2.2 (a) 
and (b).  
In order to gain a full causal understanding of these patterns, we present the 
partitioning of the total runoff into its three major components, as predicted by the 
THREW model. Figure 2.10 presents patterns of three volumetric runoff fractions, i.e., 
the fraction of total runoff volume generated by each of the three runoff generation 
mechanisms during the 10/01/1996~09/30/2006 period. Figure 2.10(a) shows that the 
spatial pattern of Hortonian runoff fraction is primarily governed by the spatial 
heterogeneity of clay content, which is closely related to the surface saturated hydraulic 
conductivity. The clay content is generally low in Illinois, meaning that hydraulic 
conductivity is high, and hence the fraction of Hortonian runoff is close to zero. Even in 
the Blue River basin, with generally higher clay content values, Hortonian runoff is 
significant only within a small part of the watershed with clay content values exceeding a 
threshold value of about 0.34.In other words Hortonian runoff is highly localized in this 
small region only.  
Figures 2.10(b) and (c) present the spatial patterns of the runoff fractions of 
saturation excess runoff and subsurface stormflow, which exhibit an apparent 
competition between each other, and the roles of both clay content (and hence of 
hydraulic conductivity) and topographic slope. In particular, a combination of high clay 
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content and smaller topographic slope increases the fraction of saturation excess runoff at 
the expense of subsurface stormflow, and vice versa. This is especially dramatic in 
Illinois basin. From Figure 2.9 we know that the clay content decreases towards the 
watershed outlet and with increasing stream order, leading to a corresponding increase of 
saturated hydraulic conductivity. Interestingly, topographic slope showed roughly the 
same trend as the hydraulic conductivity, both of which contribute to an increase in 
drainage capacity and thus an increase of the subsurface stormflow fraction, which 
provides a convincing explanation for the trends shown in Figure 2.10(b) and (c). 
Conversely, the combination of high clay content (and hence small hydraulic 
conductivity) and lower topographic slopes reduce the drainage capacity of the REWs, 
leading to a higher accumulation and persistence of water storage in the saturated zone, 
which contributes to larger fraction of saturated areas and increased saturation excess 
runoff, which is also reflected in the patterns shown in Figures 2.10(b) and (c). These 
results confirm the conclusions of previous theoretical studies, obtained using previous 
versions of the same model, and presented in Reggiani et al. (2000) and Yokoo et al. 
(2008).   
The competition between saturation excess runoff and subsurface stormflow, and 
the role of clay content (or hydraulic conductivity) and topographic slope, are also 
manifested in the Blue River basin. However, the resulting patterns are much more 
random due to the more random distributions of slope and clay content, and the complex 
interactions between the groundwater and surface water systems. In the next section we 
further explore these landscape controls on the heterogeneity of the runoff generation 
responses across all the REWs constituting each watershed by relating the estimated 
volume fractions of each of the three runoff generation mechanisms separately against the 
saturated hydraulic conductivity and against topographic slope. In order to highlight 
coherent patterns in these results, the REWs in each watershed are organized into five 
groups on the basis of on spatial patterns of clay content and topographic slope (Figure 
2.2), and recognizing the systematic spatial patterns of dominant runoff generation 
mechanisms presented in Figure 2.10. The spatial organization of these five groups and a 
summary of their characteristic or dominant features, are presented in Figure 2.11. The 
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organization of the results presented in Figures 2.12 and 2.13 will recognize the 
organization of these five groups in each case.  
Figure 2.12 presents the three runoff fractions as a function of the average surface 
hydraulic conductivity used in the model for each REW. In the Blue River basin, 
saturated hydraulic conductivity values ranged from very low (close to zero) to 2.0 x 10-
5m/s, whereas Illinois soils have lower clay content and the saturated hydraulic 
conductivity values are higher and in the range 1.0x10-5 to 2.5 x 10-5m/s. In the Illinois 
River basin, because of the absence of Hortonian runoff, saturation excess overland flow 
and subsurface stormflow dominate the total runoff. The competition between saturation 
excess runoff generation and subsurface stormflow is clearly manifested, as shown in 
Figure 2.12(b2) and (c2): increase of hydraulic conductivity leads to an increase of 
subsurface stormflow and a decrease of saturation excess runoff.  
The above situation continues to hold in the Blue River basin too, except that the 
pattern is complicated by two factors. Firstly, due to high clay content values (and low 
hydraulic conductivities), a number of REWs are dominated by Hortonian overland flow, 
and subsurface stormflow is negligible there. Considering the range of rainfall intensity 
values to be expected in these basins, there appears to be a threshold value of hydraulic 
conductivity, about 5x10-6m/s. Hortonian runoff is generated only in REWs with 
saturated hydraulic conductivity values smaller than this threshold, as shown in Figure 
2.12(a1). In the remaining REWs, the competition between saturation excess runoff and 
subsurface stormflow still holds, except that these are compounded by the geologically 
controlled variations of subsurface aquifer properties. As mentioned before, as an initial 
effort to reflect the surface water-groundwater interaction, we assigned three separate 
values of KKD  within the Blue River basin, i.e., the basin is divided into three parts 
based on geology. The dots denoted as Group 1 in Figures 2.12(b1) and 2.12(c1) 
represent REWs located in the upper part of the watershed (overlapping with the 
Arbuckle-Simpson formation as shown in Figure 2.2(c1). The highest value of KKD  has 
been assigned to REWs belonging to Group 1 due to the fact that regional groundwater 
system is assumed to discharged into the river reaches in this region. The dots denoted as 
Group 3 in Figures 2.12(b1) and 2.12(c1) represent REWs located in the middle part (and 
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overlapping with the Edwards-Trinity formation as shown in Figure 2.2(c1), and assigned 
with medium values of KKD . The remaining points (Groups 2, 4, 5) represent REWs 
within the downstream part of the watershed, which are assigned the lowest values of 
KKD . In each case, but separately, the subsurface stormflow fraction increases and 
saturation excess runoff fraction decreases with increase of hydraulic conductivity, 
although the relative magnitudes are governed by the chosen values of KKD . 
Figure 2.13 presents corresponding results, except that in this case the various 
runoff fractions are plotted against the average topographic slope in each REW. In spite 
of more scatter, the trends are still clear in the case of the Illinois River basin, whereas 
the picture in Blue is much more confused due to the heterogeneity highlighted before, 
and the fact that significant Hortonian runoff occurs in this watershed. One can see from 
Figure 2.2 that in Illinois River basin, topographic slope and soil hydraulic conductivity 
co-vary, increasing slope in the downstream direction is accompanied by a decrease of 
clay content (and hence increase of hydraulic conductivity). Therefore, the results in 
Figures 2.12 and 2.13 together suggest that the soil hydraulic conductivity and 
topographic slope, separately and in combination, impact on the fractions of runoff due to 
Hortonian and Dunne overland flow and subsurface stormflow. As mentioned before, 
these results are consistent with the theoretical findings of Reggiani et al. (2000) and 
Yokoo et al. (2008), and need to be confirmed through detailed field investigations. 
The last question of interest is how the spatial variability of runoff generation 
responses between the REWs of each watershed propagates through the basin to the 
outlet? There are two parts to this question: (i) the impact on the aggregated runoff 
coefficient of nested watersheds of increasing size, i.e., the scaling of the runoff 
coefficient, and (ii) the impact on the hydrograph shape, especially at the event scale. The 
capability of THREW to successfully predict the distributed runoff response in the 
Illinois River basin permits such kinds of spatial analysis. In this chapter we will limit 
ourselves to the scaling of runoff coefficient, whereas the routing response will be 
addressed in a subsequent publication.  
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Figures 2.14 and 2.15 present the runoff coefficients (ratio of total runoff to 
precipitation) as a function of increasing drainage area for the Blue and Illinois River 
basins. The runoff coefficients are estimated at the annual scale, as well as for two 
individual months: March (wet) and September (dry). At the small end, the drainage 
areas are the same as REWs or first order watersheds. Larger drainage areas draining 
higher order streams represent aggregation of a number of upstream REWs. One can see 
in Figure 2.14 that, within Blue, there is considerable variability of runoff coefficients for 
drainage areas less than about 200 km2. This variability reflects the variability of runoff 
generation mechanisms between the REWs arising from the heterogeneity of soil 
hydraulic conductivity and topographic slope. Beyond this threshold area, however, the 
runoff coefficients become somewhat more stable and less variable, highlighting some 
kind of averaging of the highly heterogeneous responses at smaller scales. One does, 
however, see a systematic increasing trend in the runoff coefficients with increasing 
drainage area, especially under wet (March) conditions, and at the annual scale. This 
trend is weak or nonexistent under dry (September) conditions. The increasing trend is 
likely to be a reflection of increasing trend in the annual runoff coefficient towards the 
catchment outlet seen in Figure 2.9(a). Figure 2.15 shows very much similar behavior in 
the Illinois River basin, except that the stabilization of the between watershed variability 
appearing at somewhat larger spatial scales, i.e., 500km2. At small watershed scales the 
runoff coefficients show an increasing trend going from south-east to north-east (Groups 
1 to 4), reflecting the spatial patterns presented in Figure 2.9(b). However, in this case, 
beyond 500km2 there does not appear to be any trend in the runoff coefficients with 
increasing drainage area.  
Figures 2.14 and 2.15 present the analyses of runoff coefficients for two months 
(March, September) and at the annual time scale. This trend remains valid even for 
individual storm events that happened during the wet and dry seasons (not presented here 
for reasons of brevity). Seasonal variability in runoff coefficient is mainly driven by 
climatic forcing, whereas the spatial variability is controlled by landscape properties in 
general and soil properties in particular. The consistency of such spatial variability, 
across the wet and dry months, at the annual scale, and also at the event scale, implies the 
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dominance of landscape properties alone on the spatial scaling behavior of runoff 
generation response in the Illinois River basin.  This consistency of spatial trends was 
conspicuously absent in the Blue River basin, which suggests that the spatial 
heterogeneity of runoff generation mechanisms was highly dependent upon the strength 
(intensity, depth) of the rainfall events, and antecedent soil moisture conditions. 
2.6. Discussion and conclusions 
In this chapter we have presented the results of a comparative diagnostic study of 
two DMIP2 test basins located in Oklahoma, helping to interpret the differences and 
similarities in the runoff generation responses in terms of differences and similarities in 
climate and landscape properties. The comparative diagnostic analysis was carried out 
with the use of a spatially distributed model, THREW, and involved the use of a number 
of signatures of runoff variability at various scales.  
At the event scale, data analysis showed that, in both basins, observed event 
runoff coefficients are higher in the wet season, and lower in the dry season, with the 
Blue River basin switching from high to low runoff coefficients in the space of less than a 
month. The corresponding variation in the Illinois River basin was more gradual. 
Analysis of mean monthly variation of runoff (regime curve) also showed a similar 
behavior: switching behavior in the Blue River basin and a more gradual variation in the 
Illinois River basin. Elucidation of observed monthly variation of runoff in the two 
watersheds revealed major differences. Both the intra-annual and inter-annual 
variabilities are stronger in Blue compared to in the Illinois River basin. This can be 
attributed to corresponding stronger intra-annual and inter-annual variability of 
precipitation in the Blue River basin. The larger and more persistent precipitation in the 
March to May period (in relation to potential evaporation) in the Illinois River basin leads 
to more persistent runoff in the transition period between winter and summer. The 
relative strengths of seasonality of precipitation and potential evaporation and phase 
difference are major contributors to differences in runoff generation responses of the two 
watersheds.  
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Simulations with the THREW model helped to understand the differences 
between the two watersheds in terms of the underlying climatic and landscape controls. 
Application of the model indicated potential differences in the breakdown of runoff 
coefficients between the two catchments. In particular, the lower permeability due to the 
higher clay content in the soils of the Blue River basin led to the potential generation of 
significant amounts of infiltration excess runoff. Due to more permeable soils, the 
potential for infiltration excess runoff is much less in the Illinois River basin.  
Besides the impacts of climatic forcing, the impacts of land surface processes on 
runoff generation have been investigated with the model. Three surface abstraction 
processes have been examined: (i) ground surface depressions, (ii) canopy interception 
loss, and (iii) soil shrinkage cracks. The individual and combined effects of these 
processes on runoff generation were explored and compared between the two basins. It is 
found that in the Blue River basin, due to the low infiltration capacity and high clay 
content, surface depressions and soil cracking each may have a significant impact on 
runoff generation, especially in the dry season, through their ability to truncate or 
altogether eliminate Hortonian runoff. In the Illinois River basin, neither surface 
depressions nor soil cracking has discernable impact on runoff generation. Canopy 
interception does affect runoff generation in both basins, but not significantly.  
The spatial patterns of runoff generation within each basin have also been 
investigated in a comparative way, which provided greater insights into the combined 
runoff generation responses at the watershed scale. It is found that in both basins, the 
spatial variability of runoff generation is dominated by the spatial heterogeneity of 
landscape properties, especially soil hydraulic properties, through their control on the 
surface abstraction and subsurface drainage processes. Different parts of the Blue River 
basin are underlain by three different aquifer systems. The spatial patterns of runoff 
response are complicated by the complex interactions between surface water and deep 
groundwater, governed by these geologic variations. The Illinois River basin, on the other 
hand, lies on top of one uniform aquifer, and spatial variability of runoff generation is 
dominated primarily by the spatial variability of hydraulic conductivity of surface soils, 
and to lesser extent by the variability of topographic slope, through their effects on the 
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competition between subsurface stormflow and saturation excess runoff. This dominance 
of soil hydraulic conductivity is shown to be consistent across different temporal scales, 
be it event, monthly or annual, especially in the Illinois River basin.  
The work is an example where diagnostic analysis with the use of a physically 
based distributed hydrologic model has enabled: 1) the exploration of a number of 
physical processes, as potential explanations of signatures of runoff variability extracted 
from observed data, and 2) the investigation of spatial variability of runoff generation 
responses. The analyses have also highlighted significant differences between the 
responses of the two catchments. These model based comparative diagnostic analyses 
have also enabled us to generate valuable insights into the climatic and landscape 
controls on runoff generation responses. In spite of the value of these insights, it is 
recognized that ultimately these have been generated through the application of a 
relatively simple distributed hydrological model. None of the predicted spatial patterns of 
runoff generation responses, although highly plausible, can be confirmed using existing 
field data. The lack of fine scale (both time and space) rainfall-runoff data prevents 
confirmation of these model generated insights. There is clearly a need for detailed field 
studies to verify the model predictions presented in this chapter – this is left for further 
study. The model predictions can also be supported through the use of more detailed 
(finer scale) simulation models, provided that the necessary parameters for the 
application of these models can be estimated through more detailed mapping of soils and 
topography. Finally, the work shows the value of physically based models in highlighting 
the key roles played by climate, soils and topography, provided information about these 
are readily available. 
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Table 2.1.  Description of the principal parameters in THREW model 
* These three parameters are not included in the baseline simulation, but introduced into 
the model later. 
Symbol UnitDescription Default value 
tn  - Manning roughness coefficient for hillslope, pick up fromliterature according to land use and vegetation type 
Refer to field 
measurement 
rn  - Similar to tn , roughness coefficient for channel  Refer to field measurement 
KKA  - 
Coefficient to calculate subsurface flow in 
KKAs
sg ZyKSKKDR )/(⋅⋅⋅= where sy  is depth of s-zone, 
Z  is total soil depth, sK  is hydraulic conductivity, S  is 
topographic slope.  
1.0 
KKD  - See description for KKA   1.0 
B  - Shape coefficient to calculate the saturation excess runoff areafrom Xin'anjiang model (Zhao, 1992).   
WM  m Spatial averaged tension water storage capacity in Xinanjiang model (Zhao, 1992)  
vk  - 
Ratio of potential evapotranspiration over potential
evaporation 1.1 
kβ  - 
Coefficient to calculate unsaturated hydraulic conductivity in 
( ) KusK K s β=  1.0 
ψβ  - Coefficient to calculate matrix potential in ( )ua s ψβψ ψ=  1.0 
trα  - Spatial heterogeneous coefficient for flow flux between t-zone and r-zone 1.0 
u
vzα  - Spatial heterogeneous coefficient for flow velocity of u-zone 1.0 
usα  - Spatial heterogeneous coefficient for flow flux between u-zone and s-zone  1.0 
EFLα  - Spatial heterogeneous coefficient for exfiltration capacity  1.0 
IFLα  - Spatial heterogeneous coefficient for infiltration capacity 1.0 
Fmax * m Ground surface depression storage capacity 0.01 
vα * m maximum rainfall depth a single leaf can intercept and hold 0.0005 
κ * - 
Empirical coefficient used in 0.0012dp e Zχ κ −= to estimate the 
potential crack volume of the soil layer, where Z  is the 
thickness of the soil layer which is assumed here to be total 
depth of the unsaturated zone, d is the depth to the middle of 
the soil layer (mm), i.e. d=0.5Z 
1.5 
 
 
50
Table 2.2. Principal parameters in THREW model for Blue River Basin 
          * This parameter is allowed to vary between REWs on the basis of the underlying 
geology.  
 
 
 
symbol unit Baseline Surface Depressions
Canopy 
Interception Soil Cracking combined
tn  - 0.3 0.3 0.3 0.3 0.3 
rn  - 0.2 0.2 0.2 0.2 0.2 
KKA  - 5.5 5.5 5.5 5.5 5.5 
KKD (*) -      
B  - 0.34 0.34 0.34 0.34 0.34 
WM  m 0.35 0.35 0.35 0.35 0.35 
vk  - 1.1 1.1 1.1 1.1 1.1 
kβ  - 1.0 1.0 1.0 1.0 1.0 
ψβ  - 1.0 1.0 1.0 1.0 1.0 
trα  - 1.0 1.0 1.0 1.0 1.0 
u
vzα  - 1.0 1.0 1.0 1.0 1.0 
usα  - 1.5 1.5 1.5 1.5 1.5 
EFLα  - 18.0 18.0 18.0 18.0 6.0 
IFLα  - 0.3 0.3 0.3 0.3 0.3 
Fmax m 0 0.015 0 0 0.01 
vα  m 0 0 0.0005 0 0.0005 
κ  - 0 0 0 1.5 1.5 
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Table 2.3. Principal parameters in THREW model for Illinois River Basin 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
symbol unit Baseline Surface Depressions
Canopy 
Interception Soil Cracking combined
tn  - 0.4 0.4 0.4 0.4 0.4 
rn  - 0.2 0.2 0.2 0.2 0.2 
KKA  - 3.0 3.0 3.0 3.0 3.0 
KKD  - 0.03 0.03 0.03 0.03 0.03 
B  - 0.28 0.28 0.28 0.28 0.28 
WM  m 0.31 0.31 0.31 0.31 0.31 
vk  - 1.1 1.1 1.1 1.1 1.1 
kβ  - 1.0 1.0 1.0 1.0 1.0 
ψβ  - 1.0 1.0 1.0 1.0 1.0 
trα  - 1.0 1.0 1.0 1.0 1.0 
u
vzα  - 1.0 1.0 1.0 1.0 1.0 
usα  - 1.5 1.5 1.5 1.5 1.5 
EFLα  - 9.0 9.0 9.0 9.0 7.0 
IFLα  - 0.1 0.1 0.1 0.1 0.1 
Fmax m 0 0.015 0 0 0.015 
vα  m 0 0 0.0005 0 0.0005 
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Figure 2.1. Locations of Blue River at Blue and Illinois River near Tahlequah  
 
Blue River at Blue 
Illinois River near Tahlequah 
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Figure 2.2. Spatial patterns of: (a) clay ratio of the upper 40 cm soil layer; (b) average 
topographic slope within each REW; (c) regional distribution of the underlying confined 
aquifers. 1 represents Blue River Basin and 2 represents Illinois River Basin.  
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a2) 
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Figure 2.3. Observed event runoff coefficients for events that have peak discharges larger 
than Q5 (the largest 5th percentile hourly discharge). 
 
 OCT           DEC            FEB            APR           JUN                     SEP 
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Figure 2.4. Mean monthly volumes of observed rainfall, potential evaporation and runoff, 
scaled by the mean annual precipitation for: (a) Blue River basin; (b) Illinois River basin. 
 
 
 
a) 
b) 
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Figure 2.5. Impacts of different surface abstraction processes on catchment runoff 
response (simulated results are from baseline simulations): (a) volume fractions of 
predicted runoff generation mechanisms (as a ratio of total runoff). QSub, QHorton and 
QDunne are the fractions of subsurface flow, Hortonian runoff and Dunne runoff 
respectively;  (b) net impact of including canopy interception on scaled mean monthly 
variation of runoff (regime curve); (c) net impacts of including storage in ground surface 
depressions; and (d) net impact of including storage in soil shrinkage cracks. 1 represents 
Blue River Basin and 2 represent Illinois River Basin. All the regime curves are scaled by 
the corresponding mean value of the observed regime curve, i.e., for Blue River basin and 
Illinois River basin respectively. 
 
a1) a2) 
b1) b2) 
c1) c2) 
d1) 
QSub QHorton QDunne QSub QHorton QDunne 
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Figure 2.6. Seasonal variation of the runoff generation responses, with all surface 
abstractions (canopy interception, surface depressions and soil cracks) included: (a) 
Fractions of runoff through different mechanisms of runoff generation (as a fraction of 
total runoff) averaged over the whole catchment. QSub, QHorton and QDunne represent the 
fractions of subsurface flow, Hortonian runoff and Dunne runoff respectively. (b) Scaled 
mean monthly variation of runoff (regime curve), simulated versus observed runoff. 1 
represents Blue River Basin and 2 represent Illinois River Basin. All the regime curves 
are scaled by the corresponding mean value of the observed regime curve, i.e., for Blue 
River basin and Illinois River basin respectively. 
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Figure 2.7. Complete model results for Blue River Basin. (a) streamflow hydrograph for 
the whole period, (b) observed event runoff coefficients for those events with peak 
discharges larger than Q5, (c) water table depths averaged over whole catchment, (d) soil 
saturation degree averaged over whole catchment, (e) subsurface runoff generation 
(before routing), (f) saturation excess runoff generation (before routing), (g) infiltration 
excess runoff generation (before routing). Note: all plots in (a), (c), (e), (f) and (g) are 
averaged over a weekly time step for clear presentation. 
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Figure 2.8. Model results for Illinois River Basin. (a) streamflow hydrograph for the 
whole period, (b) observed event runoff coefficients for those events with the peak 
discharges larger than Q5, (c) water table depths averaged over whole catchment, (d) soil 
saturation degree averaged over whole catchment, (e) subsurface runoff generation 
(before routing), (f) saturation excess runoff generation (before routing), (g) infiltration 
excess runoff generation (before routing). Note: all plots in (a), (c), (e), (f) and (g) are 
averaged over a weekly time step for clear presentation. 
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Figure 2.9. Spatial patterns of annual runoff ratio (annual average runoff to annual 
average precipitation) estimated for each REW in Blue and Illinois River basins. 
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Figure 2.10. Spatial patterns of: (a) volumetric ratio of Hortonian runoff to total runoff 
generated; (b) volumetric ratio of Dunne runoff over total runoff generated; and (c) 
volumetric ratio of subsurface runoff over total runoff generated. All quantities are based 
on model simulations over the period of 10/01/1996~09/30/2006. 1 represents Blue River 
Basin and 2 represents Illinois River Basin. 
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Figure 2.11. Organization of REWs within the Blue and Illinois River Basin into distinct 
groups on the basis of clay ratio, topographic slope, regional geology, and dominant 
runoff generation mechanisms. Group numbers increase towards the outlet in each case. 
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Figure 2.12. The effect of soil hydraulic conductivity on runoff generation mechanisms: 
the x-coordinates are mean hydraulic conductivity values for each REW averaged over 
the upper 40cm of the soil column and obtained from STATSGO, and the y-coordinates 
are: (a) volumetric ratio of Hortonian runoff over total runoff; (b) volumetric ratio of 
Dunne runoff over total runoff; and (c) volumetric ratio of subsurface runoff over total 
runoff. All results are based on model simulations over the period of 
10/01/1996~09/30/2006. 1 represents Blue River Basin and 2 represents Illinois River 
Basin. We use symbols with different colors to represent REWs belonging to Groups 1-5. 
In 12(b1) and 12(c1) the dots contained within the red and magenta circles are affected 
by intersection with separate regional aquifer systems within Blue River basin and impact 
subsurface stormflow differently to the remainder of the REWs. 
 
a1) 
b1) 
c1) 
a2) 
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Figure 2.13.The effect of topographic slope on runoff generation mechanisms: the x-
coordinates are the mean slope values (in degree) averaged over each REW and the y-
coordinates are: (a) volumetric ratio of Hortonian runoff over total runoff; (b) volumetric 
ratio of Dunne runoff over total runoff; and (c) volumetric ratio of subsurface runoff over 
total runoff. All results are based on simulations with the model over the period of 
10/01/1996~09/30/2006. We use symbols with different colors to represent REWs 
belonging to Groups 1-5. 1 represents Blue River Basin and 2 represents Illinois River 
Basin. 
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Figure 2.14.Spatio-temporal variability of runoff ratio with increasing drainage area 
within Blue River Basin: (a) predicted monthly runoff ratio (ratio of runoff to 
precipitation) for March (wet month); (b) predicted monthly runoff ratio for September 
(dry month); and (c) predicted annual runoff ratio. The colors of symbols denote 
increasing drainage areas but with outlets falling within Groups 1-5. 
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Figure 2.15. Spatio-temporal variability of runoff ratio with increasing drainage area 
within Illinois River Basin: (a) predicted monthly runoff ratio (ratio of runoff to 
precipitation) for March (wet month); (b) predicted monthly runoff ratio for September 
(dry month); and (c) predicted annual runoff ratio. The colors of symbols denote 
increasing drainage areas but with outlets falling within Groups 1-5. 
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CHAPTER 3. EFFECT OF SPATIAL HETEROGENEITY 
OF RUNOFF GENERATION MECHANISMS ON THE SCALING 
BEHAVIOR OF EVENT RUNOFF RESPONSES IN A NATURAL 
RIVER BASIN 
Abstract   
The study in this chapter is an immediate extension of the work in Chapter 2, with 
the same methodology, downward approach, and the same model. The work in Chapter 2 
revealed a systematic spatial trend in the relative dominance of different runoff 
generation mechanisms, with the fraction of total runoff generation due to the subsurface 
stormflow mechanism shown to increase in the downstream direction, while surface 
runoff generation by saturation excess showed a corresponding decrease. These trends 
were attributable to systematic trends in landscape properties, namely, saturated hydraulic 
conductivity of soils and topographic slope, both of which were also found to generally 
increase in the downstream direction from headwater regions to the basin outlet. This 
chapter then investigates the effects of spatial heterogeneity of runoff generation 
processes on the scaling behavior of event runoff responses in a natural catchment, the 
Illinois River Basin near Tahlequah in Oklahoma. Considering the differences in the 
timing of hillslope responses between the different runoff generation mechanisms, this 
paper then explores their impacts on the runoff routing responses, including how they 
change with increasing spatial scale.  For this purpose we utilize a distributed, physically 
based hydrological model, with a fully hydraulic stream network routing component. The 
model is used to generate instantaneous response functions (IRF) for nested catchments 
of a range of sizes along the river network, as well as quantitative measures of their shape, 
 
 
68
e.g., peak and time-to-peak. In order to decipher and separate the effects of landscape 
heterogeneity from those due to basin geomorphology and hydrologic regime, the model 
simulations are carried out for three hypothetical cases that make assumptions about 
regarding landscape properties (uniform, a systematic trend, and heterogeneity plus the 
trend), and separately under wet and dry antecedent conditions. The simulations produced 
expected (consistent with previous theoretical studies) and also somewhat surprising 
results. For example, the power-law relationship between peak of the IRF and drainage 
area is seen to become flatter under wet conditions than under dry conditions, even 
though the (faster) saturation excess mechanism is more dominant under wet conditions. 
This result appears to be caused by partial area runoff generation: under wet conditions, 
the fraction of saturation area is about 30%, while under dry conditions it is less than 
10% for the same input of rainfall. This means travel times associated with overland flow 
(that mostly contributes to the peak and time to peak) are in fact longer under wet 
conditions than during dry conditions. The power-law relationship between peak and 
drainage area also exhibits a scaling break at around 1000 km2, and this can easily be 
shown to be related to the peculiar shape of the catchment, that causes a break in the 
mainstream length vs drainage area relationship (i.e., Hack’s Law) at 1000 km2.  
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3.1. Introduction 
This paper reports on a site specific modeling study of event runoff responses on 
the 2,500 km2 Illinois River Basin in Oklahoma, carried out as part of the Distributed 
Model Inter-comparison project DMIP2, which is coordinated by NOAA (Smith et al., 
2010). Having completed a previous study on runoff generation mechanisms on this 
catchment at the event scale (Tian et al., 2010; Li et al., 2010), in this paper we are 
focusing more on the timing response, as represented by event instantaneous response 
functions (IRFs). In particular, we seek to understand the process controls on the IRFs, 
including how they vary with scale (size of sub-catchment) and location (position on the 
river network in relation to the catchment outlet). 
The motivation for this studys is two-fold. The primary motivation were the 
results of a previous distributed us modeling study (Li et al., 2010) on this catchment, 
which had shown that its runoff generation response exhibited considerable heterogeneity, 
while underlain by systematic variation or trend. Li et al. (2010) showed that due to the 
heterogeneity of soil hydraulic conductivity and topographic slope, along with a 
systematic spatial trend (both generally increasing in the downstream direction, from 
headwaters to the outlet), contributed to a corresponding spatial trend in the relative 
fractions of saturation excess overland flow (Dunne runoff) and subsurface stormflow. 
Runoff generation in headwater catchments in the east of the catchment was dominated 
by saturation excess mechanism, whereas runoff generation in sub-catchments closer to 
the outlet was dominated by subsurface stormflow, with a systematic transition in their 
relative dominance along a gradient from the headwaters to the outlet. Previously Vivoni 
et al. (2007) had also found similar behavior in the near-by Baron Fork catchment at 
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Eldon, Oklahoma, based on application of another fully-distributed hydrological model. 
The immediate question that arises is: how does the spatial heterogeneity of runoff 
generation mechanisms manifest on the runoff routing (timing) response of the catchment? 
In many practical applications there is a tendency to treat runoff generation (i.e., volume) 
and runoff routing (i.e., timing) responses as independent processes. This may be 
adequate when some kind of invariance can be assumed for the runoff generation 
response, and especially the hillslope timing response. However, even if the channel 
network contribution to the runoff timing is relatively invariant, in this case the hillslope 
timing response cannot be expected to remain invariant, in space (and with catchment 
size) and perhaps even in time. Therefore, first of all, we wanted to explore the 
ramifications of the heterogeneity of runoff generation behavior on the runoff routing 
response, using the same distributed model as used before, but highlighting more the 
processes associated with runoff timing.  
 Ever since the introduction of the Geomorphologic Instantaneous Unit 
Hydrograph (GIUH) by Rodriguez-Iturbe and Valdes (1979), there has been a lot of 
research activity on the physical controls of the GIUH. Considering the GIUH as the 
probability density function (pdf) of travel times, and quantifying the shape of the GIUH 
in terms of dispersion (of travel times), a number of subsequent studies explored the 
relative contributions of geomorphology, channel hydraulics, hydraulic geometry and 
hillslope timing to the total dispersion (Rinaldo et al., 1991; Snell and Sivapalan, 1994; 
Robinson et al., 1995; Saco and Kumar, 2002; Botter and Rinaldo, 2003). These studies 
also addressed the question of how the shape of the unit hydrograph (or generally the IRF) 
changed with changing scale (catchment size). The general consensus is that the relative 
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contribution of hillslope dispersion decreases with increasing catchment size, whereas 
geomorphologic dispersion increases. Hydrodynamic dispersion is unimportant at any 
scale whereas kinematic dispersion remains important at all scales. In the lllinois River 
Basin, the subject of this paper, we have a unique situation whereby there is systematic 
change to the hillslope timing response with downstream distance, i.e., increasing 
contributions of (relatively slower) subsurface stormflow relative to the (faster) overland 
flow response. How does this phenomenon impact on not only the shape of the unit 
hydrograph, but how it changes with increasing scale? This is the second motivation for 
the work that is reported in this paper. There could be a third motivation. The timing 
response of runoff has an immediate connection to estimation of flood peaks during 
storm events of different durations, and the extension to flood frequency, and how flood 
frequency curves scale with catchment size (Robinson and Sivapalan, 1997a; Sivapalan et 
al., 2005). This is an interesting potential extension of the present study, but is beyond 
the scope of this paper. 
Guided by these motivations, the objective of this paper is to explore how the 
spatial heterogeneity and systematic trends in landscape properties (topographic slope 
and saturated hydraulic conductivity) impacted the shape of the instantaneous response 
function (IRF) associated with individual events. In this case, we want to explore how the 
relative roles of the geomorphologic, hillslope and kinematic dispersion components of 
total dispersion change with both catchment size and the level of antecedent wetness of 
the catchment, and the role of the spatial heterogeneity of runoff generation mechanisms. 
A major advantage of this study over many previous ones is that we will be using a 
comprehensive distributed hydrological model (distributed at the REW or sub-catchment 
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scale) that models both runoff generation processes as well as runoff routing processes in 
detail, and can include the effects of spatial heterogeneity of soil hydraulic conductivity 
and topographic slope on subsurface stormflow, the hydraulics of overland flow on 
hillslopes, and the hydraulics of flows in the channel network, in a realistic and 
physically defensible manner. In comparison, Robinson and Sivapalan (1997a) neglected 
the travel time of hillslope overland flow, and Jothityangkoon and Sivapalan (2001) 
assumed constant channel velocity (in space and time). By including a more advanced 
treatment of channel network routing, this model is also able to explicitly capture the 
effects of kinematic dispersion (Saco and Kumar, 2002) in explicit terms.  
The rest of this paper is organized as follows. We begin, in Section 2, with a brief 
description of the THREW model, the distributed, physically based model that will be 
used throughout the study, including some details of its channel network routing 
component.  We then introduce the study area, and use data analysis and results of 
previous modeling studies (Li et al., 2010) to illustrate the nature of spatial heterogeneity 
exhibited by the catchment and how it impacts on runoff generation mechanisms. We 
then present the details of numerical experiments that we carried out with the use of this 
model to elucidate the effects of spatial heterogeneity of runoff generation mechanisms, 
and how they impact on the shape of the instantaneous response function (IRF), including 
how it changes with increasing catchment size. The results in both cases are interpreted in 
terms of what has been learned through previous theoretical studies, including those 
related to the GIUH and its extensions. We conclude with a brief summary of the main 
results, their implications for design practice and a discussion of avenues for further 
research. 
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3.2. Background 
3.2.1. A distributed, physically based hydrological model 
This is fundamentally a modeling study. Here we present some details of the 
model being used, namely the Tsinghua Hydrological Model, or THREW. THREW is a 
spatially distributed, physically based hydrological model based on the Representative 
Elementary Catchment (REW) approach pioneered by Reggiani et al. (1998, 1999, 2001). 
Within the REW approach, the representative elementary catchments (REWs) serve as 
fundamental building blocks, which are linked together by the river channel network. 
Each REW is further divided into a number of sub-regions according to their 
hydrological function and known (or assumed) organizational structure. The number of 
sub-regions can vary according to the major landscape conditions. For example, a snow 
covered zone is important for cold regions, but could be neglected where snowfall, 
accumulation and melt are not significant (Tian et al., 2006). The sub-regions included in 
this work are: a saturated zone, an unsaturated zone, a vegetated zone, a bare soil zone, a 
sub-stream network, and the main channel reach.  
THREW is quite comprehensive in that it includes all key processes contributing 
to the water balance of catchments. It incorporates surface runoff (overland flow) by both 
infiltration excess (Horton runoff) and saturation excess (Dunne runoff) mechanisms, and 
also includes subsurface stormflow. Groundwater discharge from the regional confined 
aquifer is not explicitly included in the version used in this paper, but could be included if 
necessary. The model, including its previous versions, has been applied successfully to 
many catchments in Australia, Europe, China and USA (Lee et al., 2007; Tian, 2006; 
 
 
74
Tian et al., 2006, 2010; Mou et al., 2008; Li et al., 2010). For more details about 
THREW, refer to Lee et al. (2007), Tian et al. (2006, 2010) and Mou et al. (2008).  
The input data of THREW are organized at the REW level, i.e., those data with 
different spatial resolutions should be processed to match the scale of REW, by either up-
scaling or down-scaling methods. The more detailed information about the application of 
THREW at the Illinois River basin near Tahlequah, especially the parameter calibration 
procedure, can be found in Tian et al., (2010) and Li et al. (2010), and will not be 
repeated here.  
Since this modeling study focuses on runoff timing, details of the runoff routing 
on the hillslopes, in respect to both overland flow and subsurface flow, and the transport 
processes within the channel network are more directly relevant. The details of these have 
been presented before in different contexts (Reggiani et al., 2001; Lee et al., 2006). For 
completeness, a summary of the routing algorithms are presented in the Appendix. 
Broadly speaking overland flow on hillslopes is modeled through the use of a kinematic 
wave approximation, applicable to the saturated areas only. Subsurface stormflow timing 
is modeled through the use of lumped reservoir routing, with a closure relation (i.e., 
storage-discharge relationship) that is derived through spatial integration of Darcian flow 
in heterogeneous catchments (Lee et al., 2006). Runoff routing through the river network 
is modeled through the use of coupled mass and momentum (force) balance equations 
written directly at the scale of the river network (Reggiani et al., 2001), in the form of 
coupled ordinary differential equations. For the purposes of this application, we use a 
diffusive wave approximation to the momentum balance equation. The network model 
assumes a rectangular channel cross-section, with the channel width assumed to increase 
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in the downstream direction according to a power function relationship with up-stream 
drainage area. Channel roughness is chosen on the basis of known bed material and is 
calibrated to match observed flood hydrographs. 
3.2.2 Study area and previous work 
 
The Illinois River basin is located at the border of Oklahoma and Arkansas, with a 
drainage area of about 2500 km2. The climate is of the temperate continental type, with 
mean annual precipitation of about 1140 mm and mean annual free water (potential) 
evaporation of about 1060mm. The dominant land cover is deciduous broadleaf forest, 
according to the 2001 National Landcover Data (NLCD) based on the International 
Geosphere-Biosphere Program (IGBP) classification system (Eidenshink and Faundeen, 
1994). The basin is occupied by porous limestone overlain by cherty soils, which leads to 
high infiltration capacities and efficient subsurface drainage (Peters and Easton, 1996; 
Smith et al., 2004). The shape of the basin is somewhat unique, with an upper half part 
that is leaf-like up to a drainage area of about 1000 km2, similar to most basins, but the 
remainder of the area forms what can literally be described as a “bottleneck”, a part of the 
catchment which is long and narrow from about 1000 km2 up the catchment outlet at a 
drainage area of 2500 km2.  This catchment shape in reflected in a complex channel 
network structure, with a two-part mainstream length-area relationship. One of the 
questions to be studied will be its impact on the scaling of IRF peaks. 
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3.2.3 Spatial variability of runoff generation 
Li et al. (2010) have previously applied the THREW model to the Illinois River 
Basin for the period of 10/01/1996-09/30/2006. For the application of THREW model, 
the whole Illinois River Basin has been sub-divided into 83 REWs, as shown in Figure 
3.1. Most of the data used in this work were provided by the Office of Hydrologic 
Development, NOAA/NWS, as a contribution of the DMIP2 project (Smith et al., 2010). 
Among them hourly streamflow data were provided at multiple locations, for example, 
Savoy, Watts and Tahlequah, as shown in Figure 3.1. The upstream contributing areas of 
these three locations are about 434 km2, 1680 km2 and 2454 km2, respectively, and they 
are nested, i.e., Savoy is upstream of Watts, and Watts is upstream of Tahlequah. For 
more details about these data, the parameter calibration procedures used, and more 
detailed results on the spatial variability of runoff generation mechanisms, please refer to 
Li et al. (2010).  
The modeling study by Li et al. (2010) showed that there is a systematic spatial 
trend in the runoff partitioning within the Illinois River Basin, as shown in Figure 3.2. 
The left two plots in Figure 3.2 are the fractions (expressed as percentages of the total 
annual volume of runoff generation) of subsurface stormflow and saturation excess 
(Dunne) overland flow, which are estimated from model predictions and then averaged 
over the annual time scale.  Due to the porous limestone and relatively permeable soil in 
this basin, infiltration excess runoff (Horton runoff) occurs only rarely and can thus be 
deemed negligible. Figure 3.2 (left panel) clearly shows that the fraction of subsurface 
stormflow (out of the total runoff volume annually) increases from upstream to 
downstream (east to west, from as low as 11% to as high as 92%), while the volume 
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fraction of Dunne overland flow decreases in a corresponding manner (from east to west, 
from as high as 89% to as low as 7%). These changes in the downstream direction are 
fairly systematic, but do exhibit some variability around the systematic trend.  
By way of explanation, Li et al. (2010) also showed that the spatial trend of 
runoff partitioning predicted by the model is due to the corresponding spatial trends in the 
landscape properties that control runoff generation processes, and in particular, saturated 
hydraulic conductivity (derived from the STATSGO database) and topographic slope 
(derived from DEMs). The occurrence and magnitudes of both Dunne overland flow and 
subsurface stormflow are of course strongly linked, since they are both connected to the 
position of the water table. During wet conditions, the water table level is high, soil is wet, 
and one would expect the magnitudes of both runoff generation mechanisms to be high.  
During dry conditions, the water table level is low, soil is drier, and the magnitudes of 
both runoff generation mechanisms will be low. When considering the relative fraction of 
each runoff component within the total volume of runoff generation in a year, one should 
also recognize that a “competition” exists between Dunne overland flow and subsurface 
stormflow. With high hydraulic conductivity, or steep topographic slope, or both, more 
soil water flows out of the ground surface as subsurface runoff, leading to smaller soil 
water and groundwater storage, leading to a smaller saturated area fraction, and hence a 
smaller fraction of Dunne overland flow generation. For example, with the same climate 
and soil properties, the fraction of saturated area in a steep catchment is less than that in a 
flat catchment, whereas the fraction of subsurface flow should be higher in the steeper, 
more permeable catchment. Therefore, one would expect subsurface runoff to be more 
dominant with increasing of hydraulic conductivity or topographic slope, or both. Figure 
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3.2 (right panel) presents estimated values of REW-scale averages of saturated hydraulic 
conductivity, and the REW scale averaged land surface slope estimated for all of the 83 
REWs. On the basis of the arguments presented above, one can easily associate the 
spatial trends in the two runoff generation mechanisms to the drainage properties of the 
landscape, as shown in Figure 3.2 (right panel).  
Figure 3.3 presents the fraction of subsurface stormflow within the total runoff 
volume, not only at the annual scale (as in Figure 3.3a), but also at the monthly scale for 
two selected months, March and September, as a function of locations of the 83 REWs 
(location is expressed in terms of cumulative drainage area in the downstream direction). 
The month of March is representative of the wet season, and September is representative 
of the dry season. On average, the percentage of subsurface stormflow is smaller in the 
wet month (March), and larger in the dry month. This can be explained in terms of the 
position of water table depth. Usually, in a basin a one-year period can be divided into 
two segments, wet season (including winter and spring) and dry season (including 
summer and fall). In the wet season, the basin experiences wetter soil moisture and higher 
water table level that is closer to the surface; in the dry season, the basin experiences 
drier soil moisture and a low water table level that is somewhat detached from the land 
surface. When the water table position is high, saturation excess can be large, and hence 
the fraction of subsurface stormflow is smaller. When the water table position is low, 
saturation area fraction is smaller, meaning most of the runoff will via subsurface 
stormflow. In Figure 3.3 there is considerable scatter: the large scatter at small scales is 
due to the fact these are located all around the upstream (leaf-like) part of the catchment, 
and reflect the full heterogeneity of landscape properties. Note also the steady increase of 
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subsurface stormflow contribution in REWs located beyond 1000 km2: these are located 
within the bottle-neck region. 
As a matter of interest, the effects of the spatial (downstream) and temporal 
(seasonal) variations of the dominant runoff generation mechanisms can also be seen in 
the shapes of other streamflow signatures. Figure 3.4 presents the regime curves (scaled 
mean monthly variation of streamflow, i.e., mean monthly flows divided by the mean 
annual flow), and the flow duration curves (hourly flows normalized by the mean hourly 
flows), both of which are estimated from observed streamflows at Savoy, Watts and 
Taqlequah, for the period 09/1996-10/2006. The regime curves, which are a standard way 
to describe intra-annual variability of runoff responses, all exhibit obvious seasonality, 
i.e., high mean monthly discharge in the wet season and low mean monthly discharge in 
the dry season. Li et al. (2010) suggested that this seasonality in the streamflow is in 
phase with the seasonality of the two runoff components. Surface runoff contributes 
significantly to the high flows and dominates in the wet season, and subsurface runoff 
contributes mostly to low flows and dominates in the dry season. It is interesting that the 
observed regime curve at Savoy is higher during the wet season than at the downstream 
locations (Watts and Tahlequah), but reverses itself and is lower in the dry season. This 
suggests that there is an increase of slow subsurface runoff from upstream to downstream, 
and a corresponding decrease of surface runoff. The hourly flow duration curves at the 
three locations also show similar spatial trends, as seen in Figure 3.4 (bottom panel). 
Over the low flow range of the flow duration curve, the normalized flow duration curve 
at Savoy is significantly lower than those at Watts and Tahlequah, while over in the high 
flow range it is the opposite. These observations are consistent with model predictions 
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(not presented here for reasons of brevity), in terms of the spatio-temporal trends in the 
runoff generation mechanisms within Illinois River Basin.  
3.3. Results of Numerical Experiments  
 The goal of the study is to try and understand how the spatial variability of runoff 
generation processes manifest in event scale runoff (timing) responses of sub-catchments 
of various sizes within the Illinois River Basin. The methodology we have adopted is to 
use the previously calibrated THREW model to carry out several numerical experiments, 
now under hypothetical conditions, and under various scenarios based on different 
assumptions about the spatial heterogeneity of the landscape properties. In this way, we 
want to address the following questions: How does the spatial heterogeneity of runoff 
generation mechanisms propagate through the river network? How does it manifest in the 
shape of the instantaneous response functions (IRFs) at the catchment outlet, and at 
various points within the catchment?  How does the shape of the IRF scale with the size 
of the catchment, including the peak of the IRF and the time to peak?  
3.3.1. Event scale responses: runoff generation 
Because of the interest in the IRFs, and how their scaling behavior is affected by 
spatial heterogeneity of runoff generation mechanisms, all the numerical experiments will 
be carried out for a hypothetical rainfall pulse of 1 hour duration and 30 mm/hr intensity 
that is uniformly applied through the Illinois River Basin. Considering the size of the 
catchment and the main runoff generation mechanisms, the choice of a 1 hour storm is 
deemed close enough to an instantaneous pulse.  
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Because of the focus on spatial heterogeneity of runoff mechanisms (arising from 
the spatial heterogeneity of landscape properties), the event simulations are repeated for 
three scenarios, Case I, Case II and Case III, as will be explained below. In particular, in 
this study, we focus on the spatial distributions of topographic slope and hydraulic 
conductivity, motivated by the spatial trends shown in Figure 3.2. Figure 3.5 (triangles) 
presents the magnitudes of estimated topographic slope and saturated hydraulic 
conductivity, averaged over each of the 83 REWs, as functions of cumulative drainage 
area, which is used as a surrogate for location along the river network. (Note that the 
REW at the outlet has a cumulative drainage area of 2454.3 km2, but its properties are 
averaged over its local drainage area 39.3 km2). In spite of the scatter in the plot, there is 
a tendency for both properties to increase with increasing drainage area (or distance 
downstream), especially after a thresholds area of 1000 km2. This is especially the case 
with saturated hydraulic conductivity.  
On the basis of these trends, the three scenarios simulated are as follows: Case I 
will assumes almost complete spatial homogeneity. All soil properties (e.g., porosity, 
bubbling pressure head and saturated hydraulic conductivity) and topographic slope are 
averaged throughout the whole Illinois River basin, and applied uniformly to each REW 
(denoted by the red rectanglar dots in Figure 3.5). Case II assumes that the hydraulic 
conductivity and topographic slope vary systematically (deterministically) from upstream 
to downstream (the random heterogeneity is removed). As shown in Figure 3.5, the 
increasing trends of hydraulic conductivity and topographic slope in the downstream 
direction are approximated (fitted) by an approximate exponential function (black  
diamond dots in Figure 3.5). All other soil properties are assumed to be uniform across 
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all REWs. Case III is the default case, i.e., all the landscape properties take on their 
original estimated values, i.e., hydraulic conductivity values as estimated from the 
STATSGO database, topographic slope values directly derived from DEM etc.  
In summary, compared to Case I (completely uniform), in Case II we are trying to 
explore the effect of a systematic increasing trend of hydraulic conductivity and 
topographic slope, and in Case III we are trying to explore both the apparent increasing 
trends and the variability (scatter) around the trend. On the other hand, in all three cases, 
the stream network properties, such as channel slope, channel length and channel 
roughness, are allowed to be variable and are maintained the same as those originally 
derived from DEM, since they do not impact of runoff generation processes. 
Apart from the rainfall intensity and duration, and the adopted landscape 
properties (topographic slope and saturated hydraulic conductivity), runoff responses can 
be significantly affected by antecedent soil moisture and ground water level. Note that the 
antecedent conditions are essentially a legacy of many past events (even more than a 
year), and arise from the history of interactions between the climatic forcing during these 
previous events and the landscape characteristics that constitute the catchment. In this 
work, the event simulations were initialized with the use of antecedent conditions (i.e., 
for water storages for all sub-regions in all REWs) that were generated by running the 
THREW model for the particular choice of landscape properties for the period 
10/01/1996-09/30/2006 with the use of observed climatic data and the chosen landscape 
properties (as the case may be). From the model predictions, in each case, we then derive 
the mean monthly sub-region water storages and used them as the corresponding 
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antecedent conditions for the event simulations, as reported later, under wet conditions 
(March) and dry conditions  (September). 
 We first look at the impact of heterogeneity of landscape properties (systematic 
variation as well as random scatter) on the volume fractions of saturation excess overland 
flow and subsurface stormflow generated as a result of the applied rainfall pulse (i.e., 30 
mm/hr for 1 hour). For each of the three cases, the simulation period is 30 days (720 
hours), sufficiently long to capture the tail of subsurface runoff recession. It is possible 
that this might lead to an overestimation of subsurface stormflow, but we believe that this 
will not affect the following discussion, since we are focusing on the shape of the 
resulting hydrograph and not so much on the volume.  
 The accumulated volumes of runoff generation by the Dunne mechanism and 
subsurface stormflow within the simulation period (i.e., 720 hours) are estimated from 
the model outputs for each of the 83 REWs. Figure 3.6 shows the fraction of total event 
runoff volume that is contributed to by subsurface stormflow as a function of upstream 
drainage area ( the runoff volumes are averaged throughout the total upstream drainage 
area), under two different antecedent conditions: wet (March) and dry (September).  
 The results show that, for all three cases, subsurface runoff is more significant 
under the dry condition than under the wet condition (as expected, considering the results 
presented in Figure 3.3 previously for conditions roughly equivalent to Case 3). For 
example, the volume fraction of subsurface stormflow for the uniform case (Case I) is 
about 75% under wet conditions and increases up to 90% under dry conditions. The 
change from wet to dry antecedent conditions results in a lowering of the water table and 
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a reduction in soil moisture in the unsaturated zone. While subsurface stormflow and 
saturation excess overland flow are both dependent on water table depth, subsurface 
stormflow is somewhat linearly related to water table position, and in addition, it 
continues even after the precipitation ceases. On the other hand, saturation excess runoff 
is nonlinearly dependent on the water table position, governed by saturation thresholds, 
and therefore the reduction of saturation excess runoff is much stronger when changing 
from wet to dry conditions. This partially explains the contrasts between wet and dry 
conditions seen in Figure 3.6.  
 This may also be the reason for the differences between Cases I, II and III in 
Figure 3.6. As the level of heterogeneity increases from Case I (uniform) to Case II 
(systematic variation of landscape properties), and again from Case II to Case III (both 
systematic and random variations), the net result is that fraction of total runoff carried by 
subsurface stormflow decreases (correspondingly, fraction of runoff that is contributed to 
by saturation excess must increase). From this we can conclude that, in the presence of 
spatial heterogeneity, the adoption of uniformity assumption will lead to a reduction of 
surface runoff and an increase of subsurface of stormflow. This is consistent with many 
previous studies that have explored the effects of spatial heterogeneity of soil hydraulic 
properties on surface runoff by both infiltration excess and saturation excess mechanisms 
(see Smith and Hebbert, 1983; Sivapalan and Wood, 1986; Sivapalan et al., 1987). The 
under-estimation of runoff results from the presence of strong nonlinearity of the surface 
runoff generation responses and its interaction with heterogeneity. In the present case the 
nonlinearity is in the relationship between water table depth and fraction of saturated 
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areas interacting with the heterogeneity in antecedent soil moisture and water table 
position.  
3.3.2. Event scale responses: runoff timing and IRFs 
 Here we utilize the concept of the instantaneous response function (IRF) to 
describe the runoff timing responses at the catchment scale in each of the three cases. The 
IRF can be defined as the travel time distribution of a unit volume of runoff generated 
from a specified rainfall impulse. The procedure to construct IRFs from model 
simulations is as follows: 1) record the hourly discharges (720-hour hydrographs) directly 
resulting from the chosen rainfall impulse, 1 hour rainfall pulse at an intensity of 30 
mm/hr; 2) calculate the total volumes of streamflow under these hydrographs; 3) 
normalize the hourly discharge hydrographs by the corresponding estimated total runoff 
volume. This way, the total area under each IRF will be equal to 1 (unity), as it should. 
 The IRF (similar to the unit hydrograph) reflects two types of transformations 
effected by the catchment (considered as a combination of hillslopes and the channel 
network): advection and dispersion. Advection contributes to an average time delay 
between the time of runoff generation and the time of arrival at the catchment outlet, 
which can be attributed, to first order, to the mean travel distance and mean flow velocity. 
Dispersion refers to the variance of travel time, which may include four distinct 
components: geomorphologic, kinematic, hydrodynamic, and hillslope. Geomorphologic 
dispersion arises mainly from the multiplicity of flow paths in the catchment, and the 
associated variance of their travel distances. Kinematic dispersion arises from the spatial 
variability (systematic, random) of travel velocities within the channel network. 
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Hydrodynamic dispersion arises due to variability of flow velocities across the channel 
cross-section, and caused mostly by boundary friction effects, and is deemed negligible 
compared to geomorphologic and kinematic dispersions (Snell and Sivapalan, 1994; Saco 
and Kumar, 2002). Hillslope dispersion refers to a combination of all of the above effects 
but operating at the hillslope scale. Since the THREW model uses a hydraulics based 
network routing model, and explicitly models the routing of flows within the hillslopes 
(i.e., REWs), it is able to capture most of these runoff transformations automatically.  
 The IRFs derived in this way from model simulations for Case I, Case II and Case 
III are presented in Figures 3.7 and 3.8, separately for wet and dry antecedent conditions, 
respectively. In each case we present the results for four different catchment sizes, i.e., 
catchment sizes are 21.7km2, 433.9km2, 1680.4km2 and 2454.3km2 respectively. Note 
that the latter three scales correspond to the streamflow gaging stations at Savoy, Watts 
and Tahlequah, respectively. The catchment of size 21.7km2 is a first-order catchment 
(see Figure 3.1 for its location - its boundary is highlighted with a thicker line).   
 The results presented in Figures 3.7 and 3.8 share several common features, 
which can be highlighted regardless of the nature of heterogeneity adopted. Under both 
wet and dry conditions, the shape of the IRFs undergoes consistent transformation with 
increasing catchment size: (i) total dispersion associated with the IRF increases, (ii) the 
peak of the IRF decreases, and the time-to-peak increases, and (iii) there is also a 
corresponding shift in the skewness, with the IRF changing over from a left-skewed (i.e., 
positive skew) to right-skewed one (i.e., negative skew). These results are consistent with 
what has been described in the literature, i.e., the dominant contribution to total 
dispersion at small scales being hillslope dispersion (which tends to be left skewed) and 
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at large scales being geomorphologic distribution (Robinson et al., 1995; Botter and 
Rinaldo, 2003), related to the catchment’s area function, which tends to be right skewed. 
Thus, the left skewness of the IRF is a reflection of the dominance of hillslope dispersion, 
whereas the right-skewness is due to the dominance of geomorphologic dispersion. 
 There are also major differences between the IRFs under wet conditions (Figure 
3.7) and under dry conditions (Figure 3.8). The best way to characterize these differences 
is to compare the peaks of the IRF and the times-to-peak values for the two conditions. 
On average, one can see that changing from wet to dry conditions leads to a reduction 
(almost halving) of the peak value, and an almost 50% increase in the time-to-peak (note: 
the results for the smallest 21.7 km2 catchment are an anomaly, and will be discussed 
later).  This can be easily explained. The change from wet to dry conditions leads to an 
increase in the contribution of (slower) subsurface flow. The discharge resulting from the 
imposed rainfall pulse is also smaller during the dry conditions, which means channel 
network velocities will be smaller. Thus both hillslope and network travel times are 
longer, contributing to a higher degree of filtering, and a stronger attenuation of the peaks 
and the longer delays, or times-to-peak. 
However, there is another difference between the results presented in Figures 3.7 
and 3.8, and this has to do with the rate at which the peak of the IRF decreases with 
increasing drainage area. This is presented in Figure 3.9, based on estimates along the 
river network, corresponding to the locations of the 83 REWs, for both wet (March) and 
dry (September) conditions. Three features can be noted in these results. Firstly, all three 
cases, Case I, Case II and Case III almost coincide (which is not surprising based on what 
we saw in Figures 3.7 and 3.8). Secondly, the results presented on a log-log paper exhibit 
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a 2-part power-law relationship, with a scaling break at about 1000 km2. Thirdly, and 
most interestingly, the power-law relationship is relatively flatter under wet conditions, 
and steeper under dry conditions. Table 3.2 lists the scaling exponents of these power-law 
regressions, for the two ranges. In Case III, under wet conditions, the power law exponent 
is about -0.18 over the 10km2-1000km2 range and about -1.23 in the 1000km2-2500km2 
range. Under dry conditions, these values change to -0.34 and -1.60, respectively. How 
can we explain the last two features on the basis of our understanding of the runoff 
generation and routing processes, as included in the model?   
We will first look at the possible reasons for the break in the scaling exponent in 
Figure 3.9. This cannot be due to differences in the heterogeneity of dominant runoff 
generation mechanisms. The break happens in all cases. Channel routing is therefore the 
most likely reason for the break. Channel routing is controlled by channel velocity on the 
one hand, and distribution of travel distances, i.e., network geomorphology, on the other.  
We examined the model predicted channel velocities across the entire network, and did 
not see a major change in the velocities past the 1000 km2 threshold area. We therefore 
guessed that network geomorphology may be the most likely explanation for the break in 
the slope of the plots in Figure 3.9, as more clearly indicated by the exponents in Table 
3.2.  
The explanation may lie in the classic Hack’s (1957) Law, which represents the 
geometric relationship between a catchment’s mainstream channel length L and its 
drainage area A, as given by  
                                            βαAL =                                                                    (1) 
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where α  and β  are the coefficient and scaling exponent, respectively. Sivapalan et al. 
(2002) noted that estimates of the scaling exponent in many catchment hovered around 
0.6, on average. In the Illinois River basin, the equivalent power-law relationship 
between L and A is seen to exhibit a break in slope, as shown in Figure 3.10, with the 
scaling exponent being about -0.6-0.7 over the range 10km2-1000km2 and about -1.6 over 
the range 1000km2-2500km2. This break can be easily attributed to the unique shape of 
the basin, with a narrow bottleneck part taking over beyond a drainage area of about 1000 
km2, along with the meandering of the river channel within it. We can therefore easily 
infer that the break in the power-law relationship between peak of the IRF and drainage 
area, shown in Figure 3.9, must be caused by the basin’s particular shape, as reflected in 
Figure 3.10.  
 However, the explanation for the differences in the power-law exponents for the 
wet and dry conditions is not so straightforward; in fact it is quite counter-intuitive, and 
this makes it very interesting. Having presented the shape of the Hack’s Law relation in 
this catchment, in the ideal case of a fast catchment (fast hillslope response and fast 
channel network response), the power-law exponents for the qp vs A relationship must 
approach -0.6 and -1.6. We first look at channel network response time, which is 
governed by channel lengths and channel velocities. Channel lengths by default are the 
same for wet and dry conditions. Channel velocities do show obvious difference between 
wet and dry conditions, as shown in Figure 3.11. The channel velocities under dry 
condition are lower than those under wet conditions, due to less runoff volume and less 
water depth in the channels. The scaling behavior of channel velocities, nevertheless, 
does not appear any significant difference between wet and dry conditions. We repeated 
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the simulations with another rainfall impulse, 60mm/hr. Channel velocities resulting from 
60mm/hr rainfall impulse are significantly higher since more runoff has been generated. 
We do not see, however, significant change of the exponents in the power-law relations, 
although the difference between wet and dry conditions remains. The variation of channel 
response time is thus not likely the explanation.  
We now look at hillslope response time. When the hillslope response time 
increases, let’s say, and it dominates over network residence time, then the catchment 
IRF will reflect the hillslope IRF, and hence there will be little attenuation of the 
catchment IRF with increasing drainage area, and hence the power-law exponents must 
approach 0 (meaning a flat line). In other words, increasing hillslope residence time must 
lead to flatter line, while decreasing residence time towards zero must lead to power-law 
exponents equal to the Hack’s Law exponents. However, the results presented in Figure 
3.9 contradict this expectation. We have already seen that under wet conditions the (faster) 
saturation excess overland flow is more significant and contributes more to the hillslope 
response. On the other hand, under dry conditions, the (slower) subsurface stormflow was 
shown to be more dominant. However, what we see is that the situation where the 
dominant hillslope response is slower (i.e., dry conditions) is the one that is exhibiting the 
steeper power-law relationship. Why is this? We believe that the answer lies in the fact 
that the magnitudes of the peaks and times-to-peak are governed by the residence time 
distribution of the faster component of the hillslope response, which is saturation excess 
overland flow. Subsurface stormflow, even when it is heavily dominant volumetrically, is 
too slow to have a dominant control on the peak and time-to-peak.  
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 Figure 3.12 presents simulated saturated area fractions for all 83 REWs under the 
three cases (Cases I, II and III), under wet and dry conditions. The results show that 
under wet conditions, while saturation excess runoff is dominant in terms of volume, and 
the saturation area fraction is of the order of 30%, meanings that the width of the 
overland flow region could be quite large. This then means that the residence time of (fast) 
overland flow can be quite significant. On the other hand, under dry conditions, the 
saturated area fraction is less than 10%, meaning smaller overland flow lengths, and thus 
tighter residence time distributions of fast flow pathways. The consequence of this is that 
the supposedly fast catchment (i.e., the wet one) actually behaves like a slow one in terms 
of controlling the peak, while the supposedly slow catchment (i.e., the dry one) instead 
behaves like a faster one. This then explains the magnitudes of the power-law exponents 
see in the results of Figure 3.9. 
From the catchment IRFs, we also extracted the magnitudes of the times-to-peak 
[hrs]. Figure 3.13 shows the corresponding scaling behavior of time-to-peak. It appears 
that the times-to-peak are not significantly affected by runoff partitioning, i.e., the 
percentage of subsurface stormflow, or by the heterogeneity in the runoff generation 
responses amongst the 83 REWs. One could see that for all cases the time-to-peak 
increases with drainage area, and this increase is faster over the range of 1000km2-
2500km2 than over the range of 10km2-1000km2. Indeed these results almost exactly 
mirror the length-area relationship presented in Figure 3.10, without much filtering, 
indicating a faster hillslope response (i.e., saturation excess overland flow) is what has 
brought this about. This seems to suggest that the time to peak is mainly governed by the 
residence time in the river network, with perhaps a small contribution from the residence 
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time on hillslopes associated with overland flow only. The residence time of overland is 
much less than that of subsurface runoff, and hence must control the time to peak.  
In addition to the common features described above, we also can see obvious 
differences between the IRFs derived for Case I, Case II and Case III, caused by the 
differences in the hillslope responses due to the effects of heterogeneity. As highlighted 
in Table 3.1, increasing heterogeneity gives rise to a sharper reduction of the fraction of 
subsurface runoff in the first order catchment, especially under dry conditions. This gives 
rise to relatively smaller values of hillslope dispersion, which is reflected in the shapes of 
the IRFs presented in Figures 3.7 and 3.8 (especially the latter, under dry conditions).  
The differences between the IRFs for all cases, however, tend to be reduced or eliminated 
with increasing catchment size.  
 One can now return to Figures 3.7 and 3.8 and propose an explanation for the 
anomalous result associated with the smallest 21.7 km2 catchment. In this catchment, we 
can see it is the wet condition that causes the wider (more dispersed) IRF, compared to 
the narrower one shown for dry conditions. The explanation is the same: in spite of the 
fact subsurface stormflow dominates, the saturation area fraction is smaller under dry 
conditions, and hence it is the overland flow part of the hillslope IRF that controls the 
peak of the catchment IRF, and the width (variance) of the residence time distribution. 
One can see that in respect of the anomalous results, (i) in the shape of the IRF curves for 
the 21.7 km2 catchment presented in Figures 3.7 and 3.8, and (ii) the steepness of the 
power-law relationship between peak of the IRF and drainage area presented in Figure 
3.9, the same consistent explanation applies, namely, partial area runoff generation and 
the impact on the residence time distribution of the fast hillslope responses. 
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3.4. Summary and conclusions 
In this paper we have investigated the effects of the spatial heterogeneity of runoff 
generation processes on event runoff (timing) responses in an actual large river basin, 
namely the Illinois River Basin in Oklahoma. This study has been motivated by the fact 
that in this basin there is a significant spatial trend in the dominant runoff generation 
mechanisms, with headwater basins being dominated by saturation excess overland flow, 
whereas sub-catchments close to the catchment outlet are dominated by subsurface flow. 
This spatial heterogeneity arises from the corresponding spatial heterogeneity and 
systematic spatial trends in the underlying landscape properties, in particular, saturated 
hydraulic conductivity and topographic slope, with both increasing in the downstream 
direction towards the catchment outlet.  
In order to investigate the effects of spatial heterogeneity we carried out several 
numerical experiments where considered three different cases, starting with perfectly 
uniform catchment, followed by a catchment where the soil hydraulic conductivity and 
topographic slope were assumed to vary systematically in the downstream direction. The 
final case had the full heterogeneity of the same two properties (similar to the actual 
catchment). The numerical experiments, in each case, and repeated for wet and dry 
conditions, were carried out with the use of THREW, a distributed, physically based 
model based on the REW approach, which had been previously applied and calibrated to 
the Illinois River Basin.  
Three major conclusions can be reached on the basis of the results presented so 
far in the paper. Firstly, increasing (antecedent) wetness of a catchment, on average, leads 
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to higher fraction of the total runoff being contributed by saturation excess overland flow. 
This has to do with the fact that the rate of increase of saturation excess runoff with rise 
of water table is quite nonlinear (and often threshold driven).. 
The estimation of event scale runoff routing responses, in the form of IRFs – has 
confirmed results of many past studies about the scale effect on the shape of the IRFs, 
and how they change with the size of the catchment. The IRFs of small catchments are 
governed to a large extent by the hillslope IRF, whereas at large scales it is controlled by 
network geomorphology (or geomorphological dispersion). Indeed, the change of shape 
of the IRFs with increasing drainage area can be quantified by their peaks and times-to-
peak and plotting the, against drainage area, on a log-log plot. In this case the results 
revealed a 2-part power-law relationship, with a break at around 1000 km2. This is easily 
explained by means of the mainstream-length vs drainage area relationship (i.e., Hack’s 
Law), which also exhibits such a break in scaling.  
However, power-law relationship between the peak of the IRF and drainage area 
turned out to be actually flatter under wet conditions than under dry conditions, which is 
clearly counter-intuitive. This is attributed to the phenomenon of dynamic varying areas 
contributing to saturation excess overland flow. A catchment otherwise dominated by 
saturation excess overland flow (in volumetric terms) under wet conditions actually 
behaves as a slow catchment, while a catchment dominated by subsurface stormflow 
under dry conditions actually behaves as a fast catchment, simply due to differences in 
the extent of saturation areas, at least as far as determining the peak and time-to-peak. 
This remarkable, counter-intuitive result was only possible because of the fact we had 
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used a distributed model that is able to incorporate these features explicitly, including 
especially partial area runoff generation.  
This is admittedly a site specific modeling study and some of the heterogeneity 
observed here may not exist in other catchments. In fact, another neighboring catchment, 
the Blue River Basin in Oklahoma, experiences much more random heterogeneity of 
landscape properties than in Illinois River Basin. Nevertheless, there are much more 
examples of basins where runoff is generated by a combination of overland flow and 
subsurface stormflow, and the results obtained here may still apply. There have been 
considerable research efforts in the past in trying to understand the climatic and 
landscape controls on the scaling behavior of flood peaks and the flood frequency curve. 
These studies have revealed that the scaling behavior of flood peaks and flood frequency 
curves can be attributed to the interaction, in the time domain between precipitation time 
scales and characteristic time scales of catchment response, especially time scales 
associated with flood peaks (Robinson and Sivapalan, 1997a; Blöschl and Sivapalan, 
1997; Sivapalan et al., 2005). The results presented in this paper will have important 
ramifications to the interpretation of observed flood frequency scaling behavior, which 
ultimately underpins improving the scientific basis of regionalization efforts (Gupta et al., 
1994; Robinson et al., 1997b). This is an area where immediate extension of the work 
presented in this paper is highly relevant.  
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Table 3.1. Percentage of subsurface runoff in the total volume of runoff generation 
resulted from an impulse rainfall (duration = 1hr, rainfall intensity = 30mm/hr) 
  A1 
(21.7km2) 
A2 
(433.9km2) 
A3 
(1680.4km2) 
A4 
(2454.3km2) 
Case I 74.5 74.4 74.0 74.0 
Case II 66.4 67.9 70.3 74.3 
Wet 
condition 
Case III 58.7 61.9 66.0 73.2 
Case I 90.3 89.9 89.6 89.4 
Case II 83.8 86.7 88.5 91.1 
Dry 
condition 
Case III 71.0 76.2 84.1 90.0 
 
 
 
Table 3.2. Exponents of the power law relationships between the drainage area and the 
normalized peak discharge 
  Exponent 1 Exponent 2 
Case I -0.19 -0.94 
Case II -0.20 -1.22 
Wet 
condition 
Case III -0.18 -1.23 
Case I -0.28 -1.21 
Case II -0.39 -1.52 
Dry 
condition 
Case III -0.34 -1.60 
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Figure 3.1. Illinois River Basin near Tahlequah, OK 
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Figure 3.2. Control of spatial variability of landscape properties on the spatial pattern of 
runoff generation in Illinois River Basin. The left two plots are the percentage of 
subsurface runoff, or Dunne runoff, of the total volume of annually runoff generation 
within each REW. And the right two plots are the mean values of hydraulic conductivity 
or topographic slope averaged through each REW.  
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Figure 3.3. Scaling behavior of runoff partitioning at annual and monthly scale in the 
Illinois River basin. All the values are averaged from the model predictions throughout 
the whole Illinois River basin for the period 10/01/1996~09/30/2006. 
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Figure 3.4. Regime curves and hourly flow duration curves at various locations in the 
Illinois River basin, constructed from the observed streamflow discharges for the period 
10/01/1996~09/30/2005.  The regime curves are normalized by the corresponding 
averaged monthly discharges, and the flow duration curves are normalized by the 
corresponding averaged hourly discharges for different locations respectively. 
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Figure 3.5. Scaling behavior of landscape properties in the Illinois River basin. The dots 
in these plots are the mean values of hydraulic conductivity, or topographic slope, 
averaged through each REW. 
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Figure 3.6. Scaling behavior of runoff partitioning resulted from an instantaneous 
impulse rainfall (30mm/hr) in the Illinois River basin. Note the runoff volumes are 
averaged throughout the total corresponding upstream drainage area. 
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Figure 3.7. Instantaneous response function (IRF) resulted from an instantaneous impulse 
rainfall (30mm/hr) under wet condition.  
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Figure 3.8. Instantaneous response function (IRF) resulted from an instantaneous impulse 
rainfall (30mm/hr) under dry condition.  
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Figure 3.9. Normalized peak discharges resulted from an instantaneous impulse rainfall 
(30mm/hr).  
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Figure 3.10. Power-law relationships between the total mainstream channel length and 
drainage area. There are two power-law relationships, applicable to the range of drainage 
area less than 1000km2 and larger than 1000km2 respectively.  
 
 
 
 
 
 
Figure 3.11. Scaling of maximum channel velocity under wet/dry conditions.  
 
 
110
 
 
Figure 3.12. Scaling behavior of saturation area fraction within the local REWs. The 
saturation area fraction values are averaged through the simulation period (720hrs). The 
horizontal axis represents the total upstream drainage area of each REW, which indicates 
the relative location of each REW. 
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Figure 3.13. Time-to-peak resulting from an instantaneous impulse rainfall (30 mm/hr).  
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CHAPTER 4. EXPLORING POSSIBLE CLOSE INTER-
CONNECTIONS BETWEEN CLIMATE, SOIL, TOPOGRAPHY 
CONSTRAINING BY EMPIRICAL MEASURE OF ANNUAL WATER 
BALANCE 
Abstract 
In Chapter 2 and 3 we have investigated the controlling factors of runoff 
partitioning at the catchment scale, and the subsequent effects of runoff partitioning on 
runoff routing. Both are conducted in real catchments using downward diagnostic 
approach. It would be valuable to look at runoff partitioning from another perspective. In 
this chapter runoff partitioning is investigated with upward approach. And, deeper insight 
can be gained if looking at the connections between those controlling factors, climate, 
soil and topography, and the impacts of these connections. In this work, the connections 
between climate, soil and topographic controls and their effects on annual water balance 
are systematically examined. A simple distributed hydrologic model has been built for 
this purpose, which is comprehensive enough to simulate the effects of different 
combinations of climate, soil and topography, and generate a diversity of runoff 
generation mechanisms. A small set of dimensionless similarity numbers, which are 
physically meaningful, have been shown to explain the competition between the wetting, 
drying, storage and drainage functions of the watershed that underlie this model predicted 
behavior. Each combination of these dimensionless numbers could be feasible in theory, 
but only some combinations actually occur in nature. By constraining the predictions of 
the model with the empirical Budyko curve, we narrow down to these feasible 
combinations, which are further governed by close-interconnections between climate, soil 
and topography. The resulting quantitative climate, soil and topography interconnections 
could be potentially tested in the field, and if deemed reasonable, could also be used to 
constrain hydrological model predictions.  
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4.1. Introduction 
The spatial and temporal variability of water balance within catchments is one of 
the most fundamental issues pursued by the hydrologists worldwide. Tremendous efforts 
have been made to look into the physical mechanisms underlying the variability of water 
balance (Horton, 1933; Dunne, 1978; Freeze, 1980; Jothityangkoon et al, 2001; Yang et 
al, 2006, and many others).  Infiltration excess flow (hereafter also referred as Horton 
overland runoff), saturation excess flow (hereafter also referred as Dunne overland runoff) 
and subsurface storm flow are three dominant runoff generation mechanisms playing key 
roles in water balance (Horton, 1958; Dunne, 1978). In his famous diagram as in Figure 
4.1, noted as the Dunne Diagram, Tomas Dunne (1978) asserted that the occurrence and 
relative dominance of a certain runoff generation mechanism are governed mainly by 
climate, soil, vegetation and topographic controls.  
The Dunne Diagram is a milestone of hydrology. It, for the very first time, 
presents a complete picture of runoff generation under the impacts of various controls, 
but only in a qualitative way, and thus could not be directly used in hydrological 
modeling and prediction. In hydrologic simulation practice, especially at the catchment 
scale, it is quite often that people can manage to fit the hydrograph pretty well while 
without being able to discover the exact runoff components. That is, how much runoff is 
from infiltration excess, how much is from saturation excess, and how much is from 
subsurface storm flow? Without a deep understanding of this question, there is no 
guarantee that they got the right answer for the right reason. It is thus of great importance 
to investigate the impacts of climate, soil, vegetation and topographic conditions on 
runoff generation in a systematic and quantitative way. In the first part of this work, we 
examine the effects of climate, soil and topography on annual water balance with a 
hypothetical distributed hydrological model and a few dimensionless similarity numbers. 
The model is simple but comprehensive enough to generate a diversity of hydrological 
responses, such as the various runoff generation mechanisms, under various combinations 
of climate, soil and topographic conditions. The dimensionless similarity numbers are 
physically meaningful to incorporate the interactions between hydrological responses and 
climate, soil and topographic controls at the catchment scale.  
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Catchment scale is the most extensively used spatial unit in water resources 
management and decision-making support activities. The tremendous spatial and 
temporal variability within the climate, soil and topographic controls acting on 
catchments lead to innumerable catchments, i.e., it is almost impossible to find two 
catchments totally identical. However, Freeze (1980) points out that “the Dunne 
mechanism is so common in nature in spite of these theoretical limitations on its 
occurrence infers a very close relationship between climate, hydraulic conductivity, and 
the development of geomorphic landforms”. Inspired by this, we infer that the fact that 
the Budyko hypothesis (Budyko, 1948) explains the annual water balance of 90% of 
catchments throughout the world also implies the possible close interconnection among 
climate, soil, vegetation and topographic controls. In the second part of this work, we 
assume that only those combinations of climate, soil and topography leading to such 
catchment hydrological response as respecting the Budyko Hypothesis are feasible, i.e., 
most possibly happening in nature. It is by this way that we constrain the combinations to 
a narrow plausible range, and then explore the possible existence of intimate 
interconnection between climate, soil and topographic controls at the catchment scale.  
This chapter is organized as follows. In Section 4.2 we first define a few 
dimensionless similarity numbers to incorporate the characteristics of climate, soil and 
topography at the catchment scale, and then present a simple but comprehensive 
distributed hydrological model, and finally introduce the design of this virtual experiment. 
In Section 4.3 we explore the impacts of climate, soil and topographic controls on annual 
water balance, and the possible interconnection between them, along with some 
discussions. Summary and conclusions are given in Section 4.4. 
4.2. Methodology 
This section outlines the methodology of this thought experiment. First we present 
a hypothetical distributed hydrological model, and then introduce the design of climate, 
soil and topographic regimes as the inputs of the distributed model, finally define a few 
dimensionless similarity numbers which quantify the interactions between climate, soil 
and topography.  
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4.2.1 Hypothetical Distributed Hydrological Model 
For the purpose of investigating runoff generation within the catchments under 
different combinations of climate, soil and topography, a distributed model has been 
developed that is comprehensive enough to perform multiple realizations for different 
climate-soil-topography combinations, and solid enough to capture first order controls on 
various hydrological processes as shown in Figure 4.2, but this model should also be 
simple enough with moderately complex model parameterizations and computational 
burden. The details of the modeling procedure are summarized as following: 
1. The model is based on a fine-scale DEM grid from an actual watershed. Soil 
hydraulic properties (hydraulic conductivity, porosity etc.) are assumed uniform through 
hypothetical watersheds. Soil depth is related to topography (Stieglitz et al., 2003), so 
that the bedrock topography could be different from the surface topography. 
 2. The DEMs is processed through usual packages (e.g. ARC-INFO) to delineate 
flow direction, river network, subcatchments (including corresponding outlets) and so on, 
and the pixels are grouped into hillslope pixels and channel pixels.  
3. The channel width is simulated according to the Hydraulic Geometry 
relationship suggested by Menabde and Sivapalan (2001): 
                                                   baAW =                                                            (4.1) 
Here A  is the flow accumulation area corresponding to each river pixel. b  is a 
constant, here taken as 0.45. a  is a coefficient which can be adjusted to give reasonable 
channel width.  
4. A spatially uniform and temporally-simplified rainfall structure is used for 
various climates, with infinite series of storms of constant intensity, duration and 
between-storm period as shown in table 4.1, i.e., all the other forms of rainfall variability 
are not considered in this work. Potential evaporation is assumed spatially and temporally 
uniform, although different under various climates. 
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5. Surface runoff will be estimated at each pixel for each time step. On the basis 
of the local infiltration capacity, given by Green-Ampt method (Green and Ampt, 1911), 
and soil moisture content, three runoff generation mechanisms are feasible: Horton 
overland flow (infiltration excess flow), Dunne overland flow (saturation excess flow) 
and subsurface storm flow.  
6. A simple two-layer soil model is used to simulate the mechanism of soil water. 
For each pixel the soil depth is divided into two parts by the time varying water table as 
shown in Figure 4.3(a): unsaturated zone and saturated zone. After Ridolfi et al. (2008), it 
is assumed that, after the recharge from the unsaturated zone into the saturated zone and 
capillary rise from saturated zone to unsaturated zone, the soil moisture profile can be 
approximated by  
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Where )(zθ is soil moisture in the soil column with a distance z  from the ground 
surface. φ   is soil porosity. usd  is total depth of the unsaturated zone. aψ  is bubbling 
pressure head. λ  is Brooks-Corey Exponent (Brooks and Corey, 1964). The average soil 
moisture in the unsaturated layer can be obtained by integrating Eqn. (4.2) 
                                     ⎥⎥⎦
⎤
⎢⎢⎣
⎡ −⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−=
−
11
1
1 λ
ψ
ψ
λ
φθ
a
us
us
a d
d
                                   (4.3) 
7. Overland flow will be routed to the downslope pixels at specified overland flow 
velocities, which are estimated according to Manning’s Equation as follows: 
                                           3/22/10
1
ss hSn
V =                                                        (4.4) 
 Where sV  is local overland flow velocity, n  is Manning’s roughness, 0S is the 
local surface slope and sh  is the hydraulic radius. n  is 0.1 for hillslope pixels, which is in 
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the middle of grass/pasture range, and 0.06 for channel pixels  (Brater and King, 1976; 
Engman, 1986).   
8. Subsurface flow in each pixel will be routed downward at a specified 
subsurface velocity given by Darcy’s law as follows: 
                                                    uu hSV
'=                                                          (4.5) 
Where 'S is the local bedrock slope and uh  is the equivalent soil water depth in 
the saturated zone at the current time step. We assume there is no longitudinal subsurface 
flow in unsaturated zone. 
9. The hillslope routing and river channel routing are based on the same two 
assumptions. Assumption 1: For each pixel, in a fairly short time, the outflow from it will 
not be affected by the water flowing into it. Assumption 2: For each pixel, there is only 
one direction for water to flow out, while there are at most 7 inflow directions other than 
the outflow direction, and the total volume of water flowing in this pixel is given by 
simply superpositioning the outflows from its upstream adjacent pixels. As shown in 
Figure 4.3.b, around pixel F there are 8 pixels which are hydrologically adjacent to it. 
The water from pixel A, B, H is going to flow into pixel A, and the water from pixel A is 
going to flow into pixel J. Assume at current time the water depths within the pixels are 
HA, HB, HH, HF, HJ respectively, the velocities of the pixels are Av , Bv , Hv , Fv , 
Jv respectively, and their side-lengths are the same, l . Then according to assumption 1, 
during a period tΔ  the volume of water flowing out of pixel F is given by 
                                       2/, )1( leHV
ltv
FoutF
F ⋅−⋅=Δ Δ⋅−                                      (4.6) 
During the same period the volumes of water flowing out of pixel A, B, H are also 
given by (4.6). Thus according to assumption 2, the water balance of pixel A, only 
considering routing here, is described by 
              outFoutHoutBoutAoutFinFF VVVVVVV ,,,,,, Δ−Δ+Δ+Δ=Δ−Δ=Δ                (4.7) 
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Note that for small value of tΔ , Eqn. (4.6)  is essentially the same as kinematic 
wave method, and for large value of tΔ water balance is well preserved.  
10. It is assumed that evapotranspiration only happens during the between-storm 
period. The evapotranspiration from unsaturated zone is given by 
                                            φ
θ
rpus Fee =                                                           (4.8) 
Where pe  is the potential evapotranspiration rate. rF  is the fraction of root 
distributed within the corresponding soil layer, here taken as unity. 
4.2.2 Numerical Simulation Design 
This subsection outlines the design of climate, topography and soil regimes, 
which, together with the hypothetical distributed model structure described in previous 
subsection, facilitate this thought experiment.  
4.2.2.1 Climatic regimes 
Nine climatic regimes, from humid to arid, are designed based on the three classic 
climatic regimes suggested by Hawk and Eagleson (1992) and Salvucci and Entekhadi 
(1994).  The annual rainfall is kept as 1000mm for each climatic regime, and the others 
values are modified in convenience of modeling without loss of reality. As shown in 
Figure 4.4, under each climate the identical storm event is repeated as the model inputs 
until equilibrium between the inputs and outputs has been reached. That is, after a fairly 
long period, the output cycles, such as hydrograph, will also repeat themselves.  Note that 
within-storm variability, intra and inter-annual variability have not been included, which 
will be covered in the future work. In this work the climatic forces are assumed spatially 
uniform. The authors also realize the importance of spatial variability of climatic forces, 
but this is beyond this work too and will be pursued in future. 
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4.2.2.2 Topography 
Average slope at the catchment scale is used in this work to indicate catchment 
topography. The local slope between two points in 3-D coordinate system, ( 1x , 1y , 1z ) and 
( 2x , 2y , 2z ), is given by  
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Where 1z  and 2z  are absolute vertical coordinates respectively, 0z  is the datum, 
and 1zΔ  and 2zΔ  are relative vertical coordinates respectively. 
If we multiply the relative vertical coordinate of every point within the catchment 
with the same constantζ , the slope between the two points above is  
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Thus we could control the average slope within the catchment by simply changing 
the value of constantζ . Nine types of slope distribution are thus designed in this work, as 
shown in table 4.2. 
4.2.2.3 Soil properties 
Soil properties include hydraulic conductivity, soil depth, and soil porosity and so 
on. Hydraulic conductivity affects the infiltration and subsurface flow, while soil depth 
and effective porosity have significant effects on catchment soil moisture storage and 
evaporation. Soil properties used in this work are all listed in table 4.3, assumed uniform 
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through the hypothetical catchments, except that the soil depth distribution within the 
catchments is calculated as a linear function of topographical index (Stieglitz et al., 2003), 
as shown in table 4.4.Soil is assumed isotropic with respect to hydraulic conductivity. 
That is, the effective longitudinal hydraulic conductivity is assumed equal to the effective 
vertical hydraulic conductivity. In this experiment, 15 hydraulic conductivity values are 
sampled for each type of soil in such a way that the range of hydraulic conductivity 
values covers about three magnitudes as shown in table 4.3. 
4.2.2.4 Digital Elevation Model (DEM) 
The DEM used in this work has a spatial resolution of 30m*30m, and is 
downloaded from USGS website for a small watershed located in Brown County, Indiana, 
USA, as shown in Figure 4.5. The drainage area of this watershed is about 2.4km2. The 
reason we selected this catchment is that the natural landscape has been kept well and the 
channel network extracted from DEM is well developed. There are about 3000 pixels in 
the DEM which are the spatial units in our hypothetical model. This real catchment DEM 
is ideal for highly spatially distributed hydrologic modeling without too much 
computational burden. 
4.2.3 Definition of dimensionless similarity numbers 
4.2.3.1 Annual Rainfall Partitioning at the catchment scale  
Annual water balance at catchment sale can be better described in terms of 
different components (L’vovich, 1979; Ponce and Shetty, 1995). Considering the local 
abstraction processes only (before hillslope routing or channel routing), annual rainfall 
can be partitioned into evaporation from soil, and three runoff generation components, 
Hortonian runoff, Dunne overland runoff and subsurface runoff, as shown in the 
following annual water balance 
                                            SSDH EQQQP +++=                                         (4.11) 
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P  is annual rainfall. ∑∑=
i j
HH jiqQ ),(  is total annual volume of Hortonian 
overland runoff generated at the catchment scale. ∑∑=
i j
DD jiqQ ),(  is total annual 
volume of Dunne overland runoff generated at the catchment scale. ∑∑=
i j
SS jiqQ ),(  is 
total annual volume of subsurface runoff ( exfiltration from the saturated soil) generated 
at the catchment scale. ),( jiqH , ),( jiqD , ),( jiqS  are respectively the volume of 
Hortonian overland runoff,  Dunne overland runoff and subsurface runoff generated at 
location i  within time step j . ∑∑=
i j
SS jieE ),(  is annual evaporation from soil at the 
catchment scale. ),( jieS  is the volume of evaporation from soil at location i  within time 
step j . The evaporation from water surface is implicitly included in HQ , DQ , SQ , 
considering the water under open water surface is essentially originated from these runoff 
components.  
Following L’vovich (1979) and Ponce and Shetty (1995), Eqn. (4.11) can be 
rewritten as   
                                          WQQP DH ++=                                                    (4.12)          
                                           SS EQW +=                                                           (4.13) 
where HQ , DQ  are surface runoff directly from excess rainfall, and W is 
catchment wetting, the part of precipitation which infiltrates into the soil instead of 
contributing to surface runoff. Soil water, or catchment wetting, either exfiltrates out of 
ground surface at saturated areas as subsurface flow, or is vaporized into the atmosphere, 
as shown in Eqn. (4.13). 
Rewrite Eqn. (4.12) and (4.13) into dimensionless form, we get 
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Q SS +=1                                                         (4.15) 
These dimensionless numbers, PQH / , PQD / , WQS / , and so on,  can be 
regarded as signatures since they describes the annual hydrological variability at the 
catchment scale (Sivapalan, 2005).  
Now considering the routing processes after abstraction process, annual 
precipitation can also be partitioned into total volume of discharge at the catchment outlet 
and total volume of evaporation.  
                                            EQP +=                                                             (4.16)          
Q  is the total volume of discharge at the catchment outlet after hillslope routing 
and channel routing. The total volume of evaporation within the catchment consists of the 
evaporation from soil and from water surface.   
                                             WS EEE +=                                                         (4.17)          
Note that HQ , DQ , SQ  are estimated before runoff routing. The runoff being 
routed to the catchment outlet essentially comes from Hortonian overland flow, Dunne 
overland runoff and subsurface storm flow. Before the runoff arrives at the outlet, a part 
of it is lost due to evaporation from water surface. Therefore Q  can be further partitioned 
as 
                                           WSDH EQQQQ −++=                                        (4.18) 
WE  is the annually total evaporation from the surface water within a catchment. 
In this experiment the impacts of ponds, lakes and reservoirs are neglected. 
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4.2.3.2 Definition of Dimensionless Numbers 
A catchment as a control volume has various functions on the water entering into 
it through different processes, such as wetting, drying, storage and drainage functions. 
When precipitation falls on the ground surface, part of it infiltrates into the soil and make 
the soil wet. This we note as wetting function. Water can also be stored within a 
catchment in terms of surface water, subsurface water, snow, ice, etc. This we note as 
storage function. There are basically two ways of water getting out of a catchment, 
evapotranspiration in vertical direction and flowing in lateral direction. 
Evapotranspiration dries the soil, so we note it as drying function. The function of lateral 
flowing is noted as drainage function. A small set of dimensionless numbers are 
introduced in this subsection to quantify these catchment functions in a coherent way.  
1. iK s /=α  
sK  is the effective vertical hydraulic conductivity through the whole catchment, 
and i  is the average rainfall intensity. α describes the competition between infiltration 
rate and rainfall intensity. The larger the value of α , the more precipitation infiltrates 
into the soil, and the wetter the soil. The less the value of  α , the more precipitation 
becomes infiltration excess runoff, or Horton overland runoff.  
2. AitdLttSK rbrs /)(2 += ξβ  
ξ  is the ratio of the effective longitudinal hydraulic conductivity over effective 
horizontal hydraulic conductivity, i.e., sKξ  is the effective longitudinal hydraulic 
conductivity through the catchment. S is the mean bedrock slope. rt  is annually mean 
storm duration. bt  is annually mean between-storm period. L is the total stream length 
within a catchment. d  is the mean depth of soil column. β  can be rewritten as 
)/1( rb ttDdS +⋅= ξαβ , where ALD /2=  is catchment drainage density. β  can be 
further rewritten as PAdLttNSKNAitdLttNSK brsrbrs /)(2/)(2 +=+= ξξβ , where 
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N  is mean annual number of rainfall events within one year, and )( br ttN +  is exactly 
equal to one year. Therefore, β  describes the interaction between the potential 
subsurface drainage capacity and rainfall capacity at the catchment scale. In other words, 
β  captures the interaction between the wetting function and drainage function of the 
catchment. 
Denote LADL 2//1* ==  as the average distance water particles traveling 
through hillslope, and SKLt sξφ /** =  (φ  is average soil porosity) as the average time of 
subsurface water traveling through hillslope, then β  can be written as  
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where  
i
dtF
φ=  is the time needed for rainfall to fill up the soil column. When 
1>>β , the catchment drains before it fills up. When 1<<β , the catchment fills up 
before it drains out.  
3. PEr p /=  
γ  is the well-known dryness index at the catchment scale. It describes the 
competition of potential evaporation and rainfall capacity at the catchment scale.  
4. γβϕ /=  
ϕ  is derived from β  and γ , and can be rewritten as Pbrs EdLttNSK /)(2 += ξϕ . 
ϕ  describes the competition between potential subsurface drainage capacity and 
evaporation capacity at the catchment scale. ϕ  can also be rewritten as 
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where 
p
e e
dt φ=  is the maximum time needed for a saturated soil column to be 
evaporated out. ϕ  captures the competition between the drying function and the drainage 
function of catchments, or the vertical and lateral movement of water in the soil. When 
1>>ϕ , the catchment drains before it evaporates out. When 1<<ϕ , the catchment 
evaporates out before it drains out. 
The above dimensionless numbers incorporates within them the catchment 
characteristics, and can be regarded as predictor variables (Sivapalan, 2005). It is hoped 
that the catchment responses can be predicted to certain extent given these predictors, if 
quantitative relationship between catchment responses, such as quantified with the above 
signatures, and the predictor variables has been well established. 
4.3. Results and discussion 
From hydrologic perspective, the configuration of a basin can be roughly 
described with a combination of certain climate, soil and topographic regimes as listed in 
Section 4.2. For example, humid climate, sand soil, flat topography, etc. Each 
combination of the climate, soil and topographic conditions is regard as a virtual basin. 
The hypothetical hydrologic model introduced in Section 4.1 is applied to each of these 
virtual basins. The hydrologic responses from each virtual basin at the catchment scale 
are then carefully analyzed. In this thought experiment, we have about 3,600 virtual 
basins. The hope is that these 3,600 virtual basins be representative for a large amount of 
various actual basins, and any conclusion from this thought experiment is therefore 
universal to some extent. 
In this section we first discuss the impacts of climate, soil and topographic 
controls on the partitioning of annual rainfall. Then we move to the relationship between 
these controls themselves.  
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4.3.1 The impacts of climate, soil and topography on annual water balance 
The existence of Horton overland runoff (infiltration excess overland flow), 
Dunne overland runoff (saturation excess overland flow), and subsurface runoff has been 
extensively realized since the great work of Tom Dunne (1978). Not much effort, 
however, has been put on investigating the relative dominance of various runoff 
components from different generation mechanisms in a quantitative and systematic way. 
In the prominent work of L’vovich (1979) and Ponce and Shetty (1995), annual rainfall 
was partitioned into surface runoff, the part of rainfall directly transferred to overland 
flow, and catchment wetting, the part of rainfall infiltrated into the soil. In this work, we 
argue that annual rainfall can be partitioned into evaporation from soil, Hortonian runoff, 
Dunne overland runoff and subsurface runoff, as indicated by Eqn. (4.11) ~ (4.13). The 
impacts of climate, soil and topographic controls on annual water balance are thus 
investigated in terms of these components. 
Figure 4.6 shows the relationship between the ratio of annual Horton overland 
runoff volume over annual precipitation volume, PQH / , and infiltration index, α . α  is 
defined as the ratio of effective hydraulic conductivity at the catchment scale over 
annually mean rainfall intensity. It captures the competition between the function of 
wetting and infiltration. It is straightforward that larger α  means more precipitation 
infiltrates into the soil and thus less precipitation left on the surface as infiltration excess 
overland flow, i.e., Horton overland runoff. The generation of Horton overland runoff is 
somehow underestimated in this work because the rainfall intensity is assumed constant 
during a storm event, while in reality instantaneous rainfall intensity often varies sharply 
during a storm event.  In other words, high values of instantaneous rainfall intensity have 
been attenuated by this assumption, which usually lead to more infiltration excess.  
The other major runoff generation mechanisms besides Horton overland runoff 
are Dunne overland runoff and subsurface flow. These two runoff generation mechanisms 
always occur together at saturated areas. Figure 4.7 shows the competition between 
Dunne overland runoff and subsurface runoff governed by drainage index β .  When the 
drainage capacity is increasing, i.e., β  is increasing, more soil water flows out of the 
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ground surface as subsurface runoff, thus less soil water leads to less saturated area, and 
finally results in less Dunne overland runoff generation. For example, with the same 
climate and soil properties, saturation area in a steep catchment is less than that in a flat 
catchment, but subsurface flow is more dominant in the former catchment. Recall that the 
volume of Dunne overland runoff generation increases with the percentage of saturated 
area within a catchment (Woods and Sivapalan, 1997). The relationship shown in Figure 
4.7 implies that catchment drainage capacity is the first order control of the competition 
between Dunne overland runoff and subsurface runoff, no matter whether Horton 
overland runoff is significant or not. 
Subsurface flow is closely related to catchment wetting. As indicated in Eqn. 
(4.12) and (4.13), once rainfall infiltrates into the soil and becomes catchment wetting, 
there are only two exits for this catchment wetting, or soil water, to get out of catchments. 
One exit is laterally flowing downslope and exfiltrating out at the saturated areas as 
subsurface flow. Another exit is vertically exfiltrating out of the ground surface at 
unsaturated areas as evapotranspiration. In this work, we mainly consider bare soil 
evaporation, and vegetation transpiration is not explicitly included. The dimensionless 
number WQS /  quantifies the competition between the lateral subsurface flow and 
vertical evaporation at the catchment scale. This competition, however, is controlled by 
multiple factors. It is very hard to describe the relative contribution of each controlling 
factor with a single dimensionless number. A stepwise method is used here to examine 
the impacts of these factors. 
Catchment subsurface drainage capacity is definitely one of the most important 
controlling factor of WQS / , as shown in Figure 4.8. Each regime in Figure 4.8 
represents one combination of climate-soil-topography. According to Section 4.2, there 
are 9*3*3=81 regimes in total. Most of the regimes exhibit a similar pattern: with β  
increasing, the value of  WQS /  first keep zero, then starts increasing slowly once  β  
exceeds a threshold value. After a transition range, WQS /  increases linearly. This 
linearly increasing slows down at some point, and almost stops after another transition 
range, i.e., WQS / infinitely approaches a maximum. When the subsurface drainage 
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capacity is very small, due to flat topography or low longitudinal hydraulic conductivity, 
soil water is totally dominated by vertical evaporation, and catchment wetting hardly 
becomes subsurface flow. When the subsurface drainage capacity is larger than a 
threshold value, more and more soil water moves laterally instead of vertically, and more 
subsurface flow is generated. The relative percentage of subsurface flow stops increasing 
with β exceeds another threshold value, and a constant maximum has been reached. This 
is because that, besides the competition between subsurface drainage capacity and 
evaporation potential, the generation of subsurface flow is also controlled by the 
available soil water, i.e., water in saturated zone which could flow laterally under the 
effect of gravity. When β  is large enough, the generation of subsurface flow will be 
limited only by water availability. This is interestingly similar to Budyko’s curve 
(Budyko, 1948), which shows that the annual evaporation at the catchment scale is first 
limited by the evaporative energy, and then limited by available water.  
Most of the regimes in Figure 4.8 can be divided into three phases in terms of 
minimum WQS /  (zero), maximum WQS / , a threshold value and two transition ranges 
of β .  These maximum values and the transition ranges, however, are different among 
the regimes. The maximum value of WQS /  is mostly controlled by the water storage in 
saturated zone, which in turn is controlled by other factors related to climate and soil 
properties. In general, the maximum WQS /  is higher under humid climate than under 
arid climate; and higher for sand soil dominated catchments than clay or silt dominated 
catchments. The threshold value of β which indicates the zero/nonzero shifting of 
WQS /  is mostly controlled by climate, i.e., lower under humid climate and higher under 
arid climate. The shape of these regimes can be well captured with an empirical formula 
as following 
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Where 1c  and 2c  are dimensionless coefficients. 1c  is corresponding to the 
maximum value of WQS / . 2c  is corresponding to the threshold value of β . We first 
fitted this formula to each regime separately with least square error method. That is, we 
optimized the values of 1c  and 2c  so that for each regime a minimum can be reached for 
the sum of the square errors between the values of WQS /  predicted by the hypothetical 
model and those predicted by the empirical formula as in Eqn. (4.21). In Figure 4.8, the 
values of WQS /  predicted by the hypothetical model are plotted with various marks, and 
those predicted by the empirical formula are plotted with solid lines. We then looked at 
the quantitative relation between 1c  (or 2c ) and the dimensionless descriptors which 
describe the catchment characteristics including climate, soil and topographic properties. 
A generic programming package, GPkernel (Babovic and Keijzer, 2000), is used here to 
automatically establish a number of alternative empirical relations, from which the one 
with a simple form and good performance was chosen to finalize Eqn. (4.21).  The 
relation for 1c  is  
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bS  is the average soil storage capacity at the catchment scale. The relation for 2c  
is 
                                            γ5.02 =c                                                               (4.23) 
Eqn. (4.21) can then be rewritten as 
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γβϕ /=  as defined in Section 4.3. Figure 4.9 shows that the empirical formula 
as in Eqn. (4.24) satisfyingly captures the controlling factors of WQS / . Further 
discussion on the formula.  
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4.3.2 Close interconnection between climate, soil and topography 
In the previous discussion, all possible combinations of climate, soil and 
topographic regimes, or virtual basins, have been treated equally. However, not all these 
combinations are equally feasible in nature.  In other words, the possibilities for these 
combinations of conditions to exist in natural catchments are not equal. Some of the 
virtual basins must be more possible than the others. These more feasible virtual basins 
themselves are then more likely to follow the existing universal principles emergent at 
certain spatial and temporal scales. The Budyko Hypothesis is one of the universal 
principles valid for annual water balance at the catchment scale (Budyko, 1948). It is 
therefore assumed here that only those combinations which as the model inputs lead to 
the hydrological responses respecting the Budyko Hypothesis are most likely existing in 
nature. The climate-soil-topography combinations, or virtual basins, are hereby 
constrained by the Budyko Hypothesis and narrowed down to a small range. Inspired by 
the assertion of Freeze (1980) (please refer to the introduction section), we then start to 
investigate the possible close interconnections between climate, soil and topography 
within these constrained virtual basins.  
The solid line in Figure 4.10(a) is plotted according to Budyko’s formula (Budyko, 
1948). Notice here PEP /  is used instead of γ  simply to respect the original Budyko 
curve. The total evaporation E  here equals to the sum of the evaporation from soil and 
water surface, as stated by Equ. (16)~(18). Considering the uncertainty in the Budyko 
Hypothesis itself,  only those virtual basins have been picked out giving total evaporation 
values within ( 1)/( ε−ltheoreticaPE , 2)/( ε+ltheoreticaPE ). Here ltheoreticaPE )/(  is the 
theoretical value of PE /  given by Budyko’s formula. 1ε  and 2ε  are the error items.  1ε  
is estimated as the 10% of the difference between ltheoreticaPE )/(  and the lowest possible 
value of PE /  which is zero.   
                                           ltheoreticaPE )/%(101 =ε                                          (4.25) 
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2ε  is estimated as the 10% of the difference between ltheoreticaPE )/(  and the 
highest possible value of PE /  
          
[ ]
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)/(1%10
)/(/%10
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p
p                            (4.26) 
The value of 10% is somehow arbitrary here, and it could be some other values 
such as 5% or 15%.  The virtual basins chosen by this way are denoted as behavioral 
virtual basins hereafter as shown in Figure 4.10(a).  
Budyko hypothesis as a universal principle of annual water balance, although still 
empirical, emerges at the catchment scale. The arising of this catchment-scale pattern 
might be due to the possible tight interconnection between climate, soil and topographic 
controls themselves. One promising way to investigate this interconnection is to construct 
the dimensionless descriptors defined in Section 4.3.2 from these behavioral virtual 
basins, and look at the interactions between them. Figure 4.10(b) shows the 
interconnection between dryness index γ  and drainage index β  when the total runoff 
only consists of Dunne overland runoff and subsurface runoff, i.e., Horton overland 
runoff is little. Comparing with Figure 4.7 and 8, the ranges of β  value are significantly 
narrower in Figure 4.10(b). This is pleasingly consistent with Freeze’s assertion “If one 
fixes the mean hydraulic conductivity of hillslope, then there is only a very narrow range 
of topographic slopes that can lead to runoff generated by the Dunne mechanism. If one 
fixes the topographic slope of a hillslope, then there is only a very narrow range of 
hydraulic conductivities that will lead to a water table that is high enough to allow the 
Dunne mechanism to be operative in a given climatic regime” (Freeze, 1980). Another 
common feature for all three types of soils in Figure 4.8(b) is that the value of β  
increases with γ .  The Budyko Hypothesis is not only about annual evaporation, but in 
fact also about annual runoff. For annual water balance, we have  
                                                  
P
E
P
Q −=1                                                       (4.27) 
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To meet the annual water balance implied by the Budyko Hypothesis, certain 
amount of runoff has to be generated and reach the catchment outlet. Under more arid 
climate, i.e., larger γ  , evaporative power is stronger. The subsurface water has to run 
faster downstream to form up enough saturated area so that certain amount of Dunne 
overland runoff and subsurface runoff is generated, otherwise it will be evaporated finally. 
It is essentially the competition between the vertical movement and lateral movement of 
subsurface water that necessitates the increasing of β  with γ .  
 In Figure 4.10(b), the values of β  for silt and clay loam are apparently 
larger than those values of β  for sand. One of the major differences between sand and 
the other types of soil is that, comparing with silt and clay soil, sand soil tends to hold 
much less water in unsaturated zone instead of recharging to saturated zone, as shown in 
Eqn. (4.2) and (4.3). So in sand soil, most of soil water is mobile under gravity and in 
favor of lateral flow which leads to Dunne overland runoff and subsurface flow. In silt or 
clay soil, a major part of soil water is immobile and subject to evaporation, and only a 
small part of soil water is available for lateral movement. Therefore in silt or clay soil, 
larger drainage capacity is necessary to compete with evaporation and generate enough 
Dunne overland runoff and subsurface flow to meet the water balance suggested by the 
Budyko Hypothesis. The last but not the least difference between sand soil and silt/clay 
soil in the plots of Figure 4.10(b) is that under arid climates (for instance, 0.1>γ ), silt or 
clay soil does not favor the dominance of Dunne overland runoff and subsurface flow. 
Larger amount of soil water in unsaturated zone and strong evaporative power under arid 
climate imply that evaporation totally dominates over lateral flow regarding soil water. 
This suggests that the combinations of silt/clay soil and arid climate are not likely leading 
to such water balance with Dunne overland runoff and subsurface flow as the major 
runoff components while still respecting the Budyko Hypothesis. That is, this situation 
rarely happens in natural catchments. 
 It is feasible, however, under arid climate and silt/clay soil, Horton 
overland runoff dominates in runoff generation while the Budyko Hypothesis is still 
respected, as shown in Figure 4.11(a). Figure 4.11(b) shows the interconnection between 
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dryness index γ  and infiltration index α  when the total runoff is dominated by Horton 
overland runoff. According to the Budyko Hypothesis, the more arid the climate is, the 
less runoff will be generated. This is consist with the fact shown in Figure 4.11(b) that 
infiltration index α  increases with dryness index γ , since the increasing of α  implies 
the less fraction of precipitation being transformed into Horton overland runoff, as also 
shown in Figure 4.6.   
4.4. Summary 
This work focuses on the annual water balance at the catchment scale. It 
investigates the impacts of climate, soil and topographical controls on annual water 
balance. It also explores the possible close interconnection between climate, soil and 
topography themselves. The major contributions of this work are as follows: 
(1) We have developed a hypothetical distributed model, which is comprehensive, 
solid and feasible enough to incorporate a variety of hydrological processes and a host of 
hypothetical catchments, while without too much computational load. Although we will 
improve this computational framework in our future work, it has shown its power in this 
thought experiment, and could be utilized in future virtual experiments.  
(2) We have interpreted the Horton diagram in a quantitative way, with respect to 
the competition between the wetting, drying, storage and drainage functions of the 
catchments that underlie the model predicted behavior. 
(3) Most importantly, we have shown that there are possible close 
interconnections between climate, soil and topography at the catchment scale, and 
quantified these interconnections with a few dimensionless similarity numbers. The 
impact of vegetation is not explicitly included in this work, but we believe that it is 
naturally incorporated into climate, soil and topographical controls. 
These results are testable in the field, and if deemed reasonable, could be used to 
construct process description directly at the catchment scale. The close interconnection 
between different controls might shed a light on the problem of “equifinality” (Beven, 
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1993), and thus constrain the parameterizations during the developing and application of 
hydrological models.  
Nonetheless, the parameters we have considered so far are mostly constant 
through space and temporal scale, and the incorporation of more spatial and temporal 
variability might bring some changes into the results presented above. For example, the 
model used in this work underestimates Horton overland runoff in two ways. On the one 
hand, the assumption of constant rainfall intensity attenuates the high rainfall intensity 
values which could have led to more Horton overland runoff. On the other hand, the 
assumption of uniform soil properties and uniform precipitation intensity also lead to the 
under estimation of Horton overland runoff. In natural catchments, some areas are 
dominated by permeable soil, while some other areas are dominated by relatively 
impermeable soil. Similarly, rainfall intensity is also highly spatially heterogeneous. It is 
not unusual that, during a storm event, peak values of rainfall intensity exceed local 
infiltration capacity and results in Horton overland runoff generated on patchy areas of a 
catchment. But we believe that these changes will not change the conclusions in this 
work as far as the annual water balance at the catchment scale is concerned. And, this 
hypothetical distributed computational framework is easily extendable to explore the 
effects of more detailed spatial-temporal variability in future. 
Finally, we would like to propose this hypothetical distributed model as a 
powerful way of future virtual experiments. We also see the potential possibility that the 
close interconnections between climate, soil and topography, if deemed plausible in the 
forthcoming study, as a guidance of hydrological modeling and field experiment design 
at the catchment scale. 
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Table 4.1. Nine climatic regimes 
No. Annual 
Rainfall 
(mm) 
Annual 
EP 
(mm) 
Number 
of events
/year 
Average 
Tr 
(min) 
Average 
Tb 
(min) 
Average 
Rainfall 
intensity 
(mm/min) 
Average 
potential 
evaporation 
rate  
(mm/min) 
1 1000 500 90 990 4860 0.011223 0.001143 
2 1000 625 88 870 5130 0.013062 0.0013844 
3 1000 750 85 660 5520 0.017825 0.0015985 
4 1000 875 82 510 5910 0.023912 0.0018055 
5 1000 1000 80 360 6210 0.034722 0.002013 
6 1000 1250 68 420 7320 0.035014 0.0025112 
7 1000 1500 55 480 9090 0.037879 0.0030003 
8 1000 1750 43 600 11640 0.038760 0.0034964 
9 1000 2000 30 750 16770 0.044444 0.003975 
After Hawk and Eagleson [1992] and Salvucci and Entekhadi [1994]. 
 
 
Table 4.2. Three types of slope distribution within the hypothetical catchment  
Type Maximum Slope Minimum slope Mean slope STDEV 
1 0.0513 0.0003 0.0177 0.0091 
2 0.8204 0.0050 0.2830 0.1460 
3 1.5383 0.0094 0.5307 0.2738 
 
 
 
Table 4.3.Soil properties for three typical types of soil  
Type Effective 
porosity 
Wetting front
soil suction head
(m) 
Bubbling 
pressure 
(m) 
Pore-size 
distribution 
index 
Hydraulic 
conductivity 
(m/s) 
Sand 0.417 0.0495 0.0726  0.694  10-6~10-4 
Silt loam 0.486 0.1668 0.2076  0.234  10-7~10-5 
Clay loam 0.39 0.2088 0.2589  0.242  10-8~10-6 
* From Maidment [1993] 
 
 
Table 4.4.Three types of soil depth distribution within the hypothetical catchment 
Type Maximum depth (m) Minimum depth (m) Mean depth (m) STDEV 
1 2.2545 0.1730 1.0000 0.3250 
2 5.6362 0.4325 2.5000 0.8126 
3 9.0179 0.6921 4.0000 1.3003 
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Figure 4.1. Qualitatively illustration of the occurrence and dominance of various runoff 
generation mechanisms under different combinations of climate, soil, vegetation and 
topography (from Dunne [1978]) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2. Conceptual description of the distributed model. Ground water motion, i.e., 
deep subsurface water motion, is not included in this model. Vegetation is not included 
explicitly in this model either 
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                              a Two-layer soil model                                        b Routing among grid pixels 
Figure 4.3.Illustrations of the model structures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4.Climatic events 
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              Indiana State                          Brown County                                         Small catchment 
 
Figure 4.5. DEM from a real watershed 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6. Control on Horton overland runoff generation by the infiltration index α. 
Larger value of α implies more precipitation infiltrates into the soil, and thus less 
infiltration excess runoff generated. 
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Figure 4.7. Control of β  on the competition between Dunne overland runoff generation 
and subsurface storm runoff generation. QD is annually total volume of Dunne overland 
runoff generation. QS is annually total volume of subsurface runoff generation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8. Control of β  on the competition between subsurface storm runoff generation 
and evaporation. QS is annually total volume of subsurface runoff generation. W is annual 
volume of rainfall infiltrated into the soil. The plots in various marks are based on the 
prediction of the hypothetical model. The plots in solid lines are based on the prediction 
of an empirical formula. 
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Figure 4.9. Predicted values of  QS / W from the hypothetical model versus predicted 
values using the formula. 
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Figure 4.10. Tight inter-connection between β  and γ  when Horton overland runoff is 
little. (a) The predictions of the model are further constrained with the empirical Budyko 
curve. (b) Tight inter-connection between β  and γ  assuming no Horton overland runoff 
generated. Note that the range of β  is significantly narrower than that before 
constraining the model results with Budyko-curve. 
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                              (a)                                                                                  (b) 
 
Figure 4.11. Tight inter-connection between α  and γ  when Horton overland runoff is 
significant. 
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CHAPTER 5. INSTANTANEOUS RESPONSE FUNCTIONS 
OF DIFFERENT RUNOFF GENERATION MECHANISMS UNDER 
VARIOUS CLIMATE, SOIL AND TOPOGRAPHIC CONDITIONS 
Abstract 
The catchment hydrologic response to a storm can be divided into two stages: 
runoff generation and water particles traveling through the catchment. Both of them are 
controlled by climate, soil and topographic conditions. In the previous chapter we have 
looked the runoff generation processes. In this chapter we look into the impacts of 
climate, soil and topography on water particles movement in terms of catchment 
instantaneous response function (IRF), which is essentially a probability density function 
of travel time of water particle from the location of runoff generation to the catchment 
outlet. The concept of IRF is first refined by more strict definition of contributing areas: 
only those areas of runoff generation which are hydrologically connected to the outlet can 
be regarded as the contributing areas. The catchment instantaneous response function 
based on this assumption is noted as Connected Instantaneous Response Function (CIRF). 
To separate the contribution from different runoff generation mechanisms, CIRF can be 
defined for Horton overland flow, Dunne overland flow and subsurface storm flow 
respectively.  CIRFs for these various runoff generation mechanisms are then utilized to 
explore the impacts of climate, soil and topography on the temporal pattern of hydrologic 
response at small catchments. In this work CIRFs are constructed from a simple spatially 
distributed hydrological model, which is comprehensive enough to perform spatially 
distributed runoff generation and routing under various combination of climate, soil and 
topographic conditions. CIRF represents the advection and dispersion effects of 
catchment on instantaneous runoff generation. The advection effect can be described with 
the mean travel time of runoff particles, and the dispersion effect can be described with 
the shape of CIRF, i.e., dimensionless CIRF nondimensionlized with the corresponding 
mean travel time. The effects of climate, soil and topography on mean travel times and 
dimensionless CIRFs, for Horton overland flow, Dunne overland flow and subsurface 
flow respectively, are then systematically investigated.  
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5.1. Introduction 
The catchment response to rainfall storms can be divided into two stages. The first 
stage is the process of abstraction, during which runoff is generated due to three major 
mechanisms: Horton overland flow (infiltration excess runoff), Dunne overland flow 
(saturation excess runoff) and subsurface storm flow. The second stage is hillslope and 
channel routing, i.e., water particles move from their locations of generation all the way 
to the catchment. Within natural catchments, both the runoff generation and the 
subsequent water movement are governed by the climate, soil and topographic conditions. 
Li et al. (2009) have shown that the annual runoff volume generated from different 
mechanisms can be described with a few dimensionless numbers which quantify the 
interaction between climate, soil and topographic controls at the catchment scale. This 
work investigates the impacts of climate, soil and topographic conditions on the 
movement of water particles generated from different mechanisms through the catchment.  
After runoff generation, the water particles travel from their locations of 
generation all the way to the catchment outlet, along different flow paths. The 
instantaneous response function (IRF) is a lumped description of the movement of water 
particles at the catchment scale, which is defined as the travel time distribution of water 
particles from a unit volume of runoff generated simultaneously at a certain moment 
(Wang et al., 1981; Robinson et al., 1995; Saco and Kumar, 2004). The moments of IRF, 
namely the mean travel time and the variance of travel time, have been used to quantify 
the advective and dispersive effects of the catchment on the runoff generated 
simultaneously at a certain moment while spatially distributed throughout the catchment. 
It is suggested that the major sources of the dispersive effect of catchment can be 
classified as geomorphologic dispersion, kinematic dispersion and hydrodynamic 
dispersion (Rinaldo et al., 1991; Saco and Kumar, 2002a, 2002b). Geomorphologic 
dispersion is caused by the spatial variability of flow distance assuming spatially uniform 
travel celerity. Kinematic dispersion is caused by the spatial variability of travel celerity 
assuming uniform flow distance. Hydrodynamic dispersion is caused by the variability of 
molecules motion, and is negligible comparing with geomorphologic and kinematic 
dispersion (Robinson et al., 1995). Both hillslope and channel network contribute to the 
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geomorphologic and kinematic dispersion (D’Odorico and Rigon, 2003; Saco and Kumar, 
2004). In this work, IRF is constructed based on the highly spatially distributed 
information from a hypothetical hydrological model based on fine-scale DEM (Li et al., 
2009), such as spatial source of runoff generation, spatial field of velocity, flow path 
corresponding to the water particle originated from each location within the catchment, 
and so on. Such an IRF automatically incorporates geomorphologic dispersion and 
kinematic dispersion from both the hillslope and channel contribution. 
Many of the previous studies are based on the assumption that the whole 
catchment area contributes to the outlet (Maidment et al., 1993a, 1993b; Yang and Han, 
2006; Bhunya et al., 2008), among the few exceptions are Sivapalan et al.  (1994) and 
D’Odorico and Rigon (2003). In this work the concept of partial contributing area, 
instead of the whole catchment area, is considered while constructing IRF with some 
modification. Another common assumption underlying IRF is that runoff from different 
mechanisms is treated in the same way, while water particles generated from different 
mechanisms travel through different flow paths before arriving at the outlet, as discussed 
later in Section 5.3.This work defines IRF for different runoff generation mechanisms 
and examines their behavior separately.  
In order to gain universal insight into the impacts of climate, soil and topographic 
controls on the catchment travel time distribution, a virtual experiment has been 
conducted based on the hypothetical distributed model (Li et al., 2009). Each catchment 
in nature could be described in terms of the combination of its climate, soil and 
topographic conditions. We have designed a variety of combinations of climate, soil and 
topographic conditions which are plausible in nature, and each of these combinations is 
viewed as a virtual basin.  The spatially distributed hydrologic response from a variety of 
virtual basins is then utilized to construct empirical IRFs for different runoff generation 
mechanisms. The behavior of these IRFs under various climate, soil and topographic 
conditions is then systematically studied in this work.  
The rest of this chapter is organized as follows. In section 5.2 we briefly introduce 
a hypothetical distributed model developed by the authors (Li et al., 2009). Section 5.3 
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presents the derivation of IRF based on the distributed model. Section 5.4 lays out the 
investigation of climate, soil and topographic controls on IRFs. Section 5.5 closes this 
chapter with summary and conclusions. 
5.2. A Hypothetical Distributed Model 
A simple hypothetical distributed model has been developed to gain insight into 
the impacts of climate, soil and topographic controls on a variety of primary catchment 
responses (Li et al., 2009). This model is comprehensive enough to perform a variety of 
realizations for different climate-soil-topography combinations, and solid enough to 
capture first order controls on various hydrological processes. But this model is also 
simple enough with moderately complex model parameterizations and computational 
burden. The details of the modeling procedure are briefly summarized as following: 
1. The model is based on a fine-scale DEM grid (30*30m) from any actual 
watershed. Soil hydraulic properties (hydraulic conductivity, porosity etc.) are assumed 
isotropic, and uniform throughout the hypothetical watersheds. Soil depth is a function of 
topographic index (Stieglitz et al., 2003) and not uniform, so that the bedrock topography 
could be different from the surface topography.  
2. Average slope at the catchment scale is used as a way to indicate catchment 
topography. The local slope between two points in 3-D coordinate system, ( 1x , 1y , 1z ) and 
( 2x , 2y , 2z ), is given by  
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Where 1z  and 2z  are absolute vertical coordinates respectively, 0z  is the datum, 
and 1zΔ  and 2zΔ  are relative vertical coordinates respectively. If we multiply the relative 
vertical coordinate of every point within the catchment with the same constantζ , the 
slope between the two points above is  
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Thus we could control the average slope of the catchment by simply changing the 
value of constantζ . 
3.A spatially uniform and temporally-simplified rainfall structure is used to 
represent various climate regimes, i.e., a typical storm event whose intensity, duration 
and between-storm period are all annually average values (different for different climate 
regimes). The within-storm variation and intra- and inter-annual variability are not 
included. Potential evaporation is also assumed spatially and temporally uniform, 
although different under various climates. 
4.Soil column is divided into an unsaturated layer and a saturated layer by a 
dynamic water table. Infiltration and evaporation are estimated based on the average soil 
moisture within the unsaturated layer. 
5. Runoff generation will be estimated at each pixel for each time step. On the 
basis of the local infiltration capacity, given by Green-Ampt method (Green and Ampt, 
1911), and soil moisture content, three runoff generation mechanisms are feasible: 
Horton overland flow (infiltration excess flow), Dunne overland flow (saturation excess 
flow) and subsurface storm flow.  
6. Overland flow velocity and channel flow velocity are given by Manning’s 
Equation. Subsurface flow velocity is given by Darcy’s law. The hillslope routing and 
river channel routing are based on the same kinematic wave method. 
This model is introduced here very briefly so that the reader can understand the 
subsequent content more easily. For more details about this model, please refer to Li et 
al., (2009). Our model framework is flexible to adapt DEM from different catchments, 
but in this work we use DEM from just one small catchment, since our focus is on the 
impacts of climate, soil and topography only. The DEM used in this work is from a 
natural small catchment located in Brown County, Indiana, USA. The catchment drainage 
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area is only 2.4 km2. The reasons we selected this catchment are: 1) the natural landscape 
has been kept well and the channel network delineated with ESRI/ArcHydro package 
(threshold area 0.024 km2, or 2.4ha) is well developed, as shown in Figure 5.1; 2) The 
size of the catchment is neither too large nor too small so that the dispersion effect from 
the hillslope is comparable with that from the channel network, as discussed later. 
5.3. Connected Instantaneous Response Function 
5.3.1 Definition of Connected Instantaneous Response Function 
Instantaneous response function (IRF) is a general form of instantaneous unit 
hydrograph (Wang et al., 1981), and is essentially a probability density function of travel 
time of water particles from the location of runoff generation to the catchment outlet 
(Snell and Sivapalan, 1994; Robinson et al., 1995). Note T  as the travel time of any 
particle of runoff from the location of its generation to the catchment outlet, and then the 
time-variant instantaneous response function at the time τ  could be given by  
                                     )()/( ττ tTP
dt
dth ≤=                                                    (5.3) 
Where ()P denotes the probability of the event given in the parentheses, and both 
T  and t  are measured from the instantτ . The travel time of any particle is given by the 
summation of the time it spends on the segments consisting of its flow path from the 
location of its generation all the way to the catchment outlet. 
                                              ∑
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Where sV  is local velocity constant within a local segment Ss∈ , and sxΔ  is the 
length of the local segment which, together with other segments, comprises of the whole 
flow path of a certain particle. 
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Most of the work dealing with IRF assumes the whole drainage area within a 
catchment contributes to the outlet (Maidment et al., 1993a, 1993b; Yang and Han, 2006; 
Bhunya et al. , 2008). Among the few exceptions is Sivapalan et al.  (1994) in which 
GIUH from varying contributing area was constructed and examined. To justify this 
assumption, certain conditions have to be satisfied: a) the spatial range of the rainfall has 
to be large enough to cover the whole catchment area; b) the rainfall intensity has to be 
larger than the local infiltration capacity everywhere within the catchment, or the rainfall 
duration has to be long enough so that every location within the catchment becomes 
saturated. However, these conditions rarely occur together in nature, even at small 
catchments. As shown in Figure 5.2(a), the situation of partial-source-area is much more 
common in nature, i.e., runoff is usually generated at only part of the catchment area. It is 
further argued that even the areas of runoff generation are not totally contributing to the 
outlet (Stieglitz et al., 2003). Here it is assumed that only those areas of runoff generation 
directly connected to the outlet through channel network can be regarded as contributing 
areas when instantaneous response function is under concern. Figure 5.2 illustrates 
conceptually the assumption of connected contributing area. The areas highlighted with 
blue in Figure 5.2(a) are where runoff generation happens due to different mechanisms. 
Some of these areas are separated from the channel by the other areas without runoff 
generation. The runoff generated from these areas might never reach the channel due to 
runon infiltration while flowing across the areas without runoff generation. Only those 
areas of runoff generation hydraulically connected to the outlet, as highlighted with 
purple in Figure 5.2(b), contribute directly to the outlet and thus are regarded as 
contributing areas at the moment. Now (3) can be written into 
                              [ ])1()()/( τρττ =≤= PtTP
dt
dth                                       (5.5) 
Here ρ  is a state variable indicating the probability of whether a point is 
hydraulically connected to the catchment outlet, i.e., if connected, 1=ρ , if not, 0=ρ . 
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5.3.2 CIRFs corresponding to different runoff generation mechanisms  
Another common assumption underlying IRF is that all runoff from different 
generation mechanisms is treated equally without any differentiation. This, however, is 
only valid in a certain sense when single runoff generation mechanism totally dominates 
in a small catchment. For example, Horton overland flow (infiltration excess) 
significantly dominates under impermeable soil and intense rainfall, or Dunne overland 
flow (saturation excess) significantly dominates under permeable soil and long storm 
duration. In fact, water particles generated from different mechanisms travel through 
different paths before arriving at the outlet. Runoff generated as Dunne overland flow, for 
instance, starts moving from saturated riparian areas, goes into channel network, and 
finally arrives at the outlet. Runoff generated as Horton overland flow starts from 
unsaturated upper-hillslope areas, goes downward into saturated riparian areas and 
channel network, and arrives at the outlet. Runoff generated as subsurface storm flow 
starts from the location of its infiltration within unsaturated area, goes vertically to the 
saturated layer and laterally downward along hillslope very slowly as subsurface water, 
comes out as seepage flow at saturated areas, then joins channel network and arrives at 
the outlet. Based on the above argument, travel time distributions corresponding to 
different runoff generation mechanisms could be very different. We therefore extend the 
concept of CIRF to each runoff generation mechanism, i.e., CIRF corresponding to 
Dunne overland flow, CIRF corresponding to Horton overland flow and CIRF 
corresponding to subsurface storm flow respectively. The final definition of CIRF is thus 
given as following: 
                                 [ ]),1(),(),/( Ω=Ω≤=ΩΩ τρττ PtTPdtdth                        (5.6) 
Where Ω  indicates different runoff generation mechanisms.  For convenience, we 
note Hortonh , Dunneh  and subh  as CIRF corresponding to Horton overland flow, Dunne 
overland flow and subsurface storm flow respectively.  
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Figure 5.3 shows typical examples of Hortonh , Dunneh  and subh  generated based on 
the hypothetical distributed hydrological model introduced previously. According to its 
definition, CIRF can only be constructed at a specified instantaneous moment. In this 
work CIRF is always constructed at the moment immediately before rainfall stops. For 
the purpose of conceptual illustration, in Figure 5.3 the climate, soil and topographic 
conditions are carefully chosen as the inputs or parameters of the model, so that all three 
runoff generation mechanisms could occur together during the same storm event. Note 
that in Figure 5.3 the area under each curve is unit, which is consistent with the definition 
of probability density function. Here the sample spaces of the probability density 
functions are the connected areas of Horton overland flow generation, the connected 
areas of Dunne overland flow generation, and the areas of subsurface runoff generation 
respectively. The areas of subsurface runoff generation are defined as those unsaturated 
areas receiving infiltration. In this work, it is assumed that once a particle infiltrated 
reaches the saturated layer, it will flow all the way to the channel without being trapped 
by the hollows on the bedrock or taken up by evapotranspiration. This assumption can be 
relaxed later and the effects of bedrock topography or evapotranspiration on subsurface 
water movement can be explored in future work. 
Figure 5.3 confirms that the travel time distributions corresponding to different 
runoff generation mechanisms, as manifested by CIRFs, are significantly different from 
each other. CIRF for Horton overland flow, Hortonh , has a lower peak and larger span. 
CIRF for Dunne overland flow, Dunneh , has a higher peak and smaller span. The time-to-
peak of Hortonh  is also longer than that of Dunneh . The travel time of each particle is 
governed by its travel path and travel celerity. The travel path of each particle, from 
either Horton overland flow or Dunne overland flow, consists of two parts: hillslope part 
and channel part. The travel celerity across the channel part is much higher than the travel 
celerity across the hillslope part. The water particles of Horton overland flow start from 
unsaturated areas which are at some distance from the channel zone. The travel time of 
these particles across hillslope will be comparable with their travel time in the channel, 
especially in small catchments. The particles of Dunne overland flow start from saturated 
areas including riparian zone and channel zone.  The travel time of these particles across 
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hillslope will be negligible when just a small percentage of catchment area is saturated.  
If within a small catchment the soil is shallow and permeable and storm duration is long 
enough, the saturated area expands and the travel time across saturated hillslope area 
could be increasingly significant.  
Different from Horton overland flow and Dunne overland flow, the flow path of a 
particle from subsurface storm flow essentially consists of four parts: vertical unsaturated 
subsurface flow part from ground surface to saturated layer, lateral subsurface flow part 
from the location of its infiltration to the saturated area, overland flow part across 
saturated area to channel network, and channel flow part through channel network to the 
outlet. The movement of an infiltrated water particle in unsaturated layer is subject to 
many physical mechanisms such as recharge, evapotranspiration, lateral unsaturated 
subsurface flow and so on. The estimation of the travel time within unsaturated layer is 
beyond this work. For the sake of simplicity, it is assumed that a particle from subsurface 
arrives at the saturated layer immediately after infiltration, and moves laterally as 
saturated subsurface flow until it reaches the channel. Hence the flow path of a particle 
from subsurface storm flow also consists of hillslope part (lateral subsurface flow from 
the location of infiltration to the channel) and channel part. The celerity of subsurface 
flow is of magnitudes less than that of overland flow, so the travel time through 
subsurface flow part is way much longer than the channel part. subh  is exclusively 
dominated by hillslope response as shown in Figure 5.3. 
Table 5.1 shows the mean hillslope travel times and mean channel travel times for 
each runoff generation mechanisms averaged through the whole catchment. Note these 
mean travel times are empirical values obtained from a hypothetical distributed 
hydrologic model. The climatic conditions, topographic conditions and soil properties 
used to calculate the values in Table 5.1 are the same as those to generate Figure 5.3. 
It is straightforward that the advection effect of catchment on the runoff generated 
can be effectively captured by CIRF. CIRF also effectively quantifies the dispersion 
effect of catchment, both geomorphologic and kinematic, because the travel times of 
water particles are estimated from spatially heterogeneous flow paths and varying local 
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velocities. Hydrodynamic dispersion is not captured, but it is much less significant 
comparing with the others and could be regarded as negligible (Robinson et al., 1995; 
Botter and Rinaldo, 2003). CIRF incorporates these dispersion effects in a single function 
to quantify the dynamic behavior of water particle movement at the catchment scale, and 
thus can be a useful tool to investigate the temporal pattern of catchment hydrological 
response.  
5.3.3 Synthetic CIRF  
5.3.3.1 Construction of synthetic CIRF  
The hydrological response at the outlet of a catchment is governed not only by 
dynamics of water particles movement through the catchment, but also by the runoff 
composition from different runoff generation mechanisms, i.e., the relative dominance of 
Horton overland flow, Dunne overland flow, or subsurface storm runoff. Both of water 
particle movement and runoff composition are controlled by climate, soil and topographic 
conditions. In order to examine the impact of climate, soil and topography on the 
temporal pattern of catchment hydrological response in a comprehensive way, we 
construct synthetic CIRF. The synthetic CIRF is just a composite of CIRFs corresponding 
to three runoff generation mechanisms weighted with the volumetric proportions of each 
runoff within the total runoff generated, and can be mathematically expressed as:  
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Where HQ , DQ  and SQ  are the volumes of runoff generated from Horton 
mechanism, Dunne mechanism and subsurface storm flow mechanism respectively.  
The resulted synthetic CIRFs are shown in Figure 5.4.Most of CIRFs show two 
waves among which the higher wave is due to overland flow, and the lower wave is due 
to subsurface storm flow.  Under imperious deep soil and short rainfall storm duration, 
nonetheless, it is possible that the whole catchment keeps unsaturated during the event 
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and subsurface flow is not feasible. In this case, only Horton overland flow occurs, and 
thus the synthetic CIRF only has one wave.  
5.3.3.2 Synthetic CIRF under various conditions 
The climate, soil and topographic conditions used in this subsection are also 
carefully selected so that they can represent the typical natural conditions, and their 
impacts on synthetic CIRF can be illustrated as clearly as possible. Note the total area 
under each synthetic CIRF curve is equal to one. The volumetric runoff compositions 
corresponding to these combinations of conditions are shown in table 5.2. In a synthetic 
CIRF, if there is more surface overland flow, i.e., the proportion of Horton overland flow 
and Dunne overland flow is higher, the first wave due to overland flow will be higher or 
wider than that in another synthetic CIRF where there is less surface overland flow, and 
the second wave due to subsurface flow will be lower or narrower. Vice versa.  
Figure 5.4(a) shows the impact of climate, in which we set the mean slope 
E(S)=0.2830, hydraulic conductivity Ks=5.0*10-6m/s and soil depth=4.0m. The soil is 
permeable enough, i.e., infiltration capacity is always larger than the rainfall intensity, so 
that there is no Horton overland runoff in any one of the three cases in Figure 5.4(a). 
Given the same landscape properties, the saturated hisllslope area is larger under humid 
climate than that under arid climate, so that the hillslope response is more significant 
under humid climate. Therefore, under humid climate, the first wave is apparently wider 
than that under more arid climate and the peak is lower too. Li et al. (2009) found that the 
ratio of Dunne overland flow volume over subsurface flow volume is governed by the 
landscape properties only, so this ratio remains roughly the same for all three cases in 
Figure 5.4(a), as shown in Table 5.2. This is also manifested by the fact that the area 
under the first wave is about the same for all three cases in Figure 5.4(a). The travel time 
of subsurface flow is mostly controlled by subsurface flow velocity and travel distance. 
Subsurface flow velocity is governed by soil properties and topography, which are the 
same for the three cases in Figure 5.4(a). The travel distance values of subsurface flow, 
defined as the flow distance from the location of infiltration downslope to the channel, 
are not significantly different among the three cases in Figure 5.4(a).  
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Figure 5.4(b) shows the impact of topography, in which we set hydraulic 
conductivity Ks=5.0*10-6m/s, average soil depth=4.0m, and climate is humid. Similar to 
Figure 5.4(a), only Dunne overland flow and subsurface flow are feasible in the three 
cases in Figure 5.4(b). Under the same climate, if the topography is steeper, subsurface 
water flows downwards along the hillslope at a larger velocity, and more soil water 
exfiltrates out of the ground surface at saturated areas and becomes subsurface storm 
flow. Less soil water leads to less saturated area, and finally results in less Dunne 
overland runoff. Therefore with the catchment mean slope increasing, the generated 
volume of subsurface flow is increasing and that of Dunne overland flow in decreasing, 
as shown in Table 5.2. This is also illustrated by Figure 5.4(b) that the first wave 
(corresponding to Dunne overland flow) under steeper topography is lower, and the 
second wave (corresponding to subsurface flow) is higher. Moreover, under steeper 
topography, the overland flow velocity, subsurface flow velocity and channel velocity are 
all higher than those under flat topography, so in Figure 5.4(b) the time-to-peak values, of 
both the first wave and the second wave, are smaller under steeper topography.   
The impact of hydraulic conductivity is shown in Figure 5.4(c). Note in this work 
the soil hydraulic property is assumed isotropic, i.e., the vertical hydraulic conductivity 
and longitudinal hydraulic conductivity are the same. Under the same climate, i.e., the 
same rainfall intensity and storm duration, lower hydraulic conductivity leads to lower 
infiltration capacity, and less rainfall infiltrates into the soil and more remains on the 
surface as infiltration excess (Horton overland flow). In the first case in Figure 5.4(c), the 
hydraulic conductivity is very low comparing with the rainfall intensity, and only a small 
part of rainfall infiltrates into the impermeable soil. Most of the catchment area keeps 
unsaturated and Horton overland flow totally dominates. Subsurface flow is negligible, so 
there is only one wave in the synthetic CIRF corresponding to the first case in Figure 
5.4(c). In the second case, the hydraulic conductivity is moderately high, and most of the 
rainfall infiltrates into the soil. Dunne overland flow apparently dominates over Horton 
overland flow, and subsurface flow is minor. In the third case, the hydraulic conductivity 
is high enough that all rainfall infiltrates into the soil, i.e., no infiltration excess. 
Subsurface flow is more significant than that in the second case as shown by the higher 
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second wave. The time-to-peak of the second wave in the third case is also earlier than 
that in the second wave since subsurface flow velocity is higher with large hydraulic 
conductivity.  
The impact of soil depth is shown in Figure 5.4(d). Soil depth, as shown in Figure 
5.4(d) and table 5.2, affects the temporal pattern of hydrologic response only indirectly 
through its effect on runoff composition. In Figure 5.4(d) the hydraulic conductivity is 
high enough for all the three cases so that no Horton overland flow occurs, and we only 
focus on Dunne overland flow and subsurface flow. Shallower soil depth implies less soil 
storage capacity, and it is easier to fill it up. That is, shallower soil column is more easily 
to get saturated, and thus is more in favor of Dunne overland flow. This is shown by the 
increasing peak value of the first wave with decreasing soil depth in Figure 5.4(d). 
Subsurface flow occurs all the time, in both the storm duration and between-storm period, 
and the subsurface flow generated during the between-storm period is of greater 
importance, since the storm duration is usually much shorter than the between-storm 
duration. Shallow soil, nonetheless, also makes it more easily for soil moisture to be 
evaporated out during between-storm period, and thus less subsurface flow occurs. This 
is confirmed in Figure 5.4(d) by the decreasing of the peak value of the second wave with 
decreasing soil depth. Soil storage capacity doesn’t have discernable effect on the time-
to-peak values. 
5.4. Impacts of climate, soil and topography  
The previous section introduces CIRF corresponding to different runoff 
generation mechanisms. With this new tool, we now conduct a virtual experiment to 
systematically examine the impact of climate, soil and topography on the temporal 
pattern of catchment hydrologic response.  The temporal pattern of catchment hydrologic 
response can be quantified by the mean travel time representing the advection effect of 
catchment and the shape of CIRF representing the dispersion effect of catchment.  
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5.4.1 Virtual experiment design  
The virtual experiment within this section and the next is based on a distributed 
hydrological model developed by the authors (Li et al., 2009). This DEM-based model is 
able to capture first order controls on various hydrological processes, for instance, three 
different runoff generation mechanisms, and is able to perform multiple realizations for 
different hypothetical climate-soil-topography combinations. We combine various 
climate, soil and topographic regimes together as the inputs of the distributed model, and 
each such combination is regarded as one virtual catchment. In this work, we have 
applied nine climatic regimes (from humid to arid), three topographical regimes (from 
steep to flat), three soil depth distribution regimes and three types of soil (sand, silt and 
clay). For each type of soil, fifteen value of hydraulic conductivity are sampled rather 
uniformly. All parameters used to design these climate, soil and topographic regimes are 
kept within their realistic ranges. For further details about these regimes of climate, soil 
and topography please refer to Li et al. (2009).   
For each virtual catchment, the typical storm event is repeated as the model inputs 
until a dynamic equilibrium between the inputs and outputs has been reached. That is, 
after a fairly long period, the output cycles, such as hydrograph, will also repeat 
themselves. This also means that all the rainfall falling into the catchment has been 
exported out of the catchment as streamflow and evaporation. A quantitative way to 
describe this equilibrium state is that  
                                                         δ≤−−
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E1                                         (5.8) 
P  is total volume of rainfall (input) during an event. E  and Q  are total volume 
of evaporation and discharge at the catchment outlet (output). δ  is an error control item 
for water balance, and here taken as 5%. Note that the parameters describe these identical 
storm events, such as rainfall intensity, storm duration, between-storm duration, and 
potential evaporation rate, are essentially mean annual values. That is, a storm event here 
is a representative event at the annual scale. Thus the water balance given in Eqn. (5.8) 
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can also be regarded as annual water balance. The virtual catchment is ready for further 
analysis once its equilibrium state as given by Eqn. (5.8) has been reached. 
Each of these virtual catchments is feasible in theory, but not all of them are 
equally feasible in nature.  That is, some of the virtual basins more likely exist in nature, 
or more behavioral, than the others. These more behavioral virtual catchments themselves 
must follow the existing universal principles emergent at certain spatial and temporal 
scales and validated at real catchments. The Budyko Hypothesis is one of such universal 
empirical principles valid for annual water balance at the catchment scale (Budyko, 1948). 
It is assumed that only those virtual catchments whose outputs respect Budyko 
Hypothesis are behavioral, as shown in Figure 5.5.  Denote E  as the annual total 
evaporation, P  as the annual total precipitation, and PE  as the annual total potential 
evaporation. The solid line in Figure 5.5 is plotted according to Budyko’s formula 
(Budyko, 1948). Due to the uncertainty in the Budyko Hypothesis itself,  only those 
virtual catchments have been picked out giving total evaporation values within 
( 1)/( ε−ltheoreticaPE , 2)/( ε+ltheoreticaPE ). Here ltheoreticaPE )/(  is the theoretical value of 
PE /  given by Budyko’s formula. 1ε  and 2ε  are the error items.  1ε  is estimated as the 
10% of the difference between ltheoreticaPE )/(  and the lowest possible value of PE /  
which is zero.   
                                          ltheoreticaPE )/%(101 =ε                                            (5.9) 
2ε  is estimated as the 10% of the difference between ltheoreticaPE )/(  and the 
highest possible value of PE /  
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All of the parameters needed to construct CIRF are from the distributed model. 
According to its definition, CIRF is constructed at an instantaneous moment, i.e., for each 
time step there could be a CIRF. For each realization of virtual watershed, CIRF is 
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constructed at the moment immediately before the rainfall stops. Other moments are also 
possible, such as a moment at the beginning stage of rainfall storm. But our feeling is that 
this choice of moment to construct our CIRF will not affect the conclusions drawn in this 
work. 
5.4.2 Dimensionless CIRFs 
Section 5.3.3 describes the impacts of various conditions on the temporal pattern 
of hydrologic response with respect to synthetic CIRF. CIRF incorporates both the 
dispersive effect and advective effect of catchment on the runoff generated, as shown by 
the shape of CIRF and the mean travel time.  From the analysis of synthetic CIRF, we 
have learned that climate, soil and topographic conditions have impacts on both the shape 
of CIRF and the mean travel time. It is not difficult to use mean travel time to 
nondimensionalize CIRF, and study the shape of CIRF separately. Although it might be 
attempting to construct dimensionless synthetic CIRF directly, we have also learned that 
the travel time (especially at hillslope) is quite different between the water particles from 
different runoff components. The mean travel times corresponding to different runoff 
generation mechanisms might be more understandable than a synthetic mean travel time. 
Therefore it is a natural option to nondimensionalize CIRFs for three runoff generation 
mechanisms separately with the corresponding mean travel times.   It is hoped that the 
dimensionless CIRFs could lead to more general and deeper understanding on the 
impacts of climate, soil and topographic conditions on the temporal pattern of hydrologic 
response at the catchment scale.  
The mean travel times are estimated from the corresponding contributing areas of 
the runoff components. That is, the mean travel time of Horton overland flow is estimated 
from unsaturated pixels which are connected to the channel and the local infiltration 
capacity is less than the rainfall intensity; the mean travel time of Dunne overland flow is 
estimated from saturated pixels which are connected to the channel; and the mean travel 
time of subsurface storm flow is estimated from unsaturated area where rainfall infiltrates 
into the soil. The horizontal coordinates of CIRFs are then nondimensionalized by 
dividing them with the corresponding mean travel times, and vertical coordinates 
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nondimensionalized by multiplying the corresponding mean travel times with them. The 
areas under these dimensionless CIRF curves are always equal to unit.  
5.4.3 Dimensionless CIRFs for Horton Overland Flow 
Horton overland flow occurs when the soil infiltration capacity is less than the 
rainfall intensity, if the soil is relatively impermeable and pre-event soil moisture is 
relatively high. Only a part of precipitation infiltrates into the soil and contributes to 
subsurface water which determines the saturation level of a catchment. If the occurrence 
of Horton overland flow is significant during a storm event, the channel zone and the 
areas nearby it most likely get saturated, especially at the end of the event, and only 
contribute to Dunne overland flow. Most of the hillslope areas, nevertheless, remain 
unsaturated. Those unsaturated hillslope areas with the local infiltration capacity less than 
rainfall intensity, and connected to the outlet, are counted as the contributing area to 
Horton overland flow. The travel time of a water particle after generated can be 
simplified into two parts: hillslope travel time and channel travel time. The relative 
contribution of hillslope part and channel part has significant impact on the catchment 
instantaneous response function (Robinson et al., 1995).  Denote )( hillslopeTE  as the mean 
hillslope travel time averaged through the whole catchment, and )( channelTE  as the mean 
channel travel time averaged through the whole catchment. The ratio of 
)(/)( channelhillslope TETE  is thus a quantitative indicator of the relative contribution of 
hillslope part and channel part to the catchment response.  
Figure 5.6 shows dimensionless CIRF for Horton overland flow under various 
combinations of climate, soil and topography. In this Figure 5.there are about 300 curves 
of dimensionless CIRF for Horton overland flow. It is interesting that all these curves 
share a common shape which can be well described with a beta distribution function. The 
values of )(/)( channelhillslope TETE  range within 1.124~1.317 among the three hundred 
virtual catchments in Figure 5.6, and the coefficient of variation is about 0.04.The values 
of )( hillslopeTE  or )( channelTE , however, cover relatively large ranges. For instance, the 
values of )( hillslopeTE  are distributed from 30.1to 123.6 minutes with a coefficient of 
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variation 0.50; and the values of )( channelTE  are distributed from 23.8 to 99.2 minutes 
with a coefficient of variation 0.53.Therefore, the common shape of dimensionless CIRF 
for Horton overland flow might be due to the fact that the relative contribution of 
hillslope part and channel part is about the same among the virtual basins in Figure 5.6.  
5.4.4 Dimensionless CIRFs for Dunne Overland Flow 
Dunne overland flow occurs when rainfall falls on saturated areas, and contributes 
to the hydrograph if the saturated areas are connected to the outlet. The spatial 
distribution of saturated areas is of importance to the travel time distribution of Dunne 
overland flow. A soil column receives soil water from lateral upstream subsurface flow, 
and vertical infiltration. Once the storage capacity of the soil column is filled up, it 
becomes saturated. The channel zone is most likely saturated due to its large drainage 
area providing lateral subsurface flow. In general, the hillslope area closer to the channel 
also has relatively large drainage area, and thus more easily gets saturated.  
The more hillslope area is saturated, the more significantly hillslope response 
contributes to the instantaneous response function of Dunne overland flow. Figure 5.7 
shows that the shape of CIRF is apparently affected by the relative contribution of 
hillslope response and channel response. The ratio of )(/)( channelhillslope TETE  is used 
again to separate the curves in Figure 5.7 into four distinct regimes. If the saturated areas 
are mostly in the channel zone, i.e. )(/)( channelhillslope TETE  is less than 0.1, the 
contribution of Dunne overland flow from hillsope part is negligible. The shape of 
dimensionless CIRF for Dunne overland flow is totally governed by channel response, 
and these curves are significantly right-skewed. Figure 5.7 shows that the dimensionless 
CIRF for Dunne overland flow shifts from right-skewness to left-skewness with the 
increasing contribution of hillslope response, i.e., the increasing of 
)(/)( channelhillslope TETE .  
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5.4.5 Dimensionless CIRFs for Subsurface Storm Flow 
Although subsurface storm flow is defined as the exfiltration of soil water out of 
ground surface at saturated areas, it is originated from the infiltrated rainfall at the 
unsaturated areas. The contributing areas of subsurface storm flow are all the unsaturated 
areas within a catchment. They do not necessarily overlap with the contributing areas of 
Horton overland flow since the local infiltration capacity at some unsaturated area could 
be higher than the rainfall intensity. These unsaturated areas contribute to neither Horton 
overland flow nor Dunne overland flow, but subsurface storm flow. 
It is shown in Figure 5.8 that the dimensionless CIRFs for subsurface storm flow 
are apparently controlled by the catchment topography. In general, the steeper the 
topography, the more dispersed the dimensionless CIRFs, and the lower the peak values 
of the dimensionless CIRFs. The dimensionless CIRFs for subsurface storm flow in 
Figure 5.8 are colored according to ASub/ATotal, the ratio of the contributing area of 
subsurface storm flow to the total catchment area. The value of ASub/ATotal itself is 
essentially a function of climate, soil and topography. Under steep topography, the value 
of ASub/ATotal does not have significant impact on the shape of the dimensionless CIRF 
for subsurface storm flow. Under flat topography, with the increasing of ASub/ATotal, the 
dimensionless CIRFs for subsurface storm flow are more dispersed and have lower peaks. 
For subsurface storm flow, the channel travel time is much less than the hillslope travel 
time, and the travel time distribution of subsurface storm flow is thus dominated by 
hillslope response. Hillslope dispersion consists of geomorphologic dispersion due to the 
spatial variation of travel distance, kinematic dispersion due to the spatial variation travel 
velocity and hydrodynamic dispersion which is negligible (Saco and Kumar, 2003). Saco 
and Kumar (2004) suggested that, at hillslope, the kinematic dispersion does not 
necessarily enhance the geomorphologic dispersion, but decreases it especially when the 
hillslope travel velocity increases relative to the channel velocity. Whenever there is a 
increasing of geomorphic dispersion due to the increasing of ASub/ATotal, it is counteracted 
by the kinematic dispersion. This might explain the collapsing of dimensionless CIRF 
curves for subsurface storm flow under steep topography. Under flat topography, the 
kinematic dispersion dominates over geomorphic dispersion, and the shape of 
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dimensionless CIRF is mostly determined by kinematic dispersion. The increasing of 
ASub/ATotal essential implies increasing kinematic dispersion, and thus the more dispersed 
shape of dimentionless CIRF for subsurface storm flow. It is realized that the work of 
Saco and Kumar (2004) is based on surface runoff only. But we feel that it does shed 
light into the phenomenon here especially with respect to the relationship between the 
kinematic dispersion and geomorphic dispersion at hillslope. 
5.4.6 Impacts of climate, soil and topography on mean travel times 
The previous subsections 4.3~4.5 discuss the impacts of climate, soil and 
topography on the shape of CIRFs, in terms of dimensionless CIRFs corresponding to 
different runoff generation mechanisms. Now we examine the behavior of the mean 
travel times of water particles from different runoff components. Figure 5.9 shows mean 
travel times of Horton overland flow under various climate, soil and topographic 
conditions. Denote <T_QHorton_hillslope>  and  <T_QHorton _channel>  as the mean hillslope 
travel time and mean channel travel time of Horton overland flow respectively, averaged 
through the whole catchment. Denote <T_QHorton> as the mean total travel time of Horton 
overland flow averaged through the whole catchment. Figure 5.9 shows that, for Horton 
overland flow at a small catchment, the hillslope travel time is comparable with the 
channel travel time. The hillslope travel distance (from the location of runoff generation 
to the first channel pixel) is roughly one magnitude shorter than the channel travel 
distance (from a channel pixel to the catchment outlet), but the hillslope travel velocity is 
also roughly one magnitude less than the channel travel velocity. As discussed in Section 
5.3, when Horton overland flow is significant under the assumption of uniform rainfall 
intensity and soil conductivity, the contributing area of Horton overland flow is rather 
constant, i.e., most of the hillslope areas keep unsaturated under various climate, soil and 
topographic conditions and only the channel zone is saturated. Therefore the flow 
distance of Horton overland flow does not vary noticeably, and we just need to focus on 
the travel velocity of Horton overland flow. Intuitively, both the hillslope travel velocity 
and channel velocity are controlled by: 1) the surface topography, i.e., the steeper the 
surface, the larger the velocity; 2) infiltration excess, i.e., the deeper the surface water 
from infiltration excess, the larger the velocity.  The mean surface slope, SSurface, is 
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suitable here to describe the surface topography. Infiltration excess is in fact governed by 
the interaction between the local rainfall intensity and soil properties. If the local rainfall 
intensity is more higher than the infiltration capacity, which is a function of soil moisture 
and vertical hydraulic conductivity, there will more infiltration excess; otherwise 
infiltration excess is less, or even infeasible. Li et al. (2009) suggests that the interaction 
between rainfall intensity and infiltration capacity at the catchment scale can be described 
with infiltration index, α , defined as  
                                                                 iKv /=α                                         (5.11) 
where vK  is the mean vertical hydraulic conductivity and i  is annually mean 
rainfall intensity. It is straightforward that the less the value of α , the more precipitation 
becomes infiltration excess runoff, or Horton overland runoff. The impacts of α  and 
SSurface as explained above are shown in Figure 5.9. 
Figure 5.10 shows mean travel times of Dunne overland flow under various 
climate, soil and topographic conditions. Mean travel times of Dunne overland flow, too, 
are the function of the travel velocity and travel distance of water particles from Dunne 
overland flow. The travel velocity of Dunne overland flow increases with steeper surface 
topography, and the travel distance increases with the size of connected saturation area. 
The effects of the size of connected saturation area on the travel time of Dunne overland 
flow, nevertheless, is rather complex, so is the variation of connected saturation area 
under different climate, soil and topographic conditions. It is not easy to interpret the 
direct impacts of climate, soil and topographic conditions on the travel time of Dunne 
overland flow. Rather, the behavior of the mean travel time of Dunne overland flow can 
be better understood in a two-step way. First we show the mean travel time as a function 
of surface topography and the size of connected saturation area; then we show the size of 
connected saturation area as a function of climate, soil and topographic conditions. The 
catchment surface topography is described with the mean surface slope, surfaceS . The size 
of connected saturation area is described as the percentage of connected saturation area of 
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the total catchment area, TotalSat AA / . Then the mean travel time of Dunne overland flow 
can be given by 
                                    )/()(_ 21 TotalSatsurfaceoDunne AAfSfcQT >=<              (5.12) 
oc  is a coefficient with the same unit as >< DunneQT _ . It is found that 1f  can be 
sufficiently estimated as a power law, i.e., 11 )(
c
surfacesurface SSf = . 1c  is a dimensionless 
coefficient, and is taken as 0.33 in this work. To better understand the effect of 
TotalSat AA /  on the mean travel time of Dunne overland flow, 1f  in eqn. (5.12) is moved 
to the left-hand,   
                                 )/(
)(
__* 2
1
TotalSato
surface
Dunne
Dunne AAfcSf
QTQT =><>=<      (5.13) 
>< DunneQT _*  could be viewed as the scaled mean travel time of Dunne 
overland flow which is not affected by the surface topography any more. Figure 5.10(a) 
shows the single effect of the size of connected saturation area on the mean travel time of 
Dunne overland flow. The hillslope travel time of Dunne overland flow increases with 
the expanding of connected saturation area due to longer travel distance at hillslope. The 
surface water at the riparian zone which located at the lower part of a hillslope, 
nonetheless, tends to accumulate with the expanding of the saturation area. The 
increasing of surface water depth leads to the increasing of overland flow velocity, and 
thus decreasing of travel time at the lower part of hillslope. This compensating effect 
makes the increasing of the travel time of Dunne overland flow at hillslope, with the size 
of connected saturation area, slow down gradually. The travel time of Dunne overland 
flow within channel zone keeps decreasing with the size of connected saturation area, 
since more rainfall falling on the saturated area accumulates to the channel zone, and 
leads to higher channel water depth. The total travel time, including hillslope and channel 
part, first increases with the size of the connected saturation area due to the increasing of 
hillslope travel time, and then decreases due to the decreasing of channel travel time.  
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The shrinking and expanding of connected saturation area is in turn controlled by 
the interaction between the climate and landscape conditions. A soil column receives 
water from vertical infiltration of precipitation and lateral subsurface inflow of upstream 
drainage area, and depletes water due to vertical evapotranspiration and lateral subsurface 
outflow to its downstream. When the rate of receiving water exceeds the rate of depleting 
water, the soil column accumulates water within it until its storage capacity is reached, 
i.e., the soil column is fully saturated. Catchment drainage index is a nice dimensionless 
descriptor of the interaction between the climate and landscape controls at the catchment 
scale (Li et al., 2009), which is defined as 
                                              AitdLttSK rbrsubL /)(2 +=β                            (5.14) 
LK  is the effective mean longitudinal hydraulic conductivity through the 
catchment. subS  is the mean bedrock slope. rt  is annually mean storm duration. bt  is 
annually mean between-storm period. L is the total stream length within a catchment. d  
is the mean depth of soil column. dLttSK brsubL )(2 +  is essentially the maximum volume 
of lateral subsurface flow which could possibly flow into the channel network during a 
storm event. Aitr  is the maximum volume of rainfall which could possible infiltrate into 
the soil during a storm event, assuming all rainfall infiltrates. Therefore, β  describes the 
competition between the potential subsurface drainage capacity and rainfall capacity at 
the catchment scale. When 1>>β , the catchment drains before it fills up. When 1<<β , 
the catchment fills up before it drains out. Figure 5.10(b) shows that the variation of the 
size of connected saturation area can be nicely captured with this drainage index. When 
the drainage capacity is much less than the infiltration (due to flat topography or small 
value of longitudinal hydraulic conductivity), most of the soil within a catchment easily 
gets filled up, and most of the catchment area becomes saturated. This is not implausible 
for a small flat catchment under a humid climate where the storm duration is long enough. 
When the drainage capacity is comparable with the infiltration rate, only those locations 
nearby the channel get saturated, which have fairly large upstream drainage area to 
provide enough subsurface inflow to exceed subsurface outflow. It is not rare in nature 
catchments that only a small portion of area nearby the channel is saturated if the 
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topography is steep and soil is permeable. Figure 5.10(c)  shows the scaled mean travel 
time of Dunne overland flow, >< DunneQT _* , directly as a function of β . When β  is 
large, >< DunneQT _*  is relatively small due to shorter flow distance (only a small 
fraction of catchment area saturated); when β  is very small, >< DunneQT _*  is also 
relatively small due to high flow velocity within the riparian area and channel zone 
(higher surface water depth). Therefore >< DunneQT _*  tends to reach maximum for a 
mediate value of β .  
Figure 5.11 shows that the behavior of the mean travel time of subsurface storm 
flow is primarily dominated by the soil permeability in the longitudinal direction and the 
bedrock slope. The travel time of subsurface storm flow across hillslope is often of a few 
magnitudes longer than the travel time of subsurface storm flow across channel zone, so 
the latter hardly has any impact.  
5.5. Summary 
In this work we have presented CIRF, combined with virtual experiment, as a new 
framework to investigate the temporal pattern of catchment response to storm events. We 
have demonstrated that CIRF derived from the effective contributing areas of different 
runoff components is a useful tool to help understand the geomorphologic and kinematic 
dispersion function of catchment on the generated runoff.  
Although CIRF is a promising framework for future study, there is plenty of room 
for future work. For example, the size of catchment has been kept constant in this work, 
and the scaling behavior of CIRF under various catchment sizes has not been examined. 
For large catchment, we can relax the assumption of uniform soil property (porosity, 
hydraulic conductivity, etc.) and uniform climatic conditions (rainfall intensity for 
example), and explore, to the fully extent, the effect of hydrologic connectivity on the 
catchment response.  
The CIRF framework could be the base of future digital experiments looking for 
closure relationships for REW theory (Reggiani et al., 1998), since CIRFs are 
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quantitative indicators of water movement at catchment scale and have richful physical 
meaning. The understanding gained on the shape of dimensionless CIRF and the mean 
travel times discussed for different runoff components under various climate, soil and 
topographic conditions could be testified during future field experiments. If deemed 
reasonable, these results could be valuable guidance for hydrologic predictions in 
ungauged basins.  
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Table 5.1. Mean hillslope travel time and channel travel time of runoff generated from 
different runoff generation mechanisms  
 QHorton QDunne Qsub 
E(Thillslope) (min) 46.1 0 378191972.1 
E(Tchannel) (min) 35.8 31.8 35.8 
E(Ttotal) (min) 81.9 31.8 378192007.9 
 
 
Table 5.2. Runoff composition corresponding to Figure 5.4 (%)  
 QH/P QD/P QS/P  QH/P QD/P QS/P 
a(1) 0.0 24.4 61.8 b(1) 0.0 54.0 13.9 
a(2) 0.0 19.7 53.2 b(2) 0.0 24.4 61.8 
a(3) 0.0 14.7 38.5 b(3) 0.0 18.3 72.9 
 QH/P QD/P QS/P  QH/P QD/P QS/P 
c(1) 52.5 5.6 0.0 d(1) 0.0 47.6 21.4 
c(2) 9.4 19.3 0.2 d(2) 0.0 30.9 47.4 
c(3) 0.0 29.6 11.2 d(3) 0.0 24.4 61.8 
* QH is the total volume of Horton overland runoff generated during a storm event, QD is the total volume 
of Dunne overland runoff, and QS is the total volume of subsurface storm flow. P is the total rainfall 
volume during a storm event. 
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Figure 5.1. The catchment used in this work. (a) Channel network. (b) Area function.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2. Area of runoff generation (blue) and area contributing to the hydrograph 
(pink), regenerated after Freeze [1980, figure 15c].  The runoff generated is assumed to 
flow downslope perpendicularly to the river channel. Only those runoff generation areas 
connected directly to the channel are contributing to the outlet.  
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Figure 5.3.CIRFs for different runoff generation mechanisms. Figure 4(a) shows CIRFs 
for QH, hHorton, QD, hDunne,  and QS, hsub, respectively. Typically, hHorton is more dominated 
by hillslope dispersion, hDunne is more dominated by channel network dispersion, and hsub 
is featured by much smaller value but much longer span. Figure 4(b) shows that hsub is 
dominated by hillslope dispersion.  
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Figure 5.4.The impacts of climate, soil and topographic conditions on synthetic CIRF. 5(a) 
shows the impact of climate with E(S)=0.5354, Ks=5*10-5m/s and Sb/P=0.4.5(b) shows 
the impacts of topography with climate=semi-humid, Ks=5*10-5m/s and Sb/P=0.4, and 
E(S) here means the mean value of local surface slope. 5(c) shows the impact of 
hydraulic conductivity with climate=semi-humid, E(S)=0.5354 and Sb/P=0.4.5(d) shows 
the impact of soil storage capacity with climate=semi-humid, E(S) = 0.5354 and 
Ks=5*10-5m/s.  
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Figure 5.5. Selecting behavioral catchments based on the Budyko Hypothesis.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.6. Dimensionless CIRFs for QHorton under various combinations of climate, soil 
and topographic conditions. The 306 curves in this figure are randomly colored.  
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Figure 5.7. Dimensionless CIRFs for QDunne under various combinations of climate, soil 
and topographic conditions. The 611 curves in this figure are randomly colored.  
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Figure 5.8. Dimensionless CIRFs for QSub under various combinations of climate, soil 
and topographic conditions. The 273 curves in this figure are colored according to the 
ratio of the contributing of subsurface storm flow to the total catchment area.  
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Figure 5.9. Mean travel times of Horton overland flow under various climate, soil and 
topographic conditions. <T_QHorton_hillslope> is the mean hillslope travel time of Horton 
overland flow. <T_QHorton _channel> is the mean channel travel time of Horton overland 
flow. <T_QHorton> is the mean total travel time of Horton overland flow.  
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Figure 5.10. Mean travel times of Dunne overland flow under various climate, soil and 
topographic conditions. <T*_QDunne_hillslope> is the scaled mean hillslope travel time of 
Horton overland flow. <T*_QDunne _channel> is the scaled mean channel travel time of 
Horton overland flow. <T*_QDunne> is the scaled mean total travel time of Horton 
overland flow.  
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Figure 5.11. Mean travel times of subsurface storm flow under various climate, soil and 
topographic conditions.  
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CHAPTER 6. WATER AND NUTRIENTS BALANCES IN A 
LARGE TILE-DRAINED AGRICULTURAL BASIN: A DISTRIBUTED 
MODELING STUDY 
Abstract  
The previous chapters have provided a complete picture of runoff processes 
(generation and routing) at the catchment scale. Water, however, is by no means the only 
material which is experiencing intense variation and of critical importance to the habitats 
within catchments. Water, sediment, carbon and nutrient cycles occur over a multiplicity 
of time and space scales, and govern the dynamics and health of all ecosystems. The 
interactions and feedbacks between these subsystems that occur at all scales, however, 
are poorly understood, inadequately observed, and extremely complex. The gaps in our 
knowledge and understanding of these interacting processes limit our ability to make 
robust predictions and provide a solid basis for sustainable watershed management. A 
coupled modeling framework of these subsystems may open new opportunities for 
studying interacting hydrological and biogeochemical processes, contributing 
significantly towards improved predictive capability. This work presents the development 
and implementation of a distributed model of coupled water nutrient processes, based on 
the representative elementary watershed (REW) approach, to the Upper Sangamon River 
Basin, a large, tile-drained agricultural basin located in central Illinois, mid-west of USA. 
Comparison of model predictions with the observed hydrological and biogeochemical 
data, as well as regional estimates from literature studies, shows that the model is capable 
of capturing the dynamics of water, sediment and nutrient cycles reasonably well. The 
model is then used as a tool to gain insights into the physical and chemical processes 
underlying the inter- and intra-annual variability of water and nutrient balances. Model 
predictions show that about 80% of annual runoff is contributed by tile drainage, while 
the remainder comes from surface runoff (mainly saturation excess flow) and subsurface 
runoff. It is also found that, at the annual scale nitrogen storage in the soil is depleted 
during wet years, and is supplemented during dry years. This carryover of nitrogen 
storage from dry year to wet year is mainly caused by the lateral loading of nitrate.  
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Phosphorus storage, on the other hand, is not affected much by wet/dry conditions simply 
because the leaching of it is very minor compared to the other mechanisms taking 
phosphorous out of the basin, such as crop harvest. The analysis then turned to the 
movement of nitrate with runoff. Model results suggested that nitrate loading from 
hillslope into the channel is preferentially carried by tile drainage. Once in the stream it is 
then subject to in-stream denitrification, the significant spatio-temporal variability of 
which can be related to the variation of the hydrologic and hydraulic conditions across 
the river network.  
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6.1. Introduction 
Water, sediment, carbon and nutrient cycles occur over a multiplicity of time and 
space scales, and govern the dynamics and health of all ecosystems, which are of critical 
importance to the long-term sustainability of human habitation. Fluxes of water and the 
variability of water cycle dynamics are key drivers of coupled physical, biogeochemical, 
ecological and human systems. For example, soil moisture storage is a result of the water 
cycle processes of rainfall, storage, and movement, which are governed by climatic and 
landscape features. The amount of nitrate in the soil is a result of human additions at 
discrete times as well as continuous evolution of biogeochemical processes (transport and 
reaction), which depend on the magnitude and dynamics of water and carbon cycle 
processes. Likewise, sediment transport is governed by erosion, sedimentation and re-
entrainment processes that are linked to water flow pathways and human activities. 
Biogeochemical processing and reprocessing occurs as the flow moves along a gradient 
in the intensity of land use, from urbanized and agricultural lands that are adjacent to a 
stream bank, through various levels of riparian vegetation and grassy waterways that 
separate streams from managed landscapes, and to well developed bottomland forest or 
areas of prairie grasses along tributary streams (David et al., 1997; Rhoads and Herricks, 
1996). 
The interactions and feedbacks between these subsystems that occur at all scales, 
however, are poorly understood, inadequately observed, and extremely complex. The 
gaps in our knowledge and understanding of these interacting processes limit our ability 
to make robust predictions and provide a solid basis for sustainable watershed 
management. Understanding the interactions between various water and biogeochemical 
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processes is also important in the wider context of climate change and human induced 
land use and land cover changes, with suggestions that the hydrological cycle may be 
accelerating as a result. A coupled modeling framework of these subsystems may open 
new opportunities for studying interacting hydrological and biogeochemical processes, 
contributing significantly towards improved predictive capability. The move towards 
such a coupled modeling framework is also motivated by the fact that many of the 
interacting natural processes cannot be observed directly – instead we are only able to 
observe spatial and temporal patterns of signatures arising from the process interactions. 
A pattern dynamical approach that is focused on the identification of internal process 
interactions on the basis of spatio-temporal patterns of outcomes is an emerging paradigm 
towards making robust predictions. Such an approach has to be facilitated by a 
combination of data mining and modeling analysis. The current modeling work is a first 
step in this direction. 
This work has been especially motivated by the combination of biophysical (e.g. a 
plentiful supply of summer rains, and fertile, deep glacial till soils) and social factors (e.g. 
intensive agricultural advisory services, land use and conservation strategies, and 
advanced precision-agriculture technologies) that have made the U.S Mid-West the 
Nation's breadbasket, albeit with considerable local and remote environmental impacts, 
such as contributing to eutrophication problems in the Gulf of Mexico. Despite the 
importance of this region both in terms of agricultural productivity and as a contributor to 
the environmental problems faced by the Nation, there are still critical knowledge gaps 
about the complex interactions among the various interacting processes that contribute to 
local and regional water quality impacts. 
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The foundation of this coupled hydrological and biogeochemical process model is 
the distributed watershed model, THREW, based on the representative elementary 
watershed (REW) approach pioneered by Reggiani et al. (1998, 1999, 2000). In this 
study we have extended THREW to include the effects of tile drains, which is major 
human modification to this agricultural landscape. Upon testing the water flow model, 
THREW is then extended further to include modules for the interactions between water 
flow processes and processes associated with the generation of both sediments and 
nutrients (N and P), which are taken from previously published work (Viney and 
Sivapalan, 1999; Viney et al., 2000). The combined model is then applied to Upper 
Sangamon River Basin (USRB), a 3600 km2 tile-drained agricultural catchment located 
in south-central Illinois, and calibrated on the basis of all available water quality data, 
including regional summaries. The model is then used to generate insights into the 
process interactions underlying the observed and model-generated spatio-temporal 
patterns.  
The chapter is organized as follows: Section 6.2 describes the distributed 
computational framework of coupled hydrological and biogeochemical processes at the 
catchment scale. Section 6.3 provides the background information on the case study area 
and data sources. Section 6.4 lays out the model application results for the water and 
nutrient modeling, followed by discussion on the hydrological and biogeochemical 
process interactions. Section 6.5 closes with the summary.  
6.2. Model Description 
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6.2.1. Spatially distributed hydrological model  
THREW is an existing distributed, physically-based hydrological model (Tian et 
al., 2006; Tian, 2006), and is built around the representative elementary watershed (REW) 
concept. Pioneered by Reggiani et al. (1998, 1999, 2000), the REW approach is 
essentially a thermodynamically consistent framework to derive balance equations 
directly at the meso-scale for distributed hydrological modeling. The REW in THREW is 
the smallest resolvable spatial unit of a meso-scale basin which has an explicit spatial 
boundary, and is the fundamental building block of the model.  As shown in Figure 6.1, a 
river basin can be descritized into a specified number of REWs, which are linked to each 
other through the river network. Each REW comprises a pre-specified fixed number of 
sub-regions, which determine the organizational structure of the model, characterizing 
various hydrological processes and the accompanying exchanges of mass, momentum, 
energy etc. that occur within the REW.  Although the REW has an explicit and invariant 
boundary, the boundaries between the sub-regions are mostly varying with time (Lee et 
al., 2005, 2007; Tian 2006; Tian et al., 2006). In the latest version of THREW the sub-
regions are the saturated zone (s-zone), the unsaturated zone (u-zone), the vegetated zone 
(v-zone), the bare soil zone (b-zone), the snow covered zone (n-zone), the glacier covered 
zone (g-zone), the sub-stream network (t-zone), and the main channel reach (r-zone), as 
shown in Figure 6.1. To adequately capture the vertical movement of water and nutrient 
within soil column, the unsaturated zone is further divided into two layers, the upper 
unsaturated zone (u1-zone) and the lower unsaturated zone (u2-zone). The ensemble of 
REWs constituting the watershed also interact with each other by way of exchanges of 
mass, momentum and energy through the inlet and outlet sections of the associated 
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channel reaches. The mass, energy and momentum balances within the individual zones 
within the REW, and between the REWs, are described using a coupled set of ordinary 
differential equations (ODE), derived from thermodynamic principles (mass conservation, 
Newton’s laws of motion, 2nd Law of Thermodynamics) by averaging, with a minimum 
number of simplifying assumptions. These coupled set of ordinary differential equations, 
together with appropriate closure relations and geometric relations, are the equation set 
that lies at the heart of the numerical implementation of REW approach. They can be 
solved using any appropriate numerical algorithm without much effort, such as the 
CVODE solver (please refer to http://www.llnl.gov/casc/sundials/) currently adopted in 
the THREW model. Details of THREW, including the various (mass and force) balance 
equations, as well as the details of the constitutive and closure relations, are not presented 
here for reasons of brevity. These are available in several previous publications (Tian et 
al., 2006; Mou et al., 2008; Tian et al., 2010).  
As a distributed hydrological model based on the REW approach, THREW model 
has significant advantages: 1) it is physically-based, distributed, and of moderate 
complexity, and thus computationally advantageous; 2) it has a modular framework, in 
that the various closure relations, i.e., parameterizations of exchange fluxes, can be 
altered without changing the overall structure and numerical features; 3) because the 
model formulation ultimately results in a set of balance equations relating to water, 
momentum and energy stores (state variables), the coupled set of ODEs are already in 
state-space form and can be easily adapted for predictions and data assimilation purposes; 
and 4) compared to grid-based models, the REW-based distributed model will be more 
suitable for incorporating various types of land use zones, or water use zones, which are 
typically categorized by zones (urban areas, irrigation districts, etc.). Thus it will allow us 
to develop spatial connections between REW units (rather than grids) and water use 
zones.  Moreover, THREW simulates the interactions between surface water, soil water 
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and shallow groundwater (and if needed deep groundwater as well), which help facilitate 
inclusion of various types of nutrients; in turn this makes it possible to examine how and 
to what degree different components of the hydrologic cycle are interacting with different 
components of the biogeochemical cycles. 
6.2.2. Extension to agricultural basins: tile drainage 
Although THREW has been applied to a number of basins in China, U.S. and 
Europe under various climate and landscape conditions, it has not been applied to an 
agricultural basin with extensive tile drains, as we have in the U.S. Mid-West. Field 
studies suggest that tile drainage, where it exists, is usually a very important source of 
streamflow (Algoazany et al., 2007; Goswami, 2006). It is thus necessary to incorporate 
the process of tile drainage for successful prediction in these agricultural basins.  
Tile drainage is an artificial way to remove excess surface and subsurface water 
from the water-logging land to enable crop growth (Ritzema, 1994). In the mid-west of 
U.S., tile drains have been laid out under swamps and wetlands to deplete the soil water 
in the saturated zone, and to maintain the water table to an acceptable level to facilitate 
agricultural production. There have been numerous studies on tile drainage, and various 
modeling approaches have been proposed such as the classical Hooghoudt equation 
(Hooghoudt, 1940), Kirkham equation (Kirkham, 1958), Ernst equation (Ernst, 1956). 
Most of these drainage equations are derived based on the Dupuit-Forchheimer 
assumptions. However, these equations require the exact locations of the tile drains, 
which are not often available and, moreover, how their effects up-scale to the watershed 
or REW scale is also not well quantified. Therefore, in this work we opt for a conceptual 
description of their drainage effects, in combination of REW-scale effective parameters. 
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In fact, the efficiency of tile drains is governed by the subsurface water storage, i.e., the 
higher the water table is, the faster the saturated soil water is depleted through the tile 
drains. It is thus not unreasonable to adopt a simple storage-discharge relation to describe 
the integrated response of all tile drains present at the REW scale. In this work, we adopt 
the following conceptual relationship to characterize drainage through tile drains at REW 
scale: 
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where tileq  is the rate of saturated soil water being depleted to the channel through 
the tile drains. sK is the saturated hydraulic conductivity which controls the subsurface 
flow into tile drains. Z  is the total depth of soil column (from ground surface to an 
impervious layer). sy  is the depth of the saturated layer from the water table to the 
impervious layer. tileZ  is the assumed depth of drainage tiles. α  is a proportionality 
constant which is mainly a function of the hydraulic properties of the tile drain network. 
β  is an exponent parameter subject to the spatial layout of tile drain system. Equation 1 
applies when the focus is on the integrated tile drainage response at large scale, and the 
detailed information about the tile drain system is not available or is incomplete. 
6.2.3. Coupled model of water, sediment and nutrients 
The component models for suspended sediments, nitrogen and phosphorus are 
mostly taken from Viney and Sivapalan (1999) and Viney et al. (2000) with some minor 
modifications, and only brief summaries are presented here. Note that the processes 
governing suspended sediments, nitrogen and phosphorus are described at the sub-
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watershed scale, which makes them consistent with the scale at which hydrological 
processes are described within THREW.  
As shown in Figure 6.2, the storages and exchange fluxes of sediments and 
nutrients are simulated for each of the sub-regions within a REW, and thus inevitably 
coupled to the water flow part. Direct interactions between the landscape and atmosphere 
(e.g., precipitation, fixation of nitrogen by plants, and the volatilization of ammonia) and 
between the basin and humans (e.g., fertilization and crop harvest) are associated with the 
v-zone and the b-zone. The vertical movement of nitrogen is coupled with the water 
movement in the unsaturated zone (u1-zone and u2-zone) and the saturated zone (s-zone). 
The lateral loading of sediments, phosphorus and nitrogen is triggered by surface and 
subsurface runoff generation and subsequent delivery to river reaches. For instance, the 
initiation (soil erosion) and routing of suspended sediments on hillslopes are driven by 
the generation and routing of surface runoff. The fluxes of water and different substances 
are transported across the watershed through a set of REWs, which are organized around 
the river network (not shown in this figure). Presentations of more detailed process 
descriptions for phosphorus, nitrogen and suspended sediments that follow are adapted 
from Viney and Sivapalan (1999) and Viney et al. (2000).  
6.2.3.1. Sediment modeling 
The sediment model predicts surface erosion and the in-stream processes of 
deposition, bank and bed erosion, re-entrainment and settling. As in Viney and Sivapalan 
(1999), sediment generation is assumed to occur by upslope erosion processes associated 
with surface runoff and is based on a conceptualization of the Universal Soil Loss 
Equation (Wischmeier and Smith, 1978). Once in the stream, sediment transport 
processes are governed by a stream sediment capacity, which is controlled by the stream 
power. If a stream’s predicted sediment load exceeds its carrying capacity, some 
sediment is deposited to the streambed and is available for subsequent re-entrainment. If 
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the load is unable to satisfy capacity then sediment is re-entrained (subject to availability) 
or eroded from the stream-bank. Sediment in suspension within a REW is subject to a 
delivery ratio governed by the settling rate for sediment particles.  
6.2.3.2. Phosphorus modeling 
The phosphorus model describes the processes of precipitation, fertilization, plant 
uptake, residue decay, sorption, harvest losses, erosion, surface entrainment and 
subsurface discharge. Most of the phosphorus cycle models proposed in the literature 
(e.g., Neitsch et al., 2005) separately consider the organic and inorganic stores, which are 
further subdivided into readily mobilized active pools and slowly changing less 
accessible stable pools. After Viney et al. (2000), we combine the organic and slowly 
changing and less accessible stable pools into one single pool, and denote it as particulate 
phosphorus (PP). The readily-mobilized active pools have been combined into another 
single pool, denoted as dissolvable phosphorus (DP). Another pool of phosphorus is 
biological phosphorus. The key components of the phosphorus model are described 
below. 
(i) Phosphorus from rainfall 
Precipitation of inorganic phosphorus is assumed to occur at a specified 
concentration that, for simplicity, is assumed to be constant in time and space. As the 
surface runoff interacts with the underlying soil, it entrains an amount of soil inorganic 
phosphorus. The resulting entrained phosphorus augments the concentration of 
phosphorus already being carried by the surface flow.  
 (ii) Phosphorus from fertilizer 
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The rate and timing of fertilizer application is determined by many factors, such 
as climate conditions, crop plantation, and soil properties and so on. The phosphorus 
from fertilizer, organic and inorganic, is assumed to contribute to the storage of the top 
soil layer.  
(iii) Leaching of phosphorus 
Leaching of dissolvable phosphorus to deeper levels in the unsaturated zone and 
ultimately to the deep groundwater is neglected by the model because phosphorus anions 
are much more affiliated to soil particles rather than water molecules. While it is not 
doubted that phosphorus leaching can lead to significant groundwater pollution according 
to some standards, its effect on streamflow discharges is considered negligible since the 
primary sources of phosphorus discharge involve surface and near-surface processes. 
 (iv) Residue decay 
The processes of leaf fall, crop residue accumulation and litter decay are captured 
by the single term “residue decay”. For a crop, a fixed proportion of the biomass 
phosphorus is assumed to contribute to residue decay after harvesting. 
                                                BHPP PkH =                                                                   (6.2) 
HPk  is non-zero during a certain period after harvesting, and zero during the remainder of 
time. BP  is biomass P accumulated during the growing period. For a forested field, the 
rate of residue decay is assumed to be the same as the rate of plant uptake. The rest of the 
biomass phosphorus is harvested and exported out, mainly in the form of grain. 
(v) Plant uptake 
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Plant uptake rate of phosphorus is assumed to depend on the rate of canopy 
biomass accumulation and therefore varies seasonally. This uptake is extracted from the 
dissolvable (i.e., labile) phosphorus stores provided that there is sufficient supply.    
                                                       
dt
dLAIkU UPP =                                                       (6.3) 
Plant uptake transfers soluble inorganic P to biomass P. In Equation 3, 
dt
dLAI  is the rate 
of increase of LAI and it is assumed that there is no P uptake when LAI decreases or 
dissolvable phosphorus storage is completely depleted.  
(vi) Mineralization/immobilization and desorption/adsorption 
Fluxing between the dissolvable and organic forms is typically achieved through 
the complementary processes of mineralization and immobilization, while fluxing 
between the dissolvable and adsorbed forms is through the processes of desorption and 
adsorption. Since the organic and adsorbed pools have been combined into a single pool, 
which we expect to be dominated by the organic component, we could model the net 
desorption/mineralization flux in term of a simple desorption equation  
)(
1
1
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kM −+=                                           (6.4) 
where MPk  is a constant coefficient, OP  is the storage of organic phosphorus, IP  is the 
storage of inorganic phosphorus and r  is phosphorus retention index which varies with 
soil type. It is also assumed that this fluxing does not occur if the soil temperature is 
below zero degree Celsius (Neitsch et al., 2005, p190). 
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(vii) Phosphorus movement with water flux 
Due to its low mobility, soluble phosphorus only moves with surface water flux, 
including infiltration excess runoff and saturation excess runoff, and the lateral loading of 
DP from hillslope into channel is therefore given by 
       IsSPP PqkS =                                                          (6.5) 
where SPk  is a constant coefficient, and sq  is the lateral water discharge rate from 
hillslope into the channel. The transportation of DP through the river network is assumed 
conservative, i.e., no mineralization/immobilization or desorption/adsorption in the 
channel flow. 
(viii) Phosphorus movement with sediment flux  
Upslope erosion of organic and adsorbed phosphorus occurs in conjunction with 
surface sediment erosion and is dependent on the occurrence and presence of surface 
runoff. Eroded phosphorus is preferentially attached to the finer sediment particles, which 
in turn tend to be the first eroded. Consequently, the concentration of eroded phosphorus 
decreases as the mass of eroded material increases. In the absence of quantitative 
information on the concentration of organic and adsorbed phosphorus in the upper layers, 
the model assumes an enrichment ratio for upslope erosion as a function of the amount of 
sediment erosion. The transport of attached nutrients with channel flow is not 
conservative since the exchange of suspended sediment and channel floor is incorporated.   
6.2.3.3.Nitrogen modeling 
The nitrogen model has a similar structure to that of phosphorus. The nitrogen 
fluxes for plant uptake, harvest/residue decay, surface entrainment and the mobilization 
and transport of particulate nitrogen are modeled analogously to the corresponding 
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phosphorus fluxes, and will not be repeated here (for more details see Viney et al., 2000). 
The nitrogen modeling, nonetheless, is more complex for a few reasons. One is the need 
to separately predict NO3-N and ammonium forms of the dissolvable inorganic 
component, which necessitates the inclusion of an extra flux, nitrification, to account for 
nitrogen cycling between these two forms. Secondly, unlike phosphorus, nitrogen 
undergoes gaseous exchange with the atmosphere, and this exchange has to be modeled 
explicitly through the processes of ammonium volatilization, denitrification and nitrogen 
fixation. Furthermore, as NO3-N is highly dissolvable, its leaching to deeper levels in the 
soil profile is a significant loss mechanism, and an explicit modeling of that process is 
included.  
(i) Atmospheric N fixation 
Fixation delivers nitrogen from the atmosphere to the ammonium pool and is 
modeled as a function of vegetation status.    
                                                        LAIkF FNN =                                                       (6.6) 
FNk  is a constant coefficient.  
(ii) Nitrification and volatilization 
Nitrification transfers ammonium to nitrate when the soil temperature is higher 
than a certain value, and the rate is given by 
            4NHJNN NkJ =                                                   (6.7) 
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JNk  is a constant coefficient. 4NHN  is ammonium storage in the soil. Volatilization 
releases a fraction of ammonium storage as ammonia gas into the atmosphere and is also 
simulated as a fixed proportion of the ammonium nitrogen pool when the soil 
temperature is higher than a certain value.  
(iii) Field denitrification 
The hillslope denitrification process is microbially mediated and occurs primarily 
in anoxic conditions. In the model, this process is assumed to occur as a fixed proportion 
of the NO3-N pool and occurs only if the soil water content is greater than 90% of the 
saturated soil moisture content and the soil temperature is higher than a certain value 
(Williams et al., 1984; Neitsch et al., 2005). 
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sc θθ /  is taken as 0.9 after Williams et al. (1984). 
(iv) Nitrogen movement and variation within soil column   
Ammonium is easily attracted by negative-charged soil particles, while nitrate is 
highly mobile. Therefore it is assumed that all nitrate storage is soluble and movable with 
water. The nitrate storage in the unsaturated soil layer will lose nitrate due to 
denitrification, plant uptake and leaching, and receive nitrate due to infiltration, 
nitrification and fertilization. The nitrate storage in saturated soil layer only exchange 
nitrate with other zones by the way of water flux.  
(v) Nitrogen movement with water flux 
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Nitrate is highly soluble and moves with all types of water fluxes, including 
infiltration excess runoff, saturation excess runoff and subsurface flow (or tile drainage). 
The lateral loading of nitrate is simulated similar to that of DP. The transportation of 
nitrate through the river network is not conservative, i.e., in-stream denitrification is 
considered.  
(vi) In-stream denitrification 
While traveling through the river network, NO3-N is removed due to in-stream 
denitrification process. After Donner et al. (2004) and Wollheim et al. (2006), the 
instantaneous fractional removal ratio is defined as 
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=                                                                       (6.9) 
where fv is the apparent nutrient uptake velocity [m/s], LH  is the hydraulic load [m/s]. In 
the THREW model, HL is estimated as  
   L
hH τ=                                                                        (6.10) 
where h  is the water depth [m], τ  is the mean residence time [s] given by 
         l
v
τ =                                                                     (6.11) 
l  is the reach length [m], v  is the water velocity [m/s]. Note that τ is essentially the 
mean travel time of NO3-N through the main channel zone (r-zone) within each REW. 
NO3-N joins the main channel from mainly two sources: the inflow from upstream 
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channel and lateral loading from the hillslope. For the NO3-N from lateral loading, the 
mean in-channel travel time is in fact about half of that of the NO3-N from upstream 
inflow. But here it is assumed that the major part of the in-stream NO3-N comes from the 
upstream inflow. This assumption is appropriate for large basins. 
(vii) Nitrogen movement with sediment flux  
The movement of organic and adsorbed nitrogen with suspended sediment is 
simulated similarly to PP.    
6.3. Study area and data 
The present modeling study was carried out on the Upper Sangamon River Basin 
(USRB) in central Illinois, which is representative of the processes and problems 
associated with agricultural landscapes in the Mid-West region. USRB, with a drainage 
area of 3,600km2, is an agricultural basin with intensive row-crop production. According 
to Demissie and Keefer (1996), in 1994, row crops (corn and soybean) covered 85.3 
percent of the whole basin area and grassy crops (small grains and hay) covered 2.4 
percent. Corn and soybean almost equally share the row crop land area. The percentage 
of area covered by corn is 42.0, and by soybean is 43.3 percent, respectively. The 
biogeochemistry of USRB is altered annually in the spring and fall with widespread yet 
highly variable applications of nitrogen and phosphorus fertilizers. Current land and 
watershed management practices, such as dredging of channels, produce rapid 
transmission of nitrogen and phosphorus from the land surface through soils, riparian 
areas, and small streams to larger streams and rivers. The extensive production of corn 
and soybeans, substantial inputs of urban wastewater and agricultural runoff, and 
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modification of the drainage network have altered patterns and rates of nitrogen and 
phosphorus cycling.  
The Illinois State Water Survey (ISWS) has conducted a watershed monitoring 
project for the Lake Decatur watershed, which is a part of USRB (Keefer and Bauer, 
2008). They have measured streamflows, and sediment and nutrient concentration at 
several stations, including Big Ditch and Monticello. As shown in Figure 6.3, 
downstream of Monticello is Lake Decatur which has a significant impact on the 
movement of water and transport of sediments and nutrients. For the sake of simplicity, 
in this work we only focus on the drainage area upstream of Monticello. In order to 
examine the spatial variability of water and biogeochemical processes, observations at 
two locations along the Upper Sangamon River with distinct drainage areas have been 
chosen for this study, namely Big Ditch and Monticello. The upstream drainage area of 
Big Ditch is about 134.2km2 and of Monticello is about 1379.8 km2.  
Hourly observations of precipitation and stream discharge, and irregularly 
sampled concentration values of suspended sediments, NO3-N, and dissolved phosphorus 
were obtained from the long term monitoring project by ISWS (Keefer and Bauer, 2008). 
Hourly soil temperature data were obtained from the Water and Atmosphere Resources 
Monitoring Program conducted by ISWS. Potential evaporation time series were 
extracted from the NOAA/NARR dataset. Vegetation data including LAI were 
downloaded and extracted from MODIS/terra dataset. Soil properties such as porosity 
and saturated hydraulic conductivity were extracted from the STATSGO database. The 
study period is from 10/01/1993 to 09/30/2004, and was chosen according to data 
availability.  
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The application of nitrogen and phosphorus fertilizers is an important external 
input to the catchment, which often exhibits high spatial and temporal variability. 
Empirical values of fertilization have been obtained from literature and through personal 
communication (McIsaac & Hu, 2004; McIcsaac, G., personal communication). For the 
sake of simplicity, the application of fertilizers is assumed to be spatially uniform and to 
be carried out twice a year, the first one during March 15-April 1, and the next during 
November 1-November 15. In most of the areas corn and soybean are planted in rotation. 
We assume for simplicity that, in each year, 50% of the field area is corn and another 
50% is soybean. The harvest of both corn and soybean is assumed to occur in mid-
September.  .  
6.4. Results and discussion  
6.4.1. Model application and validation 
As shown in Figure 6.3, for the implementation of the coupled model, the whole 
USRB area has been divided into 51 REWs (3600km2). In this work, nonetheless, the 
analysis is only focused on the area upstream of Monticello station (1400km2), which 
consists of 19 REWs. The coupled model has been run using an hourly time step. The 
objective is to characterize water and nutrient balances and their process controls, and to 
gain an understanding of the interactions between hydrological and biogeochemical 
processes in agricultural landscapes in the U.S. Mid-West.  
We divide the whole study period into two parts: a warm-up period, 
10/01/1993~09/30/1994, and a calibration period, 10/01/1994~09/30/2004. We use 
multiple criteria for calibration. For the water part the criteria include optimal Nash-
Sutcliffe coefficient and the percent bias (defined as the ratio of the difference between 
simulated and observed runoff volume to the observed runoff volume, Ivanov et al., 
2004). Some other signatures of temporal variability are also used during the calibration, 
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such as the regime curve and the flow duration curve, in order improve the fit of model 
predictions to observations. For suspended sediments, nitrogen and phosphorus, the 
calibration has been conducted in order to: a) satisfy regional mass balances indicated by 
the empirical data presented in the literature; b) match the predicted time series to the 
observed time series as well as possible.  
Figure 6.4 shows simulated and observed streamflow at Monticello station at both 
the hourly and seasonal scale (i.e., mean monthly streamflows). The results show strong 
seasonality with two peaks (during winter and spring) and low flows during summer and 
fall. Comparison between the observed and predicted hydrographs and regime curves 
suggests that the model captures the variation of streamflow very well at both the hourly 
and seasonal scale. For the period of 10/01/1994~09/30/2004, the Nash-Sutcliffe 
efficiency on the basis of hourly flows is 0.67, and the percent bias is 0.05.  
Figure 6.5 shows the model predicted time series of NO3-N concentrations and 
dissolved phosphate concentrations (at hourly time step) and the observed time series (at 
irregular time intervals). We are not presenting the results for suspended sediments, due 
to lack of data to fine tune model, calibrate model parameters and validate model 
predictions. The temporal variation of NO3-N concentration has been well captured by 
the model at both Big Ditch and Monticello. It can be inferred that the NO3-N loads 
(product of water discharge and NO3-N concentration) has also been satisfactorily 
reproduced. On top of this, one might notice that the NO3-N concentration at Monticello 
appears to be lower than that at Big Ditch. This decrease of NO3-N concentration from 
upstream to downstream may most likely be due to in-stream denitrification process, 
which will be discussed later. As for dissolved phosphorus, the model captures the 
 
 
203
temporal variation at Big Ditch, but significantly underestimates the concentration of 
dissolved phosphorus at Monticello, especially in the summer and fall seasons. A 
possible explanation for this under-estimation is the effluent discharge from the urban 
areas between Big Ditch and Monticello, including the towns of Mahomet and 
Monticello. Effluent from the local sewer system and wastewater treatment plants is 
discharged into the Sangamon River, which introduces non-negligible amounts of 
nutrients into the river, especially phosphorus. Dissolved phosphorus from effluent 
discharge, in the form of point-source pollution could make a significant contribution to 
the in-stream concentrations of phosphorus in the summer and fall seasons. Nevertheless, 
nutrients inputs through effluent discharges are not included in the current version of the 
model  
As mentioned before, model calibration involved not only comparisons of model 
predicted against observed time series within the USRB, but also checks of broad 
measures of water and nutrient balances (regional space scale and annual time scale) 
against published estimates from Illinois region, to ensure that model predictions are 
consistent. Tables 6.1 and 6.2 present a comparison of various aspects of regional 
nitrogen and phosphorus balances between model predictions within USRB and regional 
estimates obtained from the literature (McIsaac and Hu, 2004; Hu et al., 2007; David and 
Gentry, 2000; Howarth et al., 1996; Gentry et al., 2009), demonstrating reasonable 
consistency in both N and P predictions.  
Upon completion of model calibration (as in the above), model simulations were 
performed to generate an annual average and catchment-wide picture of the fate of both 
nitrogen and phosphorus. The results are presented in Figure 6.6 (for phosphorus) and 
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Figure 6.7 (for nitrogen). In the case of P, the main input is fertilizer (30 kg. P/ha/yr) and 
the main output is annual harvest (of the crops) which takes out almost 29.6 kg. P/ha/yr, 
with relatively small amounts exported to rivers in dissolved form (0.3 kg. P/ha/yr) and in 
particulate form (0.5 kg. P/ha/yr). There is of course considerable internal processing 
(plant uptake, generation of plant residue and mineralization), which are included in the 
model in conceptual form (see Viney et al., 2000 for details).  The picture is very 
different and more complex in the case of N, where in addition to fertilizer application 
(95 kg. N/ha/yr) in the form of ammonia, there is in addition large amount of fixation by 
plants (65 kg. N/ha/yr), and small amount of precipitation (10 kg. N/ha/yr). The resulting 
total inputs (170 kg. N/ha/yr) is partitioned into removal through harvest (116 kg. 
N/ha/yr), release into atmosphere in gaseous form (16 kg. N/ha/yr), and the removal 
through runoff in dissolved form (32 kg. N/ha/yr) and particulate form (5 kg. N/ha/yr). 
The biggest component (more than 90%) of the runoff export is through tile drainage. 
Just as in the case of P, there is considerable internal processing, including the conversion 
of organic nitrogen (as in plant residue) to ammonia through mineralization, from 
ammonia to nitrate through nitrification and from nitrate into nitrogen through 
denitrification, as well as plant uptake and generation of plant residue. These processes 
are of course included in the model in conceptual form (see Viney et al. 2000 for details). 
Knowledge of these relative estimates is extremely useful for targeting future research 
towards understanding and quantifying key components of the annual nutrient balances, 
and associated process controls.   
6.4.2. Multi-scale interactions between water and nutrient cycling processes 
In spite of the average water and nutrient balances presented in Figures 6.6 and 
6.7, there is considerable temporal (and spatial) variability in the contaminant mass 
balances, which are intimately related to climatic and hence hydrological variability at 
multiple time scales. The coupled model predictions are next used to throw light on these 
interactions, and the resulting temporal patterns.  
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Figure 8 shows the relationship between the annual runoff and annual mass 
balance of nitrogen and phosphorus at the basin scale. Annual runoff depth is a 
hydrological indicator and is itself a result of the interactions between variability in 
climatic forcing and landscape properties. Roughly, the wetter the climate (due to more 
precipitation or less evaporative energy) is, the larger the annual runoff depth. Therefore 
the annual runoff depth can be regarded as a a first order indicator of the inter-annual 
variability of wet/dry conditions, recognizing that some of the inter-annual variability of 
runoff could be caused by variability in intra-annual variability of climate forcing. In 
Figure 6.8, annual balance of nitrogen and phosphorus is expressed in terms of total 
annual mass brought into the basin, total annual mass exported out of the basin, and 
annual storage change within the basin. The results presented in Figure 6.8 show that 
total nitrogen inputs, dominated by fertilizer and plant fixation, do not show a significant 
relationship with annual runoff. Although annual precipitation clearly impacts annual 
runoff, the concentration of nitrogen in the precipitation is small, so the annual mass of 
deposition through precipitation is negligible compared to the corresponding amounts of 
fertilizer application and plant fixation. Fertilizer application is human related, and is 
assumed constant in this study. Plant fixation is a function of nutrient storage and the 
growing status of the crops, and does lead to significant inter-annual variability of the 
annual nitrogen inputs. But this inter-annual variability of nitrogen inputs is much less 
than that of nitrogen outputs, and for environmental reasons, our focus is thus on the 
latter. Total nitrogen output, including river loading (export) of nitrogen, field 
denitrification and volatilization, in-stream denitrification and grain export (through 
harvest), show an increasing trend with annual runoff depth. Correspondingly, this 
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contributes to a systematic decrease of nitrogen storage with increase of annual runoff 
depth, from a positive change (storage supplement) during dry years to a negative change 
(storage depletion) during wet years. Inter-annual variability of phosphorous mass 
balance, on the other hand, is similar to that of nitrogen, but the variations of the output, 
and thus the storage, are much smaller compared with the magnitude of annual 
phosphorous input (i.e., compare the units of the vertical axes in Figure 6.8). 
In order to gain more insights into predicted behavior between the annual nitrogen 
output and annual runoff depth, and the mediating role of nitrogen storage/depletion, the 
annual variations of various components of the nitrogen output are plotted against annual 
runoff depth, as shown in Figure 6.9. Firstly, the results show that in the case of both N 
and P, grain export is the largest component of the annual export (as was already pointed 
out in Figures 6.6 and 6.7). The model results in Figure 6.9 show that in the case of N, 
grain export is slightly decreasing with annual runoff, whereas non-grain export increases 
significantly with annual runoff. In the case of P the changes with annual runoff depth are 
quite small and negligible. Note that grain export is a significant portion of annual 
accumulated biomass gain (from plant uptake), and plant uptake itself is subject to many 
factors such as soil moisture, soil temperature, crop growing status and nitrogen storage 
in the soil.  
The bottom panel of Figure 6.9 presents the breakdown of the non-grain part of 
the nutrient export into its various components. In the case of N, the biggest component is 
riverine dissolved export, which increases strongly with increase of annual runoff. The 
other three major components, i.e., field denitrification &volatilization, riverine 
denitrification and particulate riverine export are smaller, relative to the riverine 
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dissolved export, but also appear not to be dependent on annual runoff. One can therefore 
see the connection between the increased dissolved nitrate export and depletion of nitrate 
storage during wet years, and decreased nitrate export and accumulation of nitrate storage 
in dry years. The net result of this is that average annual concentrations of dissolved 
nitrate in rivers in this region can remain constant between years, a type of chemostatic 
behavior that is being widely reported (Darracq et al., 2008; Godsey et al., 2009; Basu et 
al., 2010). On the other hand, while the results for P show a strong dependence on annual 
runoff, the magnitudes are so low that one cannot draw definitive conclusions.  
The interaction between hydrological and biochemical processes is manifested not 
in the inter-annual variability, but also in the intra-annual variability. For example, Figure 
6.10 shows the monthly variation of nitrogen storage and streamflow. Nitrogen storage 
variation is subject to both the input and output. The input components of nitrogen 
include: a) fertilizer, which is applied twice a year, in March and November; b) plant 
fixation, which is a function of crop growth status and peaks in July and August when the 
crop is flourishing most; and c) precipitation deposition (which is minor). The output 
components of nitrogen consist of: a) grain export which is assumed to occur once a year 
in late Fall; b) nitrate load through river network, which peaks in May and June; c) field 
denitrification and volatilization which mainly occur during the non-winter period when 
the temperature is above a certain threshold; d) in-stream denitrification and particulate 
nitrogen load (which are minor). From Figure 6.10 one can see that the nitrogen storage 
peaks twice a year due to fertilizer application, and is depleted significantly in the month 
of September due to harvesting and during winter and spring when the highest amount 
runoff is produced. Among the output components, harvesting and riverine export are 
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relatively significant and play an important role in the depletion of nitrogen storage. For 
phosphorus, the inputs are dominated by fertilizer application, and the outputs are almost 
completely dominated by grain export. Riverine export of DRP and PP do not appear to 
have any significant impact on phosphorus storage variations.   
Further insights into the role of the interactions between hydrological and 
biochemical processes on nutrient export, as shown in Figures 6.9 and 6.10, can be 
gained by exploring the relative effects or contributions of different runoff generation 
components. Figure 6.11 shows the breakdown of three components of runoff generation 
within USRB watershed, and the fractions of NO3-N lateral loading (from the hillslope 
into the channel) carried by these different runoff components. Figure 6.11(a) shows that 
tile drainage is the most important runoff component right through the year, and takes up 
about 80% of the annual runoff generated within USRB. This is consistent with the field 
observations in neighboring regions with similarly intensive tile drain systems and 
similar soils and topography (Algoazany et al., 2007; Goswami, 2006). Dunne (saturation 
excess) overland flow and subsurface stormflow in the catchment constitute relatively 
small fractions of total runoff, whereas Hortonian runoff (infiltration excess) is virtually 
negligible. Figure 6.11(b) shows the corresponding breakdown of the total nitrate export 
into components carried by the three different runoff generation mechanisms. The results 
show that tile drains carry even a larger fraction of the nitrate removed in dissolved form 
by runoff. Particulate nitrogen is mainly carried by surface runoff, along with the 
sediment flux.  
Once the nutrients are delivered to the nearest river reach, they are then 
transported down the stream network. Figure 6.12 shows the riverine export of nitrogen, 
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showing the dissolved component is the dominant component, whereas riverine export of 
particulate nitrogen (the part carried by the suspended sediment) is rather small, since it is 
carried mainly by the Dunne overland flow (which is small). Note that the seasonal 
variation of riverine export of NO3-N is in phase with the seasonality of streamflow 
(especially tile drain flows).   
The riverine flux of NO3-N, before being exported out of the basin, is subject to 
in-stream denitrification, which is usually considered a significant loss (Alexander et al., 
2009; David & Gentry, 2000; Howarth et al., 1996). In USRB, the obvious decrease of 
NO3-N concentration from Big Ditch (upstream) to Monticello (downstream), as shown 
in Figure 6.5, is an indicator of this process. Our model study shows that, without 
incorporation of in-stream denitrification process this decrease of NO3-N from upstream 
to downstream cannot be reproduced. The rate of in-stream denitrification is controlled 
by many hydrological and biogeochemical factors, such as channel water depth, channel 
velocity and nitrate concentration. Nitrate concentration affects in-stream denitrification 
by the way of uptake velocity, i.e., uptake velocity decreases with the increase of nitrate 
concentration (Mulholland et al., 2008). In our model constant uptake velocity is 
assumed, so the effect of nitrate concentration is not incorporated explicitly. We thus 
focus on the impacts of channel discharge on in-stream denitrification of NO3-N, as 
shown in Figure 6.13. According to Eqns. (6.9) - (6.11), the rate of in-stream 
denitrification increases with the channel length and decreases with the channel water 
depth and flow velocity. Figure 6.13 shows a significant seasonality of in-stream 
denitrification efficiency. The denitrification efficiency is defined here as the percentage 
of in-stream flux removed by in-stream denitrification per unit channel area (channel area 
= local channel length×channel width). It is highest in August when the channel water 
depth and flow velocity are smallest, and lowest in May when the channel water depth 
and flow velocity are largest. As for the spatial variability of in-stream denitrification, it 
is more significant in headwater channels than in downstream channels. Besides Big 
Ditch and Monticello stations, we add another location, Shively, located between Big 
Ditch and Monticello, in order to better present spatial variability of in-stream 
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denitrification. Model results suggest that the most dominant factor for the predicted 
spatial variability of denitrification appears to be the local channel water depth. The water 
depth in headwater channels, which have small drainage area contributing runoff, is much 
lower than that in downstream channels, which have large drainage areas contributing 
runoff into them. Channel water depth is also tightly related to flow velocity, i.e., usually 
the latter increases with the former giving fixed channel geometry. Therefore the in-
stream denitrification efficiency is significantly higher in the channel near Big Ditch than 
those near Shively and Monticello. Channel length is another factor affecting in-stream 
denitrification efficiency. The local channel length corresponding to Big Ditch is 18.3km, 
to Shively is 38.4km and to Monticello is 11.4km (estimated from DEM). In general, the 
longer the channel length, the longer the residence time of nitrate within the channel and 
therefore the higher the in-stream denitrification efficiency. In this case, however, the 
impact of channel length is apparently is smaller than that of channel water depth in 
controlling the spatial variability of in-stream denitrification efficiency. 
6.5. Summary  
In this work we have explored the coupled water and nutrient balances in a large 
tile-drained agricultural watershed in central Illinois, with the use of a distributed model 
based on the representative elementary watershed (REW) approach. The model was 
calibrated through the use of available time series data on streamflow at different gauging 
stations within the watershed and intermittent measurements of nutrient concentrations 
also at the same three stations. In addition, we compared average annual estimates of the 
various components of the runoff generation against two previous experimental studies, 
confirming that about 80% of the streamflow in the basin is carried by tile drain flows. 
Likewise, average annual estimates of the various components of the nutrient (N and P) 
balances were compared against estimates obtained from several previous experimental 
studies in the literature, and found good agreement.  Once again, tile drains are found to 
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be the carrier of over 90% of the riverine export of dissolved nutrients, especially nitrate. 
In the case of P, over 98% of the fertilizer application is removed through grain harvest, 
and only a small fraction (less than 2%) is exported with runoff either in dissolved or 
particulate form. In the case of N, however, nitrogen fixation by plants represents 40% of 
the total annual inputs to the catchment (fixation + fertilization), of which slightly over 
20% is exported with runoff mostly in dissolved form, predominantly by tile drain flow. 
The remainder is removed through grain harvest. 
The coupled model was also used to gain insights into the interactions between 
hydrological and biogeochemical processes, and the role of climate and consequent 
hydrologic variability on nutrient export processes. The results showed that there is a 
very dependence on the strength of annual runoff and the annual export of nutrients, 
especially dissolved nitrate component. Assuming that nutrients inputs through fertilizer 
application is constant between years, and the observation that removal by grain harvest 
decreases only slightly with increase annual runoff, it is found that relatively dry years 
are characterized by nutrient accumulation in soil and relatively wet years are 
characterized by nutrient removal from soil storage. The net result of higher runoff and 
higher nutrient runoff in wet years and vice versa means that annual average nutrient 
concentration can be expected to stay relatively constant in such human-impacted 
agricultural regions. This phenomenon may be one of the causes of chemostatic behavior 
that has been reported in some agricultural regions of the world. This is not the case for 
phosphorus removal, however, since in this case the removal of phosphorus by runoff is 
minor comparing with the removal by harvesting.   
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This work has demonstrated that a parsimonious model of coupled water, 
sediment and nutrient balances can be developed that does justice to much of the multi-
scale variability of hydrological and biogeochemical processes and their interactions, 
which are essential for the simulation and prediction of sediments and nutrients in large 
agricultural catchments.  The model presented here can serve as a numerical framework, 
not only for making predictions of the effects of climate and land use changes, but also to 
provide guidelines for undertaking new observations and new process studies that are 
critical for improving the predictive capability of such models in the future. Still, 
improvements are needed in several areas, including the transportation of phosphorous by 
tile drainage, an explicit treatment of nutrient uptake by vegetation (including varieties of 
food and biofuel crops and natural vegetation), and denitrification processes within the 
river network, including a more accurate representation of channel hydraulic geometry. 
Continuous measurements of nutrient concentrations in tile drains, river reaches at a 
range of scales and in the hillslopes are needed to improve process descriptions in the 
model and to validate the model predictions. This is left for future research.  
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Table 6.1 Nitrogen annual balance [Kg N /ha] 
  
 
Expected 
 
Simulated 
 
Source / reference 
 
NH4-N Fertilizer 
 
95.0*1 
 
- 
 
McIsaac & Hu, 2004 
 
NH4-N Deposition 
 
5.0* 
 
- 
 
NADP/NTA Bondiville Station (IL11) 
 
NO3-N Deposition 
 
4.8* 
 
- 
 
NADP/NTA Bondiville Station (IL11) 
 
NH4-N Fixation 
 
51~621 
 
65.3 
 
McIsaac & Hu, 2004; Hu et al., 2007 
 
NO3-N Field 
Denitrification 
 
10~23 
 
10.9 
David & Gentry, 2000; Howarth et al., 
1996; Hu et al., 2007 
 
NH4-N Volatilization 
 
5.0 
 
4.9 
 
McIsaac & Hu, 2004 
 
NO3-N Riverine 
Denitrification 
 
5.22 
 
5.8 
 
David & Gentry, 2000; Howarth et al., 
1996 
 
NO3-N Riverine 
Export 
 
25.8 
 
29.1 
 
McIsaac & Hu, 2004 
 
TKN 
 
3.5 
 
3.2 
 
McIsaac & Hu, 2004 
 
Grain Export 
 
116.0 
 
115.8 
 
McIsaac & Hu, 2004 
* Model inputs 
1 It is assumed that 50% of the study area is planted corn, and another 50% is soybean. NH4-N fertilizer is 
only applied to the corn field. So this value is in fact half of what will be applied to a corn field. 
2 Estimated as 20% of riverine flux. 
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Table 6.2 Phosphorous annual balance [Kg P /ha] 
  
 
Expected 
 
Simulated
 
Source / reference 
 
P2O5-P Fertilizer 
 
30* - 
 
Greg McIsaac (personal 
communication) 
 
PO4-P Deposition 
 
0.04* - 
 
NADP/NTA Bondiville Station 
observation (IL11) 
 
DRP Riverine 
Export 
 
0.3~0.55 
 
0.30 
Gentry et al., 2007; David & 
Gentry, 2000 
 
PP Riverine Export 
 
0.3~0.55 
 
0.31 
 
Gentry et al., 2007 ; David & 
Gentry, 2000 
 
Grain Export 
 
28.9~29.41 
 
29.6  
* Model inputs 
1 Estimated according to mass balance 
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Figure 6.1. Spatial delineation in THREW model. (a) A basin is divided into a number of 
representative elementary watersheds (REW). (b) Each REW is further divided into 
several sub-zones.  
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Figure 6.2. Conceptual illustration of coupled water, sediment and nutrient modeling in 
THREW. PI  represents inorganic dissolvable phosphorous. PO represents organic 
phosphorous and soil-absorbed inorganic phosphorous. NO is organic nitrogen. NNO3 is 
nitrate. NNH4 is ammonium. 
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Figure 6.3. Upper Sangamon River Basin (USRB) and the delineation of REWs 
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Figure 6.4. Comparison of the model predicted and observed runoff response at 
Monticello. The regime curves are normalized by the total upstream drainage area of 
Monticello.  
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Figure 6.5. Comparison between the predicted and observed nitrate and phosphate 
concentration series. The simulated NO3-N and DP concentration series are at hourly 
scale; while the observed series are at irregular intervals, most biweekly. There is no 
observation some time. 
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Figure 6.6. Simulated phosphorous cycling (all values are in Kg. P/ha/yr, averaged 
through the drainage area of Monticello station) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.7. Simulated nitrogen cycling (all values are in Kg. N/ha/yr, averaged through 
the drainage area of Monticello station)  
Biomass 
P 
Organic/ 
adsorbed 
Soluble 
P 
Precipitation Fertilization 
Harvest 
Plant 
U t k
Residue  
Net mineralization
Erosion Runoff 
29.6 
12.7 
12.2 
43.0 
30.0 0.04 
0.5 0.3 
Biomass 
N
Organic 
N 
NH4-N 
Precipitation 
Fertilization Harvest 
Plant 
Uptake 
Residue  
Net mineralization
Erosion Erosion 
NO3-N 
Surface 
 runoff 
Denitrification
Nitrification
Volatilization 
Fixation 
Subsurface
 runoff 
115.8 
49.6 
4.9 45.3 
65.3 95.0 4.9 
0.2 
206.1
166.6
10.9 4.8 
5.0 
0.7 31.3 0.2 
Tile 
drainage 
 
 
225
 
Figure 6.8. Annual runoff, annual input, output and storage change of nitrogen and 
phosphorous. 
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Figure 6.9. Interactions between hydrological and biochemical processes at the annual 
scale 
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Figure 6.10. Interactions between hydrological and biochemical processes at the monthly 
scale 
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Figure 6.11. Seasonal variation of runoff components and the loading of NO3-N by 
different runoff components. All values are averaged through the upstream area of 
Monticello. 
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Figure 6.12. Seasonal variation of riverine export of nitrogen.  
 
 
 
Figure 6.13. Seasonal variation of channel waterdepth and in-stream removal efficiency 
(for the local channel reach corresponding to each station). The in-stream removal 
efficiency is defined as the percentage of in-stream flux removed per unit area of channel 
by in-stream denitrification, estimated as  
NO3-N in-stream removal / (upstream inflow + lateral hillslope inflow) / channel area 
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CHAPTER 7. SUMMARY AND SYNTHESIS 
The major objective of this research to investigate the controls on and the 
consequence of runoff partitioning at the catchment scale in a systematic and quantitative 
way. Diagnostic analysis, which is a combination of upward approach and downward 
approach, has been adapted as the methodology framework.  
7.1. Research Findings 
This dissertation has led to the improved understanding of the controls and 
subsequence of runoff partitioning at the catchment scale. The specific findings are 
summarized as below. 
We started with a comparative diagnostic study of runoff generation processes in 
two test basins in Oklahoma: The Blue River at Blue and the Illinois River near 
Tahlequah. This study involves analysis of signatures of spatio-temporal runoff 
variability, extracted from both observed rainfall-runoff data and from predictions of a 
distributed, physically based rainfall-runoff model. Analysis of observed data in both 
basins indicates that event runoff coefficients are systematically higher in the wet season 
than in the dry season. Model predictions indicate that the transition from high to low 
runoff coefficients in the Blue River basin is linked to variations of water table depth and 
surface soil moisture, contributing to a seasonal switching of surface runoff generation 
mechanisms, from saturation excess to infiltration excess. In the Illinois River basin, 
however, due to more permeable soils, infiltration excess runoff occurs rarely. In both 
watersheds, but especially in the more humid Illinois River basin, saturation excess 
runoff and subsurface stormflow coexist in competition throughout the year. These intra-
annual patterns in runoff coefficients and runoff generation mechanisms can only be 
partly explained by the seasonality of climate forcing and water table position. 
Differences in landscape properties, especially soil hydraulic properties, have a 
significant impact on intra-annual variability of runoff generation processes.  The 
temporal and spatial variability of runoff generation responses is significantly controlled 
by spatial variability of soil hydraulic conductivity and topographic slope, compounded 
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by the interaction between groundwater and surface water in Blue River basin. These 
spatial variabilities also impact on the spatial scaling behavior of runoff ratios, which 
indicates the existence of a threshold watershed size beyond which the variability is 
averaged out. The model diagnostic analyses presented in this work have generated 
considerable insights into the enormous complexity of runoff generation processes within 
and between the two study watersheds, which appear to be generalizable, based on their 
underlying physical causes. 
We then investigate the effects of the spatial trend of runoff partitioning, revealed 
in the first study, on the spatial variability of runoff response. The second study 
investigates the effects of spatial heterogeneity of runoff generation processes on the 
scaling behavior of event runoff responses in the Illinois River Basin near Tahlequah in 
Oklahoma. Considering the differences in the timing of hillslope responses between the 
different runoff generation mechanisms, this paper then explores their impacts on the 
runoff routing responses, including how they change with increasing spatial scale.  For 
this purpose we utilize a distributed, physically based hydrological model, with a fully 
hydraulic stream network routing component. The model is used to generate 
instantaneous response functions (IRF) for nested catchments of a range of sizes along 
the river network, as well as quantitative measures of their shape, e.g., peak and time-to-
peak. In order to decipher and separate the effects of landscape heterogeneity from those 
due to basin geomorphology and hydrologic regime, the model simulations are carried 
out for three hypothetical cases that make assumptions about regarding landscape 
properties (uniform, a systematic trend, and heterogeneity plus the trend), and separately 
under wet and dry antecedent conditions. The simulations produced expected (consistent 
with previous theoretical studies) and also somewhat surprising results. For example, the 
power-law relationship between peak of the IRF and drainage area is seen to become 
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flatter under wet conditions than under dry conditions, even though the (faster) saturation 
excess mechanism is more dominant under wet conditions. This result appears to be 
caused by partial area runoff generation: under wet conditions, the fraction of saturation 
area is about 30%, while under dry conditions it is less than 10% for the same input of 
rainfall. This means travel times associated with overland flow (that mostly contributes to 
the peak and time to peak) are in fact longer under wet conditions than during dry 
conditions. The power-law relationship between peak and drainage area also exhibits a 
scaling break at around 1000 km2, and this can easily be shown to be related to the 
peculiar shape of the catchment, that causes a break in the mainstream length vs drainage 
area relationship (i.e., Hack’s Law) at 1000 km2. 
Inspired by the lessons learned from the real basins, we then go further to explore 
the possible controlling factors of runoff partitioning in a broader context with an upward 
approach. The Dunne diagram (Dunne, 1978) qualitatively indicates that the occurrence 
and dominance of different mechanisms are significantly affected by climatic conditions, 
soil characteristics and topography. In this work, the climate, soil and topographic 
controls on annual runoff partitioning are systematically examined. A simple distributed 
hydrologic model has been built for this purpose, which is comprehensive enough to 
simulate the effects of different combinations of climate, soil and topography, and 
generate a diversity of runoff generation mechanisms. A small set of dimensionless 
similarity numbers, which are physically meaningful, have been shown to explain the 
competition between the wetting, drying, storage and drainage functions of the watershed 
that underlie this model predicted behavior. Each combination of these dimensionless 
numbers could be feasible in theory, but only some combinations actually occur in nature. 
By constraining the predictions of the model with the empirical Budyko curve, we narrow 
down to these feasible combinations, which are further governed by close-
interconnections between climate, soil and topography. The resulting quantitative climate, 
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soil and topography interconnections could be potentially tested in the field, and if 
deemed reasonable, could also be used to constrain hydrological model predictions.  
The catchment hydrologic response to a storm can be divided into two stages: 
runoff generation and water particles traveling through the catchment. Both of them are 
controlled by climate, soil and topographic conditions. In this work we look into the 
impacts of climate, soil and topography on water particles movement in terms of 
catchment instantaneous response function (IRF), which is essentially a probability 
density function of travel time of water particle from the location of runoff generation to 
the catchment outlet. The concept of IRF is first refined by more strict definition of 
contributing areas: only those areas of runoff generation which are hydrologically 
connected to the outlet can be regarded as the contributing areas. The catchment 
instantaneous response function based on this assumption is noted as Connected 
Instantaneous Response Function (CIRF). To separate the contribution from different 
runoff generation mechanisms, CIRF can be defined for Horton overland flow, Dunne 
overland flow and subsurface storm flow respectively.  CIRFs for these various runoff 
generation mechanisms are then utilized to explore the impacts of climate, soil and 
topography on the temporal pattern of hydrologic response at small catchments. In this 
work CIRFs are constructed from a simple spatially distributed hydrological model, 
which is comprehensive enough to perform spatially distributed runoff generation and 
routing under various combination of climate, soil and topographic conditions. CIRF 
represents the advection and dispersion effects of catchment on instantaneous runoff 
generation. The advection effect can be described with the mean travel time of runoff 
particles, and the dispersion effect can be described with the shape of CIRF, i.e., 
dimensionless CIRF nondimensionlized with the corresponding mean travel time. The 
effects of climate, soil and topography on mean travel times and dimensionless CIRFs, 
for Horton overland flow, Dunne overland flow and subsurface flow respectively, are 
then systematically investigated. 
Finally, we extend the above study by looking at the interactions between 
hydrological and biogeochemical processes at the catchment scale. In this study we focus 
mainly on the mass balance of water and nutrients at various temporal scales. We 
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developed and then implemented of a distributed model of coupled water nutrient 
processes, based on the representative elementary watershed (REW) approach, to the 
Upper Sangamon River Basin, a large, tile-drained agricultural basin located in central 
Illinois, mid-west of USA. Comparison of model predictions with the observed 
hydrological and biogeochemical data, as well as regional estimates from literature 
studies, shows that the model is capable of capturing the dynamics of water, sediment and 
nutrient cycles reasonably well. The model is then used as a tool to gain insights into the 
physical and chemical processes underlying the inter- and intra-annual variability of 
water and nutrient balances. Model predictions show that about 80% of annual runoff is 
contributed by tile drainage, while the remainder comes from surface runoff (mainly 
saturation excess flow) and subsurface runoff. It is also found that, at the annual scale 
nitrogen storage in the soil is depleted during wet years, and is supplemented during dry 
years. This carryover of nitrogen storage from dry year to wet year is mainly caused by 
the lateral loading of nitrate.  Phosphorus storage, on the other hand, is not affected much 
by wet/dry conditions simply because the leaching of it is very minor compared to the 
other mechanisms taking phosphorous out of the basin, such as crop harvest. The analysis 
then turned to the movement of nitrate with runoff. Model results suggested that nitrate 
loading from hillslope into the channel is preferentially carried by tile drainage. Once in 
the stream it is then subject to in-stream denitrification, the significant spatio-temporal 
variability of which can be related to the variation of the hydrologic and hydraulic 
conditions across the river network. 
7.2. Limitations and Future Research 
This research is part of the efforts toward the Representative Elementary 
Watershed (REW) approach, which aims at establishing a set of unifying hydrological 
theories directly at the catchment scale. The hydrological theories derived from REW 
approach have significant advantages over the small scale hydrological theories. Most of 
the current hydrological process descriptions are essentially originated from small scale 
observation and laboratory experiments, such as Darcy’s law, Richards’ equation and 
Green-Ampt model and so on, and have been derived from the assumption of spatial 
homogeneity. When these small scale theories are applied to large scales, i.e., catchment 
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or basin scale, the catchment is often divided into spatial elements small enough to satisfy 
the homogeneity assumption. This necessitates large observational data to pre-identify a 
huge parameter set for most of current spatial distributed models before making 
predictions at the catchment scale. Despite the significant advances in both the 
observational technologies and the understanding of individual hydrologic processes, 
nevertheless, the parameter identification problem remains unsolved (Beven, 1993, 1996, 
2000, 2001; Sivapalan, 2005; Kirchner, 2006), i.e., effective parameters responsible for 
the observed hydrological responses can not be retrieved with full confidence. The failure 
of parameter identification will not only weaken the prediction power of hydrological 
models based on small scale theories in both temporal and spatial dimensions, but also 
hamper the model structure validation and improved understanding of hydrological 
processes (Sivapalan, 2005; Kirchner, 2006).  
The problem of parameter identification, however, may not necessarily be a 
burden if our main interest is to make effective hydrological prediction at the catchment 
scale with enough confidence. Another way to do so is searching for universal laws 
directly at macro-scale such as the catchment scale (Dooge, 1986; Savenije, 2001; 
Sivapalan 2005). The way is justified, or at least inspired, by the fact that the randomness 
and complexity at small scales is gradually replaced by more and more apparent 
organization and regularity with increasing scales (Savenije, 2001). One example is 
groundwater motion for which the effective descriptions take more and more simple 
forms with increasing scales (Savenije, 2001), from unpredictable laminar flow through 
the random pore spaces at the micrometer scale, to Darcy’s equation within the range 
from a few decameters to a few hundred meters as long as the medium is homogeneous 
enough, and finally to a very simple power law, i.e., linear reservoir equation for 
groundwater flow which is only valid at the catchment scale or larger. Other well-known 
examples of organized patterns emerged at the catchment scale include, but not limited to, 
tree-like river network, soil catena (Dietrich et al., 1995), vegetation organization (Saco 
et al., 2006), etc…  
It is my belief that the hydrological patterns observable at the catchment scale 
have emerged from the complex interactions and feedbacks among lower level processes. 
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This research focuses on the investigation of how the runoff partitioning patterns at the 
catchment scale emerge from the lower level process interactions and feedbacks, and how 
these patterns function, i.e., affecting the dynamics of water and other materials such as 
nutrients. There are two major barriers, however, preventing the direct usage of the 
findings from this study to hydrological prediction. One is the fact that most of the 
findings are drawn from the virtual experiments facilitated by the models. The studies in 
Chapter 2 and 3 are based on the model application and calibration at real basins. The 
results in these two chapters are often presented from the simulation based on one set of 
parameters. Sensitivity analysis on a few key parameters may enhance the confidence of 
the conclusions based on these modeling studies, which, due to limited time, is left for 
future study. To conduct field experiments at the catchment scale, however, is considered 
as the most powerful and ultimate method to verify and improve any theoretical findings, 
including the hypothetical relationships from this study. It is thus part of my future work 
to test and verify these hypothetical relationships of runoff partitioning through field 
experiments. If deemed reasonable, these relationships can be used to constrain/improve 
the hydrological predictions at larger scales, especially for those ungaged basins. Even 
more ambitious, these relationships might lead way to new hydrological process 
descriptions which are valid at the catchment scale.    
Another major limitation of this study is that there is not a feedback loop between 
the various components of catchments such climate, soil, vegetation and topography. I 
believe that there might be feedback loops among these components which drive the co-
evolution of climate, soil, vegetation and topography guided by certain universal 
organizing principles. It is therefore a promising future direction to explicitly model the 
long-term interaction and feedback loops between climate, soil, vegetation and 
topography.  There are, however, many fundamental questions on this line of research. 
For example, how do we choose the appropriate organizing principles to determine the 
possible directions of this co-evolution? How can we handle the complex hieratical 
interaction network and bring it down to a certain level of simplification without losing 
the generality?   
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APPENDIX: ROUTING ALGORITHMS IN THREW MODEL 
Runoff generated in THREW model is first routed across hillslopes (overland 
flow routing and subsurface stormflow routing), and then through the river network 
(channel routing). Within each REW, these two routing processes are included in a 
lumped way. Once surface runoff (from Horton mechanism and Dunne mechanism) is 
generated, it is routed as overland flow across t-zone (sub-network zone, the fraction of a 
REW occupied by ephemeral rills and gullies). The averaged overland flow velocity is 
given by a REW-scale Manning’s equation 
                                           [ ] ( )[ ] 2132 sin1 ttt
m
t y
n
v γ=                                                   (A3.1) 
t
mn  is the effective Manning’s roughness at hillslope. 
ty  is water depth at t-zone. tγ  is 
the topographic slope. Subsurface stormflow timing is modeled through the use of 
lumped reservoir routing (Tian, 2006), which is applicable at the REW scale 
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subq  is the discharge from subsurface water storage to the channel, [m/s]. sk  is the 
averaged hydraulic conductivity, [m/s]. S  is topographic slope. sy  is the depth from 
water table to the bedrock, [m]. Z  is total soil depth, [m]. α  and β  are coefficients 
accounting for the effects of the topography and spatial heterogeneity within a REW.  
The overland flow from t-zone will be contributing to the main channel, along 
with the subsurface flow and/or tile drainage from the saturated layer, and be routed 
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downstream with a kinematic wave, one-dimensional routing framework. Generally, a 
main channel segment, or reach, has two upstream reaches and one downstream reach. 
 
 
 
 
 
 
Figure A1. Channel routing framework in THREW model 
 For example, Reach 3 in Figure A1 has Reach 12 and 13 as its upstream reaches 
and Reach 1 as its downstream reach. The averaged flow velocity in such a reach is then 
given by 
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r
mn  is the effective Manning’s roughness of the current reach. 
rR  is the averaged 
hydraulic radius.  rP  is the averaged wetted perimeter. rl  is the length of the current 
reach. rm  is the cross-section area of the current reach. rγ  is the averaged channel slope. 
ry  is the averaged water depth in the channel. tγ  is the topographic slope. im  is the 
cross-section area of the neighboring upstream or downstream reach. iθ  is the angle 
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between the current reach and its neighboring reach. The sign before ∑ should be 
positive for upstream reaches and negative for downstream reach. And the term rrmy
2
1   
exists if and only if the current reach is at the outlet of the whole basin. The wetted 
perimeter and cross-section area are both functions of channel geometry and discharge 
rate. After Menabde and Sivapalan (2001), in this version of THREW model, the channel 
cross-section is assumed rectangular, and the width of each reach is given by a hydraulic 
geometry relationship: 
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0w  is a known channel width corresponding to a drainage area 0A . nA  is the drainage 
area corresponding to the channel width to be estimated, nw .  
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