Abstract-Load forecasting is a term usually applied to describe a process of estimation or prediction of future energy demand for a certain distribution grid or part of a grid. Large number of different methods and techniques used for load forecasting have been developed in the past and new and improved methods are regularly being reported in research literature. This paper describes one of traditional load forecasting approaches based on autoregressive moving average (ARMA) modelling of load demand time-series (TS). However, it reconsiders each step in this process and proposes some new procedures to improve and clarify the whole method. Effectives of described approach is demonstrated using energy consumption measurements recently recorded at substations in central London area.
and the spectrum of this TS is added to Fig. 3 .
Removal of one seasonality component corresponding to normalised frequency "fn" identified in TS and indicated in Fig. 3 can be accomplished using [6] . ACF [7] which relates those coefficients to autocovariance of considered TS. Matlab function "aryule" provides an efficient way to solve those equations and obtain a resulting set of coefficients using a well-known Levinson recursion [7] .
III. FORECASTING USING ARMA MODELS Having obtained stationary TS we can now approach the task of estimating the underlying autoregressive-moving average (ARMA ) model of this TS. ARMA model combines two submodels -autoregressive (AR) and moving average (MA) models, i.e. it includes lagged and weighted terms of the signal itself as well as weighted noise or residual terms. ARMA model combining autoregressive model of order p and the moving average model of order q is usually denoted as ARMA (p,q) and mathematically described as:
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The order of two sums in (1) is not important as both AR and MA models are of linear and time-invariant type and can be interchanged. Signal modelling using this approach is a two-step process. W e first need to decide on the actual model type -AR, MA or ARMA and then determine the order(s) of the selected model type. The second step in this process is to estimate the coefficients of selected model. Coefficients of AR type model can be obtained using a least-squares regression while the estimation of parameters for MA and ARMA models usually requires a more complicated iteration procedure [5]. Usually a computer program is used to implement this procedure with little or no user interaction. One of most common approaches used to determine the orders p and q of ARMA (p,q) model is via inspection of the autocorrelation function (ACF) and partial autocorrelation function (PACF) characteristics, described by
Thus the coefficients of the AR(5) model can be obtained in Matlab using:
After this instruction, AR coefficients will be contained in a 6 elements row vector "p" with the leading unity coefficient followed by five A R coefficients calculated using Levinson recursion method.
Parameter "d" contains the required noise variance for the white noise input to this model in the forecasting phase. Forecasting is accomplished using "filter" function in Having predicted differenced version of detrended and deseasoned TS, the applied pre-processing needs to be "reversed" in order to generate total forecast for the original, measured TS. Predicted set of measurements is first "integrated" to account for differencing of TS immediately before prediction. This step can be accomplished in Matlab using "cumsum" function in the following way: Here, "x(end)" represents the last element of the original, undifferenced TS which is needed to reconstruct the values of predicted set to its proper level. This element is then also used as a first element of the forecasted set. This is an optional step used here, for no other reason but to connect existing -measured data points with the forecasted set during the plotting of results.
IV . FORECASTING TREND COMPONENT OF TS
Once the random part of TS has been generated, the seasonal and trend components need to be forecasted and added to it to obtain the full forecast. Seasonal Here, a univariate time-series "x" (one observation per time instant) is converted into multivariate set of n observations by reshaping vector "x" into N×n data matrix "X". N represents number of points to be predicted and is sometimes referred to as dimensionality of multivariate data set. Columns of matrix X are formed by taking N successive measurements from the TS "x", thus the first two lines in the above code are used to ensure that only the last N×n elements of vector "x" are used in the process of generating data matrix "X". Odd columns from this matrix are then further extracted into matrix "X1" and used to estimate MLR model "mdl".
Once the model is estimated, the rest of the data -even numbered columns from matrix "X" are used to obtain the N elements long forecast "xf" in the following way: Final result, total TS forecast is obtained by adding all three predicted components -stochastic part of TS, predicted using AR approach, seasonal component produced by simply extending the deterministic seasonal component identified in the TS and a trend component, predicted using MLR model discussed in this section. Example result is shown in Fig. 7 indicating a very good agreement between the measured daily load profile and predicted points. 
