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I. INTRODUCTION 
The phenomena of sound dispersion in polyatomic gases, 
i.e. the dependence of the velocity of sound on frequency, 
was first observed by Pierce (22) in 1925. Using a piezo­
electric crystal as a sound source, he measured the veloc­
ity of sound in carbon dioxide at various frequencies. At 
about 100 kilocycles per second he observed that the sound 
velocity increased with increasing frequency. This was in 
direct conflict with the classical theory of sound propaga­
tion which predicts no dependence of velocity on frequency. 
- - This discrepancy can be explained by considering the 
various degrees of freedom of a polyatomic molecule and 
assuming that molecular collisions are responsible for the 
exchange of energy between these degrees of freedom. At 
ordinary temperatures the energy of a molecule is made up 
of contributions from the translational, rotational, and 
vibrational degrees of freedom. The electronic contribu­
tion is negligible. The classical theory of sound propa­
gation is based on an assumption that all these degrees of 
freedom remain in thermal equilibrium throughout the 
acoustic cycle. This is true at low frequencies. However, 
at high frequencies the internal degrees of freedom (vibra­
tional, rotational) do not remain in thermal equilibrium 
and are said to lag the acoustic cycle. This is due to 
o 
the inefficiency of molecular collisions in transferring 
energy between the internal and external degrees of free­
dom. For halo-methane gases, from about 100 to about 
10,000 (2, 27) collisions are necessary before a quantum of 
vibrational energy is transferred to translational energy. 
Therefore, at high frequencies the time between acoustic 
excitations becomes so short that the prescribed number of 
collisions no longer occurs and a condition of thermal 
equilibrium no longer exists. The specific heat associated 
with the internal degrees of freedom, consequently, no 
longer contributes to the total specific heat and one 
observes an increase in the sound velocity. 
The vibrational degrees of freedom are the first to 
lag the acoustic cycle as the frequency is increased. 
For halo-methane gases this occurs at frequencies from 
about 0.1 megacycles per second to about 100 megacycles 
per second. At much higher frequencies the rotational 
degrees of freedom have also been observed to lag the 
acoustic cycle.1 This would indicate that molecular col­
lisions are much more efficient in transferring energy be­
tween rotational and translational degrees of freedom than 
between vibrational and translational. Throughout the re­
mainder of this discussion we will be concerned only with 
the inability of the vibrational degrees of freedom to re­
main in thermal equilibrium. 
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In the years following Pierce's discovery, much effort 
was expended in the study of sound dispersion in light 
diatomic and triatomic molecules. In more recent years the 
study of heavy, more complex molecules has come into promi­
nence (2, 8, 1<9, 29, 32) along with increased interest in 
gas mixtures (l, 21, 35). The important quantity obtained 
from studies of this nature is the vibrational relaxation 
time of the gas or gas mixture in question. This quantity 
is a time characterizing the rate at which thermal equi­
librium is re-established after the vibrational modes of a 
gas have been disturbed from their equilibrium value. It 
is defined as the time required for the departure from 
equilibrium to decrease to 1/e of its initial value, where 
e is the base of natural logrithms. As will be seen later, 
the relaxation time can be used to determine the probability 
of energy transfer between the translational and vibra­
tional degrees of freedom. The probability of energy 
transfer is itself a function of the intermolecular poten­
tial, so information useful in determining a correct inter­
molecular force law can be obtained. Gas mixture studies 
also provide information useful in determining the de­
pendence of the relaxation times of the mixture on the 
individual relaxation times of the component gases. 
Through the years several theories have been presented 
to predict the probability of energy transfer during a 
molecular collision. An important contribution to the 
understanding of energy transfer was made by Landau and 
Teller in 1936 (17). They used classical methods and 
showed that the probability of energy transfer depends 
strongly on the degree to which the transition process is 
adiabatic. Their work, however, resulted only in the cor­
rect temperature dependence of the relaxation time since 
lac-k of knowledge pertaining to parameters in their inter-
molecular potential function prevented them from calcu­
lating any absolute values. 
Prior to Landau and Teller's work, several theories of 
questionable value were presented. Kallmann and London 
(15), Rice (25), and Zener (37) gave quantum mechanical 
treatments of the problem. Zener (36) also gave a classi­
cal approach. In all these works the interaction potential 
used was far from the actual one existing, and as a result 
they were able to show only that collisions were consider­
ably more effective in transferring rotational energy than 
vibrational energy. 
In more recent times, Schwartz, Slav/sky, and Herzfeld 
(31); Schwartz and Herzfeld (30); and several others (3, 6, 
21, 33) have applied the principles of Landau and Teller 
to a more realistic potential and have achieved some suc­
cess in predicting values for relaxation times. These 
theories, along with Landau and Teller's, are presented in 
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some detail later in this work. 
The work reported here is concerned with binary mix­
tures of several halo-methane gases. All possible binary 
combinations of CH^Fg, CHF^, CF^, CCl^Fg and CHCl^F have 
been examined. The relaxation times of these mixtures have 
been determined as a function of concentration. Existing 
theories have been extended to apply to mixtures of this 
type. The experimental relaxation times have been compared 
with those calculated from the theory. 
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II. THEORY 
A. Classical Sound Propagation 
The equation 
(») + W_(»)2 (Eq. l) 
dp 1 p^C ÔT . 
for the velocity of sound has been derived by Richards 
(26) for a low amplitude, plane sound wave traveling in an 
isotropic, homogeneous fluid medium. Here, V is the 
velocity of the sound wave, P is the pressure, p is the 
density, T is the absolute temperature, M is the molecular 
weight, and C is the specific heat at constant volume. 
(Throughout this discussion all specific heats will be at 
constant volume unless otherwise specified.) Richards 
assumed that the sound wave was transmitted adiabatically, 
which is apparently quite true for low amplitude waves, 
since his results agree very well with experimentally de­
termined velocities. 
For an ideal gas, i.e. one whose equation of state is 
given by 
P = — RT , (Eq. 2) 
M 
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where R is the universal gas constant, Equation 1 becomes 
V2 = —(1 + -) . (Eq. 3) 
M C 
B. Dispersion Theory 
1. General discussion 
At low frequencies the specific heat of a polyatomic 
gas is given by 
Co - Ctr + °rot + °Tib > (G9- » 
where C r^, and are the translational, rotational, 
and vibrational contributions to the specific heat, respec­
tively. As the frequency of the sound wave increases, C ^  
is no longer effective and the specific heat becomes 
C
- = °o - °vib = °tr + Crot • 5) 
The subscripts on C and Cœ indicate values of C below and 
above the dispersive region respectively and correspond to 
the low and high frequency specific heats respectively. 
The velocity equation then becomes 
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V2 = ^ (1 + £_) (Eq. 6a) 
° M C 
o 
and 
V2 = —(1 + — ) (Eq. 6b) 
M Cœ 
for frequencies below and above the dispersive region, 
respectively. 
At intermediate frequencies the fact that the velocity 
is a function of frequency is a consequence of the specific 
heat being a function of frequency. If we replace the 
specific heat, C, in Equation 3 by 
C .. 
C = C((*ï) = Cœ + VlD , (Eq. 7) 
1 + lour 
2 
we have the following complex expression for V , 
V2 = —(1 + R 1 + 1U)T ) 
M C„ + 4- 1WTC= 
= ^ (1 + R 1 + 1UJT ) . (Eq. 8) 
M Cq + iœrCœ 
Here (JO is 2rrf, T is the relaxation time and f is the 
frequency. Taking the real part we have 
o 
Gte V2 =Sî(i + R + , (Eq. 9) 
M C + U) T C 
which is an expression for the sound velocity valid through­
out the entire frequency range. In the limit of low fre­
quencies Equation 9 reduces to Equation 6a and in the limit 
of high frequencies to Equation 6b. 
A convenient method for obtaining the relaxation time 
p 
from velocity data is to plot V vs. log(f). Differentiat­
ing Equation 9 with respect to log(f) twice and setting the 
result equal to zero, one finds the inflection frequency, 
denoted by f^, of Equation 9 to occur at 
, C 
f, = -±- — . ' (Eq. 10) 
2TTT CŒ 
V2 at this point is 
V? = Il-tZo . (Eq. 11) 
1 2 
Thus, if one finds the inflection frequency experimentally, 
the relaxation time can be determined. 
When considering polyatomic molecules with several 
normal modes of vibration, it is reasonable to expect 
there will be a relaxation time associated with each mode. 
In most cases, however, this is not observed. It has been 
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conjectured.that the vibrational degrees of freedom of a 
molecule are strongly coupled together, permitting energy 
transfers within a molecule, and that transfers of energy 
between' internal and external degrees of freedom take place 
only through the mode of lowest frequency, known as the 
exchange mode. That is to say, in de-excitation, the 
energy of a higher mode is first transferred to the ex­
change mode and then to the external degrees of freedom. 
This then implies relaxation times for the internal energy 
transitions. These relaxation times are evidently so short 
they are not observed. Since the internal states of a 
molecule are states of definite energy, these internal 
transitions can take place only during a collision in 
order that the energy differences of the internal states 
may be compensated for by some energy transfer to the ex­
ternal degrees of freedom. This is known as excitation in 
series. 
In some molecules the intermodal coupling breaks down. 
In such cases, the concept of parallel excitation is em­
ployed. This means that the frequency dependent specific 
heat is written as 
C, 
C(u>) = Cœ + 2 J , (Eq. 12) 
j 1 + IWTj 
where T. is the relaxation time of the jth energy transfer 
11 
and C. is the specific heat associated with it. (3-4) 
and CHgClg (32), which both exhibit two relaxation times, 
are examples of gases which behave in this manner. The 
apparent reason for this behavior is a large gap in the 
vibrational spectra of these gases. For the case where j 
has two values in Equation 12 one obtains for V2 (34), 
P Dm C + IX)2 A + UAB 
v„ = —(1 + R -§ Ô JT-) , (Eq. 13) 
M C + u) D + (A) E 
o 
where 
A = , 
? ? B = 
+ + C^Tg + ZCiCgTiTg , 
and 
E - C2T2T| 
The quantity of theoretical interest is the relaxation 
time of the exchange vibrational mode. For a gas whose 
entire vibrational energy is transferred through one ex­
change mode this quantity is given by 
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Tm = A- T , (Eq. 14) 
vlti 
where Cm is the specific heat associated with the exchange 
mode. Where more than one relaxation time is observed the 
C ^  is replaced by the total specific heat of the modes 
relaxing through each exchange mode. 
2. Application to mixtures 
The equations developed above can be used for mixtures 
if the quantities pertinent to the individual gases are 
replaced by effective quantities for the mixture. Let us 
consider a binary mixture of gas A and gas B. The mole 
fractions of gas A and gas B are X and (1 - X) respec­
tively. The effective quantities to be used are as fol­
lows : 
Mëff = V + - X) ' 
(Co>eff = CoAX + «W1 - X> ' 
(CJeff - C-AX + °œB(l - X) , (Eq. 15) 
and 
<Cvib'eff = <Cvrt>AX + Ki-M1 - X> • 
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The frequency dependent specific heat for the mixture, 
assuming a single relaxation time, is 
cMeff = (Cjeff + (Cvlt>eff (Eq. 16) 
1 + iOJT 
and results in a velocity equation given by 
* " £ " * " ffcrSug1 • l"> 
The observed relaxation time then is 
T = — ^C°^eff . (Eq. 18) 
2nfi 
The case of multiple relaxation will be discussed 
later as will the dependence of the relaxation time of the 
mixture on the relaxation times of individual mixture con­
stituents . 
C. Specific Heats 
I 
The gases discussed here are all non-linear polyatomic 
gases. Therefore, by the equipartition of energy prin­
ciple, the specific heat associated with translation and 
rotation is given by 3%. The vibrational specific heats 
can be calculated to sufficient accuracy at room 
14 
temperatures by using the Planck-Einstein equation (l6), 
,hv 
cvib = ? 3—iST • (2q. 19) 
J
' 2[cosh(^-) - 1] 
Here h is Planck's constant, k is Boltzmann's constant, v. 
J 
is the frequency of the j vibrational mode, and q. is the 
degeneracy of the mode. The vibrational spectra of the 
gases examined in this study are listed in Table 1 in wave 
number notation, i.e. in units of v. = v./c where c is the j J 
velocity of light. 
Table 1. Molecular vibrational spectra in cm ^ 
CHFg(9) CF4(11) 001^(4) CHClgFfsO 
532 508(2)^ 437(2) 260 274 
1078 697 630(3) 320 366 
1089 937(2) 904 433 454 
1170 1117 1265(3) 455 723 
1262 1376(2) 669 786 
1435 3062 885 1065 
1508 920 1250 
2963 1095 1307 
3030 1155 3019 
^Indicates reference. 
^Indicates degeneracy. 
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D. Ideal Corrections 
The equations developed in the previous sections are 
valid only for ideal gases. Since the behavior of the 
gases examined here deviates considerably from ideal be­
havior, it is necessary to correct for such deviations. 
Set te jet _al. (32), using the viral equation of state, have 
obtained the following correction term valid to first 
order in P: 
V 
— = 1 - aP . (Eq. 20) 
vi 
Here is the velocity in the real gas, is the cor­
rected velocity and a is given by 
a = - [5- + -^(^ + ™ l!|) ] , (Eq. 21) 
RT C dT 2C dT 
o o 
P 
where B is the second viral coefficient and Cq is the 
specific heat at constant pressure at low frequencies. 
For dilute gases, B can be obtained from the critical 
temperature, Tq, and the critical pressure, PQ, by using 
the Berthelot relation (13), 
2 
RT T 
B = — £(1 - 6 —g) . (Eq. 22) 
128 P T 
c 
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Taking the proper derivatives of B and substituting into 
Equation 21 one obtains 
a = - — Ll + 6 - -35 1)] . (Eq. 23) 
128 P T T C CrC C 0 0 0 
When mixtures are being considered effective values for 
P CQ, C , TQ, and P^ must be used and are given by Equation 
15 and by 
< Co>eff = ( CoA> x +  (Cob)'1 " X> ' 
(TcW = ToAX + Tcb'1 " X) ' (EQ- 24) 
and 
(Po'eff = PcAX + " X) • 
E. Relaxation Theory 
In general the equations governing the transfer of 
energy from one state to another are reaction rate equa­
tions . There will be such an equation for each energy 
state and the question is, how can these equations be com­
bined to give a single equation for the whole internal 
energy? Two cases, one with two energy states, and the 
17 
other a simple harmonic oscillator with an infinite number 
of states, are presented here. 
In the two state case (12), it is assumed there is a 
ground state with energy eQ and statistical weight gQ and 
an excited state with energy and statistical weight g^. 
If we have a total of n particles, with n^ particles in the 
ground state and n^ particles in the excited state, then 
n = nQ + . (Eq. 25) 
Representing the probability per unit time of a particle 
going from state i to state j by we have for the time 
rate of change of n^, 
dnn 1 
dt 
= 
koino " kionl  • (Eq. 26) 
Using Equation 25, this is 
dn, 
—— = k1Qn - (k1Q + k01)n1 . (Eq. 27) 
The solution is 
n-, = — + n°exp[-(kin + km )t] , (Eq. 28) 
1 k10 + koi 1 V 10 01 
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where n° is a constant of integration. This can be written, 
using Equation 25, as 
nlk10 - k01n0 = n°(k10 + k01)exp[-(k10 + k01)t] . 
(Eq. 29) 
At equilibrium, i.e. when t -* œ, we have 
^ ^  (Eq. 30) 
nl k01 
where the bars over the n„ and n, are used to indicate 
u i 
equilibrium values. The condition for statistical 
equilibrium is 
n g 
= —— expC- ( )/kT 1 • (Eq„ 31) 
nl gl 
Combining Equations 30 and 31 we have 
k10 = k01 ~ exp[-(e - e0)/kT] . (Eq. 32) 
gl 
Equation 32, together with the relaxation time defined from 
c10 + k01-Equation 29 as (kin + m ) 
1
, yields the following expres­
sion: 
— = k^Q[l + —— exp{-(- Eq)/kT}] . (Eq. 33) 
>1 
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The second case, that of the harmonic oscillator, was 
first treated by Landau and Teller (17). They assume an 
infinite number of states but that transitions are possible 
only between adjacent states. The rate of change of parti­
cles in the j^ state then is given by 
dn . 
= kj-l,jnj-l + kj+l, jnj+l " kj,j+lnj " kj, j-lnj 
(Eq. 34) 
The lowest state, j = 0, can only change by transitions 
with the state j = 1, so 
dnn 
—— = k10n1 - k01nQ . (Eq. 35) 
dn. 
At equilibrium all the —are zero so we can write 
dt 
0 
~ 
kj-l,jnj-l + kj+l,jnj+l kj,j+lnj " kj,j-lnj ' 
(Eq. 36) 
Starting with 
0 — ™ k01n0 (Eq. 37) 
and working progressively upward one has 
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0 = kJ+l,JnJ+l " lc3,j+lnj • (Sq. 38) 
This together with the condition for statistical equi­
librium yields 
exp( •1+1 —i) • (Eq. 39) 
kj+l,j "j Sj kT 
Landau and Teller used three properties of transitions'in 
harmonic oscillators in solving the problem. First, all 
energy differences between adjacent states are the same, 
namely hv. Second, all rate constants are proportional to 
the j of the higher state, i.e. 
. (Eq. 40) 
kj,j"l j 
Thirdly, all weight factors g^ are unity so that Equation 
39 becomes 
G = kJ'^'+1 = exp(- —) , (Eq. 4l ) 
kj+l,j kT 
where G is constant. The rate equations then become 
dn. 
—i = kioHOjrij-1 + (j + l)nj+1 - G(j + l)^. - jn.l 
(Eq. 42) 
21 
and 
dn 
- = k10(n1 - GnQ) . (Eq. 43) 
Multiplying Equation 42 by jhv and summing over all j from 
1 to œ we have, 
h v —  £ jn =  hv k i n  E  [Gj  n ,  ,  +  j( j  +  l)n.  n  
dt j=l J 1U j=l J 1 J+1 
- Gj(j + 1)n. - j2n.] . (Eq. 44) 
Changing the j to j - 1 in the second sum on the right, it 
now reads 
Z j(j - l)n, . (Eq. 45) 
j=0 J 
Combining this with the fourth sum and changing the lower 
limit of j to zero since the j = 0 term contributes 
nothing, we have 
£ C- j2 + j(j - l)n.] - - 2 jn. . (Eq. 46) 
j=0 J j=0 J 
The first and third terms can be combined in the following 
manner : 
22 
G E j 2n . _ - G E j ( j + 1 ) n . 
3=1 J 3=1 J 
GC E (j + 1 ) 2n j - E j ( j + 1 ) n • ] = G E ( jn + n . 
3=0 3=0 J j=0 J J 
(Eq. 
The entire sum then reduces to 
h v —  S 3n =  hvk i n  E  [  (G -  l )jn. + Gn. ] . 
dt J=0 J 1U 3=0 J J 
(Eq. 
Since for harmonic oscillators the total energy can be 
written as 
E = E (3 + |)hvn , (Eq. 
3=0 J 
we can write 
— = - kin(l - G)E + ikin(l + G)hvn , (Eq. 
dt 1U 1U 
where n = E n. 
3=0 J 
One can then define the relaxation time as 
23 
i = k10(l - G) = k10 - k01 . 
= k1()Cl - exp(-hv/kT)] (Eq. 51) 
At low temperatures the harmonic oscillator can be 
treated as a two state system with only the j = 0 and 
j = 1 states occupied. In that case Equations 33 and 51 
_ 1 z-s_/ 
both reduce to T = kio* However, this is generally not 
possible so Equation 51 should be used since the energy 
states of a polyatomic molecule more closely resemble those 
of the harmonic oscillator than those of the two state sys­
tem. 
If one defines P q^ as the probability that a single 
collision will produce an energy transfer, then 
k10 = ^ P10 ' (Eq- 52) 
where R is the collision rate of the gas molecules. One 
then has 
Z1Q = —— = R T [l - exp(-hv/kT) ] , (Eq. 53) 
P10 
where is the number of collisions required per energy 
transfer and is called the "collision lifetime." Here one 
should use for T, i.e. the relaxation time of the 
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exchange mode. 
1. Relaxation in mixtures 
Consider a mixture of two gases, A and B. Each of 
these gases is assumed to have a single relaxation time 
when by itself. Let be the relaxation time of a single 
A molecule in a pure A gas and the relaxation time for 
an A molecule in an otherwise pure B gas. If X represents 
the mole fraction of gas A present, we have for the net 
number of deactivations per unit time of an A molecule due 
to A - A collisions, 
kW - C = — • (=1- 54) 
TAA 
The net number of deactivations per unit time of an A 
molecule due to A - B collisions is 
k10 " k01 = (1 " X) • (Eq. 55) 
TAB 
Combining these, we have for the total number of deactiva­
tions per unit time of A molecule in the mixture, 
1_ =_JL + (i - x) 
TA TAA TAB 
(Eq. 56) 
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Similarly an expression for the total.number of deactiva­
tions per unit time made by a B molecule in the mixture can 
be found to be 
— = ^ + — . (Eq. 57) 
TB TBB TBA 
If a single relaxation time is observed in the mixture 
itself, the total number of deactivations per unit time 
for a molecule in the mixture should be 
/ 
1 = 2L + (1 - x) . (Eq. 58) 
T tA tB 
Combining this with Equations 56 and 57 we have 
- = — + " X)2 + X(1 - X)(— + —) , (Eq. 59) 
T TAA TBB TAB TBA 
or a quadratic dependence of r-"1" on concentration. 
- 1 - 1  If gas B is non-dispersive, T bb and are zero, so 
Equation 59 reduces to 
2 
•i = — + X(1 - X)-^- . (Eq. 60) 
T TAA TAB 
This equation, however, has been shown to be invalid by 
Olson and Legvold (21) for several halomethane-inert gas 
mixtures. Their results showed that the observed 
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relaxation times obey the relation, 
- = — + ^  , (Eq. 6l) 
T TAA TAB 
rather than 60. The question then is whether Equation 59 
is valid for mixtures of two dispersive gases. 
This question can be partially resolved by using a 
somewhat more sophisticated approach in obtaining Equation 
59. If one assumes parallel excitation for the A and B 
molecules, then one can substitute a frequency dependent 
specific heat of the form, 
C.X C_(l - X) 
C(w) = (CJeff + + — ^ (Eq. 62) 
1 + iuuTA 1 + iUJTy 
into Equation 3. The resulting complex velocity expression 
is 
„2 RTf, . R (1 + i»TA)(l + i»TA) 
M C T .TN (j«f +  +  
" 
A B TA TB C-TA C«TB C-TATB 
(Eq. 63) 
Here and are the vibrational specific heats of gases 
A and B, respectively, Cœ is the effective specific heat 
of the mixture at high frequencies, and M is the effective 
molecular weight of the mixture. Throughout the remainder 
of this discussion the effective notation will be dropped 
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from all molecular weights and specific heats, and the 
effective quantities will be implied when mixtures are 
being discussed. Treating the denominator under 
(l + iWT^) (l + iuuTy) as a quadratic in (itu) we find the 
roots to be - (r1) ^ and -(t")  ^ and can write Equation 63 
as 
V: - JS[l + ^  (l + 1^Hl+lmTB)3 . (Eq. 64) 
M Cœ T  (1 +  HO T' )(1 + icur") 
The fraction involving the (iwr)1 s can now be written, 
using the method of partial fractions, as 
T T_ A' B' 
A B +  +  ( E q .  6 5 )  
T  1  T "  1  +  i(JUT 1 1  + iCJUT11 
where 
a i - jl_ ( t i _ r ,, , _ , 
T1 A'1' 'B 
and 
A' =  — ( T 1  -  T . ) ( T «  -  T  ) ( T' - T ") 1 
B' = - TA)(T" - TB)(T" - T') -1 
2 V then becomes 
V2 = —{l + —El + + ]} , (Eq. 66) 
M Cœ 1 + ioJT1 1 + ICJUT" 
28 
where 
and 
A" = A' 
TATB 
b" = 2H: B-
TATB 
It has been indicated (20) that the times, r1 and r", 
can be interpreted as the observed relaxation times of the 
mixture. Assuming this to be true, we have for the values 
of T1 and T", from the roots of (iw) in Equation 63, 
1_ 1 Ir1 , 1 , CA X , CB - X>, 
T' ?" 2 T& C« Tg 
^B _]2 _ _fo 1 
2 TA tB C~ TA C=° TB C=° tAtB 
(Eq. 67) 
For the case where gas B is non-dispersive, i.e. where 
ri1 T 1^ is zero, Equation 67 reduces to 
1_ ^ , ^A 0 
T' T" C= 
cn 1 
= — —, 0 . (Eq. 68) 
C= 
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— 1 When the previously defined expression for is inserted 
into the first solution, the desired linear relation is 
obtained. 
Calvert and Amme (5) have shown that, for the case 
where = Cg and = Tg, Equation 67 reduces to 
(Eq. 69) 
T
' 
T
" 
C« tA tB TA tB 
The vibrational specific heat associated with the first 
solution is almost the full value for the mixture and that 
associated with the second is almost zero. Therefore, the 
observed results will appear as though there were a single 
— 1 — 1 
relaxation time. When and Tg are inserted into 
Equation 69, the quadratic dependence on concentration is 
obtained. 
F. Energy Exchange Theory 
1. Landau and Teller results 
Several theories predicting the efficiency of molecu­
lar collisions in transferring energy from one degree of 
freedom to another have been worked out. In'general, these 
theories are based on the assumption that binary collisions 
are predominately responsible for energy transfers. This 
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assumption has been experimentally verified (12) by showing 
that the rate of energy exchange is proportional to the 
pressure, thus enabling one to plot: the^ëxperïmental re­
sults of the dispersion phenomena aflgainst f/P rather than 
against f. That is, doubling the ssonic frequency has the 
same effect as halving the pressures. 
As has been stated earlier, fchne first important con­
tribution to the energy exchange tfmeory was made by Landau 
and Teller (17). They took into account Maxwell',s dis­
tribution law for relative velociti.es and pointed out the 
importance of Ehrenfest1 s adiabatlci principle in energy 
transfer problems. 
Adiabatic and non-adiabatic processes as pertaining 
to periodic motion are defined as follows: If one changes 
a parameter (e.g. the strength of aj.n external field) and 
the relative change of this parameter is small during a 
period of the motion the process Lss said to be (nearly) 
adiabatic. It is non-adiabatic if the relative change is 
large. Ehrenfest has shown that a.rui adiabatic change in a 
quantum system does not alter the s state of the system; 
i.e. the same quantum numbers used, to describe the system 
before the change are also valid a.f"ter the change, al­
though there may be a change of ph-a^se. This is not true 
for a non-adiabatic change. 
A classical analogue is presented by Landau and 
Teller. Consider a diatomic (t>-c ) molecule with the (c) 
atom fixed in space (as though it had infinite mass). An 
(a) molecule approaches in the (b-c ) direction and strikes 
the (b) atom. If (a) and (b) are hard spheres and m& < m^, 
(a) will rebound and (b) will be knocked towards (c ), com­
pressing the "spring" between them. Here m& and are the 
masses of the (a) molecule- and the (b) atom, respectively. 
(b)'s motion will eventually change direction and it will 
move back to the point where it was initially struck. 
Since (a) is no longer there, (b) will continue on and 
harmonic motion will result. This is an extreme example 
of: a non-adiabatic process since the (b-c) molecule now 
has internal energy and the (a) molecule has less energy 
than before the collision. 
An adiabatic change would result if a long range re­
pulsive potential existed between (a) and (b). In this 
case the (b) atom would begin to move towards (c) long be­
fore (a) reached (b) and (a) would begin to slow down. At 
some point (a) and (b) will both stop and the process will 
be reversed. (b) will ultimately reach its original posi­
tion and stop and (a) will have all its kinetic energy 
back. The result is that no -energy has been transferred 
from (a) to (b-c) and the process is adiabatic. 
From this analogy Landau and Teller concluded that 
the probability of energy.transfer is dependent on and 
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increases with the ratio of the period of vibration of 
(b-c) to the time of interaction with (a). If one calls 
the range of interaction s and the relative velocities of 
the two molecules w, then the time of interaction is s/w. 
The probability of energy transfer should then increase as 
a function of (w/vs), where v is the frequency of vibra­
tion. Since the range of the attractive forces are large 
compared with the range of the repulsive forces, Landau 
and Teller concluded that only the latter need be con-
i 
sidered. The attractive forces, however, are influential 
in that they tend to increase the relative velocities of 
the molecule prior to the collision. 
Using an exponential interaction potential they found 
that the probability for an energy transfer was of the 
form 
P.. _ = ——— = —— exp(-2TTVS/W) (Eq. TO ) 
Z10 Zo 
where Zq is a pure number of order unity. This must then 
be averaged over Maxwell's distribution for relative 
velocities. This yields the following expression for Z1Q: 
—= — H- f" wdw exp(- ^ 5.  lé»?) , (Eq. 71) 
Z,„ Z tl w 2kT 10 o 
where J J. is the reduced mass of the colliding molecules, 
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i.e. 
m
a(i% + m ) 
U = ^ — . (Eq. 72) 
The integral was approximately evaluated using the fact 
that the main contribution to the integral comes when the 
exponent is a minimum. This condition is obtained when 
the relative velocity is given by 
_ (2EVSM,1/3 (Eq. 73) 
W 
This is the relative velocity that will most probably 
cause an energy transfer and will be useful later on. The 
final result of Landau and Teller's work is 
1 
Z10 Zc 
/IÏÏ (—)1^ 6exp[- -(—)1//3] , (Eq. 74) 
V 3 kT 2 kT 
where 
. 2 G ' = |-l ( 2TTVS ) ' 
2. Quantum mechanical treatment 
The quantum mechanical treatment of this problem is 
discussed by Herzfeld and Litovitz (12) and the work of 
several people is presented. In general a one dimensional 
picture is first considered and the results are then 
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generalized to three dimensions. 
The first theory presented is that due to Jackson and 
Mott (l4). The actual application of Jackson and Mott's 
work to this problem was made by Schwartz _et _al. (31). They 
considered a diatomic molecule (b-c) fixed in space with a 
parallel stream of (a) molecules approaching along the 
(b-c) axis with a velocity equal to the relative velocity 
of the two molecules. The (b-c) molecule is assumed to 
have two energy levels, Eq and E^, corresponding to the 
ground state and the first excited state respectively. An 
(a) molecule can then be scattered either elastically with 
E 2^) = E^), or inelastically with E 2^^  = E^) ± hv, where 
a a a a 
E 1^) and E 2^^  are the kinetic energies of the (a) molecule 
before and after the collision, respectively, and hv = 
E^ - Eq. The ratio of the number of particles scattered 
in unit time with E 2^^  = E^^ - hv to the total number 
a a 
scattered in unit time is the probability that an excita­
tion will occur during a collision. Its reciprocal is the 
number of collisions required per excitation. Similarly, 
the ratio of the number of molecules scattered in unit time 
with E 2^) = E^ + hv to the total number scattered is the 
a a 
reciprocal of the number of collisions required per de-
excitation . 
In treating the one dimensional problem, Jackson and 
Mott used the potential 
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<¥>1 = cpQexp(-x/s) , (Eq. 75) 
where x is the distance between the (a) molecule and the 
center of mass of the (b-c) molecule. Their result is 
k10 = — — — , (Eq. 76) 
10 Zo Zosc Ztr 
where 
1 9
' Vo ma + mb + mc 
osc n2 6 mh® + m 2 m be a 
ztr - n2 K (^)2(£-)l/6exp[j(i:)V3 . i_] , 
^ V 2TT 61 61 2 T 2T 
e = — , and e- = IShWv! . 
k k 
Using Equation 53 we have 
Z10 " ZoZosCZtr[l - e x p t - e/T)]'1 . (Eq. 77) 
R does not appear in this equation since in the above work 
the flow of incident particles was normalized to one per 
second. 
The exponential interaction potential used by Jackson 
and Mott was chosen to some extent for its mathematical 
convenience and in reality is not correct since it contains 
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no attractive part. The Lennard-Jones interaction poten­
tial, 
cp = 4e[ (—)12 - (^)6] , (Eq. 78) 
r r 
has been used quite successfully in theoretical calculations 
of various properties of many gases. This potential has 
also been applied to the energy exchange problem by fitting 
it at small r to the exponential of the type used by 
Jackson and Mott. Since Equation 78 has a minimum of -e, 
the potential 
= Vr/S ~ G (Eq. 79) 
I 
was used instead of Equation 75. 
Schwartz et al. (31) fitted Equation 78 to Equation 79 
by making the two curves tangent at the classical turning 
point, r , of the (a) molecule, de Wette and Slawsky (6) 
fitted the curves by making them equal at two points, rQ 
and r . VQ is defined by cp2(r0) = The results of the 
two methods do not differ by much. Schwartz _et al. found 
that the ratio r /s should be about 17.5 and de Wette and 
Slawsky found this ratio to be about 18.6. The use of 
Equation 79 in Jackson's and Mott's work leads to an addi­
tional factor of exp(-e/kT) in the expression for Z1Q. 
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This factor, together with a value of s obtained from the 
ratio rQ/s, allow one to find realistic values for . 
The three dimensional problem is solved by Schwartz 
and Herzfeld (30) assuming that the (b-c) molecule is 
I 
spherically symmetric and that the vibrations correspond 
to a symmetric increase and decrease of the size of the 
sphere. This assumption permits the problem to be treated 
neglecting the rotation of the molecule and results in 
cylindrical symmetry about the incident direction of the 
(a) molecules. The three dimensional problem then reduces 
essentially to the one dimensional problem with the addi­
tion of a quasi potential due to centrifugal acceleration. 
Schwartz and Herzfeld consider this quasi potential to have 
the greatest effect at the point r = rQ and replace it by 
a constant term evaluated at that point. They also con­
sider the effect of the increased velocity due to the 
attractive potential and obtain the following expression: 
Z^ = 1.017(p2)%Z()g<,V exp(-G/kT)[l _ exp(-G/T)]-l . 
(Eq. 80) 
Here Y is a monotonously decreasing function of kT/e and 
can be calculated to within 2% for 0.70 < kT/e < 10 from 
the expression 
Y = 0.76 (1 + 1.1 e/kT) . (Eq. 8l) 
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Amme and Legvold (2) applied the above theory to 
several substituted methane molecules and found that for 
better agreement a shorter repulsive range was required. 
Hamann and Lambert (10) proposed that for quasi-spherical 
molecules, such as the methane derivatives, one should use 
a steeper repulsive potential. In the spirit of the 
Schwartz _et al. method, Amme and Legvold (3) fitted a 
Lennard-Jones type potential with a steeper repulsive part 
to the exponential potential. The potential function used 
was 
I 
cPg = . (Eq. 82) 
They found the ratio r /s to be about 34. Applying this 
innovation to mixtures of CHClFg with argon and helium, 
they found the predicted values of Z^ to agree quite well 
AB 
with those found experimentally. Here Z^ is the number 
of collisions an A molecule must make with B molecules per 
deexcitation. Further credence in this method is found in 
the work of Olson and Legvold (21). They applied this 
method to several mixtures of halomethane gases with noble 
gases and found the results quite good. 
In this work the potential, 
< = eE (— )28 - (— )71 , (Eq. 83) 
3 r r 
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was used rather than Equation 82. Equation 83 has a mini­
mum value of -e and is more comparable with Equation 79 
than is Equation 82. This function was then made tangent 
to Equation 79 at the point rQ by equating both the func­
tions and their derivatives at that point. This resulted 
in the relations, 
fo = UJtl 4/3 ,V rAse. £>,7 
and 
(_U) 
1 + Vf 
(Eq. 84) 
ro rc rc e
5s = 1^1 [(I°)28 . (12)7] . (Eq. 85) 
rc r= 
I 
E here is the most effective energy of collision and is 
m 
given by 
Em = - (Eq. 86) 
wm is the relative velocity that will most probably cause 
an energy transfer and can be obtained from Equation 73. 
A plot of r /s vs. E^/e is shown in Figure 1. 
3. Application to mixtures 
Since and t"^ appear in Equation 59 as a sum, it 
is impossible to find experimental values for these 
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quantities separately. Hence, one cannot use Equation 53 
to find experimental values for Z^ and Z^. One can, how­
ever, combine Equations 53 and 80 and find theoretical 
-1 -1 
values for and TgA individually and compare their sum 
with the value of ( + TgA) found experimentally. 
In the following discussion all quantities labeled AB 
refer to interactions in which a B molecule is impinging 
upon an A molecule. Quantities labeled BA refer to inter­
actions with an A molecule impinging upon a B molecule. 
Those labeled AA or A and BB or B refer to interactions 
involving like molecules. A relation for will be de­
rived and one for TgA can be deduced by interchanging the 
roles of A and Bin the labeling. 
at2 a a 
If we divide Z1Q, obtained from Equation 80, by Z1Q, 
AB AA 
obtained from the same equation, and assume Zq = Zq we 
have 
„AB ^AB A 7AB 7AB Y 
NO (O \2F C\2 osc tr AB 
C ^ 'rf1 rf s^= *A 
1 
- exp(- 0A/T) 
X expC-(eAB - eA)/kT] 
1 - exp(- 8abA) 
(Eq. 87) 
Further, assuming that (r^/r 6^) = (r^/r^) and that the 
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mbmc fraction —5 0 in Z will be the same for the AA term 
4+ < 
as for the AB term, since in both cases the (b-c) molecule 
is the A molecule, we have 
ATD 
Z10 = ^ A + MB 9AB (9A ^7/6 YAB 1 ~ Gxp(-8A/T) 
ZM 2MB 9A 6ÂB YA 1 - e=T(-WT) 
X exp[— (2AB,V3 „ 3 (!A,V3 + \ - eM + SA - ^ _ 
2 T 2 T 2T kT I 
(Eq. 88) 
The molecular weight, M, is now used instead of the 
mass of the molecules, m, since they differ only by a 
constant factor and this factor cancels out in the frac­
tion. Now, using Equation 53 to obtain an expression for 
Z10//Z10J we have 
(Bq. 89, 
ZM RA Tm 1 - E*P(-VT> 
We can now equate Equations 88 and 89 and obtain the fol-
AB lowing expression for : 
2MB 6A 9^AB^7/6 yA RAB 1 exp^  8AB//T''12 
Tm Tm MA + MB 9AB 9À YAB % .1 - exp(-8A/T) . 
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X exp[— (li)V3 _ 3 (iÀBjl/3 + 9AB - 9 A + eAB - eA] _ 
2 T 2 T 2T kT 
(Eq. 90) 
This equation can he further simplified due to the 
assumption of parallel excitation for the A and B mole­
cules. This assumption means that the exchange mode for 
the AA terms is the same as for the AB terms or that 0^ = 
0AB* parallel excitation had not been assumed the ex­
change mode for A-B collisions would be the exchange mode 
of either the A molecule or the B molecule, whichever is 
lower. The condition of parallel excitation also indicates 
that 
^ tAB ("> 
°A 
and 
C - °f tAA <*»• 92) 
LA 
so Equation 90 leads to 
2MB (HB^7/6 %A_ ^AB 
TAB tAA MA + MB 8 À yAB rA 
x expC— (fà)V3 _ 3 (!M)1/3 + - eA] _ 
3 T 2 T kT 
(Eq. 93) 
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1 III. EXPERIMENT 
A variable-path acoustic interferometer was used to 
determine the sound velocity in the gases investigated in 
this study. Figure 2 is a cross-sectional view of the 
interferometer. Basically it consists of a movable re­
flector (labeled F in the' figure), whose bottom surface is 
kept parallel to the upper surface of an X-cut piezo­
electric quartz crystal (G). The quartz crystal serves as 
a source for the sound wave. By moving the reflector up 
or down, one can determine positions of resonance, i.e. 
positions where standing waves exist between the crystal 
and reflector. Since these positions are spaced a distance 
of X/2 apart, where X is the wave length of the sound wave, 
the velocity of the sound can be determined from the re­
lation 
V = fX . (Eq. 94) 
The quartz crystal is a squat cylinder in shape, 
whose surfaces are optically flat and gold plated. It is 
mounted on three equally spaced, spring loaded prongs (J) 
which fit into dimples in the nodal plane of the crystal. 
Electrical contact is made to the upper and lower gold 
surfaces of the crystal by means of layers of silver paint 
from two of the mounting prongs. 
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The surface of the reflector Is also optically flat 
and gold plated. In order to prevent spurious capacity 
effects, the upper surface of the crystal and the re­
flector surface are kept at the same potential by means 
of a gold connector wire. Parallelism between the surfaces 
of the crystal and reflector can be obtained by means of 
three doubly threaded nuts (N). 
A micrometer screw Is used to move the reflector. It 
Is connected via a machined Invar steel rod (A) to the re­
flector. The micrometer is a precision instrument manu­
factured by Gaertner and Company. Its traveling length is 
100 mm and it has a least count of 0.001 mm. A precision 
bushing (K) is used to keep the reflector and crystal 
parallel while the reflector is being moved. 
The entire arrangement is enclosed in a stainless 
steel cup (E) which is sealed at the top by a Teflon 
gasket (D). Electrical connections inside the chamber are 
made through glass tubes which are vaccum sealed with 
neoprene 0-rings at the top. An iron-constantan ther­
mocouple (L) is used in conjunction with a Rubion Co. 
potentiometer and a Leeds and Northrup galvanometer to 
determine the temperature of the gas. A thermal jacket 
(H) surrounds the chamber to keep temperature variations 
at a minimum. 
An opening (not shown in the figure), similar to the 
4? 
ones through which the glass tubes go, is used to handle 
the gas. An appropriate valve system permits the chamber 
to be evacuated and also provides for the filling of the 
chamber with the gas desired. A fore pump is used to 
evacuate the chamber and a McLeod gauge is used to measure 
the vacuum. A mercury monometer is used to measure the 
pressure of the gas. 
The quartz crystal is driven at its fundamental fre-
wuency by an electronic oscillator which is shown schemati­
cally in Figure 3. The oscillator is essentially tne same 
as the one described by Rossing (28). Slight changes have 
been made to increase sensitivity and reduce noise. The 
resonance positions of the reflector are determined by a 
sharp change in the plate current of the oscillator. These 
can be detected either on the microammeter (labeled MA in 
the circuit diagram) or on the scale of a Brown chart re­
corder, which is introduced into the circuit as indicated. 
A sychronous motor can „be used to move the reflector away 
from the crystal at a constant rate. In that case, a plot 
of plate current vs. reflector displacement is obtained 
from the chart recorder. A sample of this plot is shown 
in Figure 4. The peaks correspond to resonance positions 
and the troughs to anti-resonance positions. The apparent 
flutter in the curves is due to a nervous draftsman rather 
than to noise in the electronics. A 250 ma. electronically 
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regulated power supply, fed with 115 volts from a 2.5 K.V.A. 
Stabaline voltage regulator supplies the power for the 
oscillator. The frequency is measured with a BC-221 fre­
quency meter. 
In order to minimize any undesirable effects due to 
impurities which may cling to the walls of the chamber, the 
system was evacuated and allowed to outgas for about a day 
before each run. The pressure maintained throughout the 
outgasing period was approximately one micron of mercury. 
Impurity effects can be quite detrimental, especially if 
these impurities differ greatly in piolecular weight from 
the gas being studied. The gases examined in this study 
were provided by the E. I. du Pont de Nemours and Company, 
Preon Products Laboratory. The purities of these gases as 
quoted by the suppliers are listed in Table 2. Also listed 
in this table are the molecular weights of the gases, their 
vibrational specific heats, and the specific heat asso­
ciates with the exchange mode. 
When the system was sufficiently outgassed, the gases 
to be studied were fed into the system. The method fol­
lowed in preparing a mixture was the following. One of the 
gases was first put into the system to a predetermined 
pressure. The second gas was then fed in to the desired 
total pressure, usually about one atmosphere. The second 
gas was fed in at a rather rapid rate to minimize any 
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Table 2. Values of purity, M, and at 298°K 
Gas 
% 
Purity 
M 
(gm/mole) 
Cvib 
(cal/mole-deg) 
Cm 
(cal/mole-deg) 
CH2F2 99.5 52.03 2.264 1.178 
CHF3 99.9 70.02 4.691 2.462 
CP4 99.9+ 88.01 6.669 2.776 
CCLGFG 99.99+ 120.92 8.526 1.745 
CHCLGF 99.5 102.93 6.697 1.719 
l 
diffusion of the first gas out of the system. The per­
centage of each gas present was then determined from the 
laws of partial pressure. In order to obtain a uniform 
distribution of each gas throughout the chamber, the mix­
ture was allowed to stand for a period pf about twelve 
hours before any velocity measurements were made. 
Velocity measurements for this study were made manu­
ally rather than with the use of the chart recorder and 
the synchronous drive. The meter on the chart recorder was, 
however, used. The manual method is as follows : The 
micrometer screw was turned until the meter was almost at 
a peak position. The micrometer setting, as well as the 
meter reading at this position were recorded. The micro­
meter screw was then turned until the meter reading 
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reached the same point on the other side of the peak, where 
the micrometer setting was again recorded. The mean value 
of the two micrometer settings was then taken to be a 
resonance position of the crystal-reflector separation. 
The reflector was then moved through a known number of 
peaks and the process was repeated. The difference - be­
tween the two resonance positions is an integral number of 
half wavelengths, thus providing a numerical value for the 
wave length. For the processes described above, the re­
flector was always moved away from the crystal. 
Upon completion of a velocity determination at a 
given pressure, some of the gas was pumped out and a veloc­
ity measurement was made at the new pressure. The pressure, 
of course, was recorded for each velocity measurement. 
Temperature measurements were made at the beginning 
and the end of each velocity measurement and the average 
of these was taken for the temperature of the measurement. 
Throughout a run the temperature variations were small, 
i.e. less than one degree Centigrade. All velocity mea­
surements were corrected to a uniform temperature by 
2 
assuming the predominant temperature dependence in V is 
the linear one occurring in Equation 3. That is, the de­
pendence of C on temperature was neglected. 
The frequency was checked periodically during a run 
to insure that it was remaining constant. 
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Ideal corrections were then made, and the resulting 
velocities were squared and plotted against log-^f/p). 
This curve was then fitted to one calculated from Equation 
9 and an ,experimental relaxation time was determined. 
I 
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IV. RESULTS AND DISCUSSION 
A. Experiment 
The velocity dispersion results for CH^Fg, CHF^, CF^, 
CClgFg, and CHClgF and for mixtures of these gases are 
graphically presented in Figures 5 through 40. The first 
five of these figures show velocity dispersion in the pure l 
gases. The remaining figures show velocity dispersion in 
the mixtures. The dots on all these figures represent the 
ideally corrected experimental data and the solid curves 
represent the theoretical velocity calculated from Equation 
17. The short vertical lines, labeled f^ = XXX, designate 
the inflection frequencies of the theoretical curve. These 
values correspond to experimental inflection frequencies 
which are normalized to one atmosphere pressure. 
With two exceptions, the velocity data fit the theo­
retical dispersion curves very well. The exceptions are 
the CHF^-CHClgF mixtures (Figures 29 through 31) and the 
CF^-CHClgF mixtures (Figures 35 through 37). Several runs 
of each of these mixtures were made to check the repro­
ducibility of the data. In all cases the data were repro­
ducible to within the limits of experimental error. 
In general the points corresponding to data taken at 
high pressures fit the theoretical curves fairly well. 
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Fig. 17 Velocity dispersion in 24.3% Cï^F^ - 75.7% CCl^F2 at 296.4° K. 
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Fig. 18 Velocity dispersion in 49.0% CH^F^ - 51.0% CCl^F^ at 296. 6° K. 
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Fig. 19 Velocity dispersion in 74.2% CH2F2 - 25. 8% CClgFg at 297.3° K. 
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Fig. 20 Velocity dispersion in 24. 7% CH^ - 75. 3% CHCl^F at 297.7° K. 
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Fig. 21 Velocity dispersion in 50. 1% CH2F2 - 49. 9% CHCl^F at 296.7° K. 
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Fig. 22 Velocity dispersion in 75. 0% CH^F^ - 25. 0% CHCl^F at 297. 6° K. 
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Fig. 23 Velocity dispersion in 26.7% CHF^ - 73,3% CF^ at 297. 76 K. 
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Fig. 24 Velocity dispersion in 51. 7% CHF^ - 48. 3% CF^ at 298. 0° K. 
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Fig. 25 Velocity dispersion in 74. 9% CHFj - 25. 1% CF4 at 296. 6° K. 
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Fig. 26 Velocity dispersion in 25. 0% CHF^ - 75. 0% CC12F2 at 298. 0° K. 
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Fig. 28 Velocity dispersion in 73.1 % CHF^ - 26. 9% CCl^F^ at 298. 6° K. 
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Fig. 29 Velocity dispersion in 25. 4% CHF^ - 74. 6% CHCl^F at 297. 3° K. 
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30 Velocity dispersion in 49. 8% CHFj - 50. 2% CHCl^F at 296. 6° K. 
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Fig. 31 Velocity dispersion in 75. 4% CHF3 - 24. 6% CHC12F at 296. 6° K. 
300 1 1  l l l l l  1 1 1 1 1 1 1 II 1 
290 — — 
\ 280 
z 270 
— 
/^fi=3.27(K)6) 
% 
X 
% 260 
250 
| 1  l l l l l  1 1 1 1 1 1 III 1 
Kf IO7 
f/p IN CYCLES PER SECOND-ATOMOSPHERE 
Fig. 32 Velocity dispersion in 24. 0% CF^ - 76. 0% CCl^F^ at 298. 8" K. 
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Fig. 33 Velocity dispersion in 49. 5% CF^ - 50. 5% CCl^F^ at 297.1e K. 
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Fig. 34 Velocity dispersion in 74. 3% CF^ - 25. 7% CCl^F^ at 296. 8° K. 
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Fig. 35 Velocity dispersion in 26. 0% CF^ - 74. 0% CHCl^F at 296.3° K. 
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Fig.. 36 Velocity dispersion in 50. 1% CF^ - 49. 9% CHCl^F at 295.5° K. 
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Fig. 37 Velocity dispersion in 75. 2% CF^ - 24. 8% CHCl^F at 296. 6° K. 
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Fig. 38 Velocity dispersion in 26. 0% CCl^F^ - 74. 0% CHCl^F at 296. 8° K. 
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Fig. 39 Velocity dispersion in 50.0% CClgF^ - 50.0% CHCl^F at 297.7° K. 
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Fig. 40 Velocity dispersion in 74. 5% CCl^F^ - 25. 5% CHCl^F at 297.7° K. 
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However, as the pressure is reduced,, the points tend to 
deviate from the curve. This could suggest that more than 
one relaxation time obtains. An effort was made to fit the 
data to the double dispersion expression (Equation 13) 
using various combinations of the vibrational specific 
heats of the two gases for and Cp. For no values of 
and Tg were the data compatible with the calculated 
theoretical curves. The conclusion to be drawn here is 
that multiple dispersion is not the reason for the devia­
tions from the theoretical curves. 
Other possible explanations are that the concentration 
of the mixture changes as the pressure is reduced or that 
a chemical reaction takes place. The latter is extremely 
unlikely since the molecules considered here are very 
stable. The concentration variation then remains to be 
considered. 
A possible cause for such a variation could be the 
differing adsorption properties of the mixture components. 
CHClgF is known to adhere more readily to the surfaces of 
the chamber than the other gases considered here. This 
would indicate there is a greater concentration of CHClgF 
on the surfaces than there is spatially within the chamber. 
When the pressure is reduced only the spatial gas is re­
moved. Some of the surface molecules must then become 
spatial molecules in order to reach a new equilibrium at 
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the new pressure. This results in a new spatial concentra­
tion which is richer in CHClgF. Since CHClgF is heavier 
than either CHF^ or CF^, the new effective molecular 
weight is greater and, consequently, the velocity should 
be lower. 
In an effort to obtain experimental verification that 
a concentration variation was taking place, the mixture 
constituents were admitted to the system in the usual man­
ner, only at a lower total pressure. The solid points on 
the CF^-CHClgF curves correspond to total filling pressures 
ranging from about 3 cm. Hg. to about 8 cm. Hg. These 
points were taken individually, i.e. each point corresponds 
to a separate filling. As is evident, these points are 
all higher than the original points and compare quite 
favorably with the theoretical curve. 
A similar experiment was attempted with the 
CHFg-CEClgF mixtures. The results, however, were not con­
clusive and are not shown. The problem here lies in re­
producing the exact concentration of the original mixture. 
Since the molecular weights of CHF^ and CHCl^F differ 
p 
significantly, V in these mixtures will be more sensitive 
to variations in concentration than in the CF^-CHClgF 
mixtures. For this reason there was considerable scatter 
in the points and no conclusions could be drawn. The 
theoretical curves for the CHF^-CHClgF have1 been fitted 
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to the existing data, with most weight given to the data 
taken at high pressures. 
Whether a concentration variation is actually taking 
place i^ subject to considerable question. It is possible 
that some other mechanism is responsible for the observed 
behavior. However, if one does put credence in the points 
taken at low filling pressures in the CF^-CHClgF mixtures, 
a change in concentration does seem plausible. This anal­
ysis in no way verifies the proposed reason for a variation 
in concentration, but only shows the possible existence of 
such a mechanism. 
In the remaining figures, single dispersion is quite 
evident. The relaxation times obtained for the pure gases 
are presented in Table 3. The relaxation times for the 
mixtures are presented in Tables 4 and 5. These tables also 
Table 3. C , f^, T, and T 1 for the pure gases 
Gas 
Co 
(cal/mole-deg) 
f._(io~6) 
(sec-l) 
T(IO^) 
(sec ) 
t"1(10"7) 
(sec-1) 
CH2F2 8.22 5.50 .399 2.50 
CHF3 10.61 .466 6.08 .164 
CF4 12.65 
OJ 1—1 
8.20 .122 
CClgF 14.50 4.65 .833 1.20 
CHClgF 12.69 12.7 .267 3.75 
Table 4 O 
o
 
-1 > T > ^ 1, and (t -1 + T™1) AB + TBA; of mixtures for which the requirements 
of Equation 59 are satisfied 
Gas A Gas B 
fo 
Gas A Co fido"6) T(10^) T 
V
9
 O
 
! 
H
 
1—1 1 1 
+
 
g
n
 
H
 
O
 1 
-
0 
(cal/ 
mole-deg) (sec-1) (sec) (sec-1) (sec-l) 
CHpPp CClpFp 24.3 12.92 6.45 .535 1.87 5.61 
II d. d. Il d d 4g.O 11.38 '7.04 .432 2.32 5.61 Il II 74.2 9.82 6.57 .399 2.50 5.47 
GHpFp CHC10F 24.7 11.55 18.3 .169 5.93 19.7 
II c <- Il d 50.1 10.39 18.7 .148 6.74 20.7 
II II 75.0 9.32 13.4 .186 5.38 20.0 
CHFg CF. 26.7 12.09 .458 7.05 . .142 .330 11 D il 4 51.7 11.60 .474 6.54 .153 .323 II II 74.9 11.10 .482 6.15 .163 .334 
CHFo CClpFp 25.0 13.52 4.04 .894 1.119 2.31 Il D Il d d. 4g.o 12.61 3.23 1.043 .959 2.43 it M 73.1 11.70 2.06 1.52 .659 2.47 
CF. CClgFp 24.0 14.06 3.27 1.15 .871 .93 il 4- il d d 49.5 13.57 2.33 1.56 .643 1.23 il II 74.3 13.07 1.24 2.82 .355 1.09 
CClpFp CH01oF 26.0 13.08 9.45 .370 2.71 2.98 tt c: d h d 50.0 13.56 7.40 .490 2.04 3.22 il M 74.5 14.01 5.46 .685 1.46 2.89 
Table 5. Cq, f^, t, t , and (+ Tg^) for mixtures not satisfying the 
requirements of Equation 59 
Gas A Gas B 
% 
Gas A Co 
(cal/ 
mole-deg) 
fl(lO'G) 
(sec-1) 
T(107) 
( sec ) 
T_1(10-7) 
(sec-1) (sec-1) 
CHpPp  CHFQ 26.7 10.04 1.425 1.88 .532 1.36 \ \ d  d  It D 51.2 9.43 2.53 .996 i.oo4 1.23 tl  II 73.9 8.88 3.60 .659 1.52 .72 
CHpFp CP u  25.2 11.49 .980 3.13 .319 .486 \ \ d  d  n 4 27.5 11.48 1.06 2.89 .346 .462 tl  n 49.9 io.4o 1.76 1.58 .633 -.085 it  n 50.4 10.43 1.83 1.52 .657 -.038 it it 73.8 9.41 2.73 .921 1.09 -1.48 it  n 75.2 9.30 2.93 .847 1.19 -1.31 i i  it 90.0 8.62 4.42 .521 1.92 -1.21 
CHF~ CHC10F 25.4 12.12 9.40 .344 2.91 4.27 ti 3 Il d 49.8 11.60 5.80 .534 1.87 3.55 H II 75.4 11.09 2.50 1.19 .844 2.82 
CFu CHClnP 26.0 12.58 6.90 .487 2.16 .514 11 ur it  d  50.1 12.63 3.60 .936 1.07 .418 11 II 75.2 12.59 1.48 2.27 .440 .758 
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show the reciprocal relaxation times as well as the effec­
tive specific heats at low frequencies. With the possible 
exception of the CHF^-CHGlgF mixtures and the CF^-CHClgF 
mixtures, the probable errors of the relaxation times are 
estimated to be less than 5$. This figure was determined 
by shifting the theoretical velocity curves along the 
abscissa to determine the extreme values which the inflec-
O 
tion frequencies could take, staying within the V vs. f/P 
error range. The probable errors of the relaxation times 
in the CHF^-CHClgF and the CHF^-CHClgF mixtures are some­
what larger, due to the uncertainty of the experimental 
results, which appeared to suffer from systematic gas 
composition errors. 
The reciprocal relaxation times are also presented 
graphically, as a function of concentration, in Figures 4l 
through 50. The dots on these curves represent the experi­
mental reciprocal relaxation times for each concentration. 
The solid curves are calculated from Equation 59. Values 
for (r^ + t~^) were determined for each experimental con­
centration and the average of these was used in the calcu­
lation. No curve is shown for the CH^F^-CF^ mixtures be­
cause some of the experimental values of ( + Ty^) were 
physically impossible. Further discussion of this will 
follow. 
The validity of the quadratic dependence of reciprocal 
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relaxation time on concentration can be verified by com­
paring the values of ( + T^) obtained for the various 
concentrations. If Equation 59 is valid, the values of 
this quantity should be independent of concentration. As 
was indicated earlier, Equation 59 should be valid if the 
individual relaxation times of the mixture components are 
similar and if their vibrational specific heats are simi­
lar. Values of (r^ + t~^) for mixtures which come closest 
to satisfying the above requirements are given in Table 4. 
The agreement here is very good; certainly within the 
limits of experimental error. Values of (+ T~^) for 
mixtures not satisfying the requirements are given in 
Table 5• The agreement here is, in general,1 poor. The 
notable examples are the CHgFg-CP^ mixtures. The values 
of (T^ + T~^) for these mixtures were, for the most part, 
meaningless. A number of runs were made at various concen­
trations. These yielded values ranging from small positive 
numbers to negative numbers. The negative numbers, of 
course, have no meaning as relaxation times. 
B. Theoretical 
Theoretical values of and T~^ have been calculated 
from Equation 93. In order to make these calculations, 
values for the various parameters in the equation must be 
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determined'for each gas and each mixture. 
If we assume the parameters, e and rQ, in Equation 83 
are similar to those in Equation 78, we can follow the 
methods of Hirschfelder et al. (13) to determine their 
values, e is approximately given by the relation, 
e 
= kTc/l.28. rQ is estimated by comparing the second 
viral coefficient obtained from Equation 22 with that ob­
tained from 
B = - Nr3 S b.T*~(2j + l)/4 ^ (Eq. 95) 
3 ° J=0 J 
where 
T* = — , 
e 
and N is Avogodro's number. Values of b. are tabulated in 
Table I-E of the appendix of Reference 13. 
The parameter, s, can be obtained from Figure 1 after 
AB the values of Em and e are determined. For mixtures, rQ , 
and s^g can be estimated from r 8^ = i(r^ + r®), 
eAB = ( eAeB J^ and SAB = i(sA + SB^ respectively. 
R can be calculated from the Sutherland equation (13),  
R = /2 nrrr^v(l + S/T) (Eq. 96) 
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Here n is the density of molecules, v is the mean thermal 
JL 
speed of the molecules !, given by v = (8RT/MTT)2, and S is 
the Sutherland constant, given by S = 0.8Tg. For mixtures, 
R^g is given by (?) 
%AB = + ^Ag/T) , (Eq. 97) 
where = (S^S-g)2. Since the R' s appear in Equation 93 
as a ratio, the calculation can be simplified by combining 
Equations 96 and 97• The ratio then is 
5 S - * ' "  ' X A . .  W 1  •  
(Eq. 98) 
Other terms appearing in Equation 93 as ratios can 
also be simplified. These are the following: 
— = |(l + M./Mp) 1(1 + s^/sj2 (Eq. 99) 
'A/-By B/ A 
A 
and 
Y„ 1 
— = (1 + l.leA/kT) (1 + l.ie^kT)"1 . (Eq. 100) 
YAB 
The terms involving 9J^ and 0^ in the exponent can be re­
written as 
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-3(GyT)l/3[:L - (8^/6^)1/3] _ (Eq. 101) 
Values of the pure gas parameters pertinent to the 
calculations are given in Table 6. Table 7 contains values 
for various quantities appearing in Equation 93. The 
temperature dependent terms in these tables have been cal­
culated at 298°K. This temperature is about the average 
temperature at which the experimental data were taken. 
The theoretical values of and are very sensi­
tive to small changes in the exponent, particularly if the 
exponent is large. Since the dominant terms in thei ex­
ponent are those containing the (01)1 s, small variations 
in these quantities will have a large effect on the values 
of the t's. The parameters upon which 81 depends are all 
fairly well established, with the exception of the range 
of interaction, s. The ratio, r /s, depends strongly on 
the steepness of the repulsive part of the potential 
existing between the interacting molecules. If the values 
of rQ are close to correct, comparison of the experimental 
and theoretical values of (T^ g + T-g^) can yield information 
concerning the accuracy of the assumed repulsive potential. 
The results of the theoretical calculations appear in 
Table 8 along with the experimental values of (T^ + tBA^" 
The experimental values given here are the average of 
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Table 6. Values of various pure gas parameters (tempera­
ture dependent quantities determined at 29o°K) 
Gas Pc Tc r0(l°
8) e/kT Ve r/s s(io^) 0 ' /'. 
(atm) (°K) cm cm 
CHGFG 71,3 374 4.36 .981 1.201 39.1 .111 517 
CHF3 56.5 323 4.38 
IF CO 1.503 38.5 .114 663 
CF4 36.9 228 4.20 .598 2.063 37.6 .112 595 
CCI2F2 39.6 385 5.37 1.009 1.098 39.4 .136 431 
CHCLGF 51.0 452 5.34 1.184 .906 4o.o .134 391 
those given in Tables 4 and 5. The first group of values 
in Table 8 correspond to the mixtures for which the re­
quirements of Equation 59 are met. The second group are 
those for which the requirements are not met. 
In general, the agreement between the experimental 
and theoretical values in the first group is quite good. 
Little can be said for the agreement in the second group, 
since the experimental values are of questionable merit. 
In comparing the experimental and theoretical values, one 
must consider the approximations made in the theoretical 
calculations. 
First, Equation 93 has been derived for a diatomic 
vibrating molecule. The molecules discussed here are more 
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Table 7• Values for various quantities required for 
-1 -1 
calculation of and rBA 
Gas A Gas B 
RAB 
&A 
YA 
YAB C
D
 
C
D
 
3 
2 [(^)3_ T T 
1 
M 
EAB" 6 
• kT 
CHGFG CHF .904 1.038 1.204 -.655 -.069 
CHGFG CF4 .869 1.128 1.311 -.969 -.215 
CH2F2 CCI2F2 1.062 .993 1.895 -2.413 + .014 
CH2F2 CHCI2F 1.128 .951 1.740 -2.065 +.097 
CHF3 CF4 .843 1.084 1.111 -.399 -.135 
^3 CCI2F2 1.147 .958 1.656 -2.027 +.077 
CHF g CHCI2F 1.226 .919 1.490 -I.578 +.155 
CF4 CCI2F2 1.343 .894 1.513 -1.584 + .179 
CF4 CHCLGF 1.434 .861 1.358 -1.152 + .244 
CCI2F2 CHCLGF 1.080 .958 .886 + .385 +. 084 
Gas A Gas B 
RBA 
rB 
YB 
YBA 
(6BAYI 
eB 
3 
2 [(^)3_ T T 
1 
M 
=BA - =] 
kT 
CH^FG CHF 1.116 .965 .810 + .765 + .064 
CH2F2 CF4 1.331 .900 .704 +1.203 + .168 
CH2F2 CCI2F2 1.049 1.007 .442 +2.358 -.014 
CH2F2 CHClpF .956 1.054 .513 +1.905 -.107 
CHP3 
CHF3 
CF4 1.186 .930 .887 + .426 + .114 
CClgFg .920 1.046 .569 +1.684 -.084 
CHF3 
CF4 
CHClgF .841 1.096 .653 +1.259 -.183 
CClgFg .764 1.138 .657 +1.282 -.232 
CF4 CHClgF .699 1.196 .745 + .884 -.343 
CClgFg CHClgF .927 1.046 1.120 - .362 -.091 
Table 8. Values of TABj tBAj and (t^ + tBA) 
Gas A Gas B *M< i°~7> 
(sec-l) 
(theo.) 
(sec-1) 
(theo.) 
(tAB 
(sec-1) 
(theo.) 
<Tto + tB1)(10"7) 
(sec-l)  
(expt11.) 
CHGFG CCLGFG .636 3.52 4.16 5.56 
CHGFG CHCLGF .868 7.85 8.72 20.1 
GHF3 CF4 .109 .181 .290 .329 
CHF3 CCLGFG .0539 2.39 2.44 2.40 
CP4 CCLGFG .0629 1.65 1.71 1.09 
CCLGFG OHCLGF 1.62 2.79 4.4l 3.03 
CH2F2 CHF3 1.58 .280 1.86 1.10 
CHgFg CF4 1.24 .301 1.54 -
CHP3 CHCLGP .0792 5.35 5.43 3.55 
CF4 CHCLGF .0889 3.70 3.79 .563 
89 
complex than diatomic molecules and a more rigorous deriva­
tion probably would be valuable. However, since only the 
lowest vibrational mode contributes to the exchange of 
energy and these variations are assumed to be spherically 
symmetric, the application of Equation 93 to complex mol­
ecules can be made without serious loss of generality. 
The assumption that the quantity, Zq, is the same for 
both A-B and A-A collisions may not be true. This term is 
a geometric factor, related to the probability that the 
colliding molecules will be oriented in such a way as to 
make an energy transfer possible. Since the A and B mole­
cules differ geometrically, the values of Z could be dif­
ferent for the two types of collisions. Errors could also 
be introduced because of the assumption that (r^/r^) = 
(r^/r^). These errors should, however, be small. Of 
greater concern are the parameters pertinent to inter­
actions involving unlike molecules, i.e. s^, e^, etc. 
The methods used to determine these quantities are, in 
general, empirical and result in only approximate values. 
Considering the various approximations made in the 
derivation of Equation 93 and the other approximations 
necessary for the calculation of theoretical values of the 
T'S, the agreement between the experimental and theoretical 
values of (T^ + T^) must be considered good. This state­
ment, of course, applies only to those mixtures for which 
the requirements of Equation 59 are satisfied. Analysis 
of Table 8 does not indicate that an overall change in the 
steepness of the repulsive potential would be warranted. 
In some cases better agreement would result with a larger 
value of s, but other cases would require a smaller value. 
Thus, the conclusion is that, for molecules of this type, 
a Lennard-Jones type potential with a repulsive part pro-
-28 portional to r is reasonable. 
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V. CONCLUSIONS , 
On the basis of the work reported here, the following 
conclusions can be drawn : 
i 
1. A single relaxation time seems to exist in the 
mixtures discussed here. No real evidence of multiple 
dispersion was observed, although the CHF^-CHClgF and 
CF^-CHClgF mixtures do not follow the single dispersion 
curves as well as the other mixtures. 
2. The quadratic dependence of the observed relaxa­
tion times of the mixtures on concentration appears to be 
valid when the relaxation times of the individual gases are 
similar and when the vibrational specific heats of the 
gases are similar. How similar these quantities must be 
is not well defined, but it would appear that if the re­
laxation times are of the same order of magnitude, and the 
specific heats differ by less than a factor of 3, the 
quadratic equation is valid. 
3. Judging, from the agreement between the experi­
mental and theoretical values for (+ Ty^), a Lennard-
Jones interaction potential with a repulsive part propor-
- 2 8  tional to r is close to correct for halomethane gases. 
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