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The representation f the Nordstrom-Robinson optimum quadratic 
(15, 8) code in terms of polynomials over GF(2) (i.e.,, linear cyclic 
codes) leads to a nonheuristic proof of the distance properties of 
this code. In this paper it is shown that the weight and distance struc- 
tures can be treated analogously and that the minimum distance 
and weight are 5. The analysis of this mechanism ay be an essential 
step in the discovery of an entire class of nonlinear double error 
correcting codes. 
The quadratic (15, 8) code with minimum distance d = 5 recently 
studied by Nordstrom and Robinson (1967) has created some interest 
because of two very interesting features. The first is its optimality, i.e., 
the number of code words is the maximum for length 15 and mini- 
mum distance 5 (hence the code is more efficient than the analogous 
linear code). The second feature is the remarkable structure of this code, 
hereafter eferred to as the NR code. I t  is a systematic ode and the 
redundant digits are quadratic functions over GF(2) of the information 
digits. Recently the author (Preparata, 1968) has described the NR 
code in terms of polynomials over GF(2). This analysis is based on 
cyclic codes, thereby bringing to avail a rather well-known body of 
knowledge. 
The purpose of this paper is to show how the weight and distance 
properties of the NR code, previously assessed on a heuristic basis 
(Nordstrom and Robinson, 1967), can be formally demonstrated with 
the help of the polynomial description. I t  is not known at present 
whether the NR code is an isolated example or is a relatively simple 
member of a wider class of nonlinear codes. I t  is felt, however, that the 
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discovery of the weight generating mechanism is an essential step 
towards the answer to this intriguing question. 
We now briefly review the polynomial description of the NR code. 
All polynomials considered belong to the algebra A of polynomials over 
GF(2) modulo (x 7 - 1). By W[a(x)] we denote the number of nonzero 
coefficients of a(x) .  The Hamming distance between two polynomials 
a(x) and b(x),  denoted by d[a(x), b(x)] is clearly 
alia(x), b(x)] = W[a(x) + b(x)]. 
Let {re(x)} denote the ideal of A generated by g(x) = x 8 -t- x 2 + 1, i.e., 
the (7, 4) cyclic Hamming code. A generic polynomial i (x)  C A admits 
of the following decomposition 
i (x)  = re(x) + q(x) (1) 
where re(x) C {re(x)} and q(x) = ax" (a = O, 1; a = 0, 1, - . .  , 6) is a 
minimum weight coset leader of {re(x)}. The polynomial 
f (x )  = x 6 ~- x 5 ~- x 3 -~ 1 belongs to the dual code of {re(x)}; hence 
f (x ) i (x )  = f (x )q (x )  = f (x )ax"  which leads to decomposition (1) un- 
ambiguously. 
= ~0a~ andb(x)  = ~6objx ~anda Given two polynomials a(x)  ~ 
binary constant i7 we form 15-component vectors w = [Wo, wl ,  • • • , w14] 
over GF(2) of the form 
w = [a (x ) ,  i7,  b(x)]. 
With this notation we mean: w~. = aj ,  ( j  = 0, . . .  , 6); w7 = i7 ; 
w~8 = bi (i = 0, . . . ,  6). I t  has been shown (Preparata, 1968) that, for 
arbitrary choice of i (x)  and i7, the expression 
w = [i(x), i7, m(x)  -~ f (x ) i (x )  + bu(x)] (2) 
gives the totality of the words of the NR code; here u(x)  = x 6 ~- x 5 -~ x 4 
+ x a + x 2 + x + 1 and b is the parity of the integer (i7 ~ W[m(x)]) .  
Using relation (1), we can rewrite (2) as 
w = v + u (3)  
where 
v = Ira(x), i7, re(x) ~- bu(x)] 
u = [q(x), 0, q(x)f(x)] .  
(4) 
(5 )  
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Vectors v are recognized to form a linear code, equivalent to the (15, 5) 
triple-error correcting BCH code. This code is referred to as the "kernel." 
We also see that for any q(x) # O, u = [q(x), 0, q(x)f(x)] identifies a
coset of the kernel (since q(x) identifies a coset of {m(x) }). The foregoing 
discussion shows that the NR code can be interpreted as the set union 
of the code words of the kernel and of its seven cosets identified by dis- 
tinct u's for which q(x) # O. 
We are now equipped with the background and nomenclature n cessary 
to describe the distance structure of the NR code. For convenience of
presentation we now give two preparatory lemmas. 
LEMMA 1. The polynomial q(x) + f(x)q(x) belongs to {re(x)} and 
W[q(x) + f(x)q(x)] = {~ q(x) 0 q(x) # O. 
Proof. We notice that the polynomial f(x) enjoys the property 
f2(x) = f(x). (6) 
From this we immediately derive 
f(x){q(x) + f(x)q(x)} = f(x)q(x) + f(x)q(x) = 0 
i.e., q(x) + f(x)q(x) C {m(x)}, being orthogonal to f(x).  Moreover, if 
q(x) = 0, then q(x) + f(x)q(x) = 0 and obviously W[q(x) + 
f(x)q(x)] = O. If q(x) # O, then W[q(x)] = 1. From W[f(x)q(x)] = 4 
it follows that W[q(x) + q(x)f(x)] = 3. Q.E.D. 
LEMMA 2. The sum of two vectors ul and u2 of the form (5) admits of the 
representation 
u~+u~= v '+q+p (7) 
with 
v' = Ira'(x), 0, m'(x) + bu(x)], m'(x) ~ {re(x)} (S) 
q = [q(x), 0, q(x)] (9) 
p -- [0, O, m"(x)], m"(x) C {re(x)} (10) 
Moreover Wire'(x)] = O, 3. If q(x) # O, 
W[m"(x)] = 3 ( l la )  
W[m"(x) + q(x)] = 4. ( l lb )  
Proof. Let ul = [ql(x), 0, f(x)ql(x)] and us = [q2(x), 0, f(x)q2(x)]. 
DISTANCE OF NORDSTROM--ROBINSON CODE 469 
Then their sum is 
Ul + u2 = [ql(x) + q2(x), O,f(x)(ql(x) --}- q2(x))]. (12) 
Decomposition (1) can be applied to ql(x) + q2(x), i.e., 
ql(x) + q~(x) = m'(x) + q(x). 
From this we have 
m'(x) =- ql(x) + q~(x) + q(x) (13) 
which shows that W[m'(x)] = 3 if and only if ql(x) ~ q~(x), ql(x) ~ O, 
q2(x) ~ 0, and is 0 otherwise. Relation (12) can now be rewritten as 
ul + us = [m'(x) + q(x), O, (m'(x) --}- bu(x)) + q(x) -t- q(x) 
+ f(x)q(x) + m'(x) + bu(x)] 
= [m'(x), 0, m'(x) + bu(x)] + [0, 0, q(x) + f(x)q(x) 
+ m'(x) + bu(x)] + [q(x), 0, q(x)] 
where b is chosen according to the rule 
{~ if W[m'(x)]=O 
b = if W[m'(x)] = 3 
To prove (7), all we need to show is that 
n('(x) = q(x) + f(x)q(x) + m'(x) + bu(x) (14) 
belongs to {m(x)}. But this follows immediately, since the three poly- 
nomials m' (x), u(x), q(x) + f(x)q(x) belong to {m(x)}. 
To prove ( l la ,  b), assume first that m'(x) = O. Then (14) becomes 
m"(x) = q(x) + f(x)q(x) and ( l la)  follows from Lemma 1. Furthermore 
W[m'~(x) + q(x)] = W[J'(x)q(x)] = 4 and ( l lb )  is proved. Assume 
now that m'(x) ~ O. Denoting q(x) by x ~, relation (14) becomes (b = 1) 
m"(x) = xk(1 + f(x)) + m'(x) + u(x). 
We notice that the coefficient of x ~ is 0 in xk(1 + f(x)) and is 1 both in 
u(x) and in m'(x) (see relation (13)). This has the following conse- 
quences: 
(i) m'(x) ~ x~(1 + f(x)). From W[m'(x)] = 3, W[x~(1 + f(x))]  
= 3 we then obtain W[m'(x) + xk(1 + f(x))]  = 4 and W[mn(x)] = 3; 
(ii) the coefficient of x ~ in m" (x) is 0. Hence 
W[m"(x) "k- q(x)] = W[m"(x)] "k- W[q(x)] = 4. Q.E.D. 
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We can now prove the following theorem. 
THEOREM 1. Given any two distinct code words w~ and w~ of the NR code, 
their Hamming distance is never less than 5. 
Proof. Let w~ =vl + ul and w~ = v2 + u2 • Then, using (7), we obtain 
w~+w~= (v~+v~)+(u~+us)  = (v~+v~+v' )+p+q 
or  
where we have set 
Wl --]- W2 = Z) "-[- p + q (15) 
v £ vl + v2 + v'. 
Clearly v is an arbitrary member of the kernel and p, q are defined by 
relations (9) (10) ( l la )  (11b). If q = [0, 0, 0], clearly ul = u2 and 
(w~ + w2) belongs to the kernel: since the minimum weight of the code 
words of the kernel is 7, the assertion is proved. 
Assume now that q # [0, 0, 0]. Let W denote the weight of (w~ + w~). 
If v = [0, 0, 0] then 
W = weight [q(x), O, q(x) + m"(x)] 
= W[q(x)] + W[q(x) + m"(x)] = 1 + 4 = 5 
which follows from ( l lb)  and W[q(x)] = 1. If v # [0, 0, 0] consider the 
SUnl 
s = v + p = [re(x),  i7, re(x) + bu(x) + m"(x) ] .  
Clearly wl + w2 = s + q and 
W = i7 + d[m(x), q(x)] + dim(x) + m"(x) + bu(x), q(x)] (16) 
Since q(x) ~ {re(x)}, q(x) is distinct from both re(x) and 
[re(x) + m" (x) + bu(x)]. I t  follows that the triangle inequality applies 
strictly, i.e., 
d[m(x), q(x)] + dim(x) + m" (x) + bu(x), q(x)] 
> d[m(x), re(x) + m"(x) + bu(x)] = W[m"(x) + bu(x)]. 
Relation (16) therefore becomes 
W > i7 + W[m"(x) + bu(x)]. (17) 
Depending upon the value of b we distinguish two cases: 
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(A) b = 1. From ( l la ) ,  W[mPt(x)] = 3, we have W[m"(x) 
+ u(x)] = 4 and (17) yields W > 4 (i.e., W >= 5). 
(B) b = 0. If i7 = 1, relation (17) yields W > 1 + W[m'~(x)] = 4 
and we still have W _-> 5. We now remark that b = O, i7 = O, re(x) ~ 0 
imply W[ra(x)] = 4. Then by using expressions (8), (9) and (10) we have 
W = Wire(x) + q(x)] + W[m(x) + m"(x) + q(x)]. 
Now W[m(x) + q(z)] > Wire(x)] - W[q(x)] = 4 - 1 = 3. Similarly 
Wire(x) + m"(x) + q(x)] > W[m(x) + m"(x)] - W[q(x)]. But 
W[m(x)] = 4 and W[m"(x)] = 3 imply that W[m(x) + m"(x)] be 
odd, i.e., Wire(x) + m"(x)] => 3. It. then follows that W > 3 + 2 = 5. 
Q.E.D. 
Finally, we like to investigate the weight structure of the NR code. 
The task is extremely simplified by the following lemma which results 
immediately from (3) and (5). 
LEMMA 3. Any code word w of the NR code admits of the following de- 
composition 
w = v+q+p'  (18) 
where v is a member of the lcernel, q is given by (9),and p' = [0, 0, q(x) 
+ f(x)q(x)]. 
We now remark that the vector p' of (18) is analogous to the vector 
p of (10). In fact 
m*(x) ~ q(x) + f(x)q(z) 
belongs to {re(x)} and if q(x) ~ O, Lemma 2 yields: W[m*(x)] = 3 and 
W[q(x) + m*(x)] = 4. We see therefore that by an argument exactly 
parallel to the one used to prove Theorem 1 we can demonstrate he 
following assertion: 
THEORE~ 2. The NR code has minimum weight 5. 
This concludes the formal justification of the heuristic observations of
Nordstrom and Robinson. 
Note added in proof. The polynomial description upon which this paper 
is based, is similar to that used by Vasil'ev (1962) and SehSnheim (1968) 
for linear and nonlinear single-error-correcting codes. Surprisingly 
enough, however, the NR code does not appear to be a subcode of a non- 
linear Vasil'ev-SchSnheim code (while it is a subcode of the (15, 11) 
Hamming codes as remarked by Robinson (1968)). In fact a 15-digit 
Vasil'ev-SchSnheim binary code can be described, with our nomen- 
clature, by the expression (we let q(x) = ax ~) 
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r = Ira(x) + q(x), b + a + i7 + ~[m'(x)],m(x) + q(x) + m'(x)] (19) 
where re(x), m'(x), q(x), are arbitrary and ~[m'(x)] is a linear or non- 
linear binary function defined on {re(x) } (that is, ~ is a Boolean function 
of the coefficients of re(x) ) with ~[0] = 0. Expression (19) can be given 
the following decomposition: 
where 
r=v+q+s+t  
v = Ira(x), i7, re(x) + bu(x)] 
q = [q(x), 0, q(x) ] 
s = [0, 0, m'(x) + bu(x)] 
t = [0, b + a + ~[m'(z)], 0 ] 
From relation (18), in order that r belong to the NR code the following 
two conditions have to be simultaneously satisfied: 
m'(x) = bu(x) + ax"(1 + f(x)) (20) 
~[m'(x)] = ~[bu(x) + axe'(1 + f(x)) ]  = b + a. (21) 
Relation (20) restricts the choice of m'(x) (in the sense that m'(x) is 
entirely determined by m (x), i7 and q (x)),  whereas (21) determines the 
form of ~. We claim that ¢ is linear over {re(x)}. In fact, the generic 
member re(x) of {re(x)} can be expressed as re(x) = bu(x) + 
ax'~(1 + f(x)),  for arbitrary choices of a, b = 0, 1 and a -- 0, 1, . . .  , 6 
(clearly a is specified only when a = 1). Consider now two genetic 
members of {re(x)}: i.e., ml(x) = blu(x) + alx"l(1 + f(x)) and 
m2(x) = b2u(x) + a2x"2(1 + f(x) ). Simple manipulations yield 
ml(x) + m2(x) 
= (bl + b2 + ala2~)u(x) + (al + a2 + ala2~)x'~(1 + f(x)) 
where ~ is a binary function of al and a2, defined by 
0 if al = a2 (al , a2 specified) 
= 1 otherwise 
and a is a function of al and a2 (unspecified when both al and a2 are 
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unspecified, i.e., al = a2 = 0). Now from (21) we obtain 
~[m1(x)] -t- ~[m2(x)] = al -t- 51 + a2 -t- 52 
,p[ml(x) -4- m2(x)] = al -4- a2 -4- ala2~ -4- bl -~- b2 + ala~8 
= al + bl + a2 -~ b2 
which together with ¢[0] = 0, proves the l inearity of ~ over [m(x)}.  
Clearly ~ could be a nonlinear function when considered over the entire 
algebra of polynomials modulo (x v - 1), by arbitrari ly specifying the 
value of ~[i(x)] for polynomials i (x )  ~ {re(x)}. 
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