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ABSTRACT
Refined Turbulence Models for Simulation of
IC-Engine Cylinder Flows
Ibrahim Yavuz
Turbulence and turbulent mixing are two of the most important factors that
influence the efficiency and emissions level in internal combustion (IC) engines,
particularly for diesel engines. This study has been performed with the premise to
accurately predict in-cylinder turbulence by employing the large eddy simulation (LES)
technique. In order to assess the turbulence scales involved correctly, a review of
measured and computed scales relevant to IC engines is conducted. An assessment of
these is made in comparison with the self-imposed scales of the engine itself. This
assessment focuses on the influence of combustion, compression ratio, initial conditions
and numerical mesh on predicted turbulence scales. It was found that the turbulence
scales predicted by employing the commonly used k-ε turbulence model were in good
qualitative agreement with experimental observations and could be used as a guide to
determine the degree of resolution needed in LES.
To establish a base to improve existing Reynolds averaged Navier-Stokes
(RANS) models, a comparative study of the commonly used RANS models applied to IC
engines was conducted, using an experimental benchmark case, which is an isothermal,
incompressible flow within a piston-cylinder arrangement motored without combustion.
This study has lead to a new hybrid turbulence model, namely, the Smagorinsky based
eddy viscosity (SEV) model, which is self-adjusting between an eddy viscosity model
and subgrid-scale model, depending on the grid size, continuously from RANS to LES. It
was tested against the above-mentioned experimental benchmark. The predicted velocity
profiles and streamlines are in good agreement with experiments. The new model is a
viable alternative to the k-ε model in predicting the mean flowfield in IC engines.
Furthermore, the relative importance of the turbulence generation mechanisms in
IC engines has been studied using LES. First, the compression and expansion strokes of a
piston-bowl configuration are thoroughly investigated using a fine 2-D axisymmetric grid
and a 3-D grid. Next, the flow dynamics during the intake stroke has been examined
using a full 3-D configuration of an engine with valves and a typical bowl. The results
show that a significant portion of the inertial sub-range in the energy spectra can be
resolved using a moderately fine grid with about 300,000 vertices. The calculated spectra
display about the same energy content up to 410f ≈ Hz, which is on the same order of
maximum frequency resolved in typical experiments. It is shown via the LES technique,
that significant turbulence is likely to be generated by a carefully designed bowl; and that
the more energetic intake turbulence generated during the intake stroke decays rapidly
during the compression stroke.
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Chapter 1
OBJECTIVE
The objectives of this research are to develop new or refine existing models to
improve the turbulent flow solution capabilities of a widely-used engine code, KIVA, and
to improve the capabilities of this tool to perform large eddy simulations while
considering to build a synergism of LES and RANS models. The long-term goal is to
enhance the understanding of turbulence generation in IC-engines and provide insight for
achieving higher efficiency and environmentally acceptable emissions levels.
Chapter 2
INTRODUCTION
Realistically simulating and predicting the mixing and combustion phenomena
relevant to IC engines still heavily depends on accurate prediction of in-cylinder
turbulence. As it is also demonstrated in this work, the shortcomings of the classical
turbulence models, particularly the two-equation models, are the primary factors for poor
predictions. This study has been performed with the premise that some of these
turbulence-modeling issues can be addressed by employing the large eddy simulation
(LES) technique to predict in-cylinder flow dynamics. In the LES approach the most
important (energetic), large turbulent scales are resolved, while only the effect of
unresolved small scales are modeled. For the present simulations the existing KIVA
family (versions 2, 3, and 3V) of codes originated from Los Alamos National Labs was
utilized. The 3-D, unsteady KIVA codes, which were designed specifically for internal
combustion engines, have been modified for LES.
First, the order of magnitudes of the important length and time scales which are
relevant to both the engine geometry and speed, and the resulting turbulent flow field are
established. If these scales are correctly assessed, the understanding of the turbulent flow
field will improve, which in turn will lead to better modeling strategies. A review of
3measured and computed scales relevant to IC engines is presented, and an assessment of
these is made in comparison with the self imposed scales of the engine itself. This
assessment includes axisymmetric calculations using the KIVA-3 code (Amsden, 1993)
for a typical IC engine, and focuses on the influence of combustion and numerical mesh
on predicted turbulence scales. RANS (Reynolds Averaged Navier Stokes) simulations
have also revealed that the turbulence length scale indicated by the k-ε model provide a
good base line for deciding on the degree of resolution needed for LES simulations.
Another goal of this research is to improve existing RANS models when applied
to IC-engines. To achieve this a study is performed on a benchmark flow, which
resembles that of a motored IC-engine to assess the performance of various turbulence
models. As expected the models do not perform uniformly well over all flow regimes.
Significant differences were observed among various models as the engine speed
increased. A new hybrid model has been proposed which tends to RANS calculations
with an eddy viscosity model and to LES with a Smagorinsky SGS model, in the limits of
coarse and fine girds, respectively. This is especially suitable for engine simulations
because most engine simulations are inherently three-dimensional and transient as in
LES.
Much work has focused on the compression and expansion strokes under motored
conditions, due to the complications introduced by the valve dynamics during the intake
stroke. A comparison of the results using different subgrid-scale (SGS) models showed
that the simulations with a SGS model produced an energy cascade, derived from a
spectral analysis of the fluctuating data, that qualitatively resembled experimental trends.
To achieve this, the numerical errors needed to be carefully controlled using small time
4steps with second order convection schemes. The predicted turbulence intensity was low
but showed the same trend (roughly a linear relationship with mean piston speed) as
experiments. This lower intensity can be partly attributed to approximations of the
unknown initial conditions inside the cylinder, which may be influenced significantly by
the intake stroke.
During the compression and expansion strokes, turbulence is induced primarily by
the geometry of the piston-cylinder assembly, in particular the piston-bowl. Most of the
turbulence in a real engine is induced during the intake stroke. For the next level of
realism, simulations of the intake and subsequent expansion and compression strokes
were performed for a typical two-valve cylinder assembly using the KIVA-3V (Amsden,
1997) code. A multi block structured mesh was set up for a general engine geometry. A
study was performed using different sub-grid scale and RANS turbulence models
including the k-ε model, no turbulence model, and a Smagorinsky model. The study
showed that the growth and the subsequent decay of turbulence during the intake phase
predicted with the Smagorinsky subgrid-scale model agreed well with experiments. The
power density spectra of the fluctuating velocity components were compared with those
obtained from the measurements. This comparison showed that a significant portion of
the inertial range dynamics is captured in the simulations.
Chapter 3
LITERATURE REVIEW
Turbulence and turbulent mixing are two of the most important factors which
influence the efficiency and emissions level in internal combustion (IC) engines,
particularly for diesel engines (see Hentschel, 1996; Reynolds, 1980; Heywood, 1987).
The mean flow field is also a critical factor controlling the combustion process. Together
they control the fuel-air mixing and burning rates, influence the mechanisms by which
emissions form, and govern the heat transfer rate to the cylinder walls. These flows are
extremely complex: they are turbulent, unsteady (in the mean), and three-dimensional.
The flow field is further complicated by the presence of swirl, squish, tumble, phase
change (of fuel droplets), chemical reactions, density fluctuations and acoustic
phenomena. According to Hentschel (1996), swirl is a dominant flow structure in the
piston bowl, and tumble and turbulence are essential for perfect mixing which is a
prerequisite for high power output at a low soot level. A good understanding of the
physical processes of fluid motion in diesel chambers is critical in developing engine
designs and control diagnostics with the most desirable operating efficiency and
emissions characteristics.
6The classical multidimensional modeling approach is to use some semi-empirical
turbulence model (e.g. the well-known k-ε model) to close Reynolds/Favre Averaged
Navier-Stokes (RANS) equations of motion. These models have serious shortcomings in
that they introduce ad hoc assumptions, which are not validated or verified by
experiments. One such assumption is the local isotropy of turbulence inherent to eddy
viscosity models. For example, in the standard k-ε model the eddy viscosity is isotropic,
and the dissipation rate, ε, equation is modeled using the local isotropy assumption (see
e.g. Hossain and Rodi, 1982). In addition to local isotropy, this model uses a single length
scale and a time scale (locally) to represent a whole spectrum of turbulent length and time
scales ranging from the large eddies (proportional to the size of the combustion chamber)
down to the Kolmogorov scales. Moreover, most of these models require that the
turbulent stress tensor be aligned with the mean rate-of-strain tensor, which is not valid
for many complex flows such as those observed in IC-engines. An important defect in the
k-ε model is that it gives a completely unrealistic representation of the normal stresses,
failing to reproduce the strong normal stress anisotropy observed essentially in all shear
flows. Many of the shortcomings and assumptions made in RANS simulations can be
eliminated by employing the Large Eddy Simulation (LES) technique which has been
widely tested for simple flows, and has recently been extended for predicting complex
turbulent flows encountered in realistic engineering applications.
The LES technique solves the three dimensional, transient Navier-Stokes
equations after applying a spatial filtering which is similar to time averaging. Depending
on the filter width, which is usually a function of the numerical mesh size used, LES can
capture the most important large-scale fluctuations in the flow quantities, leaving only the
7relatively small scales to be modeled empirically. The finer the grid size, the better is the
resolution of turbulence scales, and the less important are the modeling assumptions. The
small-scale structures in turbulence are believed to be more isotropic; hence the usual
eddy-viscosity type models are more appropriate. If LES can be successfully applied to
engine flows it should provide insight to the above-mentioned controversies and enhance
the understanding of in-cylinder turbulence generation and control. In particular, it will
help to resolve the outstanding questions relevant to integral length and time scales, heat
and mass transfer rates, reaction rates, and cycle-to-cycle variations. It will also provide
data that can be used to refine the classical turbulence models.
As far as RANS modeling is concerned, there is an extensive amount of literature
on internal combustion engines (Bo et al., 1997; Celik et al., 1992, 1997; Reitz and
Rutland, 1991; Han et al., 1997; Ramos, 1989; O’Rourke and Amsden, 1987; Bashay et
al., 1986; Gosman, 1985). Most of the current computational studies utilize some version
of the so-called k-ε turbulence model. Because of the multiple eddy structures and the
strongly elliptic nature of the governing equations, low-order (i.e. zero-equation) models
do not work well. Some studies use algebraic stress models (ASM), but the
improvements over the k-ε model and its variants (e.g. low Reynolds number k-ε model;
RNG k-ε, Lien and Leschziner, 1994, Han et al., 1996) are marginal and there is no
consensus in the literature as to which model performs better. The isotropic eddy
viscosity concept and gradient diffusion model, where the turbulent stresses are related
solely to the local strain rates, are central to the k-ε model. It is well known (see e.g.
Reynolds, 1980) that in most cases relevant to engine combustion chambers the above
assumptions are not correct. Due to this fact, the performance of the k-ε model has not
8been fully successful, and the predictions are not as accurate as is desirable; in some
cases performance is very poor. The comparisons presented by Leschziner (1991), Celik
et al. (1987), and Mongia et al. (1986), confirm the above arguments. The applications of
second moment closure models (i.e. Reynolds stress transport-RST models) to three
dimensional turbulent flows are scarce in the literature for the obvious reason that six
additional non-linear partial differential equations must be modeled and solved. RST
models were applied to engine-like geometries in a recent study by Yang et al. (1998).
Although this study shows some promise it remains to be fully validated. This study also
shows significant differences between k-ε and RST model results. Leschziner (1991) has
demonstrated that while considerable improvement can be gained from second moment-
closure, predictive performance is not consistently satisfactory.
State-of-the-art experimental techniques are also available and they are being
applied to measure in-cylinder turbulence. Some recent studies in this field are: Catania et
al. (1995, 1996, 1997); Corcione and Valentino (1990); Valentino et al (1998); Lee and
Farell (1992); and Himes and Farell (1998). There are also attempts to deduce some of
the relevant scales from measurements (see e.g. Catania et al. 1997; Arcoumanis et al.,
1994; Subramaniam et al., 1991; Corcione and Valentino, 1990, 1994a&b, Witze, 1977
and Lancaster, 1976). Not only are these measurements difficult and time consuming, but
they are also limited in the sense that only point data can be obtained in case of hot-wire
and LDV measurements. The PIV techniques are still in a stage of development (Reuss et
al., 1995; Choi and Guezennec, 1998). Measurement techniques that can withstand the
harsh combustion environment inside the engine cylinder are very rare, and require glass
(quartz) windows for optical access. The above mentioned studies point to the importance
9of integral turbulence length scales and time scales in determining the dynamics of in-
cylinder flow and combustion processes.
In the last decade a substantial effort has been put into advancing the prediction of
turbulence in compressible non-reacting flows by application of LES (Reynolds, 1989;
Galperin and Orszag, 1993; Ragab and Piomelli, 1993; Rodi et al., 1997; and Piomelli,
1998). The same technique has also been applied to turbulent reacting flows with
considerable success (see e.g. Garrick, 1995; Erlebacher and Hussaini, 1993; Menon and
Jou, 1991; Sykes et al., 1990, 1994). Reynolds (1980) suggested that LES was probably
the best way to model combustion in reciprocating engines. The application of LES to
internal combustion engine (ICE) cylinder flows is rare because of complications
introduced by compressibility, complex cylinder and valve geometries with moving
boundaries, and particularly the complication due to turbulence-combustion interaction.
One of the early attempts of LES for engine flows was presented by Naitoh et al. (1992).
This extensive study even with a relatively coarse grid, and first order Euler time
marching scheme has shown the great potential of LES for ICE applications. Another
study using a finite volume CFD code is by Haworth (1998) who reported encouraging
results in predicting the ensemble averaged trends for an experimental axisymmetric,
motored engine cylinder at a relatively low speed of 200 RPM.
3.1 Turbulence and Turbulence Modeling
One of the pioneers in the study of turbulent flows, Osborne Reynolds, named this
type of motion “sinuous motion”.
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Although it is difficult to give a precise definition of an irregular motion like
turbulent flow, Hinze (1975) defined turbulence as:
“Turbulent fluid motion is an irregular condition of flow in which the various
quantities show a random variation with time and space coordinates, so that statistically
distinct average values can be discerned.”
Moreover, Bradshaw (1971) defined turbulence in a more satisfactory way as:
“Turbulence is a three-dimensional time-dependent motion in which vortex
stretching causes velocity fluctuations to spread to all wavelengths between a minimum
determined by viscous forces and a maximum determined by the boundary conditions of
the flow. It is the usual state of fluid motion except at low Reynolds numbers.”
3.1.2 Properties of Turbulence
For a better understanding of turbulence a list of the characteristics of turbulent
flows is summarized below:
• One characteristic of all turbulent flows, is the irregularity, or apparent
randomness. This leads one to rely on statistical methods, since a deterministic
approach to turbulence problems is impossible.
• The diffusivity of turbulence is perhaps the most important feature of turbulence
from an engineering point of view. Turbulent diffusion causes rapid mixing, and
greatly enhances the transfer of momentum, mass and energy. Several orders of
magnitude larger stresses develop in turbulent flows than in corresponding
laminar flows. As far as applications are concerned: it prevents boundary-layer
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separation on airfoils at fairly large angles of attack, it raises heat transfer rates in
machinery, etc.
• High Reynolds numbers are common in turbulent flows. An analysis of the
solutions to the Navier-Stokes equations, show that turbulence often originates as
an instability of laminar flows if the Reynolds number becomes too large. The
instabilities are related to the interaction of viscous terms and nonlinear inertia
terms in the equations of motion (Tennekes and Lumley, 1972).
• Turbulence is rotational and three-dimensional. The characteristic fluctuating
vorticity in turbulent flows is maintained by vigorous stretching of vortex lines
(Wilcox, 1993; Tennekes and Lumley, 1972), which is missing in two-
dimensional flow. Nevertheless, two-dimensional turbulence is studied, as of its
simplicity and as a basis for three-dimensional turbulence. However, Batchelor
(1969) expresses his concerns as:
“Motion in two dimensions has the simple property that vorticity of a
fluid element is unchanged (i.e., in 2-D although ω = 0 and 
z∂
∂
 = 0, vorticity,
0V ≠×∇ ), except by molecular diffusion, as the element follows the motion.
And precisely because of this special characteristic of 2-D motion, we should
be wary of assuming too close a relation between two- and three- dimensional
turbulence.”
• Turbulence is dissipative in nature. The viscosity effects in real fluids will result
in an increase of the internal energy of the fluid at the expense of kinetic energy
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of turbulence. The continuous generation of turbulent motion depends on a
continuous supply of energy; otherwise it will decay.
• The time-dependent, three-dimensional Navier-Stokes equations govern the
physics of turbulent flow. This leads to the fact that turbulence is a continuum
phenomenon. Even the smallest scales present in a turbulent flow are far larger
than any molecular length scale (Tennekes and Lumley, 1972).
• Turbulence consists of a continuous spectrum of scales, i.e. turbulence is a broad-
band process with a continuous spectrum where all scales ranging from largest to
smallest interact (Schumann, 1993). For a better understanding one is referred to
the concept of eddies. A turbulent eddy can be described as a local swirling
motion with a characteristic dimension of the local turbulence scale. On one end
of the spectrum are the large, energy containing eddies. As the turbulence decays,
the kinetic energy of the highly anisotropic larger eddies is transferred to the
isotropic smaller eddies. The smallest eddies then dissipate into heat via
molecular viscosity interaction. Therefore, turbulence becomes more
homogeneous and independent of direction with the effect of viscosity.
• A common source of energy for turbulence is shear in the mean flow and
buoyancy. But mostly other factors, like rotational or irrotational mean flow




Attempts of modeling turbulence started more than a century ago, when
Boussinesq (1877) introduced the concept of an eddy viscosity, i.e. the Boussinesq eddy
viscosity approximation. After Prandtl (1925) introduced the mixing length and a method
for computing the eddy viscosity in terms of the mixing length, the horizon for turbulence
modeling was broadened. A mixing length model is usually referred to as an algebraic
model or a zero-equation model of turbulence. The birth of the one-equation model of
turbulence had to wait until 1945 when Prandtl postulated a model in which the eddy
viscosity depends upon the kinetic energy of the turbulent fluctuations, k. This
improvement takes into account that the eddy viscosity is affected by the flow history.
However, even with this development, turbulence models that do not provide a length
scale are incomplete (Wilcox, 1993).
A complete model of turbulence should be of a kind that does not require any
prior knowledge of any property of the turbulence. The first one was introduced by
Kolmogorov (1942), the so-called k-ω model. In this model ω has a differential equation
similar to the one for k. Thus, this model is termed a two-equation model of turbulence.
Second order closure models were founded by Rotta (1951), which do not make
use of the Boussinesq approximation. Instead, they use a model for the turbulent stresses,
i.e. the Reynolds-stress tensor. These models take effects like streamline curvature, rigid
body rotation and body forces into account, which is not the case in eddy viscosity
models.
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All of the models mentioned above are the so-called RANS (Reynolds Averaged
Navier Stokes) models. There are four main classes of techniques for dealing with
turbulent flows:
1) Analytical
2) Direct numerical simulation (DNS)
3) Reynolds averaged Navier-Stokes (RANS)
4) Large eddy simulation (LES)
For highly idealized situations like isotropic and homogeneous flow, analytical
methods can be employed (Aldama, 1990). These studies have proven to provide
information about the dynamic behavior of small scales of turbulence.
In direct numerical simulation the solution of the Navier-Stokes equations are
sought without averaging and approximation. Though there will be some errors from the
numerical discretization, they can be estimated and controlled. Basically, all scales of the
motion contained in the flow are resolved. DNS is used for developing an understanding
of the physics of the flow and deployed in developing turbulence models for simple
flows. However, from an engineering point of view, it provides far more information than
an engineer needs, and it is simply too expensive to be employed on a regular basis.
Moreover, on present machines it is restricted to low Reynolds numbers.
Most engineering flows of interest are turbulent in nature and it is not a trivial
task to do accurate numerical simulations of these flows. The mixed quality of the results
gained with RANS simulations and the ever-decreasing cost of doing computations has
led to the recognition of large eddy simulation (LES) as a tool for prediction of turbulent
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flows. Large eddy simulations are three-dimensional, time-dependent and expensive but
much less costly than direct numerical simulations. Thus, LES is preferred when the
Reynolds number is high or the geometry is relatively complex for the application of
DNS. A detailed discussion of large eddy simulations will be presented later.
3.2 Turbulence Scales
It is important to establish the order of magnitudes of the important length and
time scales which are relevant to both the engine geometry and speed, and the resulting
turbulent flow field.
The relevant length and time scales pertaining to both the geometry and to
turbulence are reviewed by Reynolds (1980) and Heywood (1987), and computed by
Shah and Markatos (1986).  The length scales exhibit a wide spectrum of sizes from the
size of the combustion chamber down to the Kolmogorov microscale ( ) 413Kl εν= . In
between are the thickness of the wall boundary layers, the width of the intake jet, the
integral length scale of turbulence, and the Taylor microscale as relevant length scales
which must be considered. The important time scales include the integral time scale of
turbulence, large eddy turnover time, the flow-pass time (a measure of time required for a
fast moving fluid eddy to travel the length of the shear layer), and development time
(time required for a boundary layer to reach equilibrium). Since burning occurs at the
smallest scales, it is desirable that these scales are either resolved or modeled (e.g. via
sub-grid scale models) to accurately predict the flame structure and propagation. The
time scale associated with the smallest eddies is the Kolmogorov time scale.
16
The two most important scales of turbulence, namely, the integral length scale and
the Taylor microscale show significant variations over a complete engine cycle, as well
as cycle-to-cycle. Shah and Markatos (1987) demonstrated that the length scales
predicted by different versions of the k-ε model are significantly different; here k is the
turbulent kinetic energy and ε is the dissipation rate of k. However, it was not
investigated which scales were more appropriate for the engine simulations, and they
were not compared to the relevant scales imposed by the engine itself. With liquid fuels,
the length scales associated with the fuel jet, and the droplet size and distribution,
including the evaporation velocity must all be accounted for.  For example, the droplet
turbulence interaction time (or turbulence-droplet correlation time) is usually taken to be
the minimum of eddy turnover time (proportional to the integral time scale of turbulence)
and the droplet residence time in a large-scale eddy. The droplet residence time in turn is
a function of the droplet relaxation time, the slip velocity, and the gas-phase velocity
fluctuations.
There is an extensive amount of information available in the literature concerning
turbulence intensity, length scales and turbulence in general. However this information,
which comes from discrete experiments which are engine or problem specific, have
rarely been assessed together under the realm of theory and engine simulations using
turbulence models. Here, only the most relevant literature has been reviewed and a
summary of findings is presented. These are relevant to the selected topic, namely,
turbulence modeling and combustion in IC engines.
One of the earlier papers in the area of turbulence characterization of motored
spark ignition (SI) engines is due to Lancaster (1976) where proper measurements and
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averaging techniques are discussed for non-stationary turbulent flows observed in SI
engines. He showed that the turbulence energy spectrum deviated from the Kolmogorov
distribution (i.e. -5/3 slope) in the lower frequency regions with a slope closer to -2. Only
about 30% of the energy is contained at frequencies above 1.0 kHz.  The turbulence
frequencies were less than about 13 kHz for the engine conditions tested for speeds on
the range 1000 - 2000 RPM (revolutions per minute). The turbulence intensity was found
to scale with the mean engine speed as well as the volumetric efficiency, engine speed
having the strongest effect. The turbulence intensity is naturally correlated with intake
flow parameters (e.g. volume flow rate) near the top dead center (TDC). The temporal
length scales increased with crank angle during the intake and compression strokes. The
mean temporal microscale decreased with increasing mean engine speed. The in-cylinder
turbulence near TDC of compression is nearly isotropic. By applying Taylor’s hypothesis
he obtained spatial micro scales in the range 0.63 to 0.84 mm, and 0.86 to 1.68 mm with
non-shrouded and shrouded valves, respectively. Lancaster questions the applicability of
Taylor’s hypothesis to non-stationary engine flows. His assessment of the literature
showed that the integral length scale, lI , varied between 0.2 to 3.5 mm, and the Taylor
microscale, lT,  can be estimated from  lT = lI / 4.
The paper by Hoult and Wong (1980) sheds light on certain aspects of turbulence
generation in IC engines. Here the authors apply rapid distortion theory to quantify
turbulence intensity and energy spectrum. Comparisons with experiments indicate that
this theory can indeed predict the correct trends during the compression and expansion
phases. The theory works best during the combustion phase when the gases are
compressed rapidly. The results show that the size of the main vortex generated during
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the intake is scaled with the valve diameter, and its position remains approximately fixed
relative to the piston position. The finding of Hoult and Wong is important in that they
indicate that the viscous effects can be neglected at high Reynolds numbers and some
kind of a conservation of vorticity perturbation law can be used, ignoring the nonlinear
interactions of fluctuating quantities, to characterize the turbulent flow structure
including flame propagation. Heywood (1987) points out that in the absence of
dissipation, the rapidly imposed distortions during compression would nearly conserve
angular momentum, and hence they should lead to an increase in vorticity and turbulence
intensity. However, in some cases the dissipative effects can be large enough to render
the above conclusion invalid.
An extensive review of the literature on IC engines turbulence is presented by
Heywood (1987). He reiterates the fact that during the intake the turbulent flow is neither
homogeneous nor isotropic. However, near TDC (at the end of the compression) the
turbulence is nearly homogeneous, and in the absence of intake generated swirling flow
the turbulence is essentially isotropic, and turbulence experiences a rapid decay process
lasting until intake valve closing. With the swirl and bowl-in-piston geometry, the flow is
expected to be more complex. It would be interesting to evaluate the influence of intake
swirl on the turbulence generated by the intake flow. There are indications that swirl
might either enhance or damp the turbulence level depending on the character of the swirl
velocity profile. According to Heywood when the swirl velocity is of the solid-body
rotation type the turbulence intensity almost always decreases. He also suggests that the
maximum turbulent intensity at TDC is approximately equal to 50% of the mean piston
speed. Concerning the turbulence length and time scales, Heywood’s review reveals the
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summary shown in Table 3.1. Another important piece of information pertaining to the
length scales in engines is that the maximum wall boundary layer thickness on the
cylinder head and piston surfaces could be as high as 5 mm at moderate engine speeds.
The flow regimes inside the boundary layer as well as the main vortex motion inside the
cylinder can be characterized by a Reynolds number defined as Re = VpL/ν ; where Vp is
the mean piston speed, L is the stroke, and ν is the kinematic viscosity.
Fraser et al. (1986) present direct measurements of lateral integral length scale
using laser Doppler velocimetry (LDV). This length scale ranges between 2 to 3.5 mm
for crank angles between 320 to 380 degrees ATDC with a local minimum at the TDC.
When the same data is normalized by the instantaneous clearance height the non-
dimensional value increases from 0.1 to 0.2 at TDC and remains approximately fixed
after that. Lancaster’s measurements agree with those by various other authors within a
factor of two. The previous work reviewed by Lancaster along with his work seem to
indicate that the relative integral length scale of turbulence should be function of the
engine speed, swirl ratio, and compression ratio. He also points out that the longitudinal
and lateral length scales could be significantly different; for homogeneous, isotropic
turbulence the former is about two times the latter (a consequence of Taylor’s
hypothesis).
Corcione and Valentino (1990) presents some direct measurements of lateral
length scale inside the combustion chamber of a diesel engine during the compression
stroke at 600 and 1000 RPM. They calculate indirectly the lateral length scale using
Taylor’s hypothesis, however due to the uncertainty involved in this analysis, only the
direct measurements are considered here. The measured lateral length scales were in the
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order of 1 to 2.5 mm and decrease during the compression stroke (330 to 370 degree
crank angles). These authors showed that the cylinder geometry had a significant
influence on turbulence length scales.
Table 3.1 Estimated length and time scales for an automotive-size engine at a






  lI (Integral length
scale)
10.0 mm during intake scales with valve lift
  lI (min) (Integral
length scale)
2.0-5.0 mm end of
compression
scales with clearance height,
varies little with engine speed
  lT (Taylor micro
length-scale)
1.0 mm end of
compression
varies little with engine speed
  lK (Kolmogorov
length scale)
0.01 mm end of
compression
  τI (Integral time
scale)




  τT (Taylor micro
time-scale)




Detailed measurements of root mean square (RMS) turbulent velocity fluctuations
using a state-of-the-art LDV system are reported by Arcoumanis et al. (1994) for a 1.9
liter direct injection (DI) diesel engine. The RMS values of the swirl velocity fluctuations
are very high (about 4⋅Vp, Vp being the mean piston speed) during the intake due to
counter-rotating jets, and they decay to about Vp near the BDC. The RMS axial velocity
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fluctuations attain peak values of about 4⋅Vp during early induction. Both swirl and axial
velocity fluctuations show as much as three fold spatial variation with radial position at a
dimensionless distance x/S = 0.l (here x is the axial distance and S is the stroke) from the
cylinder head indicating that the turbulence is strongly non-homogeneous. The detailed
mean velocity measurements reported in this paper can be used for validation of multi-
dimensional computational models.
3.3 Large Eddy Simulation
Most engineering flows of interest are in the turbulent regime, which contains a
wide range of length and time scales. In large eddy simulation (LES) the large eddies are
computed and the smallest eddies are modeled, as the large-scale motions are more
energetic than the small scale ones and are responsible for most of the transport. The
small-scale turbulence serves mainly to drain energy from the large scales through the
cascade process, and is more universal and nearly isotropic, which makes it more suitable
to be modeled.
To apply LES, the Navier-Stokes equations are filtered to obtain the equations for
the large-scale motion. However, the non-linearity of the Navier-Stokes equations makes
it impossible to obtain an exact closed equation for any filtered quantity (Rodi et al.,
1997). The filtered out small scales then have to be represented by a RANS-like model
that relates their effects to the resolved large scales to close the equation. The main
difference between RANS and LES approaches lies in the fact that only the mean flow is
resolved in RANS and the whole spectrum of turbulence is modeled with a limited
number of scales.
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3.3.1 Filtering for LES
To separate the large scales from the small scales, LES is based on the filtering
operation. For a one-dimensional and time dependent arbitrary function ( )t,xf , the filtered
variable ( )t,xf can be defined as
( ) )t,x(f)x(hxd)t,x(f)xx(h)t,x(ft,xf ss ∗=′′′−== ∫∞∞− (3.1)
where sh is the filter function, and  or overbar indicates spatial filtering. The
convolution of hs and f gives the filtered signal f , then in Fourier space
)t,k(fˆ)k(hˆ)t,k(fˆ s= (3.2)
There are three popular types of filters: the box filter, the sharp-cutoff filter, and
the Gaussian filter, the properties of which are shown in Fig. 3.1
a) Box Filter
b) Fourier Space Sharp-Cutoff
c) Gaussian
−∆ ∆ −pi/∆ pi/∆
−∆ ∆ −pi/∆ pi/∆
Cartesian Fourier Space
Figure 3.1 LES filter types
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where fλ is  a characteristic filter width and γ is a constant.
3.3.2 Governing Equations for Incompressible Turbulent Flows
The filtered continuity, momentum and energy equations for incompressible flow
































































where u is the normal velocity, P the pressure, T the temperature, ν the kinematic
viscosity and α the thermal diffusivity. These equations can then be solved if one
introduces models for ijτ and jq  which are defined as
ijkkijij R3
1R δ−=τ (3.6)
jijiij uuuuR −= (3.7)
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and
Tuq ij ′′= (3.8)
3.3.3 Governing Equations for Compressible Turbulent Flows
For compressible flows it is appropriate to define a Favre-filtered (i.e density





























































where xi represents the Cartesian coordinates (i = 1,2,3), iu~  are the Cartesian
components of the filtered velocity, p  is the mean presssure, ρ is the mean density, Gij is
the total stress, Hj is the energy flux due to heat transfer and work done by the total stress,
and ku~u~21T~ce~ iiv ρ+ρ+ρ=ρ  is the filtered total energy per unit volume where
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( )iiii u~u~uu21k −=  is the subgrid scale turbulence kinetic energy per unit volume. Note
that double overbar and tilda both have the same meaning in the notation used here.
The total stress is defined as
ijijijG σ+τ= (3.14)
( )jijiij u~u~uu −ρ−=τ (3.15)
where τij is the subgrid scale stress tensor and k2ii ρ−=τ . The molecular viscous






























where µ is the molecular viscosity based on the Favre-filtered static temperature
T~ . The total heat transfer is given by
jjj qQ +=ϑ (3.17)
where jQ  is the subgrid scale heat flux








and jq  is the molecular heat flux and kT is the molecular thermal conductivity





Then, the closure of this system needs models for the subgrid scale stress τij and
heat flux Qj.
3.3.4 Smagorinsky Model
Smagorinsky (1963) was the first to postulate a model for the subgrid scale
stresses (SGS). The model assumes the SGS stresses follow a gradient-diffusion process,
similar to molecular motion. Most sub-grid scale models are based on the definition of a


















































Assuming equilibrium of production and dissipation of subgrid energy, a mixing
length type model in the form of the subgrid scale eddy viscosity is then defined as
SC 2st ∆=ν (3.23)
where Cs is the model parameter, ∆ is the filter width (usually taken as
characteristic subgrid scale representing the largest subgrid scale eddies), and
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( ) 21ijijSSS =  is the contraction of resolved stresses. In general Cs is not constant; it may
be a function of non-dimensional parameters like the Reynolds number and may differ
according to the flow situation. For example, Lilly (1966) suggested for homogeneous
isotropic turbulence Cs = 0.17 ~ 0.23, Bardina (1983) used values of 0.09 to 0.20 for
homogeneous and sheared flows, and Cs = 0.065 ~ 0.1 for channel flow.
The filter length scale ∆ is usually calculated as the average cell size in finite
volume or finite difference simulations, i.e.
( ) 31zyx ∆∆∆=∆ (3.24)
Another important issue is the treatment of the regions near solid surfaces, where
the value of Cs has to be reduced. One suggestion is to use the van Driest damping that
has been used to reduce the near-wall eddy viscosity in RANS models (Ferziger and
Peric, 1997),
( )2Ayss we1CC ++−−′= (3.25)
where A+ is a constant usually taken as 25 and +wy is the distance from the wall in
viscous wall units ( ν= τ+ /uyy ww , where τu  is the shear velocity).
Chapter 4
AN ASSESSMENT OF TURBULENCE SCALES RELEVANT TO IC ENGINES
4.1 Introduction
It is important to place the expected orders of magnitude of the important length
and time scales which are relevant to both the engine geometry and speed, and the
resulting turbulent flow field. If these scale magnitudes are correctly assessed, the
understanding of the turbulent flow field will improve, which in turn will lead to better
modeling strategies, especially for large eddy simulations. Moreover, turbulence intensity
and the length scales play dominant roles in turbulent flame propagation and hence in
temperature distribution and combustion processes in internal combustion engines. In
spite of this due emphasis is not focused on investigating the primary factors which
influence these scales. The consequences of the length scale variations are not
investigated either. Experimental work relevant to this subject, i.e. direct measurement of
lateral and axial length scales, dates back 20 years and is based on hot wire data. More
recent experiments using laser Doppler velocimetry (LDV) technique focus more on
determining the mean flow field with very rare attempts to measure length scales directly.
In this work most relevant experimental work on this topic has been reviewed and are
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compared with those scales implied by the standard k- ε turbulence model. The influence
of combustion and the numerical mesh size on predictions is investigated. This
assessment is carried out via axisymmetric calculations using the KIVA-3 code (Amsden,
1993) for a typical IC engine, and focuses on the influence of combustion and numerical
mesh on predicted turbulence scales. The present results will serve as a prelude and as a
guide to determine the mesh size in the anticipated large eddy simulations (LES) of diesel
combustion chambers.
4.2 Combustion and Grid Effects on Turbulence scales
Here, the implied velocity and the length scales are summarized when the
standard k-ε turbulence model is used in engine calculations. The integral velocity scale
of turbulence is related to the turbulent kinetic energy, k, by assuming locally isotropic
turbulence, as
 u = (2k/3)1/2 (4.1)
In what follows this velocity scale should be interpreted as the root mean square,
urms, turbulence intensity. The integral length scale, lI, of turbulence is calculated from
lI  = u
3
 / ε (4.2)
Equation 4.2 should not be interpreted as a strict equality, but rather an
approximation where the constant of proportionality is taken as unity. The integral time
scale is calculated simply from the ratio
τI = lI /u (4.3)
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The smallest scales associated with dissipation of turbulent kinetic energy, k, by
viscous effects are the Kolmogorov (micro) scales, and are given by
( ) 413K εν=l (4.4)
( ) 21K εν=τ (4.5)
where ν is the kinematic viscosity, and ε is the dissipation rate of k.
The velocity scale u (= urms) of turbulence is related to the time, τ, and length, l,
scale by
u = l / τ (4.6)
For example the Kolmogorov (micro) velocity scale is
( ) 41KKKu νε=τ= l (4.7)
















Under some restrictive conditions (e.g. homogeneous, stationary turbulence) the




where U is the mean velocity component in the direction in consideration.
The integral scales are associated with relatively large eddies and the Kolmogorov
scales are associated with smallest eddies in a turbulent flow. The time τ, and velocity, u,
scale of an eddy of size l, is between lI and lk can be calculated if the assumption is that
u and τ are functions of ε and ν only. Dimensional reasoning then leads to
( ) 312 ε=τ l (4.14)
( ) 31u ε= l (4.15)
For large Ret, turbulence can be assumed to be locally isotropic, in which case






The Taylor’s time scale can be calculated from
( ) 312TT ε=τ l (4.17)
The present calculations were performed utilizing a readily available computer
code, KIVA-3 (Amsden, 1993), as described in Appendix A.
The geometry and the relevant parameters used for the engine simulated are
shown in Figure 4.1. This is the engine, which is presented as the base case in the KIVA
family manuals. The fuel used is gasoline represented as C8H17. Combustion was induced
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by increasing the energy content of a certain number of cells to approximately emulate a
spark ignition process. But the amount of the ignition energy seems to have a significant
influence on the overall combustion process. Hence, this procedure needs to be handled
with more caution in the future.
Four cases were simulated, namely, (1) the base case with a coarse grid, (2) base
case without combustion, (3) the base case with approximately double the number of
grids in each direction (with combustion), (4) the same as Case 3 but without combustion.
The objective was to investigate the influence of combustion and numerical grid on
turbulence scales in comparison with experiments. All of the cases were axisymmetric
and had the same reaction rates, which were turned off for cases without combustion. The
base case had about 333 grid nodes with the smallest grid size of 0.275 and 0.3 cm in the
r-direction and the x-direction, respectively.
4.2.1 Results
Figure 4.2 shows the variation of temperature with crank angle at various points
(see Figure 4.1 for the location of these points). Points 1&2 are fixed relative to the piston
head, and points 3&4 are fixed relative to the cylinder head. Combustion is initiated at
about 25 CA (crank angle degree) BTDC. The maximum temperature is around 2500 K.
Points 2&4 are barely influenced by combustion as they are near the cylinder surface and
away from the flame core. The influence of the combustion is seen most near the flame
front (points 1&3) as expected. At points 2&4 the temperature is most probably dictated
by the cylinder wall temperature and hence affected the least by the flame. A more
interesting observation is that the temperature distribution is affected very little by the
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mesh size except for point 1 towards the end of the expansion stroke. Here the grid
doubling with combustion leads to about 250 K (25%) difference in temperature. With










The Coordinates of nodes 1,2,3 and 4 are at -90 ATDC





Bore 9.843 cm Stroke 9.55 cm
Squish 0.181934 cm Speed 1600 rpm
Mean Piston Speed 509.3 cm/sec
Figure 4.1 The geometry of the simulated IC engine (-90 ATDC)
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Figure 4.3 shows the variation of the root-mean-square (RMS) velocity
fluctuations as predicted by the isotropic k-ε turbulence model. As expected, there is
dramatic influence of combustion on velocity fluctuations away from the cylinder walls
(see points 1&3). However, the influence of grid doubling is not as large as one would
intuitively expect, given that the base grid is a fairly coarse grid at point 1. At point 2,
however, the results are seen to be clearly grid dependent where urms changes as much as
60% as the grid is doubled with or without combustion. There is some change at points
2&4 towards the end of the expansion stroke which amounts to about 25%. Observing
that there is little dependence of the temperature on the grid at point 3, and the significant
changes seen in urms at point 3 leads to the conclusion that the k-equation (hence the other
related turbulence quantities)  is more grid sensitive. It is also noteworthy that away from
the flame (points 2&4) the turbulence intensity seems to follow the trend of the piston
speed, first increasing then decreasing as the TDC is approached; then increasing again.
The intensity is much less during the expansion stroke compared to that of the
compression stroke. The maximum value of urms is attained at point 3 about 30 CA deg.
BTDC, and it is about twice the mean piston speed, Vp=276 cm/s. The maximum urms
near the wall (point 4) decreases by about 50%. The measurements of Arcoumanis et al.
(1994) in a DI diesel engine also showed similar trends but had different relative
magnitudes. The maximum urms at TDC is about 2.0Vp in contrast to Heywood’s (1987)
suggestion that it is 0.5Vp. It is puzzling to see that urms at point 3 starts increasing before
the temperature at the same point starts increasing, indicating some kind of a phase shift
between these two quantities!
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The influence of combustion on the integral length scale is not monotonic, i.e. in
some regions the length scale increases while in others it decreases with combustion; but
mostly it is smaller with combustion. Again the influence of combustion is insignificant
near the cylinder walls (points 2&3). There is also a significant influence of grid size. As
the grid is refined the implied length scale by the k-ε model mostly increases; point 4
shows a reverse trend. The pseudo periodic variation seen at points 2&4 indicate that the
length scale should scale with the clearance height as observed in the experiments (Fraser
et al., 1986). The minimum length scale is observed near the TDC and varies from 1 to
5mm spatially which agrees well with experimental observations (see Table 3.1). The
variation of the length scale seen at point 3 is very similar to those measured
experimentally by Fraser et al. (1986); it decreases towards the TDC and then increases
during the expansion. The maximum length scale is observed at point 1 at the end of the
expansion stroke, which is about 30mm. This should correspond to the size of the large
vortex (Hoult and Wong, 1980) which grows as the piston is expanding, and should scale
with the clearance distance from the piston to the cylinder head as well as the cylinder
bore length. The implied integral time scale can be computed from Equation 4.3, which
varies from 1 to 10 ms being smaller near the TDC and larger elsewhere. More drastic
variation occurs in the flame region. At points 2 and 4 it ranges from 1 to 2 ms. These
values seem to be reasonable when compared to those observed experimentally (see
Table 3.1). The smallest frequency (1/τI) computed from the k-ε model correspond to
about 1.0 kHz which is certainly in the lower frequency range of the energy spectrum.
The minimum Taylor and Kolmogorov length scales are in the order of 0.05mm and 0.01
mm, respectively, and they occur near TDC. For more detail see Celik and Yavuz (1997).
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Figure 4.2a Temperature distribution for points 1 and 2
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Figure 4.2b Temperature distribution for points 3 and 4
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Figure 4.3a Root mean square velocity scale for points 1 and 2
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Figure 4.3b Root mean square velocity scale for points 3 and 4
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Figure 4.4a Integral length scale for points 1 and 2
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Figure 4.4b Integral length scale for points 3 and 4
42
Figure 4.5a Kolmogorov length scale for points 1 and 2
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Figure 4.5b Kolmogorov length scale for points 3 and 4
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These calculations gave good qualitative results in comparison to experiments. In
particular the data of Fraser et al. (1986) from a motored IC engine for the dimensionless
integral length scale showed the same trend and the magnitudes as the calculated length
scale as shown in Figure 4.6. Fraser et al. (1986) presents direct measurements of lateral
integral length scale using laser Doppler velocimetry (LDV). This length scale ranges
between 2 to 3.5 mm  for crank angles  between 320  to 380 degrees ATDC with a local
minimum at the TDC. When the same data is normalized by the instantaneous clearance
height the non-dimensional values increase from 0.2 to 0.4 at TDC and remains
approximately fixed after that. See also Section 4.3 for an interpretation of Fraser et al.’s
measurements.
Figure 4.6 Non-dimensional Integral Length Scale versus Crank Angle (°)
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4.3 Effect of Compression Ratio and Three-dimensionality on Turbulence
scales
In this section the previous calculations are extended to three dimensions. The
influence of compression ratio is investigated. An assessment of all velocity, length and
time scales is made in comparison with the self imposed scales of the engine itself and in
comparison with available experimental data.
The previous work reviewed by Lancaster (1976) along with his work seem to
indicate that the relative integral length scale of turbulence should be function of the
engine speed, swirl ratio, and compression ratio. He also points out that the longitudinal
and lateral length scales could be significantly different; for homogeneous, isotropic
turbulence the former is about two times the latter ( a consequence of Taylor’s
hypothesis). It is noteworthy to mention that the lateral auto correlation coefficient
measured by Fraser et al. (1986) can be represented well by an exponential function of
the from
R(r*) = a (1-br*/2)exp(-br*) (4.18)
where a and b are constants, r* is the radial distance between the two points in
consideration.
Here, it was assumed that the integral scale, lI, deduced from the k-epsilon model








In the experiments only the lateral scale was measured. It was further assumed
that lf = 2lg as in homogeneous turbulence (Fraser at al., 1986).
The geometry and the relevant parameters for the engine simulated are the same
as the previous case (Fig.4.1). The data was taken at different points, which are shown in
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Figure 4.7 The geometry of the simulated IC engine ( -90° ATDC )
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The base case had about 333 grid nodes. An additional case with a modified grid
with 1336 grid nodes with the smallest grid size of 0.15 and 0.175 cm in the r-direction
and the x-direction, respectively for the axisymmetric cases, and also 25 grid nodes in the
θ direction for the polar grid of the 3-D case, was considered as shown in Figure 4.8.
Figure 4.8 The computational 3-D grid of the simulated IC engine
4.3.1 Results
The simulation was done from 270° CA to 450° CA, where the TDC is at 360°
CA. The computed length and time scales under different circumstances are given in
Figures 4.9 and 4.10, respectively. Where the k-ε model is used as the turbulence model,
and comparisons between different compression ratios, varying initial conditions and 3-D
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effects are presented. Point 1 and 2 are chosen for these graphs, where the first one is
very near the corner of the cylinder head and the second one further in the middle of the
engine. The exact coordinates are given in Figure 4.7, where for Point 1 and 2, the
coordinates are exact, however for Point 3 and 4, they are node values, and the exact
coordinates may vary slightly.
As seen in Figure 4.9a, the effect of compression ratio on the length scale is not
that significant in the vicinity of the cylinder wall, where it increases the Taylor’s and
Kolmogorov’s scales a little. Outside this region an increase in the compression ratio
from 11.0 to 20.4 increases the length scales all over the crank angle spectrum,
sometimes up to 3 times its original value. The reaction of the time scales, see Figure
4.10a, is a little different, near the wall there is no much going on in a quantitative sense,
except at the beginning of the compression stroke simulation, where it is affected by the
initial conditions. If Point 2 is investigated, they underlay the original value before TDC,
but have an increased trend after TDC.
The effect of turbulence intensity on the length scales is demonstrated in Figure
4.9b, where there is actually no effect at all, but as seen in Figures 4.10b, there is some
effect on the time scales, but again induced by the initial condition, and the effect dies out
after 40° CA after TDC in the near wall region, whereas it lasts until TDC in the middle
region of the engine.
As the 3-D effects are concerned, the only difference caused by the three-
dimensionality is the ignition region, where it is on one side of the engine only. The
ignition starts 27° CA before TDC, in which range as seen on Figures 4.9c and 4.10c, the
deviations of the length scales are introduced.
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In the near wall region, only the Taylor’s and Kolmogorov’s scales are affected
within a small percentage, and the effect last only a few crank angle degrees after TDC.
However, in the far wall case, the effect is much greater. There is a decrease to half of the
original length scale values of the 2-D axisymmetric case in the TDC region. Note that,
the place of the lowest length scale has shifted from -15° CA to -10° CA.
As for the time scales, again the 3-D effects are small in the near wall region, as
given in Figure 4.10c. The 3-D effects are a few percents in the TDC region, but noticing
that there is a considerable increase towards the end of the expansion stroke, one can say
that three-dimensionality relaxes the flowfield causing a lower level of turbulence
intensity.
4.4 Summary
An order of magnitude analysis of the scales present in the turbulent flow field
inside an engine cylinder has been conducted and length and time scale magnitudes are
assessed to be used in modeling strategies for large eddy simulations.
Literature most relevant to the subject of turbulence scales in IC engines have
been reviewed. In this respect, the work by Lancaster (1976), Witze (1977), Fraser et al.
(1986) and Arcoumanis et al. (1994) contain useful information. What seems to be
lacking is the systematic assessment of these quantities in proper dimensionless forms
using appropriate engine parameters as scaling parameters. Fraser et al. (1986) shows that
the lateral integral length scale scales with the clearance distance between the piston and
the cylinder head. Arcoumanis et al. (1984) uses the mean piston speed as scaling
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parameter for the turbulence intensity. Future analysis should focus on appropriate
dimensionless quantities. Otherwise it would be extremely difficult to reach conclusions
with universal applicability, which do not change significantly from engine to engine.
The measured auto correlation coefficients, and the energy spectra can be used to
calculate the cut-off frequency and length scales (eddy sizes) that are to be resolved by
fine grid Navier-Stokes solutions or large eddy simulations. For example the observation
made by Lancaster that only about 30% of the energy is contained beyond 1.0 kHz
frequency is very useful.
The present computations are limited in that they only consider axisymmetric
flow during the compression and expansion stroke of a typical IC engine. However, the
results indicate that the standard k-ε model does seem to give the right orders of
magnitude and even trends for the turbulence velocity and length scales. Needless to say
this model assumes local isotropy, hence cannot predict the usually observed non-
isotropic distribution of turbulence, especially during the intake and exhaust strokes.
The computational results further indicate that the turbulence intensity is very
sensitive, but the integral length scale is not as much sensitive to combustion.
Interestingly, the Taylor and Kolmogorov length scales are sensitive to combustion, and
this influence manifests itself with a considerable lag with respect to the increase in
temperature.
The minimum length scales (integral, Taylor, and Kolmogorov) are predicted near
the TDC, and are 1 to 5 mm, 0.05 mm, and 0.01 mm, respectively, which are in good
agreement with experimental observations. In this regard the k-ε can be used as a guide to
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determine computational strategies for fine grid LES simulations. It seems that it would
be logical to isolate the zone near top dead center and use many more spatial grid nodes
in this zone as compared to other zones with accurate interpolation and/or extrapolation
to continue the computations elsewhere.
Chapter 5
ASSESSMENT OF VARIOUS TURBULENCE MODELS
FOR IC-ENGINE APPLICATIONS
5.1 Introduction
The literature on applications of computational fluid dynamics (CFD) to internal
combustion engines shows that the turbulence model of choice widely utilized are of the
two-equation models based on isotropic eddy viscosity concept (see Celik et al., 1999, for
a review). However, there is little information in the common literature as to the
validation and performance comparison for various models of this type. Experience in the
present work has been that these models do not give results consistent with each other
when applied to realistic in-cylinder engine flows. It is found necessary to perform a
comparative validation study among various models, which might benefit the CFD
community involved with in-cylinder turbulent flow predictions.
In this study the commonly used conventional two-equation turbulence models
based on the eddy viscosity concept, the standard k-ε model, the renormalization group
theory (RNG) k-ε model, a typical Low Reynolds number k-ε model (Lam and
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Bremhorst 1981), the Richardson number correction (RNC) k-ε model, and a
Smagorinsky based eddy viscosity model are considered.
As a benchmark case an isothermal, incompressible flow within a piston-cylinder
arrangement motored without compression at 200 RPM (Morse, 1979) is investigated.
Then, a typical diesel-engine cylinder-bowl assembly (Catania et al., 1995) is considered
under motored conditions (i.e., without combustion). Only the compression and
expansion strokes are simulated for the latter case; hence cycle-to-cycle variations are not
considered. Since this study was intended to be a preliminary study for complex engine
simulations, at this stage the engine model was kept simple, i.e. axisymmetric and
without valves.
The present calculations were performed utilizing a readily available computer
code, KIVA-3 (Amsden, 1993) as described in Appendix A. In this study QSOU scheme
was used exclusively.
5.2 Turbulence Models
The standard k-ε model that is implemented in KIVA-3 includes modifications for
velocity dilatation, interactions with the spray, etc. (not included here). Moreover,



























































Here, E and D are additional functions for Low-Re k-ε models.
For the standard k-ε model, fµ, f1, and f2 are unity, and D and E are equal to zero.
For more details regarding the above equations the reader is referred to Amsden et al.,
(1989), and the standard k-ε model constants used in this model are Cε1 = 1.44, Cε2 =
1.92, Cµ = 0.09, σk = 1.0, σε = 1.3.
The Low Reynolds number model of Lam-Bremhorst (1981) is utilized in this
study, where E and D are zero, and




















The Renormalization group theory (RNG) k-ε model (Orszag et al., 1993) was
implemented in the KIVA-3 code as it was done by Han and Reitz, (1995); see also
Amsden, (1997). Here, the ε equation requires an additional term that accounts for the
turbulent to mean-strain time scale ratio through modification of the coefficient Cε1 (see
Han and Reitz, 1995). The RNG k-ε model coefficients are as follows,
Cε1 = 1.42-η (1-η/ηo) / (1+βη3) ; η = ρk/ε
Cε2 = 1.68, Cµ = 0.085, σk = 0.72 and σε = 0.72.
The standard k-ε model poorly predicts non-equilibrium flows with high
streamline curvatures with high swirl. For this, it has been subjected to a number of
modifications to account for the streamline curvature effects. These modifications are
usually introduced as corrections to the model of turbulent shear stress or as additions to
the source term in the ε equation. The former tends to produce a relatively rapid response
to the local curvature, while the latter may respond more slowly. The Richardson number
corrections (analogous to buoyant flows) considered in this section belong to the latter
type. They are most commonly used in dealing with swirl flows. The Richardson number
correction (RNC) was implemented to KIVA by Smirnov, (1998) to account for this























Here Vt and Vn, are the tangential and normal velocities to the streamline,
respectively, r is the curvature, "," denotes a derivative, G is the production and Cg =
0.008, other constants are the same as in the standard k-ε model.















































Assuming local equilibrium of production and dissipation of subgrid energy, a
mixing length type model in the form of the subgrid scale eddy viscosity is then defined
as (Smagorinsky, 1963)
SC 2st ∆=ν (5.12)
where Cs is the model parameter, ∆ is the filter length, and ( ) 21ijijSSS =  is the contraction
of resolved stresses. See Section 3.3.4 for the model constants.
Modifications were made to the KIVA code to allow a fairly simple Smagorinsky
based eddy viscosity model (SEV) where the eddy viscosity is calculated from
( ) ( ) 21ijij2chst SSLC=ν (5.13)
( )( )5.0npvoch y,2/Bore,minL ⋅⋅λ⋅α= ll (5.14)
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The Smagorinsky constant Cs was set equal to 0.1, which is in the lower range of
the typical values used in the literature (see e.g. Rodi et al., 1997). The valve opening, lvo
is 0.4 cm, and the model parameter λ = 0.2 according to the classical boundary layer
theory, yn is the normal wall distance, α = 1 and lp is the minimum of the distance from
the cylinder head and the piston head. In the original Smagorinsky model Lch is related to
the grid size in the context of large eddy simulation.
The above turbulence models were used in conjunction with the commonly used
law-of-the-wall boundary condition which is implemented in KIVA-3 (Amsden et al.,
1989).
5.3 Case Specific Numerical Issues
An isothermal, incompressible flow within a piston-cylinder arrangement (Morse
et al., 1979; Haworth, 1998) motored without compression at 200 RPM is investigated.
The mean piston speed Vp was 40 cm/sec in these calculations. There was no swirl
imposed. The computational mesh used in the 2-D simulations is shown in Fig.1. The
seat angle was 60° with the horizontal axis. A time step of 1x10-5 seconds was used for
time marching. A numerical mesh of 40,000 vertices was employed with a wedge angle
of 0.5 degrees in the circumferential direction. The maximum cell size for the wedge
calculations was 0.5x0.5 mm in the radial and axial direction inside the cylinder. The
inlet pressure was atmospheric and the initial flow was at rest until the piston started to
move away from TDC (0° CA).
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Figure 5.1 Computational mesh for case 1 (intake) and specific engine data (half
of cylinder geometry, left edge is symmetry line)
Figure 5.2 Computational mesh for case 2 (piston-bowl) and specific engine data (left
edge is symmetry line)
Engine Data
Stroke : 6.0 cm
Bore : 7.5 cm
Squish : 3.0 cm
Intake angle : 60°
Valve opening : 0.4 cm
Engine speed : 200 RPM
Vertices : 40000 at BDC
Vp : 40 cm/sec
Engine Data
Stroke : 7.5 cm
Bore : 8.6 cm
Squish : 0.1 cm
Engine speed : 600 RPM
Vp : 150 cm/sec
Vertices : 20000 at BDC
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Also the flow field inside a typical piston-cylinder assembly (Catania et al., 1995)
was simulated under motored conditions at 600 RPM, which implies a mean piston speed
Vp =150 cm/sec. The numerical mesh used in these simulations is depicted in Figure 5.2.
A numerical mesh of 20,000 vertices was used with a wedge angle of 0.5 degrees in the
circumferential direction. The maximum cell size for the wedge calculations was 0.6x0.9
mm in the radial and axial direction. As reported by Celik and Yavuz (1997), the
minimum integral length scale occurs at the end of the compression stroke in the order of
squish clearance height. To investigate grid dependency another mesh with 70,000
vertices was used for the same case, which provided approximately the same results in
the mean flow for the standard k-ε model.
The time step used in computing the results of the second case was 5x10-6
seconds. The simulations for the piston-bowl assembly were started at CA 90° BTDC. As
an initial condition the radial velocity was taken as zero and the axial velocity varied
linearly from piston velocity at the piston face to zero at the cylinder head. The tangential
velocity was defined by the Bessel function dependent on engine speed as provided in the
KIVA code with a swirl number equal to 2.
Although, these conditions are not realistic, the goal was to show the difference in
predictions applying different turbulence models starting with the same initial conditions.
Moreover, periodic boundary conditions were applied on the front and back face of the
wedge, whereas the law of the wall was applied near the walls.
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5.4 Results and Discussion
In Figures 5.3 to 5.5, the axial velocity profiles are compared at various stations
inside the cylinder. The standard k-ε model and the Low-Re model results are essentially
the same and compare well with the measurements. The Low-Re model seems to improve
the results near the wall (as expected) as well as in the vicinity of the reattachment point
at the wall. However, the SEV model and RNG k-ε model are deviating from these
predictions in some regions favorably and in others not so favorably. It should be noted
that the SEV model usually overpredicts the axial velocity very near the cylinder wall.
This can be remedied by damping the mixing length according to boundary layer theory,
i.e. Lch ~ fn yn where yn is the normal distance from the wall and fn is van Driest’s wall
damping function.
The streamlines from the intake flow case are shown in Figures 5.6 to 5.8. Here,
only the k-ε model with Richardson number correction (RNC), the Smagorinsky based
eddy viscosity (SEV) model solutions and the measurements of Morse et al., (1979) are
presented for brevity. The standard k-ε model, low Re k-ε and the RNG k-ε model are
compared to each other in Figure 5.9 only at 90° CA, as they exhibited very similar
results as those of the RNC solutions at 36° CA and 144° CA. As seen from these figures
the results from the RNC model compare well with the measurements in the overall
sense. Whereas the SEV model is predicting slightly different results, especially the size
of the recirculation region at the right corner near the piston face at 144° CA is smaller.
Given the simplicity of the SEV model, the agreement between predictions and
experiments is rather good.
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Figure 5.3 Axial velocity profiles for intake case at 36° CA ATDC
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Figure 5.4 Axial velocity profiles for intake case at 90° CA ATDC
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Figure 5.5 Axial velocity profiles for intake case at 144° CA ATDC
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Figure 5.6 Streamlines using RNC-k-ε (left), Smagorinsky (right), and
measurements (bottom) for case 1 at 36° CA
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Figure 5.7 Streamlines using RNC-k-ε (left), Smagorinsky (right), and
measurements (bottom) for case 1 at 90° CA
72
Figure 5.8 Streamlines using RNC-k-ε (left), Smagorinsky (right), and
measurements (bottom) for case 1 at 144° CA
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a) Standard k-ε b) RNG k-ε
c) Low-Re k-ε (LB) d) Measurements (Morse et al., 1979)
Figure 5.9 Streamlines of the intake case at 90o CA
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The predicted streamlines from the intake flow case at 90° CA are shown in
Figure 5.9 as compared to the measurements of Morse et al., (1979). The results from all
three models compare well with the measurements in the overall sense. The RNG k-ε
model solutions deviate more from the measurements in capturing the size of the lower
wall recirculation zone. The Low-Re k-ε model performs slightly better in this regard,
which is supported by the fact that the turbulent Reynolds number is low, as depicted in
Figure 5.15. Moreover, the calculated turbulence intensity from the intake case was
compared to the experimental data, but the agreement (not shown here) was not good for
any of the models.
The axial velocity profiles obtained from the piston-bowl (case 2) predictions are
presented in Figures 5.10 to 5.12 at different crank angles. Here, the most noticeable
difference in the predictions of the k-ε and RNG k-ε models were the increasing
divergence of the solutions from each other with increasing crank angle. The largest
difference is observed at the symmetry axis. It is possible that the additional source term
added to the RNG ε equation becomes singular at this boundary. It is clear that these
models show significant variations in time development of the mean flow.
Finally, the predicted streamlines of the standard k-ε and RNG k-ε models are
compared for the piston-bowl assembly in Figures 5.13 and 5.14. While no significant
differences were observed in the intake flow case, solutions for the piston-bowl assembly
are drastically different at some crank angles. This could be due to the fact that the
turbulent Reynolds number is considerably higher than that of the intake flow case, as
shown in Figure 5.14.
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Figure 5.10 Profiles of axial velocity at 60° CA for case 2
























Figure 5.11 Profiles of axial velocity at 90° CA for case 2































Figure 5.14 Streamlines of piston-bowl case at 540o CA (BDC)
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a) Intake case: Case 1
b) Piston-Bowl case: Case 2
Figure 5.15 Turbulent Reynolds number at 90o CA, as predicted by the Low-Re k-
ε model (Lam-Bremhorst)
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That again raises the question, if these models are applicable to IC-engine flows at
all speeds and operating conditions? Even if they both predict good results for one case,
they could predict significantly different results for other cases.
For this case the influence of turbulence generated during the intake stroke was
not included with the premise that it would have decayed when the BDC was reached.
5.5 Conclusions
A comparative study of the commonly used two-equation turbulence models
applied to internal combustion engines was conducted. For this purpose a readily
available computer code KIVA-3 was utilized, which is being widely used by the engine
community for design and diagnostics. Five models were considered, namely, the
standard k-ε model, the RNG-k-ε model, the Lam-Bremhorst low-Re k-ε model, a k-ε
model modified for curvature effects (RNC-k-ε), and a new Smagorinsky based eddy
viscosity (SEV) model. First, these models were applied to predict the turbulent flow
during the intake stroke of an engine cylinder with flat piston at a low speed of 200 RPM
and during the compression and expansion strokes of a piston-bowl assembly.
In general all of these models do a reasonably good job in predicting the main
features of the mean flow during the intake stroke when the valve is not moving and the
piston speed is low. When fine details of this flow are considered the RNC-k-ε models
seems to perform slightly better, and the Low-Re model seems to perform the best, with
an appreciable improvement near the walls for the case where the relatively low
turbulence Reynolds numbers were observed. The SEV model has the potential to predict
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the physics of this flow better, provided that the characteristic length scale is adjusted
dynamically, including all the relevant scales of the engine, and the distance from the
wall. In this case the RNG k-ε model performs worse than the standard k-ε model,
contrary to expectations. Perhaps a low Reynolds number version of this model would
perform better.
However, although the mean flow predictions are reasonably good, the turbulence
intensity predictions do not compare well with the experimental data, which would show
the real performance of a turbulence model.
As for the case of the piston-bowl assembly with closed valves (i.e. compression
and expansion stroke) the standard k-ε model and the low-Re versions of it give
essentially the same results. However, the RNG k-ε model produces drastically different
results, even though their performance was very similar in the case with intake flow.
Unfortunately, defining the best available RANS model for engine applications requires
more validation studies at higher engine speeds and analysis of the results from several
engine cycles against a reliable set of experimental data.
It seems that for IC flows transient effects are very important and the turbulence
models need to be tested against a good time-dependent (in the mean) benchmark case.
Chapter 6
BOWL-INDUCED FLOW INSTABILITY IN A TYPICAL ENGINE CYLINDER
6.1 Introduction
The importance of the influence of turbulence on combustion is an undisputed
fact. The current understanding of turbulence phenomenon as it relates to combustion,
engine performance, and pollutant emissions, however, is far from being satisfactory. The
control of the consequences of turbulence can only be possible with a clear understanding
of its production and dissipation as a function of the key engine parameters. This, in turn,
requires detailed quantitative study of velocity fluctuations inside the engine cylinder.
Time variation of both the mean (e.g. ensemble averaged) quantities, and the statistics of
their fluctuation components, such as root mean square (RMS) values, the probability
density function (pdf), correlation coefficients, etc., need to be either computed or
measured in such a way that a complete three dimensional mapping of the flow field can
be constructed which makes the inside of the engine cylinder virtually visible to the
engineers.
The RANS approach involves many modeling assumptions, (e.g., local
equilibrium and isotropy in the case of k-ε model) and they are incapable of predicting
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the details of turbulence statistics. A major shortcoming of these models is the
assumption of a single characteristic length and time scale to represent the whole
spectrum of turbulence scales. As mentioned above, a true understanding of turbulence
phenomena can only be achieved by predicting the actual three-dimensional transient
flow field, by minimizing the input from empirical modeling, which could be achieved
via application of the LES technique.
In this chapter, a typical diesel-engine cylinder-bowl assembly is considered
under motored conditions (i.e., without combustion). Only the compression and
expansion strokes are simulated; hence cycle-to-cycle variations are not considered. The
focus is on the prediction of flow instabilities induced by the bowl geometry and the
squish flow, which may contribute significantly to the overall turbulence generation. The
results are not compared with any experimental work directly because such a comparison
requires strict matching of the intake flow situation, which is not part of the present
study. Moreover, the experiments most of the time present ensemble averages which
include cycle-to-cycle variations, and they can not be easily isolated. However, the
experiments by Catania et al., (1995), and Valentino et al., (1998) are used as a guide to
make qualitative assessment of the predictions. The simulations are enlightening in that
they indicate that the turbulence inside an engine cylinder can potentially be predicted,
and further the influence of cylinder bowl geometry can be isolated from that of the
turbulence generated by other mechanisms such as shear layers and the swirl induced
during the intake stroke.
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6.2 Turbulence SGS Models






A similar expression is obtained when the governing equations are filtered in the
large eddy simulation (LES) approach (see Section 3.3.3). The Boussinesq eddy viscosity







KIVA-3 allows for a SGS model, which utilizes the k equation given above along




















LSGS is an input length scale whose value is typically some measure of the
computational cell dimension. In this study LSGS was taken to be equal to the grid related
length scale, LG = (∆x∆y∆z)1/3, and used as a constant with a typical cell size. This model
will be referred to as the k-εSGS model.
The SGS turbulence model was used in conjunction with the commonly used law-
of-the-wall boundary condition, which is implemented in KIVA-3. Calculations were also
carried out without any SGS turbulence models.
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6.3 Case Specific Numerical Issues
The flow field inside a typical piston-cylinder assembly (Figure 6.1, 2-D,
axisymmetric, same as the case in Chapter 5) was simulated under motored conditions at
two speeds, namely 600 RPM and 1500 RPM. The numerical mesh used in the
simulations is depicted in Figure 6.2. The computations have been performed on an SGI
R10000 Maximum Impact workstation.
Figure 6.1 2-D Streamlines at CA 210° ATDC (with mirror image)
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Figure 6.2 Computational mesh for 2-D simulation and specific engine data
Two numerical meshes of 20,000 and 130,000 vertices were used with a wedge
angle of 0.5 and 180 degrees in the circumferential direction, respectively. Notice that the
ghost-cells surrounding the computational domain were accounted in the above numbers.
The maximum cell size for the wedge calculations was 0.5x0.9 mm in the radial and axial
direction. The 3-D simulation with 180-degree wedge angle span was investigated with
18 cells in the circumferential direction to see the influence of the domain size. For this
case the median cell size in the tangential direction was 3.0 mm. As reported by Celik
and Yavuz (1997), the minimum integral length scale occurs at the end of the
compression stroke and is in the order of 2-5 mm for automotive size engines.
Though the overall time accuracy in convection is only first-order accurate, the
global time step is based on several considerations including stability and several
accuracy constraints. The convective terms are advanced with time steps that are the
same or smaller than what is used for the diffusion terms. Due to these reasons it is
Engine Data
Stroke : 7.5 cm
Bore : 8.6 cm
Squish : 0.1 cm
Engine speed : 600 and 1500 RPM
No. Vertices : 20000 at BDC
A
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believed that the time accuracy is quite good despite the formal order of accuracy. In this
study the QSOU scheme was used exclusively with very small time steps to assure time
accuracy.
Early calculations have revealed that it was possible to capture flow instability
with the present grid resolution even at the lower engine speed of 600 RPM. However,
the selection of the time step played a crucial role in the resulting amplitude and the
frequency of oscillations. It was possible to totally destroy the flow instability (most
probably induced by the flow separation at the corner where the bowl meets the piston
head) either by increasing the time step, or by simply using the standard k-ε turbulence
model, which is known to be overly diffusive. The time steps used in the results
presented here were selected carefully after much experimentation.
Several other problems are worth mentioning. One is a rezoning problem that
happens near the TDC. If a large grid cell expansion ratio is encountered as a result of
rezoning (deleting or adding cells as the piston moves) there appears to be some local
discontinuity, restricted to one grid line in the radial direction, in the velocity field, which
does not spread to the rest of the field but remains for a short time as a local disturbance.
Some of the instabilities observed might have been initiated by these local disturbances.
However, the overall frequency spectrum does not seem to be correlated with the
frequency of rezoning.
As was mentioned above the quasi-second order upwind (QSOU) scheme was
used for the convective terms, and central differencing for the diffusion terms. Normally
the central differencing (CD) scheme should be used for the momentum equations.
However, CD is usually an unstable scheme when used for convection. The stability can
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be secured by adding some diffusion, via either SGS model or artificially. Therefore,
prediction of turbulent fluctuations via the QSOU scheme, which is strictly monotonic,
was preferred at the expense of some loss of formal accuracy near sharp gradients that
may be present in the flow field.
The simulations were started at CA 90° BTDC. As an initial condition the radial
velocity was taken as zero and the axial velocity varied linearly from piston velocity at
the piston face to zero at the cylinder head. The tangential velocity was defined by the
Bessel function dependent on engine speed as provided in the code. Moreover, periodic
boundary conditions were applied on the front and back face of the wedge, whereas the
law of the wall was applied on the walls. Also, in the case the SGS model was applied, an
initial turbulence intensity of 10% and LSGS = 0.4 cm was used, whereas without the SGS
model no turbulence quantities were initiated at all.
Time averaging was applied to the calculated data to separate the mean and
fluctuating components of the instantaneous velocity, as follows
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For non-stationary turbulence, as in the case of IC engines, the selection of ∆tint is
an important step. Here ∆tint  = 0.75 ms (6.75° CA) was used, but its effect was
investigated by also using 1.5 ms (13.5° CA).
6.4 Results and Discussion
To have the proper perspective about results presented in this section it should be
noted that, the predictions do not include any turbulence induced by the intake stroke.
The residual turbulence generated during the intake stroke is believed to be important
(Hessel and Ruthland, 1995) regarding its contribution to the turbulence generated during
the compression/expansion stroke. Unfortunately, this could not be included in the
present simulations due to limitations in computational resources.
An example of the complexity of the flow field is shown in Figure 6.1 as
predicted with the present model. This figure is indicative of the level of details, that can
be captured by the present simulations. The predicted, instantaneous velocity components
at location A (see Fig. 6.2), which is fixed with respect to the bowl, 1.0 mm below the
piston face and 10.6 mm from the axis, are depicted along with the time averaged values
in Figures 6.3 to 6.5 for the compression-expansion stroke. Here, the two indicated TDC’s
(Figures 6.3 to 6.5) are repetitions of the compression/expansion stroke.
As it was expected, the fluctuations in the tangential direction are much smaller
compared to the other two directions. This is a direct consequence of the pseudo two-
dimensional nature of the present calculations with 0.5 deg. angle in the tangential
direction. Both the large scale time variation of the velocity components induced by the
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piston motion, as well as the random "turbulent" fluctuations are captured. Figures 6.6 to
6.8 show these random velocity fluctuations as a function of the crank angle. It is seen
that the turbulence intensity is somewhat reduced during the second
compression/expansion stroke; however, it persists at a considerable level indicating that
the numerical diffusion in the code is sufficiently small not to damp the turbulent
dynamics of the flow. Whether these fluctuations will continue to persist over several
cycles remains to be seen. Although it can not be seen in Figures 6.3 to 6.5, there are
small fluctuations in the tangential direction, especially near the TDC.





























Figure 6.3 Instantaneous radial velocity at point A (without SGS model) : pseudo
2-D calculations
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Figure 6.4 Instantaneous axial velocity at point A (without SGS model) : pseudo
2-D calculations
























Figure 6.5 Instantaneous tangential velocity at point A (without SGS model):
pseudo 2-D calculations
91
Figures 6.6 to 6.11 indicate that there are significant changes occurring near the
TDC both in the magnitude and frequency of the velocity fluctuations. It is premature at
this stage to make a conclusion as to whether the fluctuations increase or decrease as
TDC is approached. As is shown in Figures 6.9 to 6.14 the time averaging interval, as
well as the time step used for the numerical simulation has significant influence on the
intensity of the fluctuations.
The predicted "turbulent" fluctuations are anisotropic (Figs. 6.12 to 6.14) even
very near the TDC. The magnitudes of the fluctuations are in the range 0.5-1.0 m/sec in
radial, 1.0-2.0 m/sec in the axial and 0.5-1.5 m/sec in the tangential directions,
respectively. For a similar engine configuration, Catania and Spessa (1996) measured
velocity fluctuations in the order of 10 m/s for the cycle-resolved turbulence intensities,
and about 5m/s for the RMS fluctuations of the in-cycle mean velocity. According to
Catania (1998), the present computations should be compared to their cycle-resolved
turbulence intensities. In another experimental study Auriemma et al., (1998) reported
measured RMS velocity fluctuations during the compression/expansion stroke of a
motored engine at 1500 RPM. These indicated maximum values of 2 m/s for the radial
and 3.5 m/s for the tangential directions respectively. The measured values included both
cycle-to-cycle fluctuations and in-cycle fluctuations. Valentino et al., (1998) presented a
method to reduce the effect of cycle-to-cycle variations of mean motion on turbulence.
Their results seem to indicate that the cycle-resolved turbulence can be augmented by as
much as 30% due to cycle-to-cycle-variations. In any case, the experimental data indicate
that the predicted turbulence intensities are much lower compared to those measured,
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although direct comparison is not possible at this stage. This may be mainly due to the
fact that the large-scale turbulence generated during the intake stroke was not included.
It should be pointed out that the predicted "turbulent" fluctuations are
significantly affected by the time step (Figure 6.12). The smaller the time steps, the better
is the resolution of turbulence scale, and the higher is the turbulent RMS intensities.
Figure 6.13 shows the influence of SGS turbulence model, which essentially has a
damping effect. At this grid resolution, which is relatively coarse for LES simulations it
is believed that the results without the SGS model should be better than the ones with a
SGS model.


































Figure 6.6 Instantaneous fluctuating radial velocity at point A (without SGS
model): pseudo 2-D calculations
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Figure 6.7 Instantaneous fluctuating axial velocity at point A (without SGS
model): pseudo 2-D calculations

































Figure 6.8 Instantaneous fluctuating tangential velocity at point A (without SGS
model): pseudo 2-D calculations
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∆tint = 1.5e-3 sec




Figure 6.9 Influence of time averaging interval on radial velocity quantities:
pseudo 2-D calculations















































∆tint = 1.5e-3 sec




Figure 6.10 Influence of time averaging interval on axial velocity quantities:
pseudo 2-D calculations
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∆tint = 1.5e-3 sec




Figure 6.11 Influence of time averaging interval on tangential velocity quantities:
pseudo 2-D calculations

















































Figure 6.12 Influence of timestep on radial velocity quantities: pseudo 2-D
calculations
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Figure 6.15 Streamlines to show the influence of three-dimesionality on the flow
field at CA 18° ATDC at a) 0° and b) 90° wedge angles
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In Figure 6.14, the influence of engine speed is depicted. There is a significant
increase in predicted turbulent intensity with increasing engine speed as has been
observed in experiments (see e.g., Corcione and Valentino, 1994; Catania and Spessa,
1996).
The 3-D, 180° wedge calculations with 130000 vertices did not show any
significant change in the predicted RMS fluctuations. This could be due to the stabilizing
effect of the arbitrarily imposed swirl velocity profile in addition to the coarse grid used
in the tangential direction. However, investigating streamlines on two perpendicular
planes of the 3-D geometry (Figs. 6.15a and 6.15b), revealed some expected 3-D effects.
6.5 Conclusions
Three dimensional, and pseudo-two dimensional (i.e., a small wedge angle), time
accurate calculations have been performed to predict the flow field inside a typical diesel
engine piston-bowl assembly. The first stage of these calculations is for motored
conditions at 600 and 1500 RPM, spanning only the compression and expansion strokes.
The objective was to capture the flow instabilities, and maybe turbulence induced by the
bowl geometry alone, i.e. without the influence of residual turbulence generated during
the intake stroke. It was shown that this was possible by using the KIVA-3 code with a
fine grid resolution and relatively small time steps. The bowl induced “turbulence”
appears to be persistent over a few cycles without recharging induced by the intake
stroke. The small scale flow instabilities and unsteadiness observed in the computer
simulations seem to be the results of unsteady flow separation that occurs at the sharp
corner of the piston bowl and the flat piston head. This is in accordance with the
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combustion improvements that are observed experimentally when re-entrant type bowl
geometry is used. The magnitude of the calculated RMS velocity fluctuations seem to be
much lower than measured ones under similar geometry and operating conditions.
However, the calculations do not include the significant contribution that arises from the
turbulence generated during the intake stroke, nor do they include the significant cycle-
to-cycle variations. Although the grid resolution used in the present study may be
considered as coarse for LES, this study is unique in that, for the first time (to the best of
knowledge gained from the literature in the public domain) it was demonstrated that there
is a potential to predict in-cylinder turbulence for IC engines using large eddy simulations
with relatively modest computational resources at the workstation level.
Chapter 7
A NEW APPROACH IN SMAGORINSKY-BASED EDDY VISCOSITY
MODELING
7.1 Introduction
The previously developed SEV (Smagorinsky based eddy viscosity) model
presented in Chapter 5 has been improved and implemented in the KIVA-3 code together
with a wall damping function, (e.g. van Driest) and tested against experimental
benchmarks. Results are compared with the standard k-ε model and the basic
Smagorinsky model, which was implemented in KIVA-3 during this study. In addition, a
smooth transition from RANS calculations to LES or vice versa is established so that for
coarse grids RANS, for sufficiently small grids LES and eventually DNS can be obtained
in the limit of very fine grid size, i.e. in the order of Kolmogorov scales.
7.2 Formulation
Following the suggestion by Speziale (1998), a computational procedure is
formulated such that the sub-grid scale (SGS) turbulence model utilized in large eddy
simulations (LES) is consistent with the RANS (Reynolds Averaged Navier-Stokes)
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simulations in the limit of coarse grid mesh. The need for a universal turbulence model
that transitions continuously from RANS to LES as the grid is refined led to the














































The eddy viscosity in the Smagorinsky model is usually defined as
( ) ( ) 21ijij2sLESt SSC ∆=ν (7.3)
An equivalent RANS model can be formulated as
( ) 21ijij2chRRt SSC l=ν (7.4)
where the characteristic length scale, lch can be obtained for IC-engine flows from
Eqn. (7.5). Here, κ, γ1, and γ2 are model constants, yw is the wall distance, lc the clearance
height and B is the bore diameter. An application of this model has been presented by
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This equation ensures that as the filter width ∆ (~ grid size) gets close to
Kolmogorov scale lk Rtt ν→ν . To find a value for α in the LES range, the truncated





























Comparing this equation to the Smagorinsky model (Eqn. 7.3) gives a dynamically











If the RANS model constant CR is approximated as having an order of magnitude
one and assuming that kch 100 ll ≅  holds for IC-engine flows, it follows that
5
s
42 102C10 −− ⋅==α (7.11)
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22 /e1F l∆α−−=  is depicted in Figure 7.1 using ∆/lk as the
independent variable. It is seen that, in the limit as 0k →∆ l  0F →  all relevant scales
are resolved, i.e. DNS; as ∞→∆ kl  1F →  the mesh becomes coarse, which leads to a
RANS, i.e., Rtt ν=ν . In between one has LES or VLES (very large eddy simulation, that
is, a significant portion of the turbulent kinetic energy is not resolved). In the range
10k ≅∆ l  this model reduces to the Smagorinsky model with 
3102F −⋅= , CR = 1, and
10ch ≅∆l  Equation 7.6 yields














If Cs and CR are tuned for specific problems (e.g. wall layers), α has to be
changed according to Equation 7.10. One more advantage of this model is that Cs will go
to zero, as lch will go to zero while approaching the wall. However, this model is still
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isotropic, and if anisotropy has to be taken into account, a better alternative would be to
apply a non-linear eddy viscosity model.
Furthermore, Equation 7.6 is modified to account for the dependency of engine






























































where Cw is a wall damping coefficient to imply an exponential decrease of tν  instead of
a linear decrease implied by Rtν . In the second exponential term C1, C2 and C3 are model
parameters and Vp and vp are the mean speed and instantaneous piston speed,
respectively. The term with C2 is a low (turbulence) Reynolds number correction. In this
study, C1 = 5.0, C2 = 0.1 and C3 = 0.03 were found to provide a good combination to
improve IC-engine flow predictions. Strictly speaking, there are only two model
constants to include the low Reynolds number effect ( Rtν /ν) and the effect of piston
speed (vp/Vp); these are 5.0CCC 21*2 == , 15.0CCC 31*3 == .
7.3 Applications
The same case as in Chapter 6, an isothermal, incompressible flow within a
piston-cylinder arrangement (Morse et al., 1979; Haworth, 1998) motored without
compression at 200 RPM is investigated. The mean piston speed Vp was 40 cm/sec in
these calculations. There was no swirl imposed. The computational meshes used in the
2-D axisymmetric simulations are shown in Figure 7.2. The seat angle was 60° with the
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horizontal axis. A time step of 1x10-6 seconds was used for time marching. Numerical
meshes of 2,700 and 40,000 vertices were employed with a wedge angle of 0.5 degrees in
the circumferential direction. The maximum cell size was 1.6x3.0 mm for the coarse grid
calculations and 0.3x0.9 mm for the fine grid calculations in the radial and axial
directions, respectively. The inlet pressure was atmospheric and the initial flow was at
rest until the piston started to move away from TDC (0° CA). In this study QSOU
scheme was used exclusively.
a) b)
Figure 7.2 Computational mesh and specific engine data (left edge is the
symmetry line) for a) RANS simulations, b) pseudo LES simulations
Engine Data
Stroke : 6.0 cm
Bore : 7.5 cm
Squish : 3.0 cm
Intake angle : 60°
Valve opening : 0.4 cm
RPM : 200
Vertices : 2700 at BDC
Vp : 40 cm/sec
Engine Data
Stroke : 6.0 cm
Bore : 7.5 cm
Squish : 3.0 cm
Intake angle : 60°
Valve opening : 0.4 cm
RPM : 200
Vertices : 40000 at BDC
Vp : 40 cm/sec
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7.4 Results and Discussion
First, the RANS predictions of this simulation are investigated. In Figures 7.3 to
7.5 the axial velocity profiles are compared at various stations inside the cylinder. The
standard k-ε model and the SEV model results are compared to each other and with the
measurements. The SEV model is deviating from the k-ε model predictions in some
regions favorably and in others not so favorably. It should be noted that the SEV model
usually overpredicts the lower recirculation region near the cylinder wall.
In Figures 7.6 to 7.8 the predicted root mean square velocites of each case are
compared to experiments. As seen from these figures the SEV model is almost as good as
the standard k-ε model, except near the wall where it usually underpredicts the calculated
root mean square velocity.
Figure 7.3 Axial velocity profiles at 36° CA ATDC
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Figure 7.4 Axial velocity profiles at 90° CA ATDC
Figure 7.5 Axial velocity profiles for at 144° CA ATDC
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Figure 7.6 urms profiles at 36° CA ATDC
Figure 7.7 urms profiles at 90° CA ATDC
109
Figure 7.8 urms profiles at 144° CA ATDC
The streamlines from the intake flow case are shown in Figures 7.9 to 711. Here,
again the standard k-ε model and the Smagorinsky based eddy viscosity (SEV) model
solutions and the measurements of Morse et al., (1979) are presented. As seen from these
figures the results from both models compare well with the measurements in the overall
sense. The SEV model predicts slightly different results, especially the size of the
recirculation region at the right corner near the piston face at 90° CA and 144° CA is
smaller in favor with experiments. However, the lower recirculation region is slightly
overpredicted. Given the simplicity of the SEV model, the agreement between
predictions and experiments is rather good.
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Figure 7.9 Streamlines of predictions of the k-ε model (left) and SEV model
(middle) at 36o CA compared with Morse et al. (1979) (right)
  
Figure 7.10 Streamlines of predictions of the k-ε model (left) and SEV model
(middle) at 90o CA compared with Morse et al. (1979) (right)
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Figure 7.11 Streamlines of predictions of the k-ε model (left) and SEV model
(middle) at 90o CA compared with Morse et al. (1979) (right)
Second, the pseudo LES part of the SEV model is investigated. The grid
properties used are shown in Figure 7.2b. First of all, it has to be pointed out, that these
simulations were calculated for one stroke. Therefore, a meaningful mean flow field
could not be predicted, unless a sufficient amount of cycles had been simulated. In this
case, the simulations were requiring a CPU time of approximately 150 hours per stroke
on a DEC Alpha 21164 workstation, which made running more cycles for this case not so
practical. Also, the inlet flow was not perturbed, instability has developed during the flow
without interference.
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Figure 7.12 Radial velocity predictions for pseudo LES (QSOU)




Figure 7.14 Fluctuating axial velocity predictions for pseudo LES (QSOU)




In Figures 7.12 and 7.13 the radial and axial velocity variations at a point fixed at
1.0 cm below the cylinder head and 1.0 cm from the axis are compared. As seen in these
figures the SEV model, which has been adjusted for LES simulations, and the
Smagorinsky model results are predicting essentially the same variations. Notice that
these simulations are called pseudo LES, since they are 2-D axisymmtric simulations.
The results from a case without a SGS-turbulence model was included here to point out
that it is not the same as the SEV model. The same trend is seen in Figures 7.14 and 7.15
where the velocity fluctuations of the SEV model and Smagorinsky model are essentially
the same, but the fluctuations predicted without a turbulence model have a much higher
amplitude. This is a direct result of the lack of the sub grid viscosity in this model.
Figure 7.16 Normalized kinetic energy variations for pseudo LES (QSOU)
(°)
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In Figure 7.16 the normalized kinetic energy of several models are compared.
Here the kinetic energy was divided by the mean piston kinetic energy 2V2p , where Vp
is the mean piston speed. As seen from this figure the predicted SGS kinetic energy of the
SEV model adjusted for pseudo LES and Smagorinsky model are low when compared to
the prediction of the k-ε model. But the resolved kinetic energy of these models is
comparable in magnitude. Here, it has to be pointed out that all these simulations were
done using the QSOU scheme, which is too dissipative for LES applications. In the next
chapter central differencing is used in the simulations, which resulted in a considerable
increase in magnitude and frequency of the fluctuations. The predictions without a
turbulence model show again a higher resolved kinetic energy than the SEV model
adjusted for LES or Smagorinsky model which predict almost the same trend.
Figure 7.17 Energy Spectra for pseudo LES (QSOU)
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Figure 7.18 Instantaneous streamlines of flow predictions of the Smagorinsky
model (left), SEV (α = 0.004) model (middle) and w/o a turbulence
model (right) at 36o CA
Figure 7.19 Instantaneous streamlines of flow predictions of the Smagorinsky
model (left), SEV (α = 0.004) model (middle) and w/o a turbulence
model (right) at 90o CA
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Figure 7.20 Instantaneous streamlines of flow predictions of the Smagorinsky
model (left), SEV (α = 0.004) model (middle) and w/o a turbulence
model (right) at 36o CA
Figure 7.17 presents the energy spectra corresponding to the axial velocity
fluctuations for the three models considered. As expected the predictions show a lower
frequency range than experiments. Finally, the streamlines of the predicted flowfield of
these simulations are presented in figures 7.18 to 7.20. Here, the SEV model and
Smagorinsky model predict almost the same flowfield while without a turbulence model
the flowfield is considerably different especially at 144° CA, which exhibit a lot more
flow structures in the form of thoroidal eddies.
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7.5 Conclusions
A first attempt to develop a turbulence model which provides a smooth transition
from RANS calculations to LES or vice versa is established so that for coarse grids
RANS, for sufficiently small grids LES, and eventually DNS can be obtained in the limit
of very fine grid size. For this purpose the SEV model presented in Chapter 5 has been
improved and tested against experimental benchmarks. Simulations for RANS are
compared with the standard k-ε, and simulations for pseudo LES are compared with the
Smagorinsky model and a case without turbulence model. These models were applied to
predict the turbulent flow during the intake stroke of an engine cylinder with flat piston at
a low speed of 200 RPM.
The results indicate that the SEV model provides an alternative in predicting the
mean flow field in IC engines without solving the kinetic energy and dissipation rate
equations. In addition, it has the potential to predict some physical flow aspects better
than the k-ε model. On the other hand, it can also be used as a SGS model for LES in
case of a sufficiently small grid size.
Chapter 8
ANALYSIS OF LES OF INTAKE FLOW INDUCED TURBULENCE
8.1 Introduction
In this section important findings from application of the LES technique to typical
engine cylinder geometries are presented. First, the flow dynamics due to piston motion
without valve movement during the intake stroke is studied for different engine speeds
and the effects of the discretization scheme on the flow solutions are presented. Next, the
flow inside the cylinder during the intake stroke and compression strokes without
combustion was simulated including the valve dynamics. Here, the objective was to
investigate the generation of turbulence during the intake and subsequently its decay
during compression stroke and demonstrate the predictive capability of the LES
technique when applied to in-cylinder turbulence.
8.2 Methodology
Modifications were made to the KIVA code to allow a fairly simple Smagorinsky
SGS model where the eddy viscosity is calculated from the algebraic relation (Equation
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7.3). The model constant Cs was set equal to 0.2, a typical value used in the literature (see
e.g. Rodi et al., 1997). The sub-grid length-scale was estimated as an average
computational cell dimension (see Smith et al., 1998 and 1999).
In some of the cases presented “no SGS turbulence model” was used. This
requires, in most instances, some numerical diffusion for stability, which is accomplished
via the use of QSOU (Quasi Second Order Upwind) scheme instead of the central
differencing (CD) which has no diffusion error, or by using a combination of CD and
upwind differencing heavily biased towards CD.
The above turbulence models were employed in conjunction with the commonly
used law-of-the-wall boundary condition which is implemented in KIVA-3. The basic
assumption here is that the interaction between the modeled near wall region and the
outer region is weak as observed experimentally by Brooke and Hanratty, (1993).
Convective terms are advanced explicitly in time and the diffusion terms are
advanced explicitly, implicitly, or semi-implicitly. The degree to which the diffusion
terms are implicitly discretized is based on a combination of stability and efficiency
considerations. Sub-time steps (referred to as sub-cycles) are taken to advance the
convective terms. The time step in each sub-cycle is based on Courant stability
considerations. The convective terms are advanced with time steps that are the same or
smaller than what is used for the diffusion terms. Though the overall time accuracy for
convection terms is only of the first-order, the global time step is based on several
considerations including stability and several accuracy constraints. To increase the time
accuracy even further the time step was confined to 1·10-6 sec for axisymmetric
simulations and 5·10-7 sec for 3-D simulations far below the Kolmogorov time scale,
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which is in the order of 10-4 -10-5 seconds for a typical automotive size engine (Celik and
Yavuz, 1997). It is believed that this precaution compensates for the first order time
accuracy of convective terms and guarantees the time resolution required for LES.
8.3 The Effects of Engine Speed on Intake Flow Induced Turbulence
An isothermal, incompressible flow within a piston-cylinder arrangement (Morse
et al., 1979; Haworth, 1998) motored without compression at 200 RPM to 2000 RPM is
investigated. The mean piston speed Vp was 40 cm/sec to 400 cm/sec in these
calculations. There was no swirl imposed. The computational mesh used in the 2-D
axisymmetric simulations has been shown in Fig.7.2b. The seat angle was 60° with the
horizontal axis. A time step of 1x10-6 seconds was used for time marching. A numerical
mesh of 40,000 vertices was employed with a wedge angle of 0.5 degrees in the
circumferential direction. The maximum cell size was 0.3x0.9 mm for these calculations
in the radial and axial direction inside the cylinder. The inlet pressure was atmospheric
and the initial flow was at rest till the piston started to move away from TDC (0° CA). In
this study QSOU and CD (central differencing) schemes were utilized.
In Figures 8.1 and 8.2 the non-dimensional axial and radial velocity variations
with crank angle are compared for a range of engine speed at a point 10 mm from the axis
and 10 mm below the cylinder head inside the cylinder. These results were normalized by
dividing the velocities by the corresponding mean piston speed Vp. As seen from these
figures the normalized radial velocity variations almost coincide with each other. The
same behavior is displayed in figures 8.3 and 8.4 where the calculated RMS (root mean
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square) variations are presented. This indicates that turbulent fluctuations scale with
engine speed.
The energy spectrum is shown in Figure 8.5, which was simply calculated
according to Hayasa (1999) as

















where ( )tN/n2 ∆pi=ω  is the non-dimensional circular frequency. As seen from
this figure the spectrum does not change very much with engine speed for this case. And
the resolved frequency range is in the lower LES range, which is due to the fact that these
simulations are done using the QSOU scheme and they are two-dimensional.




Figure 8.2 Normalized axial velocity (w/Vp) variations with crank angle at
different engine speeds





Figure 8.4 Normalized axial RMS velocity variations with crank angle at different
engine speeds
Figure 8.5 Energy spectra at different engine speeds
(°)
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Figure 8.6 shows the normalized axial RMS velocity variation with engine speed.
Data was calculated at a point 10-mm from the axis and 10-mm below the cylinder head
inside the cylinder. It can be noted that the normalized velocity is almost constant with
changing engine speed, which reveals that the fluctuations increase almost linearly with
mean piston speed. This was also pointed out by the simulations of Naitoh et al. (1992).
The total kinetic energy variation with engine spped is shown in Figure 8.7 which was
calculated from
( ) sgs2rms2rmssgsresolvedT kwu23kkk ++=+= (8.2)
Here , it should be noted that kT first increases than decreases as the piston moves
from 36° CA to 144° CA. It has to be also noted that these are axisymmetric calculations
and vrms (the turbulent fluctuations in the aximuthal direction) is filtered out by imposing
a very large filter width in this direction. Figure 8.8 exhibits again the same linear
behavior noticed in Figure 8.6. Here, the total kinetic energy was normalized by 2pV21 .
Figure 8.6 Normalized axial RMS velocity variation with engine speed at a fixed
point inside the cylinder at different crank angles
Engine Speed (RPM)
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Figure 8.7 Total kinetic energy variation with engine speed at a fixed point inside
the cylinder at different crank angles
Figure 8.8 Normalized total kinetic energy variation with RPM at a fixed point




8.4 The Effects of the Differencing Scheme on Intake Flow Induced
Turbulence
The same configuration in Section 8.3 was investigated using the central
differencing scheme with the Smagorinsky model. Results are compared with preditions
using the Smagorinsky model and a case without a SGS turbulence model, which utilize
the QSOU (Quasi Second Order Upwind) scheme. Note that, whenever CD is used for
the convective terms in the momentum equation, QSOU is used for all scalar variables.
Figure 8.9 and 8.10 present the axial velocity and axial fluctuating velocity
variations with crank angle, respectively. The simulation using central differencing
scheme preditcs much larger velocity fluctuations at a higher frequency.




Figure 8.10 Axial fluctuating velocity variations with crank angle for simulations
with different discretization schemes
Figure 8.11 Normalized resolved kinetic energy variations with crank angle for




Figure 8.12 Energy spectrum for simulations with different discretization schemes
The normalized resolved kinetic energy variation with crank angle is shown in
Figure 8.11. Here the simulations using central differencing predict almost an order of
magnitude higher resolved kinetic energy when compared to the simulations with the
Smagorinsky model using the QSOU scheme. The same behavior is interpreted in Figure
8.12 where the CD solutions show a much higher frequency content than the QSOU
predictions. It has to be noted that the results without a SGS turbulence model are
between the two Smagorinsky model results. This indicates that simulations could be
performed without a turbulence model, solely relying on the numerical diffusion of the
QSOU scheme. However, the pseudo LES predictions presented in Figure 8.11 show that
simulations with the CD scheme are well in the range of predictions using the k-ε model
and experiments, although these simulations are axisymmetric and much higher values
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are anticipated in three-dimensional simulations with fine grid resolution. This leads to
the conclusion that CD is the logical scheme to use for attempting LES utilizing the
KIVA code.
8.5 Prediction of Turbulence Induced by Intake Flow
The computational procedure described in Section 8.4 was applied to a typical
engine geometry for full 3-D calculations. The cylinder assembly was taken as generic IC
engine with a Mexican hat shaped bowl. The cylinder geometry, the three-dimensional
numerical grid and engine parameters are depicted in Figure 8.13. Some additional
parameters are as follows: the compression ratio is ~11, inlet valve opening is at 15°
BTDC, inlet valve closure is at 25° ABDC, exhaust valve opening is at 40° BBDC,
exhaust valve closure 10° ATDC. Piston speed was set to 1600 rpm. A valve geometry
with the swirling intake configuration was used (Figure 8.13). The computations were
performed on a grid consisting of 300,000 nodes including the intake/exhaust ducts. The
average grid size was in the order of 1-1.5 millimeter. A curvilinear block-structured
coordinate system was used in preference to the cylindrical coordinate system because
the former avoids high grid distortions at the cylinder axis. The computations were
carried out with the standard k-ε model and without any turbulence model using the
QSOU numerical scheme. The same computations were repeated with the Smagorinsky
sub-grid-scale turbulence model and the second order discretization scheme for the
convective terms (as described by Smith et al., 1999).
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Figure 8.13 Computational mesh (top-left) and vertical (top-right) and horizontal
(bottom-left) section views and specific engine data
Engine Data
Stroke : 9.598 cm
Bore : 8.255 cm
Squish : 0.570 cm
Bowl Shape : Mexican Hat
Valve radius : 1.509 cm
Engine speed : 1600 RPM
Vertices : 300000 at BDC
Vp : 245.5 cm/sec
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The exhaust and inlet duct pressure was set equal to the atmospheric pressure. It
should be noted that the simulated engine configuration and the one studied
experimentally by Catania et al. (1997) are not exactly the same, though some qualitative
comparison is made. The intake valve geometry and movement were not modeled in
accordance with the actual engine parameters, but a generic profile was used to describe
the shape of the upper portions of the valves (Figure 8.13).
Figure 8.14 and Figure 8.15 show the instantaneous radial velocity and its
fluctuating part located at a point approximately 5 mm below the cylinder head and 10
mm to the left of the cylinder centerline towards the intake duct centerline. As such this
particular point can be compared with one measurement point of Catania and Spessa
(1996) which is 5 mm below the cylinder head, and close to the cylinder axis. The RMS
velocity fluctuations are also depicted in Figure 8.15 which shows that the turbulence
intensity may become an order magnitude larger than the value of the mean piston speed
(Vp=245.5 cm/sec). The reader is reminded that the geometry of Catania’s experiment is
different from the computational model and comparisons are on a qualitative base.
However, the main concern was to reproduce the trend in the fluctuating component,
which is seen to agree well with experimental data (Figure 8.16). It is noteworthy to see
that the velocity fluctuation decrease significantly towards the BDC and during the
compression phase as observed in the measurements. It is also important to note that
these particular measurements (Catania and Spessa, 1996) show cycle-resolved
turbulence rather than ensemble averages.
In Figure 8.17 and Figure 8.18 the normalized autospectral density function (i.e.
energy spectra) is presented to compare with experiments at a representative point which
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roughly corresponds to the measurement point. The agreement of both the energy content
and the frequency ranges captured in the present simulations are good in spite of the
differences in the cylinder configurations as explained above.
Figure 8.17 is seen as a confirmation of the fact that the present methodology is
capable of resolving a significant portion of the inertial sub-range in the energy spectra.
Here it has to be noted that the grid density is only moderately fine and with a much
higher grid density higher fluctuations both in magnitude and frequency could be
predicted.




Figure 8.15 Instantaneous radial velocity fluctuations and radial RMS velocity
(urms) at a fixed point 5 mm below the cylinder head
Figure 8.16 Measured instantaneous radial velocity components at a fixed point 5
mm below the cylinder head by Catania and Spessa (1996)
(°)
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Figure 8.17 Energy spectrum of instantaneous radial velocity fluctuations and
RMS velocity at a fixed point 5 mm below the cylinder head
Figure 8.18 Energy spectrum of the measured instantaneous velocity fluctuations
at a fixed point 9 mm below the cylinder head by Catania and Spessa
(1996)
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Figure 8.19 Instantaneous radial velocity at a fixed point relative to the piston
bowl
Figure 8.20 Total kinetic energy at a fixed point relative to the piston bowl




Figure 8.19 shows the instantaneous radial velocity located at a fixed point
relative to the piston-bowl, approximately 10-mm to the left of the cylinder centerline
towards the intake duct centerline and flush with the piston-face. The simulations without
a turbulence model using QSOU and the ones with the Smagorinsky model using CD are
compared to the predictions of the simulations with the standard k-ε model. Here, all
models have been used with the same time step of 5⋅10-7 sec for consistency. They all
seem to follow the same trend in the mean flow predictions. The total kinetic energy of
the Smagorinsky simulation is well in the range of the k-ε model as seen in Figure 8.20.
It has to be kept in mind that the turbulence intensity was calculated using an individual
cycle mean, and a ensemble averaged mean may show a considerable difference in the
calculated magnitude of the fluctuations as shown in Figure 8.21 (Lumley, 1999).
Figure 8.21 Velocity variation with crank angle at a fixed location in the cylinder
during two consecutive cycles of an engine (Lumley, 1999)
The velocity vectors at 150° CA during the intake stroke are shown in Figures
8.22 to 8.24. The k-ε model and Smagorinsky model solutions show highly different
predictions of the velocity distribution. As seen from these figures both models predict
the same locations of the strongest circulation regions. However, as expected the
Smagorinsky model resolves much smaller structures.
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Figure 8.22 Velocity vectors at a vertical cross-section through the centerline at 150° CA
during the intake stroke for the k-ε model and Smagorinsky model predictions
 
Figure 8.23 Velocity vectors at a horizontal section 6 cm below the cylinder head at 150°















Figure 8.24 Velocity vectors at a horizontal section 2.5 cm below the cylinder
head at 150° CA during the intake stroke for the k-ε model and
Smagorinsky model predictions
   
Figure 8.25 PIV measurements (Reuss, 2000) a) Low-pass filtered velocity








    
Figure 8.26 Velocity vectors at a horizontal cross-section 9 cm below the cylinder
head at 210° CA during the compression stroke for the k-ε model and
Smagorinsky model predictions
PIV measurements conducted by Reuss (2000) are shown in Figure 8.25. These
figures are shown for a qualitative comparison of the predicted velocity distributions.
However, as expected, measurements seem to capture even smaller structures than the
Smagorinsky model predictions. This refers to the fact that the numerical grid size used
in this simulation is still not adequate and a smaller grid size has to be employed.
However, the current simulations would last for 30 days on a DecAlpha 21164
workstation. Due to limitations in resources only a few simulations could be performed.
In Figure 8.26 the velocity vectors at 210° CA during the compression stroke are
shown. The effect of the induced swirl via a swirling intake flow is presented in these
figures. Here the k-ε model exhibits already a uniform velocity field, which refers to the









Figure 8.27 Temperature contours at a vertical cross-section through the
centerline and at a horizontal cross-section 6 cm below the cylinder
head at 105° CA during the intake stroke for the k-ε model predictions
 
Figure 8.28 Temperature contours at a vertical cross-section through the
centerline and at a horizontal cross-section 6 cm below the cylinder




Figure 8.29 Vorticity contours at a vertical cross-section through the centerline
and at a horizontal cross-section 6 cm below the cylinder head at 105°
CA during the intake stroke for the k-ε model predictions
 
Figure 8.30 Vorticity contours at a vertical cross-section through the centerline
and at a horizontal cross-section 6 cm below the cylinder head at 105°






Figure 8.31 Temperature iso-contours at 105° CA during the intake stroke for the
k-ε model (top) and Smagorinsky model (bottom) predictions
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The temperature contours are depicted in Figures 8.27 and 8.28. Although both
models predict the inlet jet around the intake valve, the k-ε model shows again an almost
uniform distribution, whereas the Smagorinsky model predictions betray a highly
turbulent structure. Notice that the diffusion of the inlet jet is much higher for the k-ε
model predictions. The same is true for the vorticity contours presented in Figures 8.29
and 8.30. Finally, the iso-contours of temperature are shown in Figure 8.31 for a more
visual understanding.
The results presented in this section are seen as a confirmation of the fact that the
present methodology is capable of resolving a significant portion of the inertial sub-range
in the energy spectra. Certainly, the most energetic large coherent structures are captured
by the predictions. The energy spectra display about the same energy content out to
410f ≈ Hz as the same order of maximum frequency as in experiments.
Chapter 9
CONCLUSIONS AND RECOMMENDATIONS
The order of magnitudes of the important length and time scales which are
relevant to both the engine geometry and speed, and the resulting turbulent flow field
were established using the k-ε model predictions. A review of measured and computed
scales relevant to IC engines was presented and an assessment of these was made in
comparison with the self imposed scales of the engine itself. This assessment included
axisymmetric calculations using the KIVA-3 code (Amsden, 1993) for a typical IC
engine, and focuses on the influence of combustion, compression ratio, initial conditions
and numerical mesh on predicted turbulence scales implied by the standard k- ε
turbulence model. The computations reveal some unexpected and interesting trends. The
compression ratio has a significant overall impact on the length scale, whereas initial
turbulence intensity or three-dimensionality have a barely noticeable impact on either the
length or the time scales away from the TDC.
A comparative study of the commonly used RANS models applied to internal
combustion engines was conducted, using a benchmark case that resembles a motored
IC-engine. As expected the models did not perform uniformly well over all flow regimes.
Significant differences were observed among various models as the engine speed
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increased. The RNC-k-ε (i.e. k-ε model corrected for streamline curvature) model was
found to perform slightly better, and the Low-Re model seems to perform the best, with
an appreciable improvement near the walls.
A new hybrid eddy viscosity model has been proposed which tends to RANS
calculations and to LES with a Smagorinsky SGS model, in the limit of coarse and fine
girds, respectively. This model is especially suitable for engine simulations because most
engine simulations are inherently three-dimensional and transient as in LES. The results
indicate that the new SEV (Smagorinsky-based eddy viscosity) model provides an
alternative in predicting the mean flow field in IC engines without solving the kinetic
energy and dissipation rate equations; albeit algebraic expressions are provided for these
quantities. The new model involves the major engine parameters such as mean piston
speed, and it also contains low Reynolds number effects. With this model some in-
cylinder flow properties could be simulated better. On the other hand, the new model can
also be used as a SGS model for LES in case of a sufficiently small grid size. Though,
more rigorous validation studies have to be conducted to appraise the SEV model, results
indicate a promising turbulence model for engine simulations.
A systematic investigation of numerical prediction of in-cylinder turbulence (i.e.
instantaneous random fluctuating components of flow variables) in internal combustion
engines has been performed using the KIVA code. The results of the simulated
benchmark cases have revealed that by carefully controlling the numerical errors and
using relatively fine grid resolution and a very small time step the unsteady dynamics of
turbulent flows can be captured reasonably well.
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The present engine applications show that the instantaneous large scale flow
structures (i.e. coherent large eddies) can be captured, and the predicted turbulence
statistics are in good qualitative agreement with the experimental data in a similar engine.
In particular, the good correspondence of normalized spectra to that obtained from
measurements by other authors is encouraging. It can be said that a significant portion of
the energy spectra can be resolved within the range of 100 to 10,000 Hz. However, the
reader should be cautioned that the cycle-to-cycle variations, which are usually
significant, could not be accounted for in the present calculations. In future calculations
several cycles should be simulated and an ensemble mean value for the flow variables
should be obtained. The predicted trends of velocity fluctuations during the intake as a
function of crank angle as well as its magnitude are also in good agreement with
experimentally observed trends. Close agreement of fluctuating velocity component
produced on different grids and a good comparison with experimental data indicate that
the numerical diffusion errors can not be a dominant factor in the defining the dynamics
of the resolved flow-field. This study should be extended to simulations with combustion
to have a truly understanding of the scales present inside the engine throughout the whole
cycle, which would be very appreciated from an engine design aspect.
This study has also shown that contrary to some arguments, significant turbulence
is likely to be generated by a carefully designed bowl, and that the intake turbulence
decays rapidly towards the TDC during compression stroke. Instability seems to be
induced by the unsteady flow separation at the edge of the bowl and the squish region,
although the turbulence generated by the bowl is relatively small. Current work aims at
combining both mechanisms so that a fair comparison with measurements can be made.
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In order to ensure practicality in engineering applications, the turnaround time for
the computations should be decreased drastically. This can be accomplished by resorting
to parallel programming with the appropriate numerical algorithms and the use of parallel
computers. A parallel implementation of the KIVA code on workstation clusters with
distributed memory seems to be a viable and cost effective alternative for research
institutions as well as industry.
It is also highly desirable to obtain a good set of experimental data specifically for
validation of large eddy simulations. The experiments need to be performed in
conjunction with the computations, and cover a range of engine speeds with and without
combustion, while keeping the valve and cylinder geometry relatively simple.
Appendix A
SHORT DESCRIPTION OF THE KIVA-3 CODE
The present calculations were performed utilizing readily available computer
codes, KIVA-3 and -3V (Amsden, 1993,1997; see also Amsden et al., 1985 and 1989).
KIVA-3 is a transient, multiphase, multidimensional, arbitrary-mesh, finite volume CFD
program widely used for internal combustion engine simulations. It is based on the
Arbitrary Lagrangian Eulerian (ALE) method (Margolin, 1997). The numerical
representation of the convective/advective terms in Eulerian approach lead to both
diffusion and dispersion errors, which create difficulties in resolving sharp interfaces in
flow variables. The ALE method seems to remedy some of those deficiencies. The
concept of the ALE approach is that mesh motion can be chosen arbitrarily. The method
is typically implemented in three phases. The first phase is an explicit Lagrangian update
of the equations of motion. The second phase is an optional implicit phase that allows
sound waves to move many computational cells per time step if the material velocities are
smaller than the fluid sound speed. This allows for greater computational efficiency. The
third phase is the remapping (or rezoning) where the solution from the end of phase two
is mapped back onto an Eulerian grid. This mapping is essentially one step of a
conservative advection algorithm (Margolin, 1997). The special case of non-moving
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boundary where the cells are always mapped back to the original grid is the Eulerian
limit. The reader is referred to Amsden et al., (1993) and Hirt et al., (1997) for more
details regarding the ALE method and the KIVA family of codes.
The version utilized uses the standard k-ε model, and a combustion model with a
combination of finite rate and equilibrium chemistry to model the combustion processes,
including a NOx
 
formation sub-model. KIVA-3 has a fairly sophisticated spray dynamics
model which tracks the droplets in a Lagrangian frame of reference while accounting for
the changes in mass, momentum and energy of representative droplets. The turbulence
effects on the spray droplets are modeled using the Monte Carlo method. The fluctuating
fluid velocity is randomly chosen from a Gaussian distribution with a standard deviation
of (2/3⋅k)1/2 once every turbulence-droplet correlation time, τtur = function(k,ε).










































with the model constants 44.1C
1
=ε , 92.0C 2 =ε , 0.1C 3 −=ε , 0.1Prk =  and
3.1Pr =ε . The SGS heat flux vector is calculated from SGS stresses by using a constant
turbulent Prandtl number. KIVA-3 allows for a SGS model, which utilizes the k-equation





















LSGS is an input length scale whose value is typically some measure of the
computational cell dimension. In this study LSGS was taken to be equal to the grid related
length scale, LG = (∆x∆y∆z)1/3, and used as a constant with a typical cell size. This model
will be referred to as the k-εSGS model.
The above turbulence models were used in conjunction with the commonly used
law-of-the-wall boundary condition which is implemented in KIVA-3. The basic
assumption here is that the interaction between the modeled near wall region and the
outer region is weak (Brooke and Hanratty, 1993).
All spatial derivatives other than the convective terms are approximated with
central differencing. Spatial accuracy of the convective terms is limited to several choices
including first-order upwinding (FOUP), not used in this study, central differencing (CD),
a user defined scheme that combines the previous two choices, and a flux-limiting
scheme known as Quasi-Second-Order Upwinding (QSOU). Both the first-order
upwinding and the QSOU schemes are monotonic.
Further justification to the numerical scheme can be provided by an order of
magnitude analysis of the truncation error. It can be shown that in the considered cases



















where a typical mean piston speed is pV ≅ 500 cm/sec, dv ≅ 3 cm is the valve
diameter and C1, C2 are assumed to be well behaving functions of space and time and













which shows that spatial error will still be the dominating factor, and there is no
need for further refinement of the time scheme. It should be noted that there are other
successful LES studies in the literature which use first order time scheme (see the work
of Tamara et al., and Onera et al. as reported by Rodi et al., 1997 in an LES Workshop;
see also Naitoh et al., 1992).
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