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Abstract
We consider Fourier multipliers for Lp associated with the Dunkl operator on R and
establish a version of Ho¨rmander’s multiplier theorem. In applying this version, we come up
with some results regarding the oscillating multipliers, partial sum operators and generalized
Bessel potentials.
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1. Introduction
One of the most important issues related to the harmonic analysis on the
Euclidean space is the problem of multipliers. In this respect, one of the most
prominent result is the Ho¨rmander–Michlin multiplier theorem [3,4,12,13,18]. In his
studies on general Riemannian symmetric spaces of the noncompact-type Anker [1]
has shown the validity of this theorem.
In this paper we consider harmonic analysis associated with the Dunkl operator
on R: The Dunkl operators [8] on Rn are differential-difference operators associated
with some ﬁnite reﬂection groups. They are important in pure mathematics and in
certain parts of quantum mechanics and one expects that the results in this paper will
be useful when discussing continuity properties in Dunkl analysis. Furthermore,
these operators provide a useful tool in the study of special functions associated with
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root systems [9,11,17,20]. They are closely related to certain representations of
degenerated afﬁne Hecke algebras [5,15]. Moreover, the commutative algebra
generated by these operators has been used in the study of certain exactly solvable
models of quantum mechanics, namely the Calogero–Sutherland–Moser models,
which deal with systems of identical particles in one dimensional space [2,14].
The Dunkl analysis with respect to aX 1=2 concerns the Dunkl operator La; the
Dunkl transform Fa; the multiplication a; and a certain measure ma on R: In
the limit case a ¼ 1=2; then La; Fa; a and ma agree with the operator d=dx; the
Fourier transform, the standard convolution and the weighted Lebesque measure
1ﬃﬃﬃﬃﬃ
2P
p dx; respectively.
The main purpose of this paper is to study Fourier multipliers for the Dunkl
transform by using continuity properties of the Dunkl transform Fa; the Dunkl
translation operators and the multiplication a: We will adapt to this case techniques
Anker used for noncompact symmetric spaces.
In this study we consider a function m in some weighted spaces and we deﬁne the
multiplication operator Tm by Tm f ¼ K a f ; where K ¼ ðFaÞ1ðmÞ in the
distribution sense. As usual, K is divided in two parts, corresponding to the kernel
decomposition K ¼ K0 þ KN; where K0 is supported near the origin and KN is
supported far from the origin. Consequently, we have the operator decomposition
Tm ¼ T0m þ TNm ; where T0m f ¼ K0 a f and TNm ¼ KN a f : We will prove the
integrability of KN which permits to deduce the Lp-boundedness of the operator
TNm ; and a Ho¨rmander’s condition for K
0 which permits to deduce the Lp-
boundedness of the operator T0m: We eventually want to deduce a version of
multipliers theorem by combining the results just given.
The paper is organized as follows. In Section 2 we recall some results about
harmonic analysis associated with the Dunkl operator on R: In Section 3 we prove a
version of Ho¨rmander’s multiplier theorem and give some examples of multipliers
(oscillating multipliers, characteristic functions). In Section 4, we give sufﬁcient
conditions so that the multiplier operator Tm is L
p  Lq bounded and we will apply
this result to investigate the Lp  Lq boundedness of the generalized Bessel potentials.
Throughout the paper we use the classic notation. Thus EðRÞ;SðRÞ and S0ðRÞ
are the space of smooth functions on R; the set of tempered functions on R and the
set of tempered distributions on R; respectively. Finally, c denotes a positive
constant whose value may vary from line to line.
2. Preliminaries
We recall ﬁrst basic deﬁnitions and some facts. We consider the Dunkl operator
La; aX 1=2; associated with the reﬂection group Z2 on R:
La f ðxÞ :¼ d
dx
f ðxÞ þ 2aþ 1
x
f ðxÞ  f ðxÞ
2
 
: ð1Þ
Note that L1=2 ¼ d=dx:
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For aX 1=2 and lAC; the initial problem La f ðxÞ ¼ lf ðxÞ; f ð0Þ ¼ 1 has a
unique solution EaðlxÞ called Dunkl kernel [9,11,17] given by
EaðlxÞ ¼ IaðlxÞ þ lx
2ðaþ 1Þ Iaþ1ðlxÞ; xAR;
where
IaðlxÞ :¼ Gðaþ 1Þ
XN
n¼0
ðlx=2Þ2n
n!Gðn þ aþ 1Þ
is the modiﬁed spherical Bessel function of order a:
Note that E1=2ðlxÞ ¼ elx:
We deﬁne the dual Dunkl intertwining operator tV on SðRÞ by
tVð f ÞðxÞ :¼ aa
Z
jyjXjxj
sgnðyÞðy2  x2Þa1=2ðx þ yÞf ðyÞ dy;
where aa ¼ ð2aþ1=2Gðaþ 1=2ÞÞ1:
Proposition 1 (See Trime`che [20, Theorems 3.2, 3.3]). The operator tV is a
topological isomorphism from SðRÞ into itself and satisfies
suppð f ÞC½a; a3suppðtVð f ÞÞC½a; a; a40: ð2Þ
Let
dmaðxÞ ¼ ð2aþ1Gðaþ 1ÞÞ1jxj2aþ1 dx:
For any measurable function f and any pA½1;N; we use the shorter notation jj f jjp;a
instead of jj f jjLpðmaÞ: Note that Lpðm1=2Þ is the Lebesque space LpðRÞ:
The Dunkl kernel gives rise to an integral transform, called the Dunkl transform
on R; which was introduced and studied in [11].
The Dunkl transform of a function fAL1ðmaÞ; is given by
Fað f ÞðlÞ :¼
Z
R
EaðilxÞf ðxÞ dmaðxÞ; lAR:
Here the integral makes sense since jEaðixÞjp1 for every xAR (see [16, p. 295]). Note
that F1=2 agrees with the Fourier transform F; given by
Fð f ÞðlÞ :¼ ð2pÞ1=2
Z
R
eilx f ðxÞ dx; lAR:
The Dunkl transform Fa satisﬁes the following properties (see [20, pp. 25,26]):
(i) For all fAL1ðmaÞ; we have jjFað f ÞjjN;apjj f jj1;a:
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(ii) For all fASðRÞ;
FaðLa f ÞðlÞ ¼ ilFað f ÞðlÞ; lAR;
where La is the Dunkl operator given by (1).
(iii) Fa possesses on SðRÞ the following decomposition:
Fað f Þ ¼F3tVð f Þ; fASðRÞ:
(iv) Fa is a topological isomorphism on SðRÞ which extends to a topological
isomorphism on S0ðRÞ:
Theorem 1 (See de Jeu [11], Trime`che [20]). (i) Plancherel theorem: The Dunkl
transform Fa is an isometric isomorphism of L
2ðmaÞ: In particular, jj f jj2;a ¼
jjFað f Þjj2;a:
(ii) Inversion formula: Let f be a function in L1ðmaÞ; such that Fað f ÞAL1ðmaÞ: Then
F1a ð f ÞðxÞ ¼Fað f ÞðxÞ a:e: xAR:
Notation. For all x; y; zAR; we put
Waðx; y; zÞ :¼ ½1 sx;y;z þ sz;x;y þ sz;y;xDaðjxj; jyj; jzjÞ;
where
sx;y;z :¼ ðx
2 þ y2  z2Þ=2xy if x; yAR\f0g;
0 otherwise

and
Daðjxj; jyj; jzjÞ :¼ ba
ðjxj þ jyjÞ2  z2
 
z2  ðjxj  jyjÞ2
 h ia1=2
ðjxjjyjjzjÞ2a if jzjAAx;y;
0 otherwise;
8><
>>:
ba ¼ 21aðGðaþ 1ÞÞ2=
ﬃﬃﬃ
p
p
Gðaþ 1=2Þ:
Here and in what follows, Ax;y ¼ ½ jxj  jyjj j; jxj þ jyj:
Remark (See Ro¨sler [16]). The signed kernel Wa is even and satisﬁes:
Waðx; y; zÞ ¼ Waðy; x; zÞ ¼ Waðx; z; yÞ;
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Waðx; y; zÞ ¼ Waðz; y;xÞ ¼ Waðx;y;zÞ
and Z
R
jWaðx; y; zÞj dmaðzÞp4: ð3Þ
Theorem 2 (See Ro¨sler [16]). (i) Let a4 1=2; lAC: The Dunkl kernel Ea satisfies
the following product formula:
EaðlxÞEaðlyÞ ¼
Z
R
EaðlzÞ dnx;yðzÞ; x; yAR;
where nx;y are signed measures given by
dnx;yðzÞ ¼
Waðx; y; zÞdmaðzÞ if x; yAR\f0g;
ddxðzÞ if y ¼ 0;
ddyðzÞ if x ¼ 0:
8><
>:
(ii) The measures nx;y have the following properties:
suppðnx;yÞ ¼ Ax;y,ðAx;yÞ; jjnx;yjj :¼
Z
R
djnx;yjðzÞp4: ð4Þ
For all x; yAR and f a continuous function on R; we put
tx f ðyÞ :¼
Z
R
f ðzÞ dnx;yðzÞ:
The operators tx; xAR; are called Dunkl translation operators on R:
Proposition 2. (i) For all xAR and fALpðmaÞ; pA½1;N;
jjtx f jjp;ap4jj f jjp;a: ð5Þ
(ii) For all l; xAR and fAL1ðmaÞ;
Faðtx f ÞðlÞ ¼ EaðilxÞFað f ÞðlÞ:
Proof. (i) If p ¼ 1;N; the result is clear. Assume therefore that pA1;N½ and let q be
the conjugate exponent of p; i.e. 1=p þ 1=q ¼ 1: We write
j f ðzÞWaðx; y; zÞj ¼ j f ðzÞjjWaðx; y; zÞj1=pjWaðx; y; zÞj1=q:
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Applying Ho¨lder’s inequality and (3), we obtain
jtx f ðyÞjpp4p=q
Z
R
j f ðzÞjpjWaðx; y; zÞj dmaðzÞ; x; yAR:
This gives the result.
(ii) Let fAL1ðmaÞ; we have
Faðtx f ÞðlÞ :¼
Z
R
Z
R
EaðilyÞWaðx; y; zÞf ðzÞdmaðzÞdmaðyÞ; lAR:
From Fubini–Tonnelli’s theorem and the fact jEaðilxÞjp1; we haveZ
R
Z
R
jEaðilyÞWaðx; y; zÞf ðzÞj dmaðzÞdmaðyÞp4jj f jj1;a:
Applying Fubini’s theorem, the result follows from Theorem 2(i) and the properties
of the kernel Wa: &
Let f and g be two continuous functions on R with compact support. We deﬁne
the multiplication a of f and g by
f a gðxÞ :¼
Z
R
tx f ðyÞgðyÞdmaðyÞ; xAR:
The multiplication a is associative and commutative [16]. Note that 1=2 agrees
with the standard convolution :
Proposition 3. (i) Assume that p; q; rA½1;N satisfies the Young condition 1=p þ
1=q ¼ 1þ 1=r: Then the map ð f ; gÞ-f a g extends to a continuous map from
LpðmaÞ  LqðmaÞ to LrðmaÞ; and we have
jj f a gjjr;ap4jj f jjp;ajjgjjq;a: ð6Þ
(ii) For all fAL1ðmaÞ and gAL2ðmaÞ; we have
Fað f a gÞðlÞ ¼Fað f ÞðlÞFaðgÞðlÞ; lAR:
Proof. (i) If r ¼N; the result follows from Ho¨lder’s inequality and Proposition 2(i).
Assume therefore that roN: Then p; qproN: We put
1=a ¼ 1=p  1=r; 1=b ¼ 1=q  1=r:
Then a; bA½1;N; and 1=a þ 1=b þ 1=r ¼ 1: We write
jtx f ðyÞgðyÞj ¼ jtx f ðyÞjp=ajgðyÞjq=b½jtx f ðyÞjpjgðyÞjq1=r:
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The result follows from Ho¨lder’s inequality and Proposition 2(i).
(ii) Let f ; gAL1ðmaÞ; we have
Fað f a gÞðlÞ :¼
Z
R
Z
R
EaðilxÞtx f ðyÞgðyÞ dmaðyÞ dmaðxÞ; lAR:
From Fubini–Tonnelli’s theorem, we haveZ
R
Z
R
jEaðilxÞtx f ðyÞgðyÞj dmaðyÞdmaðxÞp4jj f jj1;ajjgjj1;a:
The result follows then from Fubini’s theorem and Proposition 2(ii). &
3. LP-Fourier multipliers
Notation. For sAR; we denote by
Hs :¼ ffAS0ðRÞ=jj f jj2Hs :¼
Z
R
ð1þ l2ÞsjFð f ÞðlÞj2dloN;
the usual Sobolev space on R:
Deﬁnition 1. Let rA½1;N and s; tAR: The weighted Sobolev space Hs;tr is the space
of distributions hAS0ðRÞ which can be written as
hðlÞ :¼
XN
q¼0
hq
l
2q
 
; ð7Þ
where hqAHs satisﬁes suppðh0ÞCflAR=jljp4g; suppðhqÞCflAR=1=4pjljp4g
when qX1; and XN
q¼0
ð2qðtþ1=2ÞjjhqjjHsÞroN if rA½1;N½;
sup
qAN
ð2qðtþ1=2ÞjjhqjjHsÞoN if r ¼N:
The space Hs;tr is equipped with the norms
jjhjjHs;tr :¼ inf
XN
q¼0
ð2qðtþ1=2ÞjjhqjjHsÞr
" #1=r
oN if rA½1;N½;
jjhjjHs;tN :¼ inf sup
qAN
ð2qðtþ1=2ÞjjhqjjHsÞ
" #
;
where the inﬁmum is taken over all representations (7).
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Remark. Let Fsp;q denotes the (standard) Triebel space with parameters p; qA½1;N
and sAR (see [3, p. 167]). Then
Hs;tr ¼ ð1 d2=ðdxÞ2Þs=2FðF tþ1=22;r Þ:
Notation. For kAN and tAR; we denote by W k;t2 the space of all tempered
distributions h on R; such that
jjhjj
W
k;t
2
:¼
Xk
j¼0
Z
R
ð1þ l2ÞtþjjhðjÞðlÞj2dl
 1=2
oN: ð8Þ
Lemma 1. (i) We have the following continuous embeddings:
* Hs0;t0r CH
s1;t1
r when s04s1; t04t1 and rA½1;N;
* Hs;t0N CH
s;t1
1 ; t04t1 and sAR;
* SðRÞCHs;tr for every s; tAR and rA½1;N;
Moreover, SðRÞ is dense in Hs;tr if rA½1;N½:
(ii) Complex interpolation: Let yA0; 1½ and r0 or r1A½1;N½: Then
jjhjj
H
sy ;ty
ry
pcyðjjhjjHs0 ;t0r0 Þ
yðjjhjj
H
s1 ;t1
r1
Þ1y; hAHs0;t0r0 -Hs1;t1r1 ;
where
1=ry ¼ ð1 yÞ=r0 þ y=r1; sy ¼ ð1 yÞs0 þ s1 and ty ¼ ð1 yÞt0 þ t1:
(iii) Let aAR and sahðlÞ ¼ hðl aÞ: Then
hAHs;tr ) sahAHs;tr when s; tAR and rA½1;N:
(iv) Hk;t1 ¼ W k;t2 ; kAN and tAR:
Proof. Assertion (i) follows from Deﬁnition 1 and assertion (ii) follows from [19, pp.
125 and 59].
(iii) Let hAHs;tr : From (7) we have
sahðlÞ ¼
XN
q¼0
sða=2qÞhq
l
2q
 
:
Since
Fðsða=2qÞhqÞðlÞ ¼ eiða=2qÞlFðhqÞðlÞ;
we obtain jjsahjjHs;tr ¼ jjhjjHs;tr ; which proves the assertion.
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(iv) Fix a dyadic decomposition hðlÞ ¼PNq¼0 hqðl=2qÞ: Then
jjhjj
W k;t
2
p
Xk
j¼0
XN
q¼1
2qðjþ1=2Þ
Z
1
4
pjljp4
ð1þ ð2qlÞ2Þtþj jhðjÞq ðlÞj2dl
" #1=2
þ
Xk
j¼0
Z
jljp4
ð1þ l2ÞtþjjhðjÞ0 ðlÞj2dl
" #1=2
p c
Xk
j¼0
XþN
q¼0
2qðtþ1=2Þ
Z
R
jhðjÞq ðlÞj2dl
 1=2
:
Since F is unitary on L2ðRÞ; we get
jjhjj
W k;t
2
pc
XN
q¼0
2qðtþ1=2Þ
Z
R
ð1þ l2ÞkjFðhqÞðlÞj2dl
 1=2
:
Thus jjhjj
W
k;t
2
pcjjhjj
H
k;t
1
: By similar arguments a reversed inequality is obtained. The
details are left to the reader. &
For a bounded measurable function m on R; we consider next the operator Tm;
deﬁned by the formula FaðTm f Þ :¼ mFað f Þ: Here fAS0ðRÞ such that mFað f Þ
makes sense as an element in S0ðRÞ:
Deﬁnition 2. The function m is called a Fourier multiplier for LpðmaÞ; pA1;N½; if
there exists a constant Ap40; so that, for all fALpðmaÞ; then
jjTm f jjp;apApjj f jjp;a:
Tm is called the multiplier operator associated with m:
Notation. We let Mp be the family of bounded Fourier multipliers on L
pðmaÞ;
pA1;N½:
For mAHs;tr ; let K ¼ ðFaÞ1ðmÞ; and we have Tm f :¼ K a f for admissible f : We
introduce the kernels K0 and KN; by
K0 ¼ jK ; KN ¼ ð1 jÞK ; ð9Þ
where j is a smooth function on R; which satisﬁes jðlÞ ¼ 1 when jljp1=2 and
jðlÞ ¼ 0 when jljX1:
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As a consequence, we have the operator decomposition
Tm ¼ T0m þ TNm ; where T0m f ¼ K0 a f ; TNm f ¼ KN a f : ð10Þ
Theorem 3. Let s4aþ 1: If the function m can be written
mðlÞ ¼
XN
q¼0
mq
l
2q
 
;
with supqAN ðjjmqjjHsÞoN; i.e. if m belongs to Hs;1=2N ; then m is an Lp-multiplier, for
pA1;N½:
The proof of this theorem follows from the following lemmas.
Lemma 2. Let s4aþ 1 and mAHs;aþ1=2s1 : Then
(i) The kernel KN belongs to L1ðmaÞ; and the following is true:
jjKNjj1;apcjjmjjHs;aþ1=2s
1
: ð11Þ
(ii) If fALpðmaÞ; pA½1;N; then
jjTNm f jjp;apcjj f jjp;ajjmjjHs;aþ1=2s
1
:
Proof. (i) Let x be a smooth function on R; which satisﬁes xðxÞ ¼ 0 when xp0 and
xðxÞ ¼ 1 when xX1; and set
xjðxÞ ¼ xð2j  jxjÞ; jAN\f0g; xAR:
Then xjðxÞ ¼ 1 when jxjp2j  1; suppðxjÞC½2j ; 2j; and jxðiÞj jpci for some constant
ci; independent of j:
Assume ﬁrst that mASðRÞ and set R ¼F1ðmÞ ¼ tVðKÞ: Decompose R ¼
R0j þ RNj ; where R0j ¼ xjR and RNj ¼ ð1 xjÞR: Let
KNj ¼ ðtVÞ1ðRNj Þ and mNj ¼FðRNj Þ: ð12Þ
Since RðxÞ ¼ RNj ðxÞ; jxj42j; then by (2), KðxÞ ¼ KNj ðxÞ; jxj42j: Thus
jjKNjj1;apc
XN
j¼1
Ij ; Ij ¼
Z
2jpjxjp2jþ1
jKNj ðxÞj dmaðxÞ:
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Let b be the smallest integer such that bXaþ 1=2: By using Ho¨lder’s inequality,
Theorem 1 and Leibnitz rule, we obtain, for jAN;
Ijp c2jðaþ1=2Þ
Z
R
ð1þ l2ÞbjmNj ðlÞj2 dl
 1=2
p c2jðaþ1=2Þ
Xb
i¼0
Z
jxjX2j
di
dxi
ðRNj ÞðxÞ


2
dx
" #1=2
p c2jðaþ1=2Þ
Xb
i¼0
Z
jxjX2j
jRðiÞðxÞj2 dx
" #1=2
:
Let k be an integer such that k4aþ 1: By Parseval’s formula, we obtain
Ijp c2jðaþ1=2kÞ
Xb
i¼0
Z
jxjX2j
jxkRðiÞðxÞj2 dx
" #1=2
p c2jðaþ1=2kÞ
Xb
i¼0
Z
R
jðlimðlÞÞðkÞj2 dl
 1=2
p c2jðaþ1=2kÞ
Xb
i¼0
Xk
q¼0
Z
R
jlikþqmðqÞðlÞj2 dl
 1=2
:
Thus
Ijpc2jðaþ1=2kÞ
Xb
i¼0
jjmjj
W
k;ik
2
pc2jðaþ1=2kÞjjmjj
W
k;bk
2
;
where jj  jj
W
k;bk
2
is the norm given by (8).
By similar argument, we get I1pcjjmjjW k;bk
2
:
From these inequalities together with Lemma 1(iv), we obtain
jjKNjj1;apcjjmjjHk;bk
1
:
We put k ¼ ½s (the integer part of s), b ¼ ½aþ 1=2 þ 1; s0 ¼ 2½s  s; t0 ¼ 2b  s0 
a 1=2:
Using Lemma 1(ii) we obtain
jjmjj
H
k;bk
1
pcðjjmjj
H
s;aþ1=2s
1
Þ1=2ðjjmjj
H
s0 ;t0
1
Þ1=2:
By Lemma 1(i) it follows that jjmjj
H
s0 ;t0
1
pjjmjj
H
s;aþ1=2s
1
; which gives (11) in the case
mASðRÞ:
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For general mAHs;aþ1=2s1 ; the inequality is obtained by a simple limiting
arguments.
(ii) This assertion follows from (6) and (i). &
Lemma 3. Let s4aþ 1 and mAHs;1=2N : Then
(i) The kernel K0 given by (9) satisfies Ho¨rmander’s condition
Z
jxjX2jyj
jtyK0ðxÞ  K0ðxÞj dmaðxÞpcjjmjjHs;1=2N ; yAR:
(ii) The operator T0m is of weak-type (1,1) as
ma xAR=jT0m f ðxÞj4g
 
pcg1jj f jj1;a; g40; fAL1ðmaÞ:
(iii) For all fALpðmaÞ; pA1;N½; there exists a constant Cp40; so that
jjT0m f jjp;apCpjj f jjp;a: ð13Þ
Proof. (i) According to (4), we have
tyK0ðxÞ ¼
Z jjxjjyjj
jxjjyj
jðzÞKðzÞ dnx;yðzÞ þ
Z jxjþjyj
jjxjjyjj
jðzÞKðzÞ dnx;yðzÞ:
Since jxjX2jyj; it follows that jjxj  jyjjXjyj and therefore tyK0ðxÞ ¼ K0ðxÞ ¼ 0
for jyj41: We only need to consider the case jyjp1: Also observe that if jxj42; then
jjxj  jyjj41 and hence tyK0ðxÞ ¼ K0ðxÞ ¼ 0 for jyjp1:
Let Ey ¼ fxAR=2jyjpjxjp2g: ThenZ
jxjX2jyj
jtyK0ðxÞ  K0ðxÞj dmaðxÞ ¼
Z
Ey
jtyK0ðxÞ  K0ðxÞj dmaðxÞ
p IðyÞ þ JðyÞ;
IðyÞ ¼
Z
Ey
jtyKðxÞ  KðxÞj dmaðxÞ; JðyÞ ¼
Z
Ey
jtyKNðxÞ  KNðxÞj dmaðxÞ:
From (5), Lemmas 2 and 1(i), we have
JðyÞp5jjKNjj1;apcjjmjjHs;1=2N :
On the other hand, applying the same method as in [4, p. 652], we get
IðyÞpcjjmjj
H
s;1=2
N
; which completes the proof of the assertion.
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(ii) Let fAL1ðmaÞ and fj ¼ fX½ j; jþ1; jAZ; where X½ j;jþ1 is the characteristic
function for ½ j; j þ 1: Then
f ¼
XN
j¼N
fj and T
0
m f ¼
XN
j¼N
T0m fj :
Since suppðjÞC½1; 1 and suppð fjÞC½ j; j þ 1; then suppðT0m fjÞC½ j  1; j þ 2; and
we have
T0m fjðxÞ ¼
Z
½ j1; jþ2
kðx; yÞfjðyÞ dmaðyÞ; kðx; yÞ ¼ txK0ðyÞ:
This operator satisﬁes the conditions of [6, Theorem 2.4], that is
(a) The kernel kðx; yÞ belongs to L2ð½ j  1; j þ 22; ma#maÞ:
(b) From (6), we have jjT0m fjjj2;ap4jjK0jj1;ajj fj jj2;a:
(c) From (i), we have
Z
jxjX2jyj
jkðx; yÞ  kðx; 0Þj dmaðxÞpcjjmjjHs;1=2N ; yAR:
Thus
ma xA½ j  1; j þ 2=jT0m fjðxÞj4g
 
pcg1jj fjjj1;a; g40:
Now, we put
Bg ¼ fxAR=jT0m f ðxÞj4gg; g40:
Then
Bg ¼
[N
j¼N
Bj;g; Bj;g ¼ fxA½ j  1; j þ 2=jT0m fjðxÞj4gg:
So
maðBgÞpc
XN
j¼N
maðBj;gÞpcg1
XN
j¼N
jj fjjj1;a ¼ cg1jj f jj1;a:
(iii) Using (6), for every fAL2ðmaÞ; we obtain (13) in the case p ¼ 2 and C2 ¼
4jjK0jj1;a:
From this inequality and (i) together with Marcinkiewicz interpolation Theorem
[18, p. 21], we deduce (13) for fALpðmaÞ; pA1; 2:
By duality we obtain the result for all pA1;N½: &
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Example 1 (Ho¨rmander–Michlin multipliers). Let m:Rn-C be a bounded function
on the Euclidean space Rn: Then Tm is a bounded operator on L
pðRnÞ; pA1;N½
provided m satisﬁes
sup
lARn
jljmðjÞðlÞjoN; j ¼ 0;y; ½n=2 þ 1:
This example is studied by Stein in [18, p. 96]; the author uses the Littlewood–Paley
inequalities for the g-function and its variants.
Corollary 1. Let k be an integer such that k4aþ 1: Suppose that m is a bounded
measurable Ck-function on R which satisfies the hypothesis
sup
lAR
jljmðjÞðlÞjpc; j ¼ 0; 1;y; k: ð14Þ
Then mAMp; pA1;N½:
Proof. By Theorem 3, it sufﬁces to show that mAHk;1=2N : From [13, p. 121], there
exists a positive function f in SðRÞ; which satisﬁes suppðfÞCflAR=1=4pjljp4g
and
XN
j¼N
fðl=2jÞ ¼ 1; lAR\f0g: ð15Þ
Let fq; qAN; be the function deﬁned by
f0ðlÞ ¼
XN
j¼0
fð2jlÞ; fqðlÞ ¼ fðl=2qÞ; qX1: ð16Þ
We consider a dyadic decomposition mðlÞ ¼PNq¼0 mqðl=2qÞ; with
mqðl=2qÞ ¼ mðlÞfqðlÞ:
Since fASðRÞ; then m0 belongs to Hk and from the properties of the classical
Fourier transform F; we have
jjmjj
H
k;1=2
N
pjjm0jjHk þ c sup
qAN\f0g
Xk
i¼0
Z
1
4
pjljp4
jmðiÞq ðlÞj2 dl
" #1=20@
1
A:
Using the Leibnitz rule, we get for lAR and qAN\f0g;
jmðiÞq ðlÞjpc
Xi
j¼0
2qj jmðjÞð2qlÞj; i ¼ 0; 1;y; k:
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Thus applying hypothesis (14), we obtain
jjmjj
H
k;1=2
N
p jjm0jjHk þ c sup
qAN\f0g
Xk
j¼0
2qj
Z
1
4
pjljp4
jmðjÞð2qlÞj2dl
" #1=20@
1
A
p jjm0jjHk þ c
Xk
j¼0
Z
1
4
pjljp4
jlj2jdl
" #1=2
oN;
which completes the proof of the corollary. &
Example 2 (Oscillating multipliers). Let bAC; gAR; such that ReðbÞX0; g40: We
consider the function mb;g deﬁned on R; by
mb;gðlÞ :¼ cðlÞð1þ l2Þb=2eijlj
g
; lAR;
where c is a CN-function on R vanishing in a neighborhood of zero and equal to 1 in
a neighborhood of inﬁnity.
We determine sufﬁcient conditions for mb;g to be Fourier multipliers on L
pðmaÞ;
pA1;N½: These multipliers were studied in the classical case [7] and are called
oscillating multipliers.
Corollary 2. Let bAC; gAR; such that ReðbÞ4ðaþ 1Þg; then mb;g is an Lp-multiplier
for pA1;N½:
Proof. Applying Theorem 3, it sufﬁces to show that mb;gAH
s;1=2
N ; s4aþ 1: Let
e40: Then using the Leibnitz rule for jAN; yields
jmðjÞb;gðlÞjpCb;gð1þ jljg1Þjð1þ l2ÞReðbÞ=2; jljXe: ð17Þ
We consider a dyadic decomposition mb;gðlÞ ¼
PN
q¼0 mb;g;qðl=2qÞ; with
mb;g;qðl=2qÞ ¼ mb;gðlÞfqðlÞ;
where fq is the function given by (16).
First let s be an integer such that s4aþ 1: We suppose cðlÞ ¼ 0 for lA  e; e½;
then mb;g;0ASðRÞ; and using (17) and the proof of Corollary 1, we obtain
jjmb;gjjHs;1=2N p jjmb;g;0jjHs þ c sup
qAN\f0g
Xs
j¼0
2qj
Z
1
4
pjljp4
jmðjÞb;gð2qlÞj2 dl
" #1=20@
1
A
p jjmb;g;0jjHs þ Cb;g2qðReðbÞþgsÞoN:
Then by interpolation [19, pp. 123–125] this inequality holds for any real number
s4aþ 1: Putting s ¼ ReðbÞ=g; we obtain the result. &
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Example 3 (Partial sum operators). For an interval DCR; we deﬁne the partial sum
operator SD by
FaðSD f Þ :¼ wDFað f Þ;
where wD is the characteristic function of D:
In the classical case ða ¼ 1=2Þ this example is studied in [18, p. 100]; [10, p. 106],
by using Hilbert transform.
Corollary 3. For all fALpðmaÞ; pA1;N½; there exists a constant Cp40 independent of
f, so that
jjSD f jjp;apCpjj f jjp;a:
Proof. We may plainly suppose that D is of the form ða; bÞ; b4a: Then
SD ¼ SðN;bÞ  SðN;aÞ:
Hence it sufﬁces to prove the result in the case D ¼ ðN; aÞ for some aAR (the case
a ¼N being trivial). Furthermore,
SðN;aÞ ¼ 1
2
ðI þ iHaÞ;
where I is the identity operator and Ha is the transform given by
FaðHa f ÞðlÞ ¼ i sgnðl aÞFað f ÞðlÞ; lAR:
We put mðlÞ ¼ i sgnðlÞ; then
maðlÞ ¼ i sgnðl aÞ ¼ saðmÞðlÞ:
Now, we consider a dyadic decomposition mðlÞ ¼PNq¼0 mqðl=2qÞ; with
m0ðlÞ ¼ i sgnðlÞ
XN
j¼0
fð2jlÞ; mqðlÞ ¼ i sgnðlÞ fðlÞ; qX1;
where f is the function given by (15), assumed to be even. Then mqASðRÞ: Hence
there exists a constant c independent of q; for which
ð1þ l2Þs0 jFðmqÞðlÞjpc; lAR and s04ðs þ 1Þ=2:
This gives
jjmqjjHspc
Z
R
ð1þ l2Þs2s0dl
 1=2
; s04ðs þ 1Þ=2:
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Thus we deduce that mAHs;1=2N ; s4aþ 1; and from Lemma 1(iii), maAHs;1=2N when
s4aþ 1: This ﬁnishes the proof. &
4. Lp  Lq multiplier operators
In the following section we give sufﬁcient conditions so that Tm is L
p  Lq
bounded.
Theorem 4. Let mAHs;aþ1=2s1 -ðL1-L2ðmaÞÞ; s4aþ 1 and q4p; p; qA½1;N: Then
for all fALpðmaÞ; there exists a constant Cp;q40; so that
jjTm f jjq;apCp;qjj f jjp;a:
To prove this theorem we use the following lemma.
Lemma 4. Let mAHs;aþ1=2s1 -ðL1-L2ðmaÞÞ; s4ðaþ 1Þj2=p  1j; pA1;N½: Then the
kernel K ¼ ðFaÞ1ðmÞ belongs to LpðmaÞ; for all pA1;N½:
Proof. We consider the kernel decomposition K ¼ K0 þ KN given by (9). Since
mAL1ðmaÞ; then from Theorem 1(iii) the kernel K0 is bounded and compactly
supported, which proves that K0ALpðmaÞ; pA½1;N:
Using Theorem 1 and the fact mAL2ðmaÞ; we obtain
jjKNjj2;apc
Z
R
jKðxÞj2 dmaðxÞ
 1=2
pcjjmjj2;a: ð18Þ
On other hand, we have
jjKNjjp;ap
XN
j¼1
Ij;p; Ij;p ¼
Z
2jpjxjp2jþ1
jKNj ðxÞjp dmaðxÞ
" #1=p
;
where KNj is the kernel given by (12).
Applying Ho¨lder’s inequality and Theorem 1, for pA1; 2½; we get
Ij;ppCa;p2jðaþ1Þð2=p1Þ
Z
2jpjxjp2jþ1
jKNj ðxÞj2 dmaðxÞ
" #1=2
pCa;p2jðaþ1Þð2=p1ÞjjmNj jj2;a;
where mNj ¼FaðKNj Þ:
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But from the proof of Lemma 2, we have
jjmNj jj2;apc2jsjjmjjHs;aþ1=2s
1
:
Thus
Ij;ppCa;p2j½ðaþ1Þð2=p1ÞsjjmjjHs;aþ1=2s
1
:
By similar argument, we get I1;ppCa;pjjmjjHs;aþ1=2s
1
:
From these inequalities, for pA1; 2½; we obtain
jjKNjjp;apCa;pjjmjjHs;aþ1=2s
1
: ð19Þ
Finally, combining relations (18) and (19) together with duality of Lp-spaces, we
deduce that KNALpðmaÞ; for all pA1;N½:
Which completes the proof of the lemma. &
Proof of Theorem 4. From Lemma 4 and (6), for any p0A1;N½ and q0A½1;N; we
have
jjTm f jjp0;ap4jjK jjp0;ajj f jj1;a; fAL1ðmaÞ;
jjTm f jjN;ap4jjK jjq0
0
;ajj f jjq0;a; fALq0ðmaÞ;
with 1=q0 þ 1=q00 ¼ 1:
Thus by Riesz–Thorin interpolation Theorem [3, Theorem 1.1.1],
jjTm f jjq;apCp;qjj f jjp;a; q4p; p; qA½1;N: &
Example 4 (Generalized Bessel potentials). Let bAC; such that ReðbÞ40: We put
mbðlÞ :¼ ð1þ l2Þb; lAR;
and
Kb :¼F1a ðmbÞ; Tb f :¼ Kb a f :
The operator Tb is called Dunkl–Bessel potential. In the classical case this operator is
called Bessel potential and studied by Stein in [18, p. 130].
Corollary 4. Let ReðbÞ4aþ 1 and q4p; p; qA½1;N: Then for all fALpðmaÞ; there
exists a constant Cp;q;b40; so that
jjTb f jjq;apCp;q;bjj f jjp;a:
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Proof. Applying Theorem 4, it sufﬁces to show mbAH
k;aþ1=2k
1 -ðL1-L2ðmaÞÞ;
kAN; k4aþ 1: For jAN; yields
jmðjÞb ðlÞjpCbð1þ l2ÞReðbÞj=2; lAR:
Thus together with Lemma 1(iv), we obtain
jjmbjjHk;aþ1=2k
1
p c
Xk
j¼0
Z
R
ð1þ l2Þaþ1=2kþjjmðjÞb ðlÞj2dl
 1=2
p c
Z
R
ð1þ l2Þaþ1=2k2ReðbÞdl
 1=2
oN:
Which proves that mbAH
k;aþ1=2k
1 :
On other hand for ReðbÞ4aþ 1; we have mbAL1-L2ðmaÞ: &
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