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The mechanical properties of materials have been considered as one of the most important 
material properties for the development of mechanically reliable engineering products. Although some 
materials exhibit excellent material properties, such as electronic, magnetic, thermal, and optical 
properties, the materials cannot be usable in engineering applications if they are mechanically unstable in 
devices. Nowadays, nanotechnology allows us to make useful small-scale engineering devices, for 
instance, actuators of Micro-Electro-Mechanical-Systems and silicon-based electronic devices. These 
developments have continuously required the creation of mechanically reliable small materials that can 
survive during the long-term service. For the last two decades, micromechanical studies have revealed 
that mechanical properties could change significantly if a material dimension is reduced down to the 
micrometer-scale. At these small length scales, materials could be much stronger and tougher than their 
bulk counterpart. Therefore, it is critical to re-evaluate the mechanical properties of materials at the 
micrometer scale because small-scale mechanical properties are different from bulk-scale mechanical 
properties.  
In this dissertation, we show our new development of state-of-the-art in-situ cryogenic micro-
mechanical testing to investigate the mechanical properties of two different types of crystalline solids at 
low temperatures. First, we show how the sample dimension influences the ductile-to-brittle transition of 
body-centered-cubic metals. Second, we show a superelasticity of an intermetallic compound, CaKFe4As4 
and its relation to superconductivity at low temperatures. We believe that these efforts provide an 
important insight into a fundamental understanding of the mechanical behavior of materials at the 
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Chapter 1. Introduction 
 
1.1. Background in general 
The mechanical properties of materials have been investigated to develop mechanically 
reliable tools. For a long time in human history, those who own stronger materials won battles 
and wars. In modern times, from gigantic buildings, ships, airplanes to swords, guns, small soda 
cans, it would have been impossible to use them if their constituent materials are not 
mechanically robust. Furthermore, it has been frequently seen that despite superior optical, 
electrical, chemical and magnetic properties, materials developed from new research cannot be 
usable in engineering applications due to the mechanical instability. 
Nowadays, nanotechnology allows us to make useful small-scale mechanical devices, for 
instance, Micro-Electro-Mechanical-Systems (MEMS) sensors (Figure 1.1(a)) [1] and silicon-
based electronic devices. In the medical field, MEMS devices are used for sensors to measure 
blood pressure, body temperature, glucose level, tissue tension, brain and heart electrical 
impulse, and oxygen/carbon dioxide level and for actuation devices for microfluidic pumping, 
drug delivery, filters, and separators [2]. As wearable technologies and healthcare are becoming 
one, it is not too distant future for the MEMS to be a part of our body [3]. In our daily lives, 
MEMS application is already the cores of a smartphone as well, for instance, accelerometers and 
gyroscopes to acoustic wave filters for an antenna, and optical image stabilizer for cameras, 
which are becoming one of the most important components. With the rapid advances in 
lithography technologies, the commercially produced silicon chips are 8 nm – 14 nm thick [4,5], 
which are nearly 5,000 - 8000 times thinner than a human hair (Figure 1.1(b)) [6]. 
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As much as they are sophisticated, the nano-sized chips are devices can be vulnerable to 
damage. In other words, all these advanced technologies will stop working if those small 
components fail to stay on a substrate mechanically stable during manufacture and in service. 
Therefore, it is critical to have the capability to measure mechanical properties at a small scale 
and gain a fundamental understanding of them. 
 
         
Figure 1.1. (a) Ultrasonic phacoemulsifiaction tool [1], (b) TEM cross section of a typical 
NMOS transistor used by the Exynos 7420 [6] 
 
1.2.Mechanical behavior of materials 
When elastic deformation is imposed, a material can store the applied strain energy. However, 
when the stored energy exceeds the limiting value, the material begins to deform plastically to 
dissipate the excess energy as the shape change (work done) and the heat. In crystalline materials, 
plasticity can be carried primarily by the motion of one-dimensional crystalline defect, a 
dislocation. In amorphous and quasi-crystalline materials (non-crystalline, in general), a shear 
band carries plasticity [7,8]. Because plasticity carriers usually do not move back to their original 




the deformation continues, a crack is eventually developed due to atomic decohesion, leading to 
fracture. The schematic diagram of mechanical behavior under uniaxial tension is available 
(Figure 1.2.). 
 
Figure 1.2. A schematic of a general mechanical behavior of materials. (a) Stress-free state; 
Elastic deformation from Point (a) to (b); Plastic deformation from Point (b) to (e); 
Necking occurs at Point (c); Fracture occurs at Point (e). 
Firstly, the motion of a dislocation occurs via the propagation of a systematic change in 
atomic arrangement at a dislocation core, causing plastic flow within a crystal structure (Figure 
1.3.) [9]. The stress-level at which a dislocation starts to move is termed a yield strength. If the 
atomic bonding is strong (e.g. ionic or covalent bonding) or the dislocation core structure is 
complex, the motion of dislocations is usually difficult because the atomic re-arrangement at a 
dislocation core becomes much more difficult. In this case, the mobility of dislocation is usually 
low, and a material is strong, but brittle. If the atomic bonding is easy to break (e.g. metallic 
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bonding) and a core structure can be modified easily, the mobility of dislocation is high. 
Dislocation mobility is temperature-dependent because thermal vibration affects the atomic 
rearrangement at a dislocation core [10,11]. Dislocation mobility usually becomes higher as the 
temperature increases, so a material becomes more malleable at a higher temperature. 
 
Figure 1.3. Propagation of edge dislocation in simple cubic structure [9] 
For Face-Centered-Cubic (FCC) metals, the dislocation slip system consists of the closed-
packed plane and the shortest translation direction, which correspond to {111}<110> slip 
systems. The perfect dislocation with ½ <110> Burgers vector tends to dissociate into two 
(Shockley) partial dislocations with 1/6<112> Burgers vector and spread out on {111} plane 
(Figure 1.4(a)). The area between two partial dislocations is called a stacking fault, and the 
width of stacking fault depends on its stacking fault energy. Due to its planar core structure and 
relatively weak metallic bonding, a dislocation in FCC can move easily regardless of edge/screw 
character. In Body-Centered-Cubic (BCC) metals, however, a dislocation has ½ <111> Burgers 
vector, and the core structure of a screw dislocation spreads out to multiple <111> planes 
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(Figure 1.4(b)) [12]. This complex non-planar core structure usually limits the mobility of screw 
dislocations. The low mobility of dislocations in BCC metals explain their high lattice resistance 
and the consequent brittleness, compared to FCC metals. Due to the high lattice resistance, a 
screw dislocation in BCC crystals moves by nucleating and migrating kink-pairs at non-zero 
temperature [13]. This kink-pair mechanism is thermally and/or stress- assisted and remains 
active until a certain temperature, at which lattice resistance become negligibly low. The 
difference between the edge and screw dislocation mobility in BCC metals has been investigated 
extensively [14]. For instance, an edge dislocation is reported to be 40 times faster than a screw 
dislocation in pure Molybdenum at room temperature [15]. This large mobility difference is 
temperature-dependent and disappears when a temperature reaches a critical temperatures, at the 
mobility of screw dislocation becomes the same with that of edge dislocation [14].   
 
 
Figure 1.4. (a) Partial dislocations bounded by stacking fault in FCC crystals, (b) Complex 





Secondly, at bulk scale, a dislocation is capably of self-multiplication from a dislocation 
source. Frank-Read source is the example of dislocation source. Frank-Read source is a double 
pinned mobile dislocation (Figure 1.5.) As the dislocation segment bows out under high enough 
stress, the circumference becomes larger until it becomes a closed loop. Once it is closed, a new 
dislocation forms at the center region, and a dislocation loop expands and move away. This 
Frank-Read source mechanism can generate many dislocations rapidly via the repeated 
operation, leading to strain hardening [16].  
 
 
Figure 1.5. Dislocation multiplication process of Frank-Read source. 
Third, dislocation nucleation occurs when a material is lack of dislocation. Homogeneous 
nucleation of a dislocation occurs when high applied stress can rupture a line of atomic bonds at 
the inside of crystalline materials, resulting in a shear displacement by one Burgers vector 
(Figure 1.6(a)) [17]. This process requires the simultaneous atomic displacement, so the 
required stress is closed to the theoretical strength of materials [16]. This extreme phenomenon 
usually occurs when a material was deformed by shock compression [18]. Also, spherical 
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nanoindentation can induce the homogeneous dislocation nucleation because the maximum shear 
stress is developed at the inside of material [19,20]. Heterogeneous dislocation nucleation can 
occur much more easily because it requires only about the half amount of energy compared to 
the homogeneous dislocation nucleation (Figure 1.6(b)) [17]. It occurs at the surface, grain 
boundaries, crack tips, etc., which can work as stress concentrators in the material. Dislocation 
nucleation at a crack tip is the critical factor to determine whether brittle fracture occurs or not. 
The sufficient amount of dislocation nucleation at a crack tip can suppress brittle fracture. 
Dislocation behaviors can be affected by other factors, such as temperature, stress, the 
distribution of interstitial/substitutional atoms and precipitates [21]. Thus, the control of 
dislocation behaviors is an important engineering problem. 
              
 
Figure 1.6. (a) Homogeneous dislocation nucleation and (b) Heterogeneous dislocation 






Liberty ship failure at World War II, which is one of the most famous incidents in materials 
research history, shows how dramatically the mechanical properties of materials can change at 
low temperature (Figure 1.7(a)) [22]. Subsequent investigations showed that this incident 
occurred by Ductile-to-Brittle Transition (DBT). Many ships were made of steel, which was 
thought to be a strong-and-ductile BCC metal. A screw dislocation in BCC crystals moves by 
nucleating and migrating kink-pairs at a finite temperature [13]. As the temperature decreases, 
the kink-pair mechanism is thermally-suppressed, leading to the decrease in mobility of screw 
dislocation. Once the temperature decreases below a certain critical temperature, screw 
dislocations cannot move and cannot generate the plasticity. In addition, a dislocation nucleation 
is the thermally-activated process and is suppressed at a low temperature. Therefore, a 
dislocation cannot be nucleated at any stress concentrated region such as a crack tip. The low 
mobility of dislocation and the suppression of dislocation nucleation at a crack tip lead to the 
catastrophic brittle failure of material. Materials that go through this transition show the rapid 
drop in impact energy as temperature decreases. (Figure 1.7(b)) This phenomenon was termed 
DBT. Combined with other factors such as a square corner of hatch working as a stress 
concentrator and largely welded steel sheets letting cracks propagate for large distances, those 




       
Figure 1.7. (a) Fractured Liberty ship failure at World War II due to DBT [22], (b) A 
change of impact energy of a material with DBT in terms of temperature 
Extensive studies have been done to understand what makes materials ductile or brittle and 
two major theories stood out. Rice and Thomson proposed a model that dislocation nucleation at 
a crack tip determines whether DBT occurs or not (Figure 1.8(a)) [23]. Due to the high stress 
concentration at the crack tip, it is possible to nucleate a dislocation embryo. If dislocation 
nucleation can occur at lower stress than that of crack propagation, the plastic deformation can 
effectively suppress a brittle fracture (catastrophic failure). Stroh proposed a different model 
which is related to the presence of impurities or precipitates (Figure 1.8(b)) [24]. Impurity atoms 
or precipitate can lock the operation of Frank-Read source, leading to brittle fracture. Thermal 
fluctuation at high temperature enables the Frank-Read source to overcome this resistance, 
leading to ductile deformation. Hirsch proposed that the dislocation mobility controls DBT 
(Figure 1.8(c)) [25]. By cross-slipping, existing dislocations can be attracted to the crack tip and 




            
 
 
Figure 1.8. (a) Rice-Thompson model – emission of dislocation at a crack tip, (b) Stroh 
model – the dislocation locking at impurities, (c) Hirsh model – interaction between a crack 
and pre-existing dislocations 
Both dislocation nucleation and mobility play key roles in DBT. Computational materials 
researches began to show atomistic point of views and propose different ideas, such as the 
change of slip system [26]. Thus, in terms of engineering and designing, it will be important to 
consider all the models and think which one will outweigh the others under the condition of 
interest. 
 
1.4.Mechanical behavior of ThCr2Si2-type intermetallic compounds 
It has been 35 years since Hoffmann and Zheng proposed the noble idea of bond 





compounds (Figure 1.9(a)) [27]. Recently, this structure has received a lot of attention due to the 
property tenability and the possibility of its high-temperature superconductivity [28]. FeAs-based 
pnictides show the first-order phase transition under hydrostatic pressure by making As-As type 
bond as well as collapsing the magnetic moment of Fe atoms, leading to the significant change in 
magnetic and electronic properties as well as to the lattice collapse along c-axis, for instance, 
over 10% c-axis reduction in single crystalline CaFe2As2 [29]. This lattice collapse along c-axis 
can be recovered when an applied pressure is relaxed. Thus, the elastic deformation of CaFe2As2 
was investigated under uni-axial compression. 
Sypek, et al. performed uni-axial micropillar compression tests with a single crystalline 
CaFe2As2 along c-axis. They reported high strength, ~3.7 GPa and superelasticity, ~13.7% 
remarkable recoverable strain (Figure 1.9(b)) [29]. Density Functional Theory (DFT) calculation 
confirms the formation of As-As bonds under compression (Figure 1.9(c)). Due to its high 
strength and strain, the work absorption/release capacity is an order of magnitude higher than 
most of advanced engineering materials [30,31]. As a structural material, the giant c-axis lattice 
collapse without fracture is surprising especially for an intermetallic compound because it 
usually fails catastrophically within the limited strain range (less than 1%) due to their extreme 
brittleness [31]. Furthermore, this ultra-high recoverability through a structural transition would 
enable FeAs-based pnictides to be strain-engineerable. For example, it is possible that 
superconductivity of FeAs-based pnictides could be switched on and off by mechanical loading. 
In addition, by using DFT calculation and neutron scattering measurement with in-situ 
cryogenic hydrostatic pressure, Sypek, et al. investigated the metastability of a single crystalline 
CaFe2As2 in the form of collapsed tetragonal at 50 K [29]. The structure was deformed and 
unloaded at 50 K. The structure remained deformed. Then, the structure was heated above 100 K 
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and restored the shape back to the original structure. This result showed a new shape memory 
effect and made CaFe2As2 a possibility to develop an actuator that can work in cryogenic 
condition such as deep space exploration. 
 
Figure 1.9. (a) ThCr2Si2-type structure [27], (b) The stress-strain curve of CaFe2As2, (c) 
Density Functional Theory calculation showing As-As bond formation under a-axis loading 
[29] 
 
1.5.Mechanical behavior of materials at the micrometer scale 
Making systems smaller requires more than just shrinking the size. For the last two decades, 





material dimension is reduced down to the micrometer-scale. At small length scales, materials 
can be much stronger and tougher than their bulk counterpart. Therefore, it is critical to re-
evaluate mechanical properties of materials at the micrometer scale because they are different 
from bulk properties. 
 
Smaller is Stronger 
In most metals, pre-existing dislocations move and interact to each other when a stress 
becomes higher than their yield strengths. When they are pinned by other dislocations, 
dislocations often multiply. In bulk metals, mobile dislocations almost always exist, and their 
collective motion causes plastic yielding. With the similar dislocation density, however, when 
the material dimension decreases down to the micrometer-scale, only a few dislocation sources 
remain, and plasticity is controlled by the operation of individual dislocation sources. This 
plasticity mechanism at the micrometer scale is called source-controlled plasticity [32]. The 
plasticity process can be explained by the weakest link concept [33]. Simply speaking, when the 
sample dimension decreases, the chance of having a weak dislocation source decreases. 
Therefore, smaller materials can be stronger because the plastic deformation occurs by the 
operation of stronger dislocation source. 





Figure 1.10. The size dependence of (a) FCC metals [34], (b) BCC metals [14] 
Single crystalline metals showed that the size effect on the flow stress obeys a power-law 
relation. The power-law can be described by σ = Ad
−n
, where A is the proportional constant, d is 
a sample diameter, and n is the power-law exponent. The power-law exponent of single 
crystalline metals was reported to be 0.6–1.0 for FCC crystals and 0.22–0.45 for BCC crystals 
(Figure 1.10(a) and (b)) [14,34]. The difference of the size dependence between FCC and BCC 
crystals is attributed to the intrinsic lattice resistance of dislocation. The intrinsic lattice 
resistance is the critical shear stress required to move an infinitely long straight dislocation. If we 
adopt a single arm source model, the size effect can be understood as follows. 
 τCRSS = τ0 + 0.5 Ks b √     + 
    
 ̅               
                                             (Equation 1.1) 
τCRSS: the CRSS for the activation of the weakest single arm dislocation source 
τ0: the intrinsic lattice resistance 
Ks: the anisotropic shear modulus 
b: the magnitude of Burgers vector 
 ̅   : the statistical average length of the weakest single arm dislocation source 
D: a micropillar diameter 
    : the total dislocation density 
  : slip plane orientation 
 
In Equation 1, the critical resolved shear stress (CRSS) of single arm source model is 
constituted of intrinsic lattice resistance, dislocation interaction, and source truncation, in order 
[35]. For the simplicity, two steps can be taken. First, by assuming the similar dislocation density 
(         
   and slip plane orientation (     ) for FCC and BCC, the  ̅    can be only a 
function of a micropillar diameter ( ̅           
          ̅      ). Secondly, by fixing the 
dislocation density to be the same typical moderate number for FCC and BCC, the intrinsic 
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lattice resistance and dislocation interaction can be represented by τbulk. Then the Equation 1 can 
be simplified as follows. 
 τCRSS = τbulk + 
    
 ̅      
   ≈ B D
−n
                                                                 (Equation 1.2) 
τbulk: the shear stress at a bulk scale 
B: proportional constant 
 
Because the intrinsic lattice resistance (τ0) of BCC metals is usually an order of magnitude 
higher than that of FCC metals and the dislocation interaction term is not significant for both 
BCC and FCC when the dislocation density is moderate, BCC metals will have a much larger 
τbulk than FCC. Thus, the influence of the source truncation term on the critical resolved shear 
stress (τCRSS) is smaller in BCC metals and will have smaller power-law exponent, n. 
The size effect at the micrometer scale also exists outside the crystalline materials with 
dislocations. For instance, YCd6 quasi-crystal (QC) and its approximant also showed „smaller is 
stronger‟ without translational symmetry [36]. The power-law exponent of QC approximant was 
found to be 0.4. Wang, et al. calculated the theoretical a power-law relation of materials with 
shear band deformation to be 0.5 [37]. The model is the balance between the elastic energy 
stored in the micropillar and the energy increase by creating shear bands. The calculation gives 
the power-law exponent, 0.5, and the small deviation can be understood by the heat dissipation 
or elastic recovery. In Bulk Metallic Glass (BMG), Zr-based BMG nanopillars of 100 nm in 
diameter, which has an amorphous atomic arrangement, exhibits even higher strength from 1.7 






Smaller is Weaker 
It can also mean being weaker. At deep sub-micrometer regime (less than 100 nm), the large 
surface to volume ratio begins to influence the plasticity mechanisms, such as surface dislocation 
nucleation and diffusion through free surface.  
Firstly, when the sample size is small, dislocations can easily escape to the free surface, 
leading to dislocation starvation. To accommodate the strain further, dislocations needs to be 
nucleated and the free surface works as a heterogeneous nucleation site. Thus, larger surface to 
volume ratio makes surface nucleation easier and decrease the nucleation stress (Figure 1.11(a)) 
[39,40]. 
Secondly, diffusive plasticity can be considered. The grain boundary diffusivity is usually 
orders of magnitude larger than that of bulk diffusivity [41,42]. For free surfaces, it is even larger 
due to less constraint. Thus, at the extremely small scales, surface diffusion can take a significant 
portion in the entire plasticity. For example, a single crystalline Ag can show diffusive plasticity 
at 10 nm or smaller at room temperature (RT). Because the diffusivity is temperature dependent, 
the size can be much larger at higher temperature (closer to its melting temperature 1234K) [43]. 
Likewise, a single crystalline Sn was reported to diffusively deform at RT with the sample size, 
130 nm, because its homologous temperature at RT is already 0.6 (Figure 1.11(b)) [44].   
„Smaller is weaker‟ is also found in polycrystalline nanopillars. In polycrystalline materials, 
the hardness is dependent on the grain size. As the grain size decreases, the hardness goes up 
because grain boundaries impede dislocation motion. It is called Hall-Petch (H-P) relation. 
However, when the grain size is extremely small, the hardness starts to decrease together with 
grain size because the nano-sized grain boundary sliding can slide against each other [45]. It is 
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called inverse H-P relations and the grain size is around 10 nm [44]. When the size of 
nanocrystalline nanopillars is less than 100 nm, the fraction of grains at the surface becomes high 
enough to control the pillar strength. With 12 nm grain-sized Pt nanopillars, surface grains start 
to slide rather than nucleating dislocations when the pillar diameter is lower than 60 nm and it 
becomes weaker as the pillar size decreases [46]. 
     
Figure 1.11. (a) ‘Smaller is weaker’ for surface dislocation nucleation stress in [100]-
oriented square copper nanowire under compression at 300 K. Data points are calculated 
values and the solid curve is non-linear fitting. The inset shows a typical saddle 
configuration of a dislocation loop nucleating from the lower-left corner of the square 
nanowire. [39], (b) Change of deformation mechanism in Sn according to the size 








Smaller is Tougher 
Fracture is sensitive to the geometry and distribution of defects, such as surface flaws or 
micro-cracks. Plastic deformation in brittle materials is often observed by stress concentration 
followed by catastrophic fracture. If the dimension of materials becomes close, especially, to the 
nano-meter length scale, the defects can be effectively removed, and they would possess nearly 
no defect. Then, it is possible to observe the ductility of these otherwise brittle materials. For 
example, Gallium Arsenide (GaAs) micropillars with 1 μm in diameter display significant 
dislocation-based plasticity [47]. Silicon nanopillars with diameters less than 300 nm exhibit 
extensive plastic slip events instead of brittle fracture under uni-axial compression [48]. The 
fracture toughness of silicon spheres and pillars was reported to increase with an inverse square-
root size dependence (Figure 1.12) [49]. For metallic glasses, it is reported that large-sized BMG 
samples fail catastrophically by unstoppable shear band propagation while, at small scales, shear 
bands can propagate stably, allowing extensive plasticity and the fracture surfaces are smooth 
[50]. Zr-based bulk metallic glass (BMG) nanopillars with 100 nm in diameter exhibit large 
ductility up to 25 % true strain [38]. It is notable because being ductile is generally inversely 
coupled with being stronger but this study showed they can increase together.  Even, icosahedral 
Al-Pd-Mn QC nanopillars also exhibit the brittle-to-ductile transition at the diameter between 
350 and 510 nm despite the absence of translational symmetry in its quasi-crystalline structure 
[51]. All these results confirm that size reduction is indeed able to prevent catastrophic failure 




Figure 1.12. ‘Smaller is tougher’ for fracture toughness of silicon spheres and pillars [49] 
Necessity of cryogenic nanomechanical testing 
To sum up, the human civilization is advancing its quality with the help of nanotechnologies 
and nano-sized materials show different behaviors (e.g. stronger, weaker, and tougher) from 
when it is bulk-sized. Furthermore, the exploration to the outer space is being more accelerated 
recently and the material also behaves differently at those conditions. Thus, the importance of 
understanding small materials in extreme conditions will only keep growing and it will be useful 
to study the effect of cryogenic temperature on various materials at small scale. Thanks to 
advanced electron microscopy and focused-ion beam (FIB) technique, micron-sized samples can 
be fabricated for research with high precision. Plus, powerful computation such as Density 
Functional Theory (DFT) and Molecular/Dislocation Dynamics (MD/DD) has been developed to 
provide theoretical insight. Therefore, I conducted both experimental and theoretical studies that 
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uncover new mechanisms that govern the elasticity and plasticity of crystalline materials at low 
temperature at the micron-scale.  
 
1.6. Experiments 
Focused-ion beam milling 
Micro-pilllars/-dog bone samples were fabricated using focused-ion beam (FIB) milling 
(Figure 1.13(a) and (b)). Three FIB equipment (Thermo Fisher, USA) were used in this study: 
Helios PFIB Dual Beam for high volume milling (Xe ion) and Helios Nanolab 460F1, Strata 
400S Dual Beam for high precision milling (Ga ion). Xe ion beam milling was used to make the 
first rough cuts quickly. Later, the samples were moved to Ga ion beam milling to make precise 
cuts. Gallium ion beam currents from 300 to 10 pA under an operating voltage of 30 kV were 
used from the initial to final thinning with concentric circle patterns. Because the typical 
thickness of FIB damage layer is about 20 nm, which is much thinner than our pillar diameter 
(~2 μm), we expect negligible effects of FIB damage on the mechanical data. The tapering was 
controlled below 2
o
. To avoid unnecessary trench around the pillar and measure the precise 
strain, several square pillars were also made by using side-milling. The ideal height to diameter 
ratio for micropillars is 3:1 to avoid buckling issue under compression. The micron-sized 





Figure 1.13. (a) Micro-pillar for compression tests, (b) micro-dog bone sample for tension 
tests, (c) micro-tensile test grip made from diamond flat punch tip 
Of course, there are concerns about preparing sample at small scales. Focused ion-beam 
milling, in particular, has been under debate. Depending on materials` atomic weight, bonding 
characteristics, beam energy and etc, the depth of ion damage on the surface varies. Groups 
studied the strengthening on the surface by ion beams (Ga or He) with nanoindentation hardness 
testing and reported significantly increased hardness with various indentor sizes ranging from 1 
to 100 micrometer [52,53]. On the other hand, other group made submicron-sized samples in 
various ways including annealing, second milling with low-energy Ar
+
 and growing via 
electrodeposition followed by annealing. It was concluded that they all showed strong size effect 
despite the difference in fabrication methods and the damage was negligible [54].  
 
Uni-axial compression and tension micro-mechanical testing 
In-situ micro-mechanical test was performed at room temperature and under an high vacuum 
condition (<10
-4
 Pa) using a NanoFlip
TM
 (KLA-Tencor, USA), which is installed in a field-
emission gun JEOL 6335F scanning electron microscope (JEOL, Japan). A nominal 
(a) (b) (c) 
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displacement rate of 10 nm/s, which corresponds to the engineering strain rate of ~0.002 s
-1
, was 
used for all in-situ compression/tension tests. Strain calculations for compression experiments 
were done with the Sneddon punch correction using the effective Elastic modulus that was 
measured by nanoindenter, iNano
TM 
(KLA-Tencor, USA). The recorded video was often used to 
visually confirm that our strain measurements were accurate. The tip used for compression was a 
conductive diamond Pyramid flat punch (Micro Star Technologies Inc, USA) and the same tip 
was cut by FIB to make dog bone sample grip for tension (Figure 1.13(c)). 
 
Nanoindentation 
Nanoindentation is a depth and load sensing testing at nano-/micron-scale. The tests were 
performed ex-situ by iNano
TM 
(KLA-Tencor, USA). Unlike uni-axial testing, the stress applied to 
the material is 3-dimentional and more complex and it was under ambient atmosphere. The 
choice of tip is wider, from a sharp Berkovich tip to spherical tip with various diameters. It is 




Cryogenic temperature set-up 
 
 
Figure 1.14. (a) The photo of custom-built cryogenic system, (b) the cartoon schematic of 





A liquid nitrogen (LN) and helium (LHe) cryostat, ST-100, (Janis Research Company, USA) 
was used to perform in-situ micro-mechanical testing at low temperatures to investigate the 
temperature effects (Figure 1.14(a)) [55]. The system is composed of three subsystems.  
(1) A cold finger, a sample stage, and wires connecting the temperature sensors 
(2) A cryostat, a transfer line, and a cryogenic liquid tank 
(3) A temperature controller 
The subsystem (1) is inside the SEM chamber. The sample stage and wires should be 
installed only when the cryogenic temperature tests are needed. Because the space is limited, the 
wires should be arranged well in order to avoid touching each other and hindering the motion of 
sample stage. It is important to check whether or not all the wires are connected properly before 
closing the chamber. The cold finger is in direct contact with liquid coolant and removes heat 
from the sample via a cold line with radiation shield. Even though the temperature of the cold 
finger reaches near 4 K, the lowest temperature achieved at the sample stage so far is 37.6 K with 
LHe. It is because of inevitable cold loss due to heat transfer from the sample stage as well as 
radiation from the SEM chamber. 
To minimize this cold loss and cool down the sample stage as much as possible, the sample 
stage and connections were carefully designed [56,57]. Most importantly, the sample stage 
needed to be effectively heat-shielded in order for maintaining the coldness. Thus, the material 
was chosen based on the low thermal conductivity and sufficient stiffness, a high-density 




), which is only ~2% 








). In the test with alumina and 
titanium stages, it took more than 10 hours to achieve 130 K. However, HDPE sample stage was 
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cooled down to 40 K only within one hour (Figure 1.15(a)). Therefore, the HDPE sample stage 
has been used for all the in-situ cryogenic micro-mechanical testing.  
 
Figure 1.15. (a) The temperature profile of sample stage with High-Density-Poly-Ethylene 
(HDPE), alumina, and titanium, (b) The thermal drift data after cryogenic 
micromechanical tests. The small thermal drift guarantees the minimal error in 
displacement [58,59]. 
After the sample stage, temperature sensors, and wires are assembled precisely, the 
subsystem (2) can be installed. The following steps are to insert the transfer line into a cryogenic 
tank and to plug the cryostat to the cold finger that is attached to the SEM chamber. Before 
proceeding, the transfer line must be vacuumed in order to avoid clogging of condensed frozen 
water. It is recommended to vacuum the line before starting a test if it was exposed to cryogenic 
condition in the previous test. Once it is vacuumed, the transfer line should be inserted into a 
cryogenic tank. Depending on the situation, the tank can be an as-received-cylinder or a 
Dewar[55]. Because the liquid inside the tank is extremely cold, it is easy that any moisture gets 
frozen and stops the liquid flow. Thus, it is important to insert the line slowly and make the 




slightly building up pressure inside the tank. For LN, it builds pressure easily by itself if one 
controls the valve properly. However, for LHe, it is not easy to build enough pressure to make 
the liquid flow by itself. Therefore, it requires an additional Helium gas tank to be attached to the 
liquid tank (Figure 1.14(b)). When the insertion is successful, one must be able to feel coldness 
coming out of the cryostat. It may take a couple of minutes to see the flow. However, if nothing 
comes out of the cryostat, it means that the line is clogged by ice formed inside. Then, the entire 
line must be taken out of the tank and be dried out until the ice melts and clogging is resolved. It 
usually takes ~ 40 minutes. Once the line is dried for certain, one needs to vacuum the transfer 
line again before trying to insert it to the tank. 
The subsystem (3) is connected to the outside part of the subsystem (1) through a cable. The 
cable should be plugged in only when the cryogenic tests are needed. Otherwise, the cable must 
be plugged out and the controller must remain turned off. The three numbers (temperatures) are 
read from the subsystem (1). They are the temperatures of the cold finger, the sample, and the 
bottom of the sample stage. As discussed above at subsystem (1), the difference between the cold 
finger and the sample shows the collective cold loss and the difference between the sample and 
the sample stage bottom shows how effective the sample stage shields the heat transfer from the 
machine. 
To note, the diamond tip was not connected to the cold finger to avoid any influence on the 
force measurement. However, the temperature of the diamond tip was maintained to be similar 
with that of the sample by using thermal equilibration. This method has been used for high 
temperature nanoindentation and compression tests for shape memory materials [55]. The 
literature demonstrated that, at the target temperature (up to 500 
o
C), the diamond tip was 
brought to the sample surface and remained in contact for at least 30 minutes. In this work, the 
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cryogenic tests were done at 40 K, which is smaller temperature change than the high 
temperature tests. Therefore, the method should work as well. In addition to waiting for 30 
minutes at least, the thermal contraction of the tip (displacement without loading) was checked 
until the change becomes negligible. Then, the tip was moved to the sample and the tests were 
initiated immediately.  In this way, most thermal drift measured during the tests to be below 1 
nm/sec (Figure 1.15(b)) [60]. 
 
1.7. Computations 
Depending on the materials, Density Functional Theory (DFT), Dislocation Dynamics (DD) 
and Molecular Dynamics (MD) simulations were carried out by ourselves or through close 
collaborations. For single crystalline BCC metals (Niobium and Molybdenum), we performed 
uni-axial compression/tension MD at 10-28 um diameter pillars at various temperatures.For 
single crystalline Niobium, Dr. Ill Ryu`s group in The University of Texas at Dallas (United 
States) performed uni-axial tension DD at 1 micrometer diameter pillar at low and high 
temperature by changing the mobility of dislocations and surface nucleation process. For single 
crystalline CaKFe4As4, Dr. Roser Valenti`s group in Goethe University (Germany) performed 




Molecular Dynamics (MD) is a computer simulation to investigate the evolution of a system 
that consists of particles (atoms and molecules) (Figure 1.16(a)) [60]. When the number of 
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particles is vast, it is not possible to analytically calculate all of their complex interactions and 
motions. Instead, they can be determined by numerically solving Newton`s equations of motion 
and averaging them out with a chosen time step. It is useful to see how individual particles 
behave and the system evolves at the atomistic level for nanoseconds because it is not possible to 
observe them experimentally. Thus, the combination of experiments and MD simulations is a 
powerful tool in scientific researches. 
        
Figure 1.16. An image of MD simulation of (a) a gold nanoparticle under compression [61], 
(b) a niobium nanopillar with a dislocation under tension 
The force between the particles and their potential energies are determined by a potential 
function, which must be chosen carefully. It is possible that the potential is not properly chosen 
for the material or condition of interest. Because a calculation will be carried out based on an 
improper function in the first place, the result will not make sense. Likewise, the selection of 
constraints requires caution in order to reflect the experimental set-up. There are a number of 
different potential styles (e.g. Lennard-Jones potential (pair) [62,63], Stillinger-Weber potential 




etc) and constraints (Microcanonical ensemble (NVE) [66], Canonical ensemble (NVT) [67], 
Isothermal-isobaric ensemble (NPT) [68], etc) 
In order for the computational cost to be realistic and feasible, the length and time scale of 
the simulation is limited to sub-micrometers and sub-microsecond. The gap between micro-scale 
and macro-scale is called „meso-scale‟ [69,70] and there are on-going works to accomplish 
filling the gap, called „coarse-grained model‟ [71]. It is a model to enable scaling up the size and 
time by using a peuso-atom that represents a group of N atoms in the system. With that, the 
number of particles to be calculated is one N-th of the original system. The representation of 
defects in this coarse-grained model is intensely being studied [72]. 
In this study, the MD simulations were performed by Large-scale Atomic/Molecular 
Massively Parallel Simulator (LAMMPS), which is developed in Sandia National Laboratories 
[73]. The simulations were run on the Storrs HPC cluster at UConn with mostly 12 CPU cores up 
to 12 hours (general partition). Depending on the number of atoms and the size of the pillars, the 
running time ranged from 2 hours to 12 hours. The input files (input.lammps) were generated in 
our personal computer by a program, MD++, developed by Dr. Wei Cai [73]. The program 
allows one to choose the lattice structure, material, the sample size, the characteristic of a 
dislocation, etc. Among many deformation methods in LAMMPS, we mostly used NσT 
ensemble time integration via Nose/Hoover method in order for a dislocation to remain the same 
initial structure before evolving at specific temperature and stress condition (Figure 1.16(b)). 
The potentials for simulations were chosen after checking their reliability in the temperature and 




1.8. Current challenges or issues 
DBT of BCC metals at the micrometer scale 
BCC metals are important because they are used a lot in a wide range of industries 
because they are strong and can also handle extremely high temperatures. With highly advanced 
technologies, human is exploring more harsh environments, especially space, and will be 
building industries there. However, sending things to the space is very expensive. Because every 
kilogram counts, it will be critical to perform more elaborated and sophisticated work with 
smaller and lighter machines, which are MEMS devices. However, as discussed above, BCC 
metals are temperature-and-size dependent due to the major role of dislocations in plasticity. 
Therefore, their Ductile-to-Brittle Transition at small scale must be different from that at bulk 
scale. However, due to water condensation, temperature control and thermal drift issues, it is 
difficult to set up a cryogenic micro-mechanical testing, resulting that this topic has been rarely 
studied. 
 
Mechanical properties of CaKFe4As4  
Despite a lot of studies on Fe-based pnictides to show high temperature superconductivity 
and property-tuning, their mechanical properties are rarely studied. Intriguingly, one of the 
candidates, CaKFe4As4 exhibited that its high temperature superconductivity at 33K can be 
turned off and on again under hydrostatic pressure. This temperature can be achieved in space so 
the material has a huge potential. Most of superconductor materials fracture less than 2 %, which 
makes them difficult to be used. That makes the superelasticity of CaKFe4As4 via bond making 
and breaking very promising. However, because hydrostatic pressure does not cause shear force, 
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the deformation without breaking is easy. Plus, it is not easy to make an engineering system with 
hydrostatic pressure. Thus, it needs to be tested under uni-axial stress tests in order to prove true 
superelasticity and the potential usage of superconductivity switching. 
 
1.9. Outline of the dissertation 
Chapter 1 provided the general background to introduce why the low temperature effect on 
mechanical properties at small scale is important to study. The experiments and computation 
parts followed to explain the methods that were used in this study.  
Chapter 2 is to study the effect of low temperature and pre-straining on DBT in [0 0 1] Nb 
micron-sized samples. The dog bone samples on single crystalline [0 0 1] Nb were made by 
focused ion beam milling and tested in uni-axial tension at cryogenic temperatures. It was 
observed that the cross-slip probability of dislocations affects DBT, which can be caused by two 
completely opposite reasons. The result was discussed in terms of temperature-dependent 
dislocation evolution using transmission electron microscopy as well as DD simulation. 
Chapter 3 is to study the effect of temperature on Surface-controlled dislocation 
multiplication in bcc metals nanopillars. MD++  was used to make the initial simulation samples, 
which are single crystalline metal nanopillars with one screw dislocation. LAMMPS was used to 
perform constant uni-axial compression tests at various temperatures. The simulation showed 
that the dependence of surface-controlled dislocation multiplication on temperature dramatically 
changes at three different temperature regimes. 
Chapter 4 is to study superelasticity of an intermetallic compound, CaKFe4As4 and its 
temperature dependence. The micropillars were made on single crystalline [0 0 1] CaKFe4As4 by 
32 
 
focused ion beam milling and tested in uni-axial compression at cryogenic temperature. The 
elastic limit of the material exhibited 17 %, which can be explained by lattice collapse along c-
axis and manifested by DFT calculation. It was notable that the temperature dependence of 
CaKFe4As4 was negligible down to 40 K, which differs from CaFe2As2. 
Chapter 5 summarizes this dissertation and discusses the future work that can further deepen 
the understanding of materials at small scale at low temperature. Because some materials can 
show superconductivity near 0 K, the mechanical properties of materials can potentially be 
coupled with it and change unexpectedly. Thus, a few ideas as the next steps of this study and the 
methods to execute them are proposed. 
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Chapter 2. Uni-axial tension of single crystalline bcc Nb micropillars at cryogenic 
temperature: Low Temperature Failure Mechanism of [001] Niobium Micropillars 
under Uniaxial Tension 
 
2.1. Introduction  
 Mechanical properties of materials in a cryogenic environment have been of prime 
interest for the development of aerospace and deep-sea applications. The mechanical behavior of 
components at low temperature conditions must be understood to obtain mechanically reliable 
technologies and desirable performance. Otherwise, the mechanical damage of components can 
result in unpredictable failure in assemblies and the system as a whole. Recently, the 
development of small sensors and devices working under extreme conditions has been actively 
investigated due to their excellent energy efficiency and significant savings in cost and resources 
1
. Therefore, it is important to gain a fundamental understanding of deformation and failure 
mechanisms at small length scales under cryogenic environments. 
 Failure mechanisms of crystalline materials can differ according to thermal, mechanical, 
and microstructural conditions, but they are, in general, closely related to how dislocation 
plasticity suppresses crack propagation. The Rice-Thomson model, which has been the most 
widely accepted failure process of bcc metals at low temperatures, suggests that the emission of 
dislocations at a crack tip can suppress the propagation of the crack due to strain hardening in 
front of the crack tip as well as the relaxation of the strain energy 
2,3
. In this case, the failure 
mechanism is the dislocation-nucleation-limited process. In addition, the mobility of dislocations 
has been often considered as a critical factor to determine whether brittle failure occurs or not 
4
. 
If the mobility of the dislocations are not high enough to accommodate the imposed strain rate 
37 
 
around the crack tip, failure would occur immediately even though plenty of nucleated 
dislocations are present. This failure mechanism is a dislocation-mobility-limited process and has 
been observed in intrinsically brittle materials, such as silicon 
5
. 
  For the last two decades, there have been a large number of studies on the influence of 
sample dimension on dislocation plasticity at the micrometer scale. These studies revealed that 
small-scale plasticity is controlled primarily by the stochastic operation of truncated dislocation 
sources, which leads to the size effects on the mechanical behavior of materials 
6-10
. Flow 
strength can increase readily, up to a factor of 10, by reducing the sample dimension down to the 
micrometer scale 
11-13
. Additionally, jerky plastic flow is observed due to intermittent source 
operation of dislocations 
14-17
. More surprisingly, dislocation multiplication can be completely 
suppressed if the sample volume is sufficiently small enough, for instance, a sub-micrometer 
dimension 
18,19
. All mobile dislocations can be annihilated rapidly at the free surface during 
plastic deformation before dislocations interact with each other and form another dislocation 
source. In other words, plastic deformation can make a material mobile-dislocation-free. This 
phenomenon is called dislocation starvation, which is the antithesis of dislocation multiplication 
in bulk metals 
20,21
. All of these observations indicate that dislocation plasticity and the evolution 
of dislocation structure at the micrometer scale are different from those at bulk scale. This 
difference in plasticity mechanism also suggests that the failure process of metals at the 
micrometer scale could also be different than those at bulk scale because their failure process is 
closely related to how dislocations behave before fracture occurs. For instance, if the pre-existing 
mobile dislocations cannot accommodate the imposed strain rate, the occurrence of failure could 
be determined based on the competition between dislocation nucleation and crack nucleation. If 
the critical stress of dislocation nucleation is lower than crack nucleation, plastic deformation 
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will occur continuously because new dislocations can keep generating plasticity. This case has 
been observed in gold nanopillars under compression at room temperature 
11,20
. If the critical 
stress of dislocation nucleation is higher than crack nucleation, or if stress concentration 
promotes crack nucleation, brittle failure will occur. So far, the temperature-dependent failure 
mechanism at the micrometer scale has been investigated primarily by high temperature micro-
beam bending testing on materials which are brittle at room temperature, such as tungsten and 
silicon 
22-26
. However, the failure mechanism of metals under uni-axial tension and under 
cryogenic environment has not been explored, yet. For the past six years, we have developed a 
state-of-the-art in-situ cryogenic micromechanical testing system, which can perform a reliable 
micro-tensile test at temperatures between 35K and 298K using a liquid helium cryostat 
27
. In 
this study, therefore, we performed in-situ cryogenic micro-tensile experiments to unveil the 
failure mechanism of micron-sized bcc single crystal at cryogenic temperature. We chose bcc 
niobium (Nb) for this study due to its exceptional ductility at room temperature, the strong 
temperature sensitivity of mechanical properties, and the practical importance in low temperature 
applications such as superconducting devices 
28,29
. Our in-situ cryogenic micro-tensile 
experiments at 56 and 100K showed significant reduction in tensile ductility, discrete strain 
bursts, and brittle cleavage morphology of the fracture surface, while those at 298K showed 
continuous plastic flow and perfect plasticity fracture. Transmission electron microscopy (TEM) 
on deformed samples showed a dense dislocation network in the sample tested at 298K but an 
array of nucleated dislocations in the sample tested at 56K. Dislocation dynamic (DD) simulation 
demonstrated that the suppression of thermally-activated cross-slip at low temperatures prevents 
dislocation multiplication, resulting in dislocation-starvation. As soon as all mobile dislocations 
are starved, dislocation nucleation occurs until stress concentration at a slip step nucleates a 
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crack, the propagation of which leads to catastrophic brittle failure. In other words, the 
competition between dislocation nucleation and crack nucleation controls the failure process. We 
believe that this failure mechanism is not limited only to Nb because dislocation starvation can 
occur in some other metals 
20,30,31
. In the dislocation starvation state, if a crack nucleation is 
promoted by stress concentration, brittle failure can occur regardless of material systems. In this 
sense, our results and interpretations will give an important insight in fundamental understanding 
of failure process in metals at the micrometer scale and at low temperature. 
 
2.2. Results and Discussion 
 In-situ Micro-tensile Experiments 
 Failure processes of metals can be investigated in various ways, the two most common of 
which are the uniaxial tensile test and the fracture toughness test 
25,32-35
. Here, we chose the 
former because we want to examine how the dislocation plasticity, i.e., the source-controlled 
plasticity at the micrometer scale, influences the failure process. Fracture toughness 
measurements with a pre-notched sample could be a better method to study crack propagation, 
but the samples used in these tests are designed to suppress dislocation plasticity and to promote 
atomic debonding at the crack tip. Thus, a uniaxial tensile test is the preferred method to observe 
the effects of source-controlled dislocation plasticity on the failure process. Micro-tensile 




 on average were 
fabricated along the [001]-direction. The [001] orientation was selected to ensure that dislocation 
multiplication occurs easily at room temperature through prolific dislocation interactions. Micro-
tensile stress-strain data were obtained at three different temperatures, 56K, 100K, and 298K. 
Thermal drift was minimized to 0.5 nm/s by simultaneous cooling of both the tip and sample, 
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resulting in a negligible error in displacement measurements and corresponding strain 
calculations.  
 Scanning electron microscope (SEM) snapshots of in-situ micro-tensile tests show that 
the micropillar at 298K exhibits conventional deformation and fracture behavior of ductile 
metals (FIG. 1(a)). Necking occurred in the middle of the gauge section, and fracture occurred at 
the necking region. In contrast, the micropillars tested at 56K and 100K did not show any visual 
signs of necking. Rather, fracture occurred with limited plasticity (FIG. 1(b)). Videos of micro-
tensile tests at 298K and 56K are available as Supplementary Movies 1 and 2, respectively. More 
interestingly, the stress-strain data confirms distinctively different mechanical behaviors (FIG. 
2(a)). At 298K, the micropillar initially exhibits a smooth and continuous stress-strain curve, 
however the latter stages of deformation exhibit strain-burst behavior. Note that a strain burst is 
the section of the stress-strain curve between stress drops that occur due to a feedback loop 
response of the displacement control. If a strain burst occurs, the displacement rate abruptly 
rises. Then, the instrument rapidly reduces the load to normalize the displacement rate, this 
phenomenon leads to a drop in stress immediately after each strain burst occurs. The micropillar 
tested at 298K fractured at ~23% of the total % elongation. At 56K and 100K, however, the 
micropillars exhibited several large strain bursts at the beginning of plastic deformation and 
followed by fracture. The flow stresses measured at 56K and 100K are much higher than that of 
the sample tested at 298K, but the total % elongation at fracture is only around 5%.  
 The higher flow stress of Nb at low temperature is usually understood based on the 
temperature-dependent intrinsic lattice resistance 
6,7
. At a low temperature, the operation of 
dislocation sources requires higher applied stress due to the increase in intrinsic lattice resistance. 




Figure. 2.1. Snapshots of in-situ micro-tensile tests at (a) 298K and (b) 56K. Red arrows in 
(a) indicate the formation of necking. The length of the scale bars is 5µm. 
 
(56K and 100K) as the temperature decreases needs to be understood carefully. High-resolution 
SEM images clearly show that wavy slip traces are densely and widely spread on the surface of 
the sample tested at 298K (FIG. 2(b, left and middle)) whereas straight and highly localized slip 
traces, which possess a step height larger than that at 298K, were developed on the surface of the 
sample tested at 56K (FIG. 2(c, left and middle)). Note that the decrease in temperature may not 
modify the initial dislocation structure because the increase in intrinsic lattice resistance 





the evolution path of the dislocation structure seems to change significantly as the temperature 
decreases. Duesbery et al. found that slip traces of Nb bulk single crystals become straighter as 
the temperature decreases 
36
. They explained this straightening of slip traces in terms of 
suppression of cross-slip of screw dislocation at a low temperature. Because cross-slip is a 
thermally activated process, cross-slip probability usually decreases as the temperature 
decreases. At the micrometer scale, if a cross-slip of screw dislocation is suppressed, a 
dislocation source would operate on its initial slip plane for a long time and could produce a 
relatively large straight slip step, leading to a strain burst. On the other hand, cross-slip events 
can occur abundantly at 298K. So, the dislocation structure could evolve into much more 
complicated 3D network structures, where plenty of slip traces can be generated (FIG. 2(b, left 
and middle)).  
 The significant reduction of % elongation at low temperatures can be understood by 
fractography. The sample tested at 298K shows a pointy fracture surface (FIG. 2(b, left)), which 
is evidence of perfect plasticity fracture, which corresponds to the failure as a result of the 
continuous plasticity. In this case, dislocation plasticity occurs continuously until fracture occurs 
at two pointy regions. The position of the fracture point is close to the middle of sample cross-
section (FIG. 2(b, right)), implying that multi-slip occurred almost equally on all available slip 
planes. However, the sample tested at 56K shows a brittle cleavage fracture surface (FIG. 2(c, 
right)). The rough fracture surface implies that brittle fracture occurs via local atomic debonding. 
Note that the 5% of ductility is attributed to the highly localized slip bands, which actually do not 
form necking. Although some ductility is present, we have not seen the cup-and-cone fracture 
morphology, which is the typical signature of the ductile fracture. Thus, the Nb micropillars 




Figure. 2.2. (a) Representative stress-strain data at 298K, 100K, and 56K; Sideview of the 
sample fractured at (b, left) 298K and (c, left) 56K; The magnified image of slip traces for 
(b, middle) 298 K and (c, middle) 56K. The red and blue arrows indicate the wavy slip 
traces and the straight slip trace, respectively; Fracture surface of the sample fractured at 






Evolution of Dislocation Structures 
The failure process is related to the dislocation plasticity before fracture occurs 
4,5
. In 
order to obtain the mechanistic description of the failure process, therefore, it is critical to 
understand how dislocations behave in our samples at different temperatures. Obtaining a clean 
dislocation image of bcc metals is often challenging because FIB milling sometimes forms a thin 
amorphous layer on the surface of the TEM samples. In our case, the usage of FIB milling is 
unavoidable due to the small dimension of the specimens. Fortunately, most dislocations are 
visible in our TEM images (FIG.s 3(a)-(d)) after image processing, which enhances the contrast 
of dislocation structures.  
As-received Nb sample is well-annealed during single crystal growth (FIG. 3(a)), so the 
micro-tensile samples are expected to contain few dislocation sources before mechanical testing. 
We observed the dislocation structure near the fracture surface of samples tested at 298K and 
56K. The sample tested at 298K shows a dense dislocation structure at the fracture strain, ~23% 
(FIG. 3(c)), confirming that dislocation multiplication occurred extensively. This result is 
consistent with the dislocation multiplication in Nb nanopillars under compression at room 
temperature 
37
. Interestingly, however, the sample tested at 56K showed an array of dislocations 
at the fracture strain, ~5% (FIG. 3(d)). One might think that this comparison is unfair because the 
sample tested at 298K underwent substantial amount of plastic deformation. Therefore, TEM 
analysis was also performed on the sample strained only up to ~5% strain at 298K, which 
corresponds to the fracture strain of the sample tested at 56K. The dense dislocation structure 
was found again (FIG. 3(c)), which appears to be similar with that observed at the fracture strain 
of 23% (FIG. 3(b)). These results indicate that at 298K, the number of dislocations increases 
rapidly at the early stage of deformation but does not change much after the middle of plastic 
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deformation. At the micrometer scale, dislocations can be annihilated at the free surface readily, 
so a steady state of dislocation density could be reached due to the balance between dislocation 
multiplication and annihilation rates. This explains the small increase in dislocation density after 
5% strain. Once a neck forms, the plastic volume becomes smaller, and the dislocation 
annihilation rate at the neck region becomes higher. Then, a small number of dislocation sources 
are available in such a small neck region, so the strain bursts of source-controlled plasticity is 
shown more distinctively at the later stage of deformation. This explains the presence of strain 
burst at the last stage of plastic deformation at 298K (FIG. 2(a)). 
 TEM results show that the path of dislocation evolution is different between 298K and 
56K. The dislocation structure evolves into the denser and more complicated structure at 298K, 
whereas a sample at 56K contains the parallel arrays of dislocations. By comparing the trajectory 
of dislocations with the crystallography of slip planes, we confirmed that all dislocations are 
mobile dislocations on {111} planes (FIG. 3(d)). Note that it is almost geometrically impossible 
for the few initial grown-in dislocations to form the parallel arrays of dislocations after plastic 
deformation. The initial grown-in dislocation on {111} planes could move quickly out of 
micropillar during plastic deformation. Therefore, all dislocations in FIG. 3(d) appear to be new 
dislocations that are nucleated consecutively from the free surface. This similar behavior was 
observed in Mo alloy nanofiber 
31
. One might argue that FIB damages (e.g. Ga implantation, 
interstitial loop, vacancy loop) produce single arm dislocation sources that produce the observed 
dislocation arrays 
38
. By assuming that a single arm source is created in the FIB damage layer 
near the free surface, the source operation stress can be estimated 
39
. The majority of FIB damage 




Figure. 2.3. Dislocation structure (a) as received; (b) at ~5% of axial strain (298K) and (c) 
at ~23% of axial strain (298K); (d) at ~5% of axial strain (56K); The length of the scale 
bars is 200 nm. All TEM images here are observed in [100] zone axis with g = [101]. 
 
single arm dislocation source, the shortest length of the dislocation source, which provides the 
highest resistance of source operation, could also be approximately ~20 nm. According to the 
measured dislocation density (3.50 1013m-2 from FIG. 3(a)), the single arm source model39 







higher than experimental data. Instead of the creation of single arm dislocation source, therefore, 
FIB damages could induce a local lattice distortion, lower the barrier of the dislocation 
nucleation, and eventually promote the nucleation of dislocations at the free surface. The 
phenomenon, the removal of pre-existing mobile dislocations, has been termed dislocation 
starvation, which has been observed in Au (290 nm in diameter) 
20
 and Ni (150 nm in diameter) 
nanopillars 
30
 and Mo alloy nanofibers (100~150 nm in diameter) 
31
. Usually, dislocation 
starvation is observed when a sample‟s dimensions are extremely small such as the sub-
micrometer scale. However, our results show that it is possible to observe dislocation starvation 
even at the micrometer scale if dislocation multiplication is suppressed effectively by decreasing 
the temperature. 
 
 Dislocation Dynamics 
In an effort to investigate the details of the evolution of dislocation structures, DD 
simulation has been widely used to model micro-mechanical tests directly at the micrometer 
scale 
40-42
. In this work, we modified ParaDiS (Parallel Dislocation Simulator) code to examine 
the dislocation source mechanisms at different temperatures and their corresponding plastic flow 
behavior 
43,44
, and simulated two different temperature cases (FIG.s 4, 5, and 6). From atomistic 
simulations, edge dislocations have a much higher dislocation mobility than those of screw 
dislocations at low temperatures because a screw dislocation has a non-planar core structure and 
a high Peierls barrier 
45-47
. In addition, the motion of screw dislocation in bcc metals is known to 
be governed by kink-pair nucleation. In our model, the overall effect of the thermally activated 
process could be captured by assigning a much lower glide mobility to the screw dislocations, 
following the atomistic modeling results 
48
. As the temperature approaches the critical value, the 
48 
 
difference in mobility between edge and screw dislocations decreases 
49
. In this study of Nb 
micropillar plasticity, we make rough approximations on the mobility ratio and perform 
simulations with two different mobility cases: Medge=100Mscrew and Medge=10Mscrew. The former 
condition corresponding to the cryogenic temperature that is far below the critical temperature, 
and the latter condition corresponding to room temperature that is close to the critical 
temperature of Nb, 350K 
50
. We also performed simulations with lower mobility ratios, up to 5, 
and the change in overall dislocation behavior and corresponding stress-strain curve is almost 
negligible. 
In bcc metals, dislocation plasticity is mainly driven by the motion of screw dislocations. 
Following the molecular dynamics results 
51
, an algorithm for a bcc nanopillar was developed to 
implement a surface cross-slip process that leads to multiplication without the presence of 
artificial dislocation sources or pinning points 
44
. Further modification was made to take into 
account the effect of temperature on source mechanisms and accompanying plastic response of 
Nb micropillars. In previous work 
44,52
, DD results showed that surface-initiated cross-slip could 
create a dynamic dislocation source, leading to self-multiplication. Note that the strong image 
stress near the free surface induces the surface-initiated cross-slip. Thus, the surface-initiated 
cross-slip is almost an athermal stress-driven process. Our previous MD studies also 
demonstrated that the surface-initiated cross-slip occurs even at an extremely low temperature 
53
. 
At a low temperature, therefore, we model the surface-initiated cross-slip to occur, but the 
thermally activated cross-slip of internal dislocation segment is suppressed. 
At low temperature, a few screw dislocations exist at the initial stage of loading, and 
most of them leave out of the micropillar simply by gliding on their slip planes (FIG. 4). For one 
screw dislocation, however, the surface-initiated cross-slip occurs, and the cross-slipped part 
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rotates as a single arm dislocation source, giving rise to strain burst in the stress-strain curve. A 
detailed microstructure evolution can also be seen in Supplementary Movie 3. We confirmed that 
the surface cross-slipped part of the dislocation has a higher resolved shear stress than the non-
cross-slipped part, which serves as an anchoring dislocation due to its slow motion. Thus, the 
surface-initiated cross-slip produces a dynamic dislocation source. After multiple operations of 
this dynamic single arm source, the micropillar goes eventually into a mobile dislocation starved 
state because the dislocation source is annihilated at the free surface. The multiple operation of 
dynamic dislocation source on a single slip plane explains the presence of large strain bursts in 
the experimental stress-strain data (FIG. 2(a)) and localized slip steps at 56K and 100K (FIG. 
2(c, middle)). DD simulation shows that dislocation starvation inevitably occurs even though a 
dislocation source is formed in the course of plastic deformation. Then, dislocation nucleation is 
required to produce the plasticity further. Note that the simulation (FIG. 4(d) and Supplementary 
Movie 3) stopped when dislocation starvation, which corresponds to the state of no mobile 
dislocation, is reached because our DD simulation does not simulate the nucleation of new 
dislocation. The remaining two dislocations correspond to the immobile dislocations that have a 
Schmid factor of zero. So, FIG. 4(d) corresponds to the state right before the nucleation of the 
array of dislocations (FIG. 3(d)).  
 In our DD models for high temperature, surface-initiated cross-slip as well as 
conventional thermally activated cross-slip of internal dislocation segments were allowed to 
occur (FIG. 5). Both surface-initiated cross-slip and thermally activated cross-slip produce a 
large number of dislocation sources, which lead to dislocation multiplication. Contrary to the 
results at low temperature where samples could reach dislocation starved state, the dislocation 
density increases throughout the loading step. Supplementary Movie 4 shows a detailed 
50 
 
microstructure evolution at high temperature. The DD stress-strain curve (FIG. 6) shows that our 
DD modeling shows good agreement with the experimental results. At low temperature, dynamic 
dislocation sources induce the source-controlled plasticity, which produces the discrete strain 
burst in stress-strain curve. At high temperature, however, the significant dislocation 
multiplication produces the smooth and continuous plastic flow. Note that the yield strengths in 
DD simulations is higher than those in experiments. This result is related to the size effect. The 
micropillar dimension of DD simulation (1μm) is smaller than that of experiment (2.5μm). We 
used the smaller dimension to reduce the computational cost, but the dimension used in our DD 






Figure. 2.4. Snapshots of dislocation motion with surface-initiated cross slip for a cryogenic 
temperature (Medge=100Mscrew) in a Nb micropillar with 1µm in diameter at strain values of 
(a) 0.7%, (b) 1.0%, (c) 1.6% and (d) 1.7%. The top four figures show the top view of the 
micropillars, and the bottom four figures show the side view of the micropillars. After the 
dynamic source is annihilated at the free surface, the micropillar becomes mobile-
dislocation-starved.  




Figure. 2.5. Snapshots of dislocation motion with surface-initiated cross slip in a Nb 
micropillar with 1µm in diameter at room temperature (Medge=10Mscrew) at strain values of 
(a) 0%, (b) 0.5%, (c) 0.6% and (d) 1.0%. The dislocation density increases continuously 
due to the multiplication process. 




Figure. 2.6. Stress-strain curves for the 1µm sized micropillars at cryogenic temperature 
(Medge=100Mscrew) and room temperature (Medge=10Mscrew) from the DD simulations. Elastic 
deformation in stress-strain curve at the later stage is a computational artifact due to the 
absence of dislocation nucleation and fracture in DD simulations. 
 
Mechanistic Description of Failure Process 
Brittle failure of bcc metals is closely related to dislocation plasticity. If a dislocation 
nucleation is limited or the mobility of nucleated dislocations is sufficiently low, the dislocation 
plasticity cannot relax the stored strain energy, and brittle fracture occurs. In our case, the 
mobility of dislocation does not appear to be a critical factor even at 56K. The presence of 
multiple strain bursts in a stress-strain curve (FIG. 2(a)) implies that dislocations are able to 
move relatively easily. One of the strain bursts has the size of ~0.006 axial strain in [001]-
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direction, which corresponds to 200.7 nm of shear displacement in [111]-direction based on the 
slip geometry. Because the magnitude of Burgers vector of Nb is 0.2860 nm, the strain burst size 
corresponds to ~700 rotations of the dynamic dislocation source or nucleation/propagation of 
700 dislocations on its original slip plane. This estimation indicates that the mobility of 
dislocation is high enough to generate the plasticity even at low temperature. Therefore, a failure 
process of Nb micropillar at low temperature should not be dislocation-mobility-limited. 
 The fracture strain of [100] Nb single crystal appears to be strongly related to the sample 
dimensions (FIG. 7(a)). At room temperature, [001] Nb shows a fracture strain of nearly 1 at 
bulk scale 
37,54
 but ~0.2 at the micrometer scale (our result). At the submicrometer scale, the 
fracture strain at room temperature is only ~0.03 
55
. Thus, fracture strain decreases significantly 
as the sample dimension decreases. The decrease in sample size certainly reduces the chance for 
a dislocation to produce a complex dislocation network because of (1) the rapid annihilation of 
dislocations at the free surface before they interact with other dislocations and (2) the reduced 
number of cross-slip occurrence before dislocations reach the free surface. At small length 
scales, therefore, plastic deformation could be much more localized, leading to smaller fracture 
strain. In addition, (3) the reduction of temperature suppresses thermally activated cross-slip and 
prevents the chance of dislocation interaction even further. Therefore, dislocation starvation in 
our Nb micropillars could result from the combined effects of the size reduction (rapid 






Figure. 2.7. (a) Size-dependent fracture strain of [001] Nb single crystals. Bulk data were 
obtained from the referenced works 
36,54
, and submicron-size data were obtained from the 
referenced work 
55
. Note that the log-scale was used in fracture strain axis; (b) Formation 
of micro-cracks at slip steps in a sample fractured at 56K. Red arrows indicate the location 
of micro-cracks that were nucleated at slip steps that dislocations generated. 
 
As discussed above, dislocations in our specimen seems to be sufficiently mobile even at 
56K and 100K. Once pre-existing mobile dislocations are starved during plastic deformation, a 
material must choose either dislocation nucleation or crack nucleation to relax the stored elastic 
energy. It is still unclear at which strain dislocation starvation occurs, but as discussed in Section 
2.2, the presence of parallel dislocation arrays in the fractured sample at 56K (FIG. 3(d)) 
suggests strongly that dislocation nucleation occurs prior to fracture. Note that our sample does 
not need to reach a stress state near the theoretical strength for dislocation nucleation as seen in 
whiskers 
56
, Mo-alloy pillars 
57
, and microparticles 
58




dislocation source produces, can act as a stress concentrator. Also, as discussed in Section 2.2, 
FIB damages could promote the dislocation nucleation due to local lattice distortions 
59
.   
 We assume that the critical stress for dislocation nucleation is slightly lower than the 
critical stress for crack nucleation at the beginning of plastic deformation. At the state of 
dislocation starvation, dislocation nucleation could occur at the slip steps that pre-existing 
dislocations create. Once plastic deformation continues, the sample width becomes smaller, 
leading to a sudden increase in normal stress (red region in FIG. 8). Stress-strain curves at 56K 
and 100K show that fracture always occurs at the end of strain burst. Due to the abrupt change in 
geometry at a slip step, stress concentration could be rapidly developed at the slip step before the 
feedback response of equipment reduces the applied force, and crack nucleation would become 
more favorable instantly than dislocation nucleation. Then, brittle fracture would occur 
immediately once a crack propagates across a sample. SEM images of the sample fractured at 
56K show that all micro-cracks are developed exactly at the slip traces produced by dislocations 
(FIG. 7(b)). This results clearly support the development of stress concentration at a slip step. 
Our interpretation is relatively similar to Lupinacci, et al.‟s interpretation on brittle fracture of Sn 
micropillars in that a stress concentrator, which is created by plasticity process (deformation 
twinning in Sn micropillars and dislocation slip in Nb micropillars), induces cracking 
60
. This 
failure process is also consistent with the Rice-Thomson model, one of the ideal brittle failure 
mechanisms, because the brittle failure process in our sample results from the competition 
between dislocation nucleation and crack nucleation/propagation. In our case, a slip step could 
be regarded as a pre-notch in the Rice-Thomson model. As soon as a crack nucleation becomes 
more favorable than dislocation nucleation, brittle fracture occurs immediately. The schematics 




Figure. 2.8. Schematics of plastic deformation and fracture processes at the micrometer scale at 
different temperatures. The red region at 56K indicates the higher stress region due to the 
reduction of cross-section. 
 
2.3. Concluding Remark 
 Based on our in-situ cryogenic micro-tensile tests, transmission electron microscopy, and 
DD simulations on Nb micropillars, the following conclusions are drawn from this study: 
1. Two important factors which affect the failure mechanism at small scales were found to exist 
with respect to Temperature. First, cryogenic temperatures suppress dislocation cross-slip. This 
enables uninterrupted source operation (large strain bursts with the size of ~200 nm in the shear 
direction) and leads to large slip steps at the surface until pre-existing dislocations and sources 
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are annihilated (starved dislocation structure at 56 K). Second, cryogenic temperatures make 
dislocation nucleation difficult and crack propagation becomes preferable. 
2. The small size of the samples bring the “Smaller is Stronger” effect. The lowered mobility of 
screw dislocations in bcc metals at cryogenic temperature recovers under high stress (over 800 
MPa at 56 K) and it is enough for them to move easily. Otherwise, the large strain bursts would 
not have been observed at 56 and 100 K. Thus, the brittleness at small scales is not caused by the 
well-known mechanism, lowered mobility of screw dislocations in bcc metals at low 
temperatures. 
3. Arrays of new straight dislocations were nucleated from the free surface after the sample was 
deformed and dislocation starvation occurred at 56 K. It is unlikely that they were from 
randomly oriented pre-existing dislocations or FIB damage, based on their arrangement and the 
calculation of the required stress for it to happen. On the other hand, the dense dislocation 
structure after deformation observed in the 298 K sample suggests that dislocation multiplication 
was highly active under stress. 
4. The DD simulations resulted in a similar dislocation structure evolution to what was found in 
experiments on bcc micron-sized samples. The DD simulations reflected the different mobilities 
and cross-slip probabilities of dislocations between cryogenic and room temperatures and 
showed the dislocation density can increase or decrease under stress, depending on the 
temperatures. 
5. The cracks observed at low Temperature tests are well-aligned with the straight slip traces, 
suggesting that the large slip steps at the surface worked as stress concentrators and promoted 
cracking after dislocation starvation. 
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At bulk scale, it would be difficult to observe all these results because dislocation multiplication 
almost always occurs. Therefore, the failure process that we discovered results from the 
combined effects of sample dimension (annihilation of dislocation at the free surface) and 
temperature (suppression of cross-slip) on the evolution of dislocation structures. Note that the 
low temperature failure process observed in this study could occur in other metal systems where 
dislocation starvation occurs. Several experimental studies showed the brittle tensile failure in 
dislocation-free Cu, Ni, and Au nanowires at room temperature 
56,61-63
. Brittle failure could be 
even more favorable at low temperatures because dislocation nucleation becomes more difficult. 
Thus, micron-sized metals, which exhibit dislocation starvation, are likely to undergo brittle 
fracture at low temperature. At a dislocation-starved state, if the temperature is sufficiently low 
enough to suppress dislocation nucleation and a crack can be developed at a stress concentrator, 
the brittle failure can occur immediately. This failure process could be seen even more easily in 
high Peierls barrier bcc metals, such as tungsten or molybdenum, where it is much more difficult 
for dislocation nucleation to occur at low temperature. Therefore, the results in this study provide 
an important insight in fundamental understanding of failure process in metals at the micrometer 
scale and at low temperature. 
 
2.4. Methodology 
 Fabrication of micro-tensile specimens 
 The [001] micro-tensile specimens were fabricated out of single-crystalline [001] Nb 
with a 10 mm diameter and 2 mm thickness (Princeton Scientific, inc.) using focused-ion beam 
(FIB) milling (Helios Plasma FIB Dual Beam, Strata 400S and Helios 460F1 Dual Beam, 
Thermo Fisher Scientific, USA). The FIB machining started with shaping relatively large plate-
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like samples with a Plasma FIB.  The large square plates were milled down to the target 
dimension of the micro-tensile specimen using Ga
+
 FIB. Typical tensile testing samples are 
shown in FIG. 1. The beam current was decreased systematically down to 10 pA of the final 
milling stage to minimize the FIB damage on the sample surface. The micro-tensile specimens 
have a square cross-section with a thickness of ~2.5μm and the gauge lengths of 15 ~ 19 µm 
along the [0 0 1]-direction.  
 
In-situ micro-tensile test 
 The uni-axial tensile tests were performed at a constant nominal displacement rate of 10 
nm/s utilizing a NanoFlip
TM
 (KLA, TN, USA) with a custom-fabricated tension grip, which 
gives a strain rate of 5.3 ~ 6.6 x 10
-4
 /s throughout the tests. All experiments were conducted 
under ultra-high vacuum condition (< 10
−4
 Pa) in a field-emission gun JEOL 6335F SEM (JEOL, 
Japan). After each micro-tensile test, the fracture surface was characterized using SEM 
immersion mode (Helios 460F1 Dual Beam, Thermo Fisher Scientific, USA) to image the 
fracture surface and the slip bands. TEM (Talos F200X, Thermo Fisher Scientific, USA) analysis 
was carried out to characterize the evolution of dislocation structure at 56K and 298K. 
 Temperatures between 298K and 56K were obtained using liquid He (LHe) and a 
customized Janis cryostat system (Janis Research Company, MA, USA). Even though the cold 
finger reaches ~4K, cold loss occurs due to heat transfer through the sample stage and radiation 
emitted in the SEM chamber environment. We used a high-density polyethylene sample stage 
due to its excellent thermal insulation capability. During the cryogenic test, the thermal drift is 
effectively minimized by equilibrating the tip temperature with the sample temperature. The flat 
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punch tip maintains contact to the cold sample surface for more than 30 minutes. We monitored 
the change in displacement under a constant load condition and waited until the temperature 
change of the tip falls into a steady state. Then, the tip is immediately translated to a dog-bone 
sample, and the tensile test is performed. Thermal drift measurements after each test show that 
the thermal drift is always below 0.5 nm/s, which ensures a minimal change in temperature 




Dislocation Dynamics Simulation 
 Dislocation dynamics simulations were performed using a modified version of ParaDiS 
(Parallel Dislocation Simulator, Lawrence Livermore National Laboratory, CA, USA) 
64
 
Accommodating experimental conditions, the cylinder geometry is considered with satisfying 
traction free boundary conditions using the spectral method 
65
. At the submicron scale, the 
mechanical behavior can be strongly affected by the initial microstructure. To start the loading 
step, we create an initial microstructure of randomly distributed pure screw dislocations, 
following the atomistic modeling results where a random dislocation tends to rotate into a screw 
orientation to reduce their energy 
44
, when placed in a submicron sample. For both temperatures, 




, and 5 independent simulations were 
performed under the same conditions to obtain reasonable statistics.  
 To parallel quasi-static loading seen in the experiment, our DD model implements stress-
controlled loading via a cut-off plastic strain rate method 
17,66,67
, with which, results of our DD 
simulations are reasonably insensitive to the loading rate. The applied loading axis was in the 
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direction of [001] crystal orientation. Slip was only allowed to occur on the BCC major slip 
system of <111>/{110} for the simplicity of simulation. Periodic boundary conditions are 
imposed along the cylinder axis to mimic the long cylinder. 
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Chapter 3. Uniaxial compression of single crystalline bcc nanopillars at various 
temperatures: Effect of temperature on Surface-controlled dislocation multiplication 
under constant compression 
 
(Reproduced from “Song, G, et al., Computational Materials Science 168 (2019): 172-179”,  with the 
permission of Elsevier) 
 
3.1. Introduction 
Mechanical properties of metals are mostly controlled by the motion of dislocations, which is 
a line imperfection in crystalline solids. Thus, the understanding of dislocation behavior is 
critical to develop structurally robust metallic components in devices [1, 2]. Recently, nano-
/micro-electro-mechanical systems (NEMS/MEMS) have been developed to produce small-scale 
sensors and actuators. It is necessary to understand how dislocations behave in the nanoscale 
volume in order to make mechanically-reliable miniaturized systems [3-5]. For the last two 
decades, nanomechanical testing techniques have been extensively developed to study 
dislocation plasticity in small metals such as thin films, micropillars, nanowires, and 
nanoparticles [6-12]. These works have demonstrated the presence of strong size effects on 
mechanical properties when a sample dimension reaches microstructural length scales. In the 
case of a single-crystalline metal, the interaction between dislocations and free surface leads to 
size-affected strength, scale-free intermittency, dislocation starvation, Schmidt‟s law breakdown, 
and so forth [13-15]. 
Recent experimental studies demonstrated that body-centered-cubic (bcc) metallic 
nanopillars exhibit significant dislocation multiplication while face-centered-cubic (fcc) metallic 
nanopillars do not. Bei et al. found that dislocation-free bcc Mo-alloy single-crystal nanopillars 
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are catastrophically strain-softened, presumably by nucleation of dislocations followed by their 
extensive multiplication [16]. Chisholm et al. observed extremely high dislocation density right 
after yielding in bcc Mo-alloy nanofibers through in-situ transmission electron microscope 
(TEM) nanomechanical tests [17]. Furthermore, Brinckmann et al. showed that the stress-strain 
curves of bcc nanopillars are usually much smoother than those of fcc nanopillars [18]. Their 
post-mortem TEM analysis revealed higher dislocation density in bcc nanopillars while fcc 
nanopillars are nearly dislocation-free even after applying significant plastic deformation. All 
this experimental evidence indicates that bcc metals are able to induce significant dislocation 
multiplication in the nanoscale volume.  
To clarify the mechanism of dislocation multiplication which occurs preferentially in bcc 
metal nanopillars, Weinberger et al. performed both dislocation dynamics (DD) and molecular 
dynamics (MD) simulations on bcc molybdenum nanowires containing a single screw 
dislocation [19]. It was discovered that a screw dislocation can self-multiply through cross-slips 
near the free surface, which is followed by the formation and operation of dynamic dislocation 
sources. Strong image stresses force both ends of the screw dislocation to cross-slip from {1 1 0} 
to {1 1 2} planes, creating two dynamic single arm dislocation sources joined at a mobile 
pinning point. If the applied stress is higher than a critical stress, these two dynamic dislocation 
sources can produce new dislocations. Weinberger et al. termed this phenomenon surface-
controlled dislocation multiplication (SCDM) [19]. Their computational studies showed that the 
critical stress of SCDM is a strong function of pillar diameter. They also confirmed that SCDM 
cannot be seen easily in fcc nanowires, particularly for low stacking fault energy materials such 
as gold, because the wide width of dislocation core does not permit a cross-slip at the free 
surface, which is a prerequisite process for SCDM. 
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Nowadays, studies on small-scale mechanical properties of materials under harsh 
environments have drawn increased attention due to the necessity to develop micro-/nano-scale 
devices working in different chemical and thermal environments [20, 21]. MEMS/NEMSs which 
operate in the presence of high temperature, corrosive media and/or high radiation can reduce 
weight, improve machine reliability, and reduce cost in strategic market sectors such as 
automotive, avionics, oil well logging, nuclear power, and space exploration [22-24]. In order to 
produce a mechanically-reliable small-scale device used in various environments, it is important 
to understand how environmental conditions influence dislocation behaviors at the micro-/nano-
meter length scales. Note that the motion of dislocations in bcc metals is strongly affected by 
temperature [25]. Particularly for a screw dislocation, the double-kink mechanism, which is a 
thermally-activated process, controls its mobility. Furthermore, cross-slip of screw dislocations 
is usually regarded as a thermally-activated process. At an elevated temperature, strong thermal 
vibrations would induce cross-slip more frequently and could lead to different evolutions of the 
dislocation structure. Therefore, SCDM of a screw dislocation in bcc nanowires, which requires 
cross-slip at the free surface, could be significantly sensitive to temperature. 
In this work, therefore, we performed atomistic simulations on two representative bcc metals, 
molybdenum (Mo) and niobium (Nb) nanowires containing a single screw dislocation to study 
the effects of temperature on SCDM. We developed the constant uniaxial stress method and 
characterized the critical shear stress (         ̅  ) of SCDM as a function of temperature. Both 
systems showed three distinct regimes of the critical shear stress of SCDM with respect to 
temperature, and each regime can be characterized based on the corresponding dislocation 
behavior; (1) lattice resistance dominant; (2) segmentation dominant, and (3) steady-state 
segmentation. We will discuss the presence of these three regimes in terms of the temperature-
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dependence of lattice resistance and the dynamics of dislocation segmentation in the nano-scale 
volume. Note that our simulation results would not be applied only to Nb and Mo but can also be 
applied to other bcc metals. Thus, our results will provide a mechanistic description of the 
dislocation multiplication process of a screw dislocation in bcc metals at small length scales at 
various temperatures. 
 
3.2. Computational method 
3.2.1. Basic simulation set-up 
SCDM in bcc metal nanowires was systematically studied as a function of material and 
temperature. We chose bcc Nb and Mo due to their large difference in Peierls barrier (Nb: 70 
MPa and Mo: 629 MPa [26] measured by bulk-scale experiments), which influences the mobility 
of screw dislocations. The range of temperature was appropriately chosen (10~400K for Nb and 
10~800K for Mo) to study the transitions of SCDM processes. We did not study SCDM at too 
high temperatures because significant thermally-activated events make the analysis of dislocation 
structure too difficult. Also, we do not discuss size effects in this study and focus only on how 
the temperature change influences SCDM processes at a given nanometer scale. Size effects will 
be presented in a separate publication.  
The MD simulations were conducted using „Large-scale Atomic/Molecular Massively 
Parallel Simulator‟ (LAMMPS) [27] under NσT ensemble time integration via Nose/Hoover 
method with Finnis-Sinclair (FS) potential for Mo [28] and Embedded-atom method (EAM) 
potential for Nb [29]. These interatomic potentials have been extensively used for various 
simulations, and their transferability has been demonstrated successfully. Both interatomic 
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potentials were used reliably in MD simulations at temperatures and loading conditions used in 
our work [19, 30, 31]. The stresses were computed by using the constant NPT time integration 
via Nose/Hoover. In fact, the LAMMPS code provides the macroscopic stress tensor for the 
simulation cell volume. To obtain the stress tensor for our pillar, the LAMMPS stress tensor 
outputs must be scaled by the ratio of the pillar volume to the cell volume. This ratio is exactly 
the same with the ratio of the cross-sectional area of pillar to the top (or bottom) area of 
simulation cell because the height is identical. To calculate the cross-sectional area of pillar, the 
diameter (D) of pillar was estimated by measuring the distance between most distantly separated 
two atoms on the top surface, and then, the cross-sectional area of pillar was obtained by πD
2
/4. 
The same method was also used to compute the stress in silicon nanowire in the work done by 
Kang and Cai [32], and the description of stress estimation is available in their paper. The 
diameter and height of the nanowires were ~14 nm and ~31 nm, respectively, for all simulations 
(Figure 3.1(a)). The number of atoms for Mo and Nb were 310,600 and 282,600, respectively. 
We used the periodic boundary condition along x, y and z directions, but because the empty 
space is available around a pillar, the periodic images along x and y directions do not affect the 
pillar in the simulation cell. The nanowires that have a pure screw dislocation with b=a/2[1 1 1] 
on the (0 1  ̅) plane were constructed using MD++ [33]. The initial position of the screw 
dislocation was carefully chosen (1.6 nm from the center of nanowire) to provide enough time 
for dislocation multiplication under a reasonable stress value (Figure 3.1(b)). We kept the same 
initial position of the screw dislocation for all simulations. We did not try to start from a 
dislocation-free system as usually considered to study the mechanical behavior of nanowires 
because it is challenging to control the behavior of dislocations due to the stochastic nature of 
thermally-activated process of dislocation nucleation [34, 35]. In this case, multiple dislocations 
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are often nucleated together at the first yield point. These dislocations sometimes interact with 
each other, and dislocation multiplication could result from dislocation interaction in addition to 
surface-induced cross-slip. They are also nucleated at different locations and at different stress 
levels depending on the initial atomic velocity distribution. Furthermore, the dislocation 
nucleation stress, which is usually close to the theoretical strength, is always higher than the 
critical stress of surface-controlled dislocation multiplication in our study. Once a screw 
dislocation is nucleated, it will always self-multiply under load-control, or the load will drop 
significantly under displacement control. Thus, it is difficult to study the effect of stress on 
surface-controlled dislocation multiplication when a simulation starts from the dislocation-free 
state. Therefore, we preferred to use a straight screw dislocation as an initial condition, and it is 
much easier to control the applied stress systematically. 
At a given temperature, a wide range of constant compressive stress (σzz) was applied 
along the [0 0 1]-direction until we observe SCDM. Then, the critical axial stress of SCDM was 
taken as the lowest stress, at which a dislocation self-multiplies. In our analysis, we used the 
resolved shear stress of a [1 1 1](1  ̅  1) slip system (          ̅  ) because cross-slipped 
dislocations usually stay in [1 1 1](1  ̅ 1) and [1 1 1]( ̅ 1 1) slip systems, both of which have the 
same Schmid factor, 0.236 under the [0 0 1] loading. Note that at an elevated temperature, a 
single dislocation can sometimes reside on multiple slip planes due to localized cross-slip events, 
but we still used          ̅   for the consistent comparison. Dislocation structures were visualized 
based on the Dislocation Extraction Algorithm (DXA). Surface atoms and dislocation atoms 
were visualized by Ovito [36] 
Additionally, to evaluate the effects of periodic image dislocations by changing the z-
dimension of simulation cell, we also conducted the simulation with a nanowire three times 
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longer in z-direction. However, we did not find any significant differences. This result implies 
that the effect of periodic image dislocations is less significant in determination of critical stress, 
and the applied stress on the dislocation in a simulation cell would control the dislocation 
multiplication dominantly. 
 
Figure 3.1. Initial atomistic simulation set-up (a) A nanowire containing a dislocation in a 
simulation box with periodic boundary condition in 3 dimensions; (b) The top view of a 
screw dislocation in a Nb nanowire. 
 
3.2.2. Constant stress simulation 
In this study, we do not use the low strain rate simulation. If the low strain rate is used, it is 
almost impossible to study the effect of stress because the applied stress changes over time and a 
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dislocation structure would already change significantly before a target stress is reached. Our 
simulation aimed to observe how a screw dislocation behaves under a constant stress directly 
from the beginning of the simulation. In this way, it is possible to avoid any complications 
caused by the evolution of dislocation structure that occurs until a stress reaches the target stress.  
To confirm the importance of constant stress application from the beginning of the 
simulation, we first tried the conventional method available in the default setting of LAMMPS. 
We increased the applied stress rapidly to the target stress and let the system stabilize toward the 
target stress state (σzz  0 and σxx=σyy=0) as quickly as possible. We noted that σzz is easily 
stabilized, but the other two axial stresses (σxx and σyy) are not stabilized quickly. The sudden 
application of σzz at the beginning always induced significant elastic waves along the transverse 
directions. For instance, the initial application of σzz = 17.6 GPa produces a large transverse 
stress wave with the amplitude of σxx (σyy) = 5 GPa, which is nearly ~28% of σzz (Figure 3.2). 
These elastic fluctuations are diminished relatively slowly, thus they could significantly affect 
the evolution of the dislocation structure. Thus, to perform a reliable constant stress simulation, 
the transverse elastic fluctuation must be suppressed from the beginning of the simulation.  
In order to minimize the transverse elastic fluctuations, we imposed axial pre-strains (εxx, εyy, and 
εzz). First, we estimated the required pre-strain values based on the anisotropic elasticity theory. 
Then, all atoms were displaced according to the calculated pre-strains. However, the elasticity 
calculation is not the optimized solution at every temperature used in this study. Thus, we 
systematically increased or decreased the lateral dimension until the transverse elastic fluctuation 
was almost completely suppressed. Figure 3.2 shows the large difference in stress amplitude 
when the pillar dimension is pre-adjusted or not. Therefore, it is important to pre-adjust the 
dimensions of the nanowire to perform constant stress simulations properly. Within each 
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simulation the amplitude of the transverse elastic waves was less than 0.5 GPa; this ensures that 
the effect on dislocation behavior is negligible. 
 
Figure 3.2. The effect of pre-strain on the transverse stresses. The application of pre-strain 
successfully suppresses the transverse elastic waves from the beginning of the simulation. 
 
3.3. Results and Discussion 
As described in Weinberger et al.‟s work, if the applied stress is higher than the critical shear 
stress, a screw dislocation becomes the dynamic dislocation source, which produces new 
dislocations (Figure 3.3) [19]. In our study, following Weinberger et al.‟s definition, the critical 
shear stress of SCDM was selected only when the isolated secondary dislocation is successfully 
formed and glides. Then, we obtained the critical shear stress leading to SCDM as a function of 
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temperature. We confirmed that our room temperature data of Mo nanowires agrees with 
Weinberger et al.‟s results based on their scaling relation (our nanowire is smaller than their 
smallest nanowires) [19]. This result ensures that our simulation was correctly set up. In this 
study, when different temperatures were considered, we found that there are three distinct 
regimes of critical shear stress of SCDM with respect to temperature in both Nb and Mo 
nanowires (Figure 3.4). Our simulation data show a relatively good agreement with the 
experimentally measured Peierls stresses that we cited in terms of the difference in magnitude of 
stress levels (Figure 3.4); the level of critical stresses for Mo is a few factors higher than that of 
Nb in general. This large difference of stress level should result from the large difference in 
Peierls stress (or lattice resistance). Therefore, the interatomic potentials used in our work 
reflects the large difference in Peierls stress between Mo and Nb relatively well. The details of 
each regime will be discussed in the following sub-sections. 
 
Figure 3.3. Surface-controlled dislocation multiplication in a bcc Mo nanowire (T=10K,  





Figure 3.4. Critical resolved shear stress (         ̅  ) as a function of temperature. There 
are three distinct regimes of critical shear stress of SCDM with temperature for both Nb 
and Mo nanowires. In Regime I, the critical shear stress decreases with temperature for 
both Nb and Mo nanowires. In Regime I, the critical shear stress decreases with 
temperature, but in Regime II, the critical shear stress increases abruptly. After the small 
peak value, the critical shear stress becomes nearly constant in Regime III 
 
3.3.1. Regime I: Lattice resistance control 
In Regime I, the SCDM behavior resembles the behavior observed in Weinberger et al.‟s Mo 
nanowire simulations done at room temperature, which belongs to Regime I according to our 
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results (Figure 3.4). Cross-slip occurs at both ends of the dislocation due to the image stresses, 
and the screw dislocation moves onto [1 1 1](1  ̅ 1) and [1 1 1]( ̅ 1 1) slip systems. Then, the 
cusp is formed in the middle of the dislocation. If the applied stress is higher than a critical shear 
stress, the dislocation with the cusp produces the secondary dislocation (Figure 3.3). We noticed 
that in Regime I, the critical shear stress (         ̅  ) of SCDM decreases monotonically with 
temperature for both Nb and Mo nanowires (Figure 3.4). The critical shear stress of Mo 
nanowires is ~4.6 GPa at 10K and ~4.0 GPa at 500K, whereas that of Nb nanowires is ~1.6 GPa 
at 10K and is ~0.7 GPa at 200K.  
The mobility of screw dislocations in bcc metals is usually a strong function of 
temperature and is determined by the nucleation and propagation of double kinks. The double-
kink mechanism is a thermally-activated process [37, 38]. At higher temperatures, thus, the 
nucleation rate of double kinks becomes higher, leading to the higher mobility of a screw 
dislocation at a given stress. At early stages of simulations, we carefully monitored the motion of 
dislocation and confirmed that it moves faster at a higher temperature. For instance, at ~1.23 
GPa, a screw dislocation in Nb nanowire barely moves at 10 K but moves much farther at 200 K 
(Figure 3.5). In case of Mo, the result looked similar (not shown here). At a given stress, 
therefore, a dislocation can move forward more easily at higher temperatures, leading to the 
lower critical shear stress of SCDM in Regime I. 
The mobility of dislocation is usually related to the magnitude of intrinsic lattice 
resistance, which is the critical shear stress required for the motion of a straight and infinitely-
long single dislocation without elastic interaction with other dislocations. Usually, the higher the 
intrinsic lattice resistance is, the lower the mobility of dislocation is. At any given temperature, 
the intrinsic lattice resistance of Mo is known to be higher than that of Nb [7, 26]. Thus, the 
80 
 
higher critical shear stresses for SCDM in Mo nanowires within Regime I would result partly 
from its higher intrinsic lattice resistance (Figure 3.4) (The contribution of dislocation line 
tension will be discussed in Section 3.3.4.). 
 
Figure 3.5. Temperature-dependent dislocation motion in Regime I. (a) Dislocation motion 
at a given stress/time but at different temperatures in Nb nanowire at 0, 2, 4 picoseconds. 
Dotted line indicates the initial position of dislocation. (b) The velocities of dislocations at 
different temperatures.  
 
3.3.2. Regime II: Dynamic cross-slip dominant 
As the temperature continues to rise from Regime I, the critical shear stress of SCDM stops 
decreasing and begins to increase abruptly (Figure 3.4). The critical shear stress of Mo 
nanowires increases up to 4.7 GPa for the shorter range of temperature from 500K to 600K. The 




These results are not consistent with the generally accepted idea of intrinsic lattice resistance 
discussed in Section 3.3.1. Therefore, there might be the operation of another thermally-activated 
dislocation mechanism.  
We carefully compared the evolution of dislocation structures in Regime II with that in 
Regime I. The evolution of the dislocation structure in Nb nanowires was monitored at the 
constant stress of 1.14 GPa and at 250 K (Regime II, no multiplication condition). At 250 K, we 
found that additional cross-slip occurs at the free surface, and the dislocation suddenly consists 
of three segments (Figure 3.6). Here, a segment means a section of dislocation that resides on 
the slip plane different from that of neighboring segments. We made a thin slice of sample, 
which is parallel to a slip plane to monitor the trajectory of the dislocation segments as a function 
of time and identified the slip plane of each segment precisely. For instance, in the case of Nb 
nanowires, a dislocation stays on the ( ̅ 1 1), (1 1  ̅), and (1  ̅ 1) planes in the middle of 
simulation. Note that the (1 1  ̅) slip plane was not observed in Regime I. The cross-slip events 
in Regime I were driven only by the image stress and was a completely athermal process (In 
other words, it can occur even at 0 K.) [19], but the additional cross-slip in Regime II could be a 
thermal process. Note that cross-slip is usually regarded as a thermal activation process. This 
thermally-activated cross-slip is less likely to occur at a low temperature (Regime I) but could 
occur easily at higher temperatures (Regime II). In Regime II, therefore, the thermally-activated 
cross-slip could lead to the segmentation of dislocation.  
If the temperature becomes higher, a thermal cross-slip event would occur more 
vibrantly, and the dislocation would be segmented more easily. The operation of Frank-Read 
type dislocation source is inversely proportional to the length of the dislocation source, which 
would correspond to the length of longest segment in our case. The critical shear stress of Frank-
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Read type dislocation source (    ) is usually expressed by     , where   is the shear modulus, 
  the magnitude of Burgers vector, and   the source length. Obviously, the source length ( ) 
becomes abruptly shorter once a dislocation is segmented and therefore the source operation 
stress (     ) could increase abruptly, too. Although the intrinsic lattice resistance keeps 
decreasing as the temperature increases, the dislocation segmentation would be much more 
dominant in the determination of the critical shear stress of SCDM in Regime II. This explains 
the sudden change in critical shear stress Regime II within the narrow temperature range. 
 
Figure 3.6. Evolution of dislocation structures in Regime II. Dislocation segmentation in Nb 
nanowire at τ=1.14 GPa and 250 K. Note that three dislocation segments are available in 
the middle of the simulation. 
 
The similar self-pinning behavior was observed in Marian et al.‟s MD simulation on a 
screw dislocation in bcc iron [39]. This work demonstrated that a line structure of dislocation 
becomes rough due to dynamic cross-slip events, leading to the more difficult motion of 
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dislocation, called dislocation roughening. Dislocation roughening is the transition from a 
smooth line of dislocation moving via formation and migration of atomic-sized kinks to a rugged 
line moving in a jerky way and leaving debris and vacancies behind. We also, sometimes, 
observed the formation of vacancies behind a dislocation in Regime II (Figure 3.7). 
 
Figure 3.7. Formation of vacancies after the motion of dislocation in Regime II. Thermally-
assisted evolution of dislocation structures produces vacancies. 
 
3.3.3. Regime III: Segmentation Steady-state 
As discussed in the previous two Sections, there are two competitive mechanisms in the 
operation of dynamic dislocation source; lattice resistance and dislocation segmentation. Our 
results show that the effect of these two main mechanisms becomes saturated in Regime III 
(Figure 3.4). The saturation of critical shear stress could be understood by the balance between 
the formation and annihilation of dislocation segments. Each segment is joined at the connecting 
node, i.e., pinning point, which is also mobile. We noticed that the source operation sometimes 
pushes out the connecting nodes toward the free surface, and the surface dislocation segment is 
annihilated. In Regime III, we often saw that the first connecting node is annihilated (Figure 
3.8). Thus, at a temperature in Regime III, the creation of dislocation segment due to thermal 
cross-slip would balance with the annihilation at the free surface. Then, the total number of 
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segment (or the average length of each segment) would be relatively constant, and the critical 
shear stress of SCDM does not change much in Regime III. In Regime III, the intrinsic lattice 
resistance is zero for both Nb and Mo. Thus, the critical stress of SCDM would be determined by 
dislocation structure more than dislocation mobility. Because a dislocation structure is 
dynamically under steady-state, constant critical stress of SCDM can be expected as seen in our 
results (Figure 3.4). 
 
Figure 3.8. Evolution of dislocation structures in Regime III. In Regime III, dislocation 
segmentation becomes more dynamic, so cross-slip occurs more vibrantly. Creation and 
annihilation of dislocation nodes occur continuously. The red point (with the red arrow) 
corresponds to the dislocation node, which is initially created, and is annihilated during the 






3.3.4. Dislocation source model 
As Weinberger et al. suggested, the SCDM is fundamentally similar with the dislocation 
multiplication of Frank-Read source. Several micropillar studies have suggested that the 
operation of dislocation source at the nano-/micro-meter scale consists of three contributions, (1) 
intrinsic lattice resistance, (2) elastic interaction with other dislocations, and (3) dislocation line 
tension [40]. Because we have only one dislocation at the beginning of simulation, the elastic 
interaction term could be ignored. Thus, the intrinsic lattice resistance and dislocation line 
tension would be the major factors that determine the critical shear stress of SCDM.  
Regime I shows the monotonic decrease in critical shear stress. As a first order 
approximation, let us assume the linear dependence of critical shear stress with temperature 
(Figure 3.9(a)). Because there is no segmentation in Regime I, the effects of line tension should 
be nearly constant in Regime I. In Regime II, the effect of line tension increases significantly due 
to the dislocation segmentation but becomes constant in Regime III. Thus, we can assume that 
the contribution of line tension to the critical shear stress for SCDM is nearly a step-like function 
(Figure 3.9(b)). Finally, the total three regimes can be described by the summation of the 
temperature-dependent lattice resistance and line tension (Figure 3.9(c)). Surprisingly, our 
model can capture even the presence of the small peak at the beginning of region III (See the 
arrow in Figure 3.9(c)). The combined effects of lattice resistance tail and segmentation 
saturation at the beginning of Regime III produces the small peak of critical shear stress. Once 
the lattice resistance becomes zero, the critical shear stress of SCDM becomes constant due to 
the steady-state segmentation as discussed in Section 3.3. 
Based on the suggested scheme above, it is possible to extract the contributions of lattice 
resistance and line tension separately from our simulation results (the second and third figures 
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in Figure 3.9(b) and 3.9(c)). First, based on our analysis above, we can assume that the lowest 
temperature in the constant critical shear stress range in Regime III corresponds to the 
temperature at which the lattice resistance disappears completely. Then, we can estimate the 
temperature dependence of lattice resistance with the linear-fitted line that starts from the zero 
lattice resistance point. This fitted line of lattice resistance should have the same slope with the 
simulation data because the line tension is not dependent on temperature in Regime I. Then, by 
subtracting the lattice resistance from the total data, we can obtain the temperature-dependent 
line tension data. This simple model also allows us to obtain several useful quantities such as the 
lattice resistance at 0 K (Peierl‟s barrier), the temperature at which the lattice resistance becomes 
zero, and the athermal stress of source operation (Regime I). All these quantities are available in 




Temperature at which the 
lattice resistance becomes 
zero [K] 
Athermal stress of source 
operation [GPa] 
Mo nanowire 4.7 650 4.5 
Nb nanowire 1.6 275 1.2 
Table 3.1. Useful quantities obtained by the dislocation source model  
Therefore, our model can capture the general trend of critical shear stress of SCDM with 
temperature by combining the temperature dependences of lattice resistance and line tension 
(dislocation segmentation). Several calculations of intrinsic lattice resistance indeed show the 
nearly linear dependence of temperature only except the tail region at a high temperature [41]. In 
our works, other factors (the presence of free surfaces, the shape of dislocations, and the 
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dislocation line tension) seem to slightly change the shape of curve from linear-like exponential 
to linear ones. As noted in the previous paragraph, it is challenging to extract the non-linear 
behavior from the data in Figure 4 because the contributions of other factors cannot be quantified 
easily. However, the linear approximation would be good enough as the first order 
approximation because the dislocation mobility is a dominant factor and its temperature 
dependence is not far from the linear dependence. 
Note that Nb has a low Peierl‟s barrier while Mo has a relatively high Peierl‟s barrier. 
Regardless of a large difference in Peierl‟s barrier, both showed the similar trend. This result 
implies that our observation could be extended to other bcc metal nanowires. Thus, the SCDM 
behavior could be controlled generally by the temperature-dependent lattice resistance and the 





Figure 3.9. he effects of lattice resistance and line tension on the critical shear stress of 
SCDM. (a) Schematics of lattice resistance; (b) line tension; (c) the critical stress, which is 
the summation of (a) and (b). Starting from the left, the figures are from an analytic model, 
Nb nanowire simulations, and Mo nanowire simulations. Note that the tail of lattice 
resistance produces the small peak of critical shear stress at the beginning of Regime III. 




3.4. Concluding remarks 
The main goal of this work was to understand how temperature affects dislocation self-
multiplication in bcc metals by means of atomistic simulations and a dislocation source model. 
We implemented the constant stress method to achieve more precise control of the applied stress. 
We observed that as temperature changes, the dislocation motion and its multiplication 
mechanism in both Nb and Mo nanowires appear to have three distinct regimes regardless of 
different lattice resistance (or Peierls barrier). Our analysis showed that the temperature 
dependence of lattice resistance and dislocation segmentation explain the presence of three 
different regime of critical shear stress. In Regime I, the lattice resistance varies with 
temperature, but there is no dislocation segmentation. Thus, the critical shear stress decreases 
with temperature in Regime I. In Regime II, dislocation segmentation starts to occur, so the line 
tension stress increases significantly. Thus, the critical shear stress abruptly increases with 
temperature in Regime II. In Regime III, the dislocation segmentation seems to be nearly 
constant, and the lattice resistance is completely removed. Thus, the critical shear stress does not 
change with temperature. In addition, we suggested a dislocation source model that combines the 
linear dependence of lattice resistance and the step function-like dependence of line tension 
stress. This model successfully describes three different regimes of critical stress and even the 
presence of a small peak at the early stage of Regime III. We believe that our results can provide 
a mechanistic description of the dislocation multiplication process of a screw dislocation in bcc 
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Chapter 4. Uni-axial compression of single crystalline intermetallic compound at low 
temperatures: Superelasticity of an intermetallic compound, CaKFe4As4 and its temperature 
dependence 




Intermetallic compounds often exhibit superior/exceptional physical and chemical properties 
due to their uniquely ordered atomic arrangements [1] but their practical applications have been 
significantly limited because most of them are extremely brittle and cannot absorb a sufficient 
amount of mechanical energy before failure occurs [2]. Their rigid covalent/ionic bonds and 
complex crystal structures usually do not permit plastic deformation or structural transition, 
leading to brittle failure at an elastic limit of less than 1%. Therefore, it is extremely rare to 
obtain a large elastic limit over 10% in intermetallic compounds except for some special cases 
such as shape memory alloys where the heat or magnetic field induces the large strain recovery 
[3-8].  
Recent studies on mechanical behavior of materials at the nano-/micro-meter scale revealed 
that a material could sustain a higher stress and higher elastic limit as its dimension decreases [9-
15]. Particularly for a brittle material, according to the weakest link mechanism, a smaller 
sample contains a smaller number of defects statistically, leading to higher fracture strength as 
well as a higher fracture strain [16-18]. For instance, nanowires and nanoparticles often exhibit 
ultrahigh elastic strain, compared to their corresponding bulk materials [19-21]. Large elastic 
deformation at the nano-/micro-scale could induce substantial changes in structure and material 
property and could enable strain engineering, which refers to the modification of material 
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properties through elastic strain [15]. One of the most known examples would be the increase in 
carrier mobility in elastically-strained silicon under bi-axial strain [22]. Because the size effect 
on elastic strain has been widely observed in brittle materials at small length scales, it could be 
seen also in novel intermetallic compounds at the nano-/micro-meter scale.  
Recently, high temperature Fe-based superconductors have drawn strong attention due to 
their superconducting capability even in the presence of magnetic Fe, which has been regarded 
as a harmful element for superconductivity [23-24]. Now, they are regarded as a great material 
system that allows the study of relationship between superconductivity and magnetism. 
ThCr2Si2-structured Fe-based pnictides have been extensively studied due to their strong 
pressure sensitivity of structure and electronic/magnetic properties [25]. Particularly, CaFe2As2 
single crystals undergoes the collapsed tetragonal (cT) phase transition, which leads to ~10% 
reduction of c-axis lattice parameter under hydrostatic pressure [26]. We also performed uniaxial 
mechanical tests on CaFe2As2 micropillars and observed unique mechanical behaviors including 
~13% of superelasticity, superior fatigue resistance, and cryogenic shape memory effects, and 
micaceous plasticity [27, 28]. Notably, magnetism of CaFe2As2 changes from paramagnetic (or 
antiferromagnetic) to nonmagnetic states when the cT transition occurs [26]. Thus, strain 
engineering of magnetism is possible for CaFe2As2 or its related structures.  
Recently, the hybrid structures of Fe-based pnictides, CaKFe4As4, has been actively 
investigated due to its high temperature superconductivity (Tc~35 K) [29]. The previous study 
confirmed that superconductivity can be switched off under hydrostatic pressure through the half 
collapsed tetragonal transition (hcT) around Ca atom [29]. However, uniaxial mechanical tests 
on CaKFe4As4 have never done, and it should be interesting to see how differently CaKFe4As4 
behaves, compared to CaFe2As2 in terms of superelasticity. The insertion of large K atoms into 
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the lattice makes the As-As distance around K atom larger. The larger interplanar spacing could 
allow the larger linear elastic strain simply because the widely-spaced layers could be 
compressed more. However, the large As-As distance would make the As-As bond formation 
more difficult. Thus, the competition of these two factors could affect the total elastic strain. In 
addition, we noticed that the plastic slip (or shear fracture) of CaFe2As2 occurs in the 1/3[3 1 
1  ](1 0 3) slip system under compression along c-axis. Due to the larger c-axis length of 
CaKFe4As4 [29], the slip vector of CaKFe4As4 in the same slip system should be larger than that 
of CaFe2As2, implying that CaKFe4As4 would exhibit the higher yield strength, based on the 
Peierls-Nabarrow model [30, 31]. In this sense, CaKFe4As4 could exhibit the elastic strain larger 
than that of CaFe2As2. 
In this study, therefore, we performed uniaxial micropillar compression tests and Density 
Functional Theory calculation to investigate the superelastic properties of CaKFe4As4 and 
compared the mechanical data with those of CaFe2As2. We found a giant elastic limit, up to 17%, 
in CaKFe4As4, under uniaxial compression along the c-axis of their unit cells. Density functional 
theory calculations revealed that its enormously large elastic strain primarily results from atomic 
bond formation around Ca atom and local elastic compliance around K atom. Also, the cyclic 
compression test on CaKFe4As4 showed that the superelastic deformation over 10% strain is 
completely reversible when the applied force is relaxed. This uniaxial process is entirely distinct 
from the conventional shear-based superelastic mechanism, martensite-austenite phase 
transformation of shape memory alloys and ceramics [3-8]. Moreover, we also used our custom-
built in-situ cryogenic micromechanical testing system to investigate the effects of temperature 
on the first hcT transition, which is known to remove superconductivity in CaKFe4As4. We 
found that the onset stress of the first hcT transition near the superconducting transition 
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temperature is much lower than the fracture strength. This result suggests that there is a strong 
possibility to see the superconductivity switching even under uniaxial compression before 
fracture occurs. 
 
4.2. Experiments and Computation 
CaFe2As2 is grown from a Sn-rich solution, and CaKFe4As4 was grown from excess FeAs. 
The constituent materials were put in alumina crucibles, which are located in an amorphous 
silica ampule. Single crystals were slowly grown under slow cooling in a furnace and were 
quickly decanted using a centrifuge. The detailed descriptions of the solution growth of our 
crystals are also available elsewhere [32, 33]. Micropilllars are fabricated using focused-ion 
beam milling, Helios Nanolab 460F1 (Thermo Fisher, USA). Gallium ion beam currents from 
300 to 10 pA under an operating voltage of 30 kV were used from the initial to final thinning 
with concentric circle patterns. Because the typical thickness of FIB damage layer is about 20 nm, 
which is much thinner than our pillar diameter (~2 μm), we expect negligible effects of FIB 
damage on the mechanical data. In-situ nanomechanical test was performed at room temperature 
and under an high vacuum condition (<10
-4
 Pa) using a NanoFlipTM (KTL-Tencor, USA), 
which is installed in a field-emission gun JEOL 6335F scanning electron microscope (JEOL, 
Japan). A nominal displacement rate of 10 nm/s, which corresponds to the engineering strain rate 
of ~0.002 s
-1
, was used for all in-situ compression tests in this study. Strain calculations for 
experiments were done with the Sneddon punch correction using the effective Young‟s modulus 
that can be measured by nanoindentation [34]. The recorded video was often used to visually 
confirm that our strain measurements were accurate. A liquid nitrogen and helium cryostat, ST-
100, was used to perform nanomechanical testing at low temperatures to investigate the 
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temperature effects on mechanical properties. The temperature of the diamond tip was 
maintained to be similar with that of the sample by using thermal equilibration, leading to a 
thermal drift below 0.5 nm/sec at all times. A detailed description of our cryogenic system is also 
available in the Supplementary Information (Supplementary Note 1 in the supplementary 
material). Contact stiffness was measured during compression testing by applying a force 
oscillation with 10 nN in amplitude and 200 Hz in frequency and measuring the resultant 
displacement oscillation. Contact stiffness data often shows the clearer evidence of lattice 
collapse than stress-strain curve [35]. The contact stiffness, S, is measured by   
  [
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                                                               (Equation 3.1) 
, where POS is the magnitude of force oscillation, h(ω) the magnitude of resulting displacement 
oscillation, ω is the frequency of oscillation, ϕ the phase angle between the force and 
displacement signals. KS and Kf are the stiffnesses of the leaf spring and indenter frame, 
respectively [34]. When structural collapse occurs, the phase angle becomes smaller, providing a 
lower contact stiffness. This method is useful to capture the availability of structural collapse 
during micromechanical test.   
For Density Functional Theory calculations, structure optimization in the CaKFe4As4 
system was performed using state-of-the-art projector-augmented wave method [36] and the 
generalized-gradient approximation [37] available in VASP code [38]. The energy cutoff was set 
to 800 eV and the k-mesh dimensions were (5x5x5). Although the system doesn‟t show a long-
range magnetic order, the inclusion of Fe local moments in the simulation is necessary for a 
correct description of structural transitions under pressure, as detailed in previous studies [29,39]. 
For that reason, we imposed the “frozen” spin-vortex spin configuration on the Fe sublattice 
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which approximates the effect of spin fluctuations present in this material [39]. In the current 
work, we simulate the uniaxial [001]-strain conditions by varying the c-lattice parameter and 
calculating the total energies of CaKFe4As4 structures optimized for different a-lattice 
parameters. Fit to the Birch-Murnaghan equation of state 
        
  
        








  ]                                         (Equation 3.2) 
allowed to estimate the equilibrium lattice parameters for a given value of strain. In the final step, 
the internal atomic positions are optimized for the fixed lattice dimensions and the stress value 
along the c-axis was obtained. The electronic properties of the optimized structures were 
calculated using the all-electron full-potential localized orbitals basis set (FPLO) code [40] 
within the GGA approach. The half-collapsed tetragonal transition was captured by inspecting 
the energy position of the As 4pz antibonding orbitals near the Ca layer [29,39]. In order to 
illustrate the two half-collapse transitions in CaKFe4As4 under the uniaxial load, we plot the real-
space distribution of the electron density associated to the As 4pz orbitals across both Ca and K 
layers at different pressures. These density maps were obtained from the Wannier functions 
calculated using the FPLO code [40] and the tricubic interpolation [41,42] on a three-
dimensional grid. 
Bulk single crystals (Figures 4.1(a) and 4.1(b)) of ThCr2Si2-type intermetallic compound 
(CaFe2As2) and its hybrid structure (CaKFe4As4) were grown using a solution growth method 
[17, 18], and cylindrical micropillars with ~2 μm in diameter and ~6 μm in height were 
fabricated along the [0 0 1] direction using focused-ion beam (FIB) milling. Note that the 
CaKFe4As4 structure can be thought of as a periodic replacement of half of the Ca in CaFe2As2 
98 
 
with K in an alternating order along the c-axis, and it looks like a hybrid of CaFe2As2 and 
KFe2As2 [29,43]. 
 
Figure 4.1. Solution-grown single-crystalline intermetallic compounds and room 
temperature mechanical data. Optical micrographs of (a) CaFe2As2 (scale bar, 1mm) and (b) 
CaKFe4As4 (scale bar, 1mm); Uniaxial engineering stress-strain data until failure occurs of (c) 
CaFe2As2 and (d) CaKFe4As4; Contact stiffness as a function of engineering strain of (e) 
CaFe2As2 and (f) CaKFe4As4. All stress-strain data exhibit three stages of elastic deformation, 
which is similar with that of shape memory alloys. The decrease in contact stiffness implies that 
a material becomes more elastically compliant under compression and corresponds to the 






(CaKFe4As4) tetragonal structures. For comparison, the stress-strain curves of the elastic regime 
of superelastic zirconia [44] and NiTi [45] micropillars were added in Figure 4.1(d). 
 
4.3. Results and Discussion 
The representative stress-strain data of CaFe2As2 and CaKFe4As4 show a large compressive 
elastic limit of 10.5 and 17%, respectively (Figures 4.1(c) and 4.1(d)). For comparison, the 
superelastic regime of the stress-strain data for superelastic zirconia [44] and NiTi [45] 
micropillars, both of which are well-known superelastic materials, are plotted together with our 
CaKFe4As4 data (Figure 4.1(d)). It is clearly seen that our materials exhibit much greater 
performance in terms of both yield strength and elastic limit. We identify three stages in the 
stress-strain data. Interestingly, the non-linear stress-strain responses of our crystals resemble 
that of typical superelastic shape memory alloys, suggesting that the uniaxial deformation of our 
crystals would induce a structural transition, too. Also, the deformation is completely reversible 
when the applied load is relaxed (Figure S. 1 in the supplementary material and the inset of 
Figure 5 shown below) and is repeatable under cyclic deformation (Ref. 28 and Figure S. 2 in 
the supplementary material). Note that we have never seen any evidences of shear deformation 
from more than 20 samples tested. The real-time SEM videos always showed a clean surface 
until fracture occurs. Thus, our superelasticity does not appear to be related to any conventional 
shear-based mechanism such as martensite-austenite phase transformation, which forms shear 
bands and causes a significant lateral displacement particularly in the case of a single crystal [44]. 
The decrease in contact stiffness within Stage II looks counter-intuitive (Figures 4.1(e) 
and 4.1(f)) because the contact stiffness of a solid material usually increases during compression 
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[10]. Hoffmann and Zheng hypothesized that such a decrease would be possible through a 
process of forming and breaking Si-Si-type bonds in ThCr2Si2-type structures under uniaxial 
compression along the c-axis [46]. Our previous works on CaFe2As2 confirmed that the main 
mechanism of phase transition is the structural collapse through the formation of As-As bonds 
under uniaxial compression along the c-axis [27,47-49]. Thus, the decrease in contact stiffness 
indeed results from a strain-induced structural collapse through As-As bond formation in these 
structures. On the course of deformation, the formation of As-As bonds makes materials more 
elastically compliant, but once the lattice collapse is almost complete, the contact stiffness 
increases again. Thus, stage I and III would correspond to the elastic deformation before and 
after formation of As-As bonds, respectively. Stage II would correspond to the deformation on 
the course of As-As bond formation.  
 
Figure 4.2. Superelasticity of CaKFe4As4. (a) Snapshots of in-situ video right before contact 





engineering stress-strain data. Red-line box represents the experimental data range that is limited 
by fracture. Note that the sharp drop of engineering stress around 0.1 strain occurs due to the 
collapse of magnetic moments, which are intentionally introduced to mimic paramagnetic state. 
Due to random distribution of magnetic moments at a finite temperature in a real system, this 
effect would spread within Stage II. Stage IV corresponds to the elastic deformation after the
 
second hcT transition, which cannot be seen in a real system due to fracture in Stage III.; Non-
spin-polarized electron density in the ac plane associated with the As-4pz orbitals near (c) Ca and 
(d) K at different strains. (c) shows clear bond formation across the Ca-layer by 0.05 strain and 
(d) shows clear bond formation across K-layer by 0.18 strain. 
 
Note that the elastic limit 15~17% of CaKFe4As4 is truly extraordinary, compared to any 
other shape memory intermetallic compounds, as well as CaFe2As2 (11~14%) in this study 
(Figures 4.1(d) and 4.2(a)). Our Density Functional Theory (DFT) calculations of CaKFe4As4 
under uniaxial strain find two half-collapsed tetragonal (hcT) transitions for this system (Figures 
4.2(b), 4.2(c), and 4.2(d)), while the full-collapsed tetragonal (cT) transition is observed in 
CaFe2As2 [27,48]. This result is qualitatively similar to results of application of hydrostatic 
pressure [26,29,49,50]. Non-spin-polarized electron density associated with the As-4pz orbitals 
clearly shows the presence of two separate hcT transitions in CaKFe4As4 at different strains 
(Figures 4.2(c) and 4.2(d)). In CaKFe4As4, the first hcT appears at a strain of ~0.05-0.08 when 
As atoms around Ca form As-As bonds. The smaller atomic radius (231 pm) of the Ca atom 
allows a shorter As-As distance (3.107 Å ) around it, leading to the formation of As-As bonds 
under a low compressive strain (~0.05). Thus, the structural transition in Stage II of CaKFe4As4 
(Figure 4.1(d)) would be related to the deformation after the onset of the first hcT transition. 
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Based on our DFT data, the second hcT occurs at strain values near the experimentally measured 
elastic limit (fracture strain), ~0.18-0.19. At this transition, As atoms around K form As-As 
bonds. Since the atomic radius of K (280 pm) creates a longer-distance between the As-As layer 
(4.205 Å ), larger elastic strain is needed to reach the second hcT transition. Thus, Stage III of 
CaKFe4As4 would correspond to the gradual formation of As-As bonds around K atom. All these 
results also explain a higher rate of structural collapse per strain for the full collapse in CaFe2As2 
(~15 GPa) than that for the half collapse in CaKFe4As4 (~31 GPa) for Stage II deformation 
(Figures 4.1(c) and 4.1(d)). 
We also carefully monitored our DFT data to examine the contribution of As-As layers 
near a K atom to the total elastic strain. The interlayer distance of As-As layer around a K atom 
is 3.2816Å  near the elastic limit. By considering that it is 4.205Å  before compression, its change 
contributes to (4.205Å -3.2816Å )/(12.6205 Å , initial c-length) ≈ 0.073 of strain (~41% of the 
total elastic limit), which is remarkably high. (the third figure in Figure 4.2(d) and Figure S. 3 
in the supplementary material). This result implies that the larger atom size of K makes the 
formation of As-As bond more difficult but makes the region between As-As layers around the K 
atom more elastically compliant. Also, note that our elastic limit, ~17%, is close to the elastic 
strain at which the second hcT occurs in our DFT data. The driving force of the second hcT, i.e., 
the formation of As-As bonds around the K atom would partially contribute to a large elastic 
compliance. In view of these observations, we attribute the extraordinary elastic limit of 
CaKFe4As4 to the presence of these two hcT transitions and the larger atomic size of K. 




The elastic limits of our intermetallic compounds are exceptionally high, compared to 
other superelastic materials even in similar length scales (Figure 4.3(a), Figure. S. 4 and 
Supplementary Note 2 in the supplementary material) [51]. The comparable superelastic 
strain can be observed only when the dimension of shape memory intermetallic compounds 
become close to 100 nm. Usually, materials become stronger when the sample dimension is 
reduced to the nanometer length scale for various reasons [9-19]. For instance, NiTi nanopillars 
with 150 nm in diameter exhibit an improved yield strength, leading to a 15% elastic limit [52]. 
If the micrometer length-scale of our specimen is considered, the observed elastic limit (10~17%) 
is absolutely outstanding. Note that we also observed size effect in CaFe2As2. Its sub-micron 
sized pillars exhibit ~17% elastic strain (Figure S. 5 in the supplementary material).  This size 
effect could be related to the weakest-link mechanism [16]. Brittle materials often exhibit higher 
strength and higher elastic limit when they become extremely small. This has been observed in 
various brittle materials, such as ceramic, diamond, metallic glass, and nanowires, and the 
weakest-link mechanism is one of the most widely accepted ideas [16-18,53]. If a sample 
dimension becomes larger, it is more likely to have weaker defects that can induce brittle failure 
at a lower strength. Vice versa, fracture strength (also, elastic limit) increases as the sample 
dimension becomes smaller because it is unlikely to find the weak defect. If the diameter of our 
specimens is also reduced further down to sub-100 nm, it would be possible for them to show 





Figure 4.3. Superelastic performance of of CaFe2As2 and CaKFe4As4. (a) Elastic limit of 
superelastic materials at different length scales [51]. The range of recoverable strain (the range of 
double-headed arrow) shows the minimum and maximum values of our experimental data. 
Circles in the arrows of our samples indicate the data we obtained (Figures S6 and S7 in the 
supplementary material); (b) Ashby Chart of Young‟s modulus and yield strength. The dotted 
lines are the contours of modulus of resilience, which is the total strain energy absorption per 
unit volume prior to yielding. Data of nanopillars and nanowires are available in Supplementary 
Information (See Supplementary Note 3). 
 
It is also worthwhile to compare the elastic performance with other advanced engineering 
materials. The Ashby Chart has been extensively used when material properties of new materials 
need to be compared with those of other materials [54-56]. Our materials are located in the  -    
space of the Ashby chart (Figure 4.3(b)), where    is yield strength and E is Young‟s modulus 
[57]. Due to the non-linearity of the stress-strain curve, the effective Young‟s modulus (    ) 








is the maximum mechanical energy absorption per unit volume prior to yielding and can be 
calculated by integrating the stress-strain curve from 0 to the elastic limit. In the  -   space of 
the Ashby chart, as a material is located closer to the right-bottom corner, it can absorb higher 
mechanical energy per unit volume. Note that both CaFe2As2 and CaKFe4As4 are located in the 
white space, indicating their superior elastic performance to absorb large amounts of strain 
energy before yielding (Figure 4.3(b)). The average moduli of resilience are 143 MJ/m
3
 and 291 
MJ/m
3
 for CaFe2As2 and CaKFe4As4, respectively (Figures S. 6 and S. 7 in the supplementary 
material). By considering the accurate measurement of stress-strain curve and their 
reproducibility, our R data are accurate for our micropillar samples. Note that the total strain 
energy absorption of our specimen are orders of magnitude higher than most engineering 





), conventional shape memory alloys (~50 MJ/m
3
), metallic nanopillars 
(~10 MJ/m
3
), and superelastic ceramic micropillars (~50 MJ/m
3
). Semiconductor or ceramic 
nanowires sometimes show the extremely high modulus of resilience (> 1000 MJ/m
3
) due to 
their defect-free structure in their ultra-thin diameter (~50 nm) (Figure 4.3(b) and 
Supplementary Note 3). In sum, Figures 4.3(a) and (b) shows the giant superelasticity of 
CaKFe4As4 as well as the great potential of Fe-based pnictide superconductors as a superelastic 
material. 
The giant elastic limit of our materials could make strain-engineering possible. Strain-
engineering refers to a significant modification of the properties of solid materials by applying an 
elastic strain [15]. As a similar material with ours, Co-doped CaFe2As2, Ca(Fe1-xCox)As2, shows 
the superconductivity switching by application of bi-axial deformation on ab plane, which 
changes the c/a ratio of the unit cell and results in the significant shift of superconductivity 
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region in the temperature-composition phase diagram [58,59]. This strong effect of the c/a ratio 
on superconductivity could extend to our CaKFe4As4 system, which is also a high temperature 
superconductor (Tc ≈ 35K), under c-axis uniaxial compression that should change the c/a ratio 
much more significantly.  
Previous experimental study with hydrostatic pressure demonstrated that 
superconductivity of CaKFe4As4 can be turned off reversibly by the application of hydrostatic 
pressure of 4GPa when the system undergoes the first hcT transition [29]. That is, the formation 
of As-As bonds around the Ca atoms is a key process to turn off superconductivity. We recently 
developed an in-situ cryogenic micro-mechanical testing system (Supplementary Note 1 in the 
supplementary material) and confirmed that the first hcT transition occurs only around 1 GPa 
under uniaxial compression without failure (Figure 4.4(a)). Interestingly, the structural collapse 
behavior in CaKFe4As4 is insensitive to a change in temperature, whereas pure and Co-doped 
CaFe2As2 exhibits strong temperature sensitivity (Figure S. 9 in the supplementary material). 
These different temperature dependences under uniaxial stress are consistent with the hydrostatic 






Figure 4.4. Cryogenic nanomechanical test and DFT simulation near the onset of the first 
hcT transition. (a) Engineering stress-strain curves of CaKFe4As4 at various cryogenic 
conditions. The arrow indicates the onset of the first hcT transition; Orbital-resolved non-spin-
polarized band structure of CaKFe4As4 under (b) uniaxial and (c) hydrostatic pressure before and 
after the first hcT (hcT) transition. As 4pz orbitals near the Ca (K) layer are marked by the blue 
(orange) color. Upon the hcT transition, the antibonding As orbitals shift above the Fermi level. 
These results show that the change in electronic structure under uniaxial compressive stress 
(strain) does not differ from that under hydrostatic pressure, implying that the change in 
electronic properties (here, superconductivity) will be similar under both uniaxial compressive 
stress and hydrostatic pressure. 
 
The weak temperature dependence of CaKFe4As4 is not fully understood, yet. However, 
there are several indirect experimental and computational evidences to explain the different 
temperature sensitivity between CaKFe4As4 and CaFe2As2. Several computational studies 
suggested that the length between atomic layers in Fe-based pnictides are strongly affected by 
the distribution of magnetic moments [60]. Interestingly, the magnetic susceptibility of 
CaKFe4As4 exhibit the weak temperature dependence [61]. This result implies that the magnetic 
structure or the spin ordering does not change with temperature, so that the c-axis does not 
change much with temperature [61]. As a consequence, mechanical properties are insensitive to 
temperature, too. This scenario is consistent with our experimental data in Figure. 4.4(a). 
CaFe2As2 behaves differently. Magnetic susceptibility decreases with temperature when 
it is the paramagnetic tetragonal structure [32]. Inelastic neutron scattering measurement showed 
that as the temperature decreases, the short-range antiferromagnetic ordering increases [62]. At 
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the same time, the c-axis length decreases substantially with temperature [63]. Thus, magnetism 
and structure of CaFe2As2 are more sensitive to temperature than CaKFe4As4. Interestingly, once 
CaFe2As2 becomes antiferromagnetic orthorhombic structure at a temperature below the 
transition temperature, it becomes magnetically rigid because magnetic ordering does not occur 
anymore. Then, the c-axis length of CaFe2As2 does not change much with temperature [63], as 
that of CaKFe4As4 does. This is probably why the onset stress of cT transition drastically 
decrease when CaFe2As2 is tetragonal but becomes nearly constant once CaFe2As2 becomes 
antiferromagnetic orthorhombic structure under hydrostatic pressure [49] and uniaxial stress 
(Supplementary Figure S. 9c shows the weak temperature dependence between 40 K and 100 
K.). 
Our DFT simulation confirms that the formation of As-As bonds and the change in electronic 
structure under uniaxial compression are nearly similar to those under hydrostatic compression 
(Figures 4.4(b) and 4.4(c)). A similar situation has been found in CaFe2As2 when comparing the 
electronic structure under uniaxial and hydrostatic stress [48]. These results make sense because 
the deformation along c-axis is much more significant than that along a- and b-axes direction 
even under hydrostatic pressure due to the large elastic compliance and As-As bond formation 
along c-axis. Under the assumption that the origin of superconductivity is linked to the electronic 
and magnetic properties of the system, these results suggest that superconductivity could also be 
switched off by inducing the first hcT transition (the formation of As-As bond around a Ca atom) 
under uniaxial compression. Therefore, our experimental and computational results strongly 
suggest that superconductivity of CaKFe4As4 could be reliably turned on and off at the onset of 
the first hcT transition (~1 GPa) without any fracture or plastic deformation, even under uniaxial 
compression. By considering the presence of the onset and offset of the first hcT transition in 
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Stage II, CaKFe4As4 would begin to show the finite resistivity at the uniaxial stress above ~1GPa 
and would become completely non-superconducting above ~2.7GPa (Figure 4.5). Note that our 
result does not provide the direct evidence of superconductivity switching, yet. Resistivity 
measurement or permanent magnetic field measurement would be necessary under uniaxial 
compression to prove our prediction. By considering all experimental and computational data, 
superconductivity switching is likely to occur even under uniaxial deformation. Thus, electrical 
and magnetic measurements at the small length scales are considered as the next step we would 
like to pursue. 
 
Figure 4.5. Prediction of superconductivity phase diagram in temperature-stress space 
under uniaxial compression. At both T= 300 K and 40 K, the hcT transition begins at around 1 
GPa of uniaxial stress and complete at around 2.7 GPa. The inset is the loading-unloading curve 
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of CaKFe4As4 at 40 K, which still shows complete recovery even after ~17% of elastic 
deformation. The onset stress (~1 GPa) is only 20% of the yield strength (~5 GPa), implying that 
superconductivity switching would be repeatedly done without failure or even without 
significant fatigue damage. SC stands for superconductivity. Blue broken lines indicate the onset 
and offset stresses of the 1
st
 hcT transition under uniaxial compression. Red broken line indicates 
the onset of 1
st
 hcT transition under hydrostatic compression [29]. 
 
4.4. Concluding remarks 
Strain-engineering is usually possible when a material can absorb a large amount of strain 
without permanent deformation. Hydrostatic stress or bi-axial stress would often be regarded as a 
convenient way to see the strain effect because the maximum shear stress is zero or too low to 
cause plastic deformation or fracture. Thus, it is really rare to see substantial strain effect on 
material properties in brittle intermetallic compounds, particularly under a uniaxial strain 
condition, because the shear stress is usually sufficiently high to cause brittle failure too easily. 
In contrast, the structural transition in our intermetallic compounds, CaFe2As2 and CaKFe4As4, 
through formation of covalent bonds leads to a giant uniaxial elastic strain, which can cause 
substantial changes in their electronic and magnetic properties before failure, even under uniaxial 
mechanical loading. The uniaxially-loaded superconductivity switching capability may never be 
imagined in conventional oxide-base superconductors, which have no superelasticity mechanism 
and easily shatter at a small elastic limit under uniaxial stress due to their extreme brittleness. In 
addition, our previous experimental studies also demonstrated that CaFe2As2 could exhibit shape 
memory effect and thermal actuation under cryogenic environments and have a strong potential 
for cryogenic actuation technology for space exploration [27]. Some groups of CaKFe4As4 
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structured intermetallic compounds are regarded as quantum materials that exhibit unique 
electronic and magnetic properties [50]. More interestingly, ThCr2Si2-type and its related 
structures have been considered to be one of the most populous of all crystal structure types [64]. 
There are nearly 2500 ThCr2Si2-structured intermetallic compounds [25]. Even non-FeAs-based 
compounds demonstrate the same superelasticity mechanism [35]. If we consider their hybrid 
structure, such as CaKFe4As4, there could be some groups of similar superelastic intermetallic 
compounds [39,43]. Also, their microstructure and composition can easily be tuned through heat 
treatment and solid solutionization [65]. Thus, our observation can be extended to search for a 
large group of superelastic and strain-engineerable functional materials. Computer simulations 
with machine-learning could be extremely beneficial to rapidly identify compounds with these 
desired properties [66,67]. In sum, our discovery of superelasticity and strain-engineerability 
under “uniaxial” mechanical loading will lead to a grand research opportunity in materials 
science, solid-state physics, device engineering, and computer simulations. 
 
4.5.Information about Supplementary materials 
See Appendix III for the supplementary materials. Also, find videos at 
(https://doi.org/10.1063/1.5087279#suppl) 
Supplementary Movie 1. Uniaxial deformation of CaKFe4As4 until fracture occurs. Total 
fracture strain is about 17% (See also the snapshot in Fig. 2(a)) 
Supplementary Movie 2. Cyclic compression test of CaKFe4As4 (20 cycles). The cyclic 
compression strain is about 11%, and this large deformation is recoverable. The stress-strain 
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Chapter 5.  Summary and future work 
 
5.1. Summary of this dissertation 
Thermal environment has been considered as one of the most important extreme conditions 
that affect mechanical properties of materials. Particularly, the mechanical properties at a low 
temperature has been extensively studied due to their importance in space exploration or marine 
engineering. This dissertation has focused on the mechanical properties of micron-sized 
materials at as low temperature as 37 K. 
In Chapter 2, Ductile-to-brittle transition (DBT) of body-centered-cubic (bcc) metals was 
reported. DBT usually occurs due to the low mobility of screw dislocation at a low temperature. 
The DBT behavior of micron-sized bcc metals could be different from that of their bulk 
counterparts because of the different plasticity mechanism, the intermittent operation of 
dislocation sources at the micrometer scale. My results showed the DBT of micron-sized 
niobium. Fractography showed perfect plasticity failure at 298K but brittle fracture at 100 and 
56K. Post-mortem transmission electron microscopy suggested that the DBT at the micrometer-
scale would occur via the dynamic annihilation and nucleation of dislocation sources instead of 
the reduction of screw dislocation mobility. 
In Chapter 3, the temperature dependence of dislocation self-multiplication in single 
crystalline bcc metal nanopillars was reported. Recent works in computations and experiments 
revealed that dislocations in bcc are more easily multiplied in bcc structure than face-centered-
cubic (fcc) structure. My results revealed the distinctive change in critical stress of multiplication 
with temperature, implying that surface controlled multiplication is dependent of dislocation 
mobility as well as dynamic cross-slips. 
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In Chapter 4, the superelasticity of CaKFe4As4 was reported. Many intermetallic compounds 
often exhibit superior physical and chemical properties due to their unique atomic arrangements 
and crystal structures, but their practical applications have been significantly limited because 
most intermetallic compounds are extremely brittle and are not able to absorb strain energy high 
enough to sustain its structure. Here, ThCr2Si2-system has potential usage of high temperature 
superconductivity. I reported the experimental result of giant compressible strain, 13~17% under 
uni-axial compression along c-axis in single crystalline CaKFe4As4. The density functional 
theory from a collaboration showed that this unusually large elastic axial compressibility results 
from the half-collapsed tetragonal phase transition, which is induced by As-As atomic bond 
formation and magnetic moment collapse, and significant local compliance. All these processes 
are manifested to be fully reversible upon unloading in cyclic tests. Furthermore, this study 
showed the possibility of strain engineering, for instance, superconductivity switching even 
under uni-axial mechanical loading. 
 
5.2. Future work 
Firstly, it will be valuable to hone in the temperature control towards liquid Helium 
temperature, which is 4 K. Even though environmental effects on materials properties are getting 
enormous interests, there are a few groups that are investigates the effects of cryogenic 
temperature. It is mainly because of the difficulties in the cryogenic set-up, compared to that of 
high temperature. In our group, the custom-built cryogenic testing system has enabled a lot of 
interesting researches but can be improved further. Despite the temperature of the cold finger 
reaching to 4 K with liquid Helium, the current minimum temperature of the sample stage that 
we can obtain is around 40 K. The connection between the cold finger and the sample stage is a 
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shielded copper braid. The sources of heat can be electron beam radiation, the diffusion pump, 
and etc. It will be worthwhile to check each component separately. Some elements can show 
superconductivity at ambient pressure at liquid Helium temperature. For example, Niobium`s 
superconducting transition temperature is around 10 K. Silicon`s is around 8 K. Lanthanum`s 6K. 
Vanadium`s is around 5 K [1].  Additionally, as discussed in Chapter 5, there are nearly 2,500 
ThCr2Si2-structured intermetallic compounds that can be studied [2], whose transition 
temperatures are higher than 4 K as well. Thus, having the capability to cool down the system 
close to 4 K will unlock the enormous opportunities to explore the coupling between mechanical 
properties and superconductivity. 
Secondly, it will be useful to study the effect of dislocation density on DBT at small scales. 
As discussed in the Chapter 2, the evolution of dislocations can be affected by various factors, 
including sample size and temperature. If the density of dislocation is high, it is expected that the 
interaction between dislocations will significantly influence the mobility, nucleation of 
dislocations, and consequent DBT process. By applying a wide range of pre-strains to the sample, 
the density of dislocations can be controlled and studied to understand the DBT at small scale 
better.  
Thirdly, as discussed in Chapter 5, the change in c-axis of ThCr2Si2-structured intermetallic 
compounds can trigger their unique behaviors. If the point defects (e.g. vacancies, 
interstitial/substitutional impurities) are incorporated or microstructures are modified to induce 
residual strain, they can affect the lattice structure locally and/or globally.  Thus, it will be 
interesting to change the condition of synthesis of the compounds so as to strategically engineer 
their c-axes and, consequently, superelasticity. 
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Lastly, a diamond tip with a smart design that allows uni-axial compression and tension tests 
can be made. Currently, tip-changing is trained to new members of the group by their peers. 
Generally, spending more time in the lab increases the level of the confidence and/-or 
proficiency of tip-changing. However, it is still possible to make mistakes and damage the 
machine (currently NanoFlip
TM
). For example, one can forget to pin the tip before removing the 
head, drop the head while transporting it, or over-tighten the tip. Any one of the examples can 
seriously damage the machine, which will cost money and time. Thus, to minimize the chance of 
damaging the machine, it is the best to decrease the number of events that require hands-on-the-
machine. A smartly designed tip that can perform uni-axial compression and tension tests will 
increase the efficiency of the work as well as decrease the risk of damaging the machine. 
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Figure S. 1 Experimental loading-unloading data of CaFe2As2. Loading-unloading data of 




   
 
 
Figure S. 2 Experimental loading-unloading cyclic stress-strain curve. 20 cycles of loading-
unloading were applied to CaKFe4As4. The slight shift of stress-strain data over time results from 
thermal drift, which is one of the common issues associated with long-time nanomechanical 
testing and is not associated with plastic deformation. Two SEM images below confirm no 
difference in geometry after 20 loading-unloading cycles (the scale bar, 1.5μm). In-situ video of 





Figure S. 3 DFT data of change in layer spacing of CaKFe4As4 under uniaxial compression. 
The layer spacing between K and As layers is decreased the most significantly under uniaxial 
compression, implying that the region between these two layers are elastically compliant. Based 
on our calculation, the elastic deformation between As layers around the K atom is responsible 
for 36% of the total elastic strain. The interlayer distance of As-As layer around a K atom (twice 
of K-As layer spacing above) is 3.2816Å  near the elastic limit. By considering that it is 4.205Å  
before compression, its change contributes to (4.205Å -3.2816Å )/(12.6206 Å , initial c-length) ≈ 




Figure S. 4 Elastic limit of superelastic materials at different length scales with reference 




Figure S. 5 Size effect on stress-strain data of CaFe2As2 micropillars with different 
diameters. Smaller micropillars exhibit higher yield strength as well as a larger elastic limit. The 
origin of size effect could be related to the weakest-link mechanism that is related to the statistics 
of defect distribution; the larger the sample dimension is, the more easily the fracture occurs. FIB 





Figure S. 6 Stress-strain data of CaFe2As2 with the modulus of resilience and yield strength. 
Modulus of resilience is obtained by numerical integration of the stress-strain curve between 0 




Figure S. 7 Stress-strain data of CaKFe4As4 with the modulus of resilience and yield 
strength. Modulus of resilience is obtained by numerical integration of the stress-strain curve 




Figure S. 8 The temperature profile of sample stage with different stage materials. Density-






















Figure S. 9 The temperature sensitivity of CaFe2As2 and Ca(Fe1-xCox)As2. (a) Temperature-
pressure phase diagram of CaFe2As2 under hydrostatic pressure (Reprinted with the permission 
of J.T. Sypek et al. [19], copyright 2017, Springer Nature); (b) Temperature-composition phase 
diagram of Ca(Fe1-xCox)As2 (Reprinted with the permission of A.E. Böhmer et al. [36], 
copyright 2017, American Physics Society); (c) (This study) temperature-dependent engineering 
stress-strain curve of CaFe2As2 under uniaxial compression. In contrast to the temperature 
insensitivity of stress-strain data of CaKFe4As4 (Figure 4.4(a)), stress-strain data of CaFe2As2 is 
strongly dependent on temperature. As the temperature decreases, the cT transition occurs at a 
lower stress. This result is consistent with the result of the hydrostatic pressure experiment in 
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Supplementary Note 2:  Modulus of Resilience of various nano-sized materials 

















V 2.45 128 23.5 [S11] 
Nb 0.76 105 2.7 [S12] 
Mo 3.96 329 23.8 [S13] 
Nb 1.15 105 6.3 [S13] 
Ta 2.77 186 20.6 [S13] 
W 2.85 411 9.9 [S13] 





Ti 3.27 116 46.0 [S14] 
Ti 3.28 116 46.3 [S14] 
Mg 0.58 45 3.7 [S15] 
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Au 1.06 79 7.1 [S19] 
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Supplementary Note 3:  Development of in-situ nanomechanical testing system 
An in-situ cryogenic nanomechanical testing system has been developed to investigate 
the effects of temperature on superelasticity in CaKFe4As4. Temperatures ranging from room 
temperature down to 40 K were reached using liquid He (LHe) and a customized Janis cryogenic 
cold finger system (Janis Research Company, MA, USA) combined with the in-situ micropillar 
compression system. The cold finger itself reaches ~4 K, the minimum temperature of LHe, but 
there is always cold loss due to heat transfer from the sample stage and radiation from the 
chamber wall. In order to mitigate this and reach a minimum temperature of 40K, multiple 
iterations of the stage design and connections needed to be done. The overall cryogenic system 
design is similar to that of the alumina and titanium stage.
S45-S47
 Note that the cooling capability 
of the sample stage is strongly dependent of the sample stage material. In this work, we 













). In previous 
works, we confirmed that it takes more than 10 hours to achieve 130 K with alumina and 
titanium stages. With our new HDPE sample stage, however, we were able to achieve 40 K only 
within one hour because HDPE provided the least amount of thermal conduction for the system 
(Figure S9). Thus, the HDPE sample stage has a great cooling performance and is stiff enough 
for reliable mechanical testing. 
Micropillar compression testing was performed at 40 K, 100 K, 150 K and room 
temperature. During the cryogenic test, we carefully managed the thermal drift by equilibrating 
the tip temperature with the sample temperature. This approach is the same with the technique 
suggested by the literatures of high temperature nanoindentation and compression testing of 
shape-memory alloys and ceramics.
S48,S49
 It was demonstrated that the temperature equilibration 
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of the tip through mechanical contact could be used up to 500 
o
C for the high temperature 
nanoindentation. For cryogenic testing, the maximum possible temperature difference from room 
temperature is only 300 K and is about 260 K (= 300 K – 40 K) in this study. Thus, it is expected 
that the tip contact cooling would work better in the case of cryogenic test. For our testing 
purposes, the flat punch tip holds contact with the cooled sample surface for at least, if not more 
than, 30 minutes to equilibrate the tip and sample temperatures. By monitoring the change in 
displacement under a constant load condition, we were able to confirm that the temperature 
profile reaches steady state. Then, the tip is immediately translated to a micropillar, and the 
compression test is conducted quickly. In using this method, post testing data shows that the 
most thermal drift measured is always below 1 nm/s, which is small enough to assume no 
significant change in temperature during mechanical testing. 
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APPENDIX IV: Response to comments from advisory boards 
 
1. How much can FIB sample preparation affect the TEM sample (dislocation 
structure)? 
FIB process can certainly affect the dislocation structure but it appears to be minor. There 
were four different deformation cases; the non-deformed, 5 % deformed, over 20 % deformed, 
cryogenic temperature testing and their TEM samples were made by the exactly same process. 
They exhibited clear difference. In other words, even though the damage to the sample caused by 
FIB process exists, it is not significant enough to change the dislocation structure. 
 
2. Is DBTT of Nb size-dependent? 
The DBTT of Nb at bulk scale is 148 K. Since the experiments were done only at 56 K, 
100 K, and 298 K due to the time and resources, we were not able to pinpoint the DBTT at small 
scale. Largely, the size effect can be defined by whether there is a change in properties between 
bulk and small. The problem is, however, to decide the line, which size is the boundary. Aside 
from the problem, the result of the experiment appears that DBTT can change as the size is 
decreased. At bulk scale, the driving factor of DBT is the dislocation mobility whereas, at small 
scale, the driving factor of DBT is the dislocation cross-slip probability. The mobility changes 
drastically as the temperature drops but the samples at small scale can recover the mobility since 
they can have higher stress without failing first. Thus, at low temperature at small scale, the 
cross-slip probability decides whether the material can multiply its dislocations effectively or 
not, and consequently, whether the material will go through ductile or brittle fracture. However, 
once the material is at the small scale regime, meaning that the free surface is highly available, 




3. Why does the stress drop while the sample is under tensile loading and what kind 
of information can be extracted? 
When the material is being deformed faster than the loading speed, the machine will 
decrease the force in order to slow down. It is the feedback loop response of the machine`s load-
controlled system to maintain the loading speed. In the Nb case, when the dislocation sources 
operate easily and stably and the applied stress can activate the operation, the material can 
deform faster than the loading speed.  It results into the strain burst, which appears to be a stress 
drop in the stress-strain curve. When there is a strain burst, the extent of the rapidly increased 
strain can exhibit useful information. The uni-axial strain (%) can be converted to the uni-axial 
displacement (nm) by multiplying strain by the gauge length. After that, the uni-axial 
displacement along the loading direction can be converted to the shear displacement along the 
dislocation slip direction by dividing it by the cosine value of the two directions. Then, the shear 
displacement can be divided by the burgers vector, which refers how much the material will 
displace once a dislocation sweeps it through. The number (the shear displacement divided by 
the burgers vector) means how many dislocations sweep through, or how many times the 
anchored single arm source operates in the given plane. In DBT of Nb study, this number is large 
at cryogenic temperatures and small at room temperature. In other words, the source operation is 
stable at cryogenic temperatures due to lack of cross-slip events, whereas it is hindered at room 
temperature. 
 
4. Can dislocations be nucleated from the surface, instead of dislocation 
multiplication? If dislocations are nucleated from the free surface and it becomes difficult at low 
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temperature, can this be the explanation of DBT at low temperature, not the change of cross-slip 
probability? 
The stress required to nucleate a dislocation is much higher than that of multiplication 
from the pre-existing sources. The free surface can work as heterogeneous dislocation nucleation 
site and the stress will be lower than that of homogenous dislocation nucleation. However, in the 
MD simulations, the stress that enabled dislocation self-multiplication via surface cross-slip 
cannot nucleate a new dislocation from the free surface. 
 
5. What is surface cross-slip? 
Cross-slip is that a dislocation changes the plane where it is gliding. Inside the material, 
cross-slip is thermally activated by the thermal vibration. However, surface cross-slip is athermal 
process. It is the result of the system to minimize the length of the dislocation. In other words, 
the surface cross-slip can occur at 0 K because minimization of the energy is the driving force, 
not thermal vibration. (a dislocation with a length of l will increase the energy of the system by 
0.5 Gb
2
l. Thermodynamically, minimizing the length of the dislocation line is favored.)  
  
6. Regarding DBT and DBTT, will bonding affect them? 
DBT is controlled by how dislocations can move or multiply. In case of metals, 
dislocations can move relatively freely. Thus, the change in ductility (DBT) is more gradual. 
However, for covalent bonding materials, (e.g. Si), the DBT can be more discrete since 
dislocations cannot move freely until at a specific temperature point. The curve will be more 




7. What exactly do you mean by transition „onset‟ and „offset‟? How can they be 
defined?  
The „onset‟ refers to the beginning of the structural collapse via As-As bonding, whereas 
the „offset‟ refers to the completion of the structural collapse. In uni-axial experiments, when the 
stress-strain curve begins to deviate from its linearity, it is considered as the „onset‟ point. Once 
the material completes the structural collapse, the stress-strain curve begins to show linearity 
again. That is considered as the „offset‟ point. CaFe2As2 undergoes structural collapse to 
„collapsed tetragonal‟ from it ambient structure by making As-As bonds around Ca ions. 
 
8. Define „first hcT transition‟. What is the difference between a half-collapsed and 
collapsed structure? 
CaKFe4As4 undergoes two steps of structural collapses sequentially via making As-As 
bonds around Ca ions first, and around K ions second. Therefore, the first collapse is only half of 
the entire possible structural collapse and the transition is from the ambient structure (tetragonal) 
to half-collapsed-tetragonal, hcT.  
In the structure, all the As-As pairs can participate in bond making and breaking under 
loading and unloading of significant pressure. However, in CaKFe4As4, As-As bonds form first 
around Ca ions. The second structural collapse will require much high pressure but can occur 
eventually. Therefore, it is no longer „half-collapsed‟ once all the As-As pairs form bonds. 
 
9. Regarding Si-Si-type bonds in ThCr2Si2-type, why would forming and breaking 
Si-Si type bonds lead to a decrease in stiffness? More importantly, how does forming and 
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breaking kick in? Does Si-Si bond form at the transition? Or, is there some kind of continual 
process? 
It is hypothesized that the gradual propagation of phase transition because the volume 
fraction of two phases changes gradually (so, the initial phase disappears gradually and the new 
phase forms gradually). This kind of situation often occurs in solidification (e.g. eutectic 
solidification of Al-Si) when the total Gibbs free energy of two phase mixture is lower than that 
of single phase. In this case, the abrupt change (the first order transition) occurs locally, but the 
macroscopic change looks smooth. After full compression, its magnetic state completely changes 
from paramagnetic to nonmagnetic.   
