This paper learns multi-modal embeddings from text, audio, and video views/modes of data in order to improve upon downstream sentiment classification. The experimental framework also allows investigation of the relative contributions of the individual views in the final multi-modal embedding. Individual features derived from the three views are combined into a multi-modal embedding using Deep Canonical Correlation Analysis (DCCA) in two ways i) One-Step DCCA and ii) TwoStep DCCA. This paper learns text embeddings using BERT, the current state-of-the-art in text encoders. We posit that this highly optimized algorithm dominates over the contribution of other views, though each view does contribute to the final result. Classification tasks are carried out on two benchmark data sets and on a new Debate Emotion data set, and together these demonstrate that the one-Step DCCA outperforms the current state-of-the-art in learning multi-modal embeddings.
Introduction
Various social media platforms make available a variety of multi-modal content generated through expression of opinions and ideologies by social media users in the form of written commentary, podcasts, and lifestyle vlogs on a variety of topics such as politics, entertainment, reviews of movies, products etc. Multi-modal data enables one to understand the interplay of linguistic and behavioral cues, particularly when trying to resolve user sentiment or when studying affective behavior, such as the rise of political populism.
Which is more important in human discourse: text, speech, or video?" We approach this question via an experimental paradigm that solves sentiment classification problems using each feature set (text, audio, video) individually, in pairs, and all three together. This allows us to assess the relative importance of the contribution of each data view/mode 1 . By necessity, we investigate ways of "merging" the feature vectors from the three views. The principal result is that more views give better classification, though there is an asymmetry in the development and quality of algorithms for extracting the three views that likely biases any quantitative interpretation of these results.
Recent work on multi-modal [1] , [2] and multi-view [3] sentiment analysis combine text, speech and video/image as distinct data views from a single data set. The idea is to make use of written language along with voice modulation and facial features either by encoding for each view individually and then combining all three views as a single feature [1] , [2] or by learning correlations between views and then combining them in a * equal contribution by both authors 1 henceforth we shall use the words view and mode interchangeably correlated space [3] . Each technique has demonstrated significant improvements in classification accuracy when used to detect sentiment. In addition to improving upon performance metrics for a downstream task such as classification, multi-modal data also enables one to study which view (or combination of views) is most efficient in understanding user behavior. For example, when studying populism [4, 5] , visual and tonal expressions of rage have been found to be key characteristics of populist behavior. Since there is a rising interest in using multimodal data for tasks other than sentiment analysis [2] , it is important to explore how and to what extent each individual view contributes towards the overall success on a downstream task for a particular data set.
This paper makes the following contributions: i) Learn multi-modal data embeddings using Deep Canonical Correlation Analysis in a One-Step and Two-Step framework to combine text, audio and video views for the improvement of sentiment/emotion detection. The Two-Step DCCA framework further helps to explore the interplay between audio, video and text features when learning multi-modal embeddings for classification tasks. ii) Encode text using BERT [6] , the current stateof-the-art in text encoders to obtain fixed-length representations for text. There is little literature that uses pre-trained BERT encoders as features without additional fine-tuning. This work adds to the growing body of work that applies BERT as a prefixed feature and iii) perform empirical evaluations on benchmark data sets such as CMU-MOSI [7] and CMU-MOSEI [8] along with a new Debate Emotion data set introduced by [4] .
The rest of the paper is organized as follows, Section 2 presents related work and Section 3 describes the methodology used in the paper. Section 4 presents results and Section 5 concludes.
Related Work
The idea of combining multi-modal text, audio and video features expressed in this paper is closest to that of [1] which encodes text, speech, and visual signals using using a BiL-STM encoder, openSMILE, and 3D-CNN respectively. Encoded outputs are then concatenated and passed through a classifier. In contrast, this paper employs multi-modal embeddings that are obtained by learning correlated representations of text, audio, and video views using Deep Canonical Correlation Analysis (DCCA) [9] as in [10] . This approach is similar to the use of Generalized Canonical Correlation Analysis (GCCA) as in [11] . Recent work in text based sentiment analysis [12] - [13] has demonstrated the effectiveness of statistical methods like Canonical Correlation Analysis (CCA) and its variants such as GCCA and DCCA on various uni-, bi-, and multi-modal learning tasks.
Methods
This section briefly reviews Deep Canonical Correlation Analysis (DCCA) and outlines the methods used to obtain unimodal features. This section also outlines the procedure used to obtain the multi-modal embeddings used for experiments in Section 4.
Deep Canonical Correlation Analysis (DCCA)
Classic Canonical Correlation Analysis (CCA) [14] is a statistical technique used to find a linear subspace in which two sets of random variables with finite second moments are maximally correlated. This idea is applied in the context of multi-modal learning by considering each view/modality of the data to be a random variable, and then using CCA to find the subspace such that non-discriminative features in each view are largely uncorrelated, and hence can be filtered out. The natural generalization of this idea, to learning the subspace via non-linear projections obtained from feed forward neural networks, is called Deep CCA.
A DCCA network has input (x1, x2), which denotes two input views (corresponding to the same input). Let
denote the final layer of a d layered neural network, whose first layer is hi = si(Wixi + bi) with input xi. Thus f1(x1; θ1) and f2(x2; θ2) represent two neural networks used to encode the two views (x1, x2) of the data and are parameterized by
The objective of DCCA is to determine the parameters of the two networks such that
where corr denotes the statistical correlation between x1 and x2.
Unimodal Feature Extraction
• Text Encoding: To encode text in the data, we use pretrained BERT (Bidirectional Encoder Representations from Transformers). Like the name suggests, BERT is a transformer based language model that conditions jointly on the left and right of a given word. Typically, the BERT encoder is fine-tuned to a particular task by learning an additional task-specific weight layer. We use the output from the BERT encoder, pre-trained on a large corpus of Wikipedia+Book corpus data, and do not perform additional fine-tuning. The choice of encoder is motivated by the success of BERT in achieving the state-of-the-art in several NLP tasks such as sentiment analysis, questionanswering, textual entailment etc. Input text in Section 4 is encoded using BERT-base, and all text embeddings are of size 768. Henceforth, denote embedded text by vt.
• Audio Encoding: Audio features from data are extracted using COVAREP [15] , that extracts MFCC, pitch, peak slope, and other acoustic features from audio frames. Audio embedding for each video is the the average of the audio vectors extracted from each individual frame feature. Resultant audio embeddings are of size 74. Henceforth, audio embeddings are denoted by va.
• 
Methodology
DCCA accepts two views of data at a time and learns a correlated subspace. Since we are working with three views of data, all three views must be combined. We consider two different procedures. The One-Step DCCA concatenates the audio and video features and applies DCCA to this combined audio-video feature and the text features. The Two-Step DCCA combines two of the views in the first step, and then combines the third with the first two in its second step. These are briefly explained in the following sections.
One-Step DCCA
In this set up, one input view to DCCA is fixed to be text encoded (vt) by BERT and the other input view to the DCCA algorithm is a concatenation of the audio and video embeddings (va | vv). The intuition behind this is that, most often written/transcribed text involves an explicit statement of sentiment while voice modulation and facial features may convey less explicit though perhaps more emotion-laden information. For example, in the debate data [4] some speakers are more controlled in their speech (as they express aggression through carefully planned statements) as opposed to other speakers who have explicit vocal and tonal features marking their aggression.
Algorithm 1 describes the One-Step DCCA algorithm. After applying DCCA once to obtain correlated representations of text (vt) and audio-video (va,v), the input embeddings are concatenated with the correlated embeddings to obtain the final representation of the text and audio-video views as indicated in line 3. The final multi-view embedding vmulti is obtained by concatenating the final text and audio-video representations.
Two-Step DCCA
Since we are interested in studying the interplay of audio, video, and text views when learning multi-modal embeddings, in this framework we empirically explore the optimal combination of input views to DCCA. For example, we can fix one input view to be audio. The second view is obtained as the output from a separate DCCA operation that takes as inputs text and video views. The correlated text and video views are then concatenated to form second input view. This way we perform two DCCA steps as suggested by the name of the method.
Algorithm 2 briefly describes the Two-Step DCCA algorithm. This algorithm is the same as Algorithm 1 with the exception of lines 3, where we take the output of the first DCCA step to obtain one input view for the second DCCA step. We posit that unlike the One-Step DCCA, the Two-Step DCCA would ideally perform better since we correlate two views first, before correlating the third view. However as explained via the results in Table 2 due to the large variation in dimension across the three views, we do not see the expected improvements over One-Step DCCA.
Algorithm 2
Two-Step DCCA Require: vt, va, vv 1: Initialize(v1 = vt, v2 = vv) or (v1 = vv, v2 = va) or (v1 = vt, v2 = va). 2: (v1,v2) ← DCCA(v1, v2). 3: Initialize v ′ 1 = [v1|v2] and v ′ 2 = va or vt or vv. 4: (v ′ 1 ,v ′ 2 ) ← DCCA(v ′ 1 , v ′ 2 ). 5:v ′ 1 = [v ′ 1 | v ′ 1 ],v ′ 2 = [v ′ 2 | v ′ 2 ]. 6: Return vmulti = [v ′ 1 |v ′ 2 ].
Sentiment Classification
Multi-view embeddings obtained from One-Step DCCA and Two-Step DCCA are input to a logistic regression classifier to predict the sentiment label for test data sets in Section 4.
Experiments
This section first describes the different test data sets used and the baseline methods that are evaluated against embeddings obtained from One-Step DCCA and Two-Step DCCA. Multimodal embeddings obtained from DCCA methods are input to a logistic regression classifier and accuracy and F-scores on test data sets are reported as the performance metrics.
Test Data Sets
The following data sets are used for testing,
• CMU-MOSI: This is a standard benchmark data set of product reviews curated by 93 users and introduced by [7] . Reviews are in the form of videos that are segmented into clips. Each clip is assigned a sentiment score between -3 to 3 by five annotators. Sentiment scores are further binarized as 'positive' and 'negative', by assigning all reviews having scores ≥ 0 as 'positive' and all scores < 0 as 'negative'. There are a total of 2198 data points in the classification task. Predetermined splits of training data (1283 points), validation data (229 points) and test data (686 points) are used in our experiments.
• CMU-MOSEI: This data set [8] is similar to MOSI and is also annotated at the utterance/clip level. Each utterance is assigned a sentiment score between -3 to 3. Frames scored (0, 3] are labeled as 'positive' and scores between [−3, 0) are labeled as 'negative'. There area total of 17859 data points available for binary sentiment classification. Data is partitioned into predetermined train (12787 points), validation (3634 points) and test (1438 points) splits. Raw features for CMU-MOSI and CMU-MOSEI are obtained from CMU-Multimodal SDK [18] .
• Debate Emotion: This data set was curated by [4] by combining the first and third of the 2016 presidential debates. Data is divided into short videos each of a 10 second duration. Videos that contained multiple speakers in a 10-second duration were not considered, thereby restricting each video to a single speaker. This results in a total of 800 short videos, with a single candidate speaking for 10 seconds. Candidate videos were annotated for 'aggression' based on candidate expression on three views: verbal, facial and tonal. An aggression label of 1 was assigned to the video if the candidates expressed anger or aggression in either of the three views. This data set consists of 800 data points, partitioned into train (510 points), validation (90 points) and test (200 points) splits.
Baseline Algorithms
Since the focus of these experiments is to demonstrate i) the combination of three views is better than unimodal feature embeddings in sentiment analysis tasks and ii) study the contribution of various views in multi-modal embeddings used for classification we compare against the following baselines in this work,
• Unimodal features: To empirically confirm our hypothesis that three views do better than one, multi-modal embeddings are compared against text, audio and video embeddings when input separately to a logistic regression classifier. Additionally we also compare against bimodal features obtained by taking concatenations of audio/video, video/text, text/audio and passing the concatenated features as input to a logistic regression classifier.
• Generalized Canonical Correlation Analysis: GCCA [19] aims to find a correlation subspace in which weighted combinations of all the input views are correlated. Since each view may contribute differently towards a downstream task, GCCA employs a technique to learn weights corresponding to the importance of each view. A discussion detailing the mechanics of the algorithm are beyond the scope of this paper and we refer readers to [13] for the same. Since we explore a Two-Step approach as a potential combination technique for the three views, it is best compared against a technique like GCCA, that learns a weighted combination of all views.
• bc-LSTM+3D-CNN+openSMILE: This algorithm was introduced by [1] and uses a bidirectional LSTM to encode for text, 3D-CNN and openSMILE to obtain visual and audio embeddings.
• Graph Memory Fusion Network: This algorithm [8] proposes a dynamic fusion graph to analyze the interactions between different modalities at the word level. LSTMs are used to capture information for the whole sequence.
Hyperparameters for DCCA: DCCA implementation in this work follows that of [9] with three fully connected feedforward layers and a ReLU activation applied to the output of each connected layer. DCCA objective is optimized using RMSProp as in the original implementation. Sizes of connected layers are determined via grid search. A similar technique is used to determine parameters of the Logistic Regression classifier. Table 1 indicate that, unsurprisingly, making use of all three views when learning feature embeddings provides the best result. Furthermore, learning combinations in a correlated space using DCCA consistently outperforms other baselines on all three data sets. Note that, the performances reported for the bc-LSTM+3D-CNN+openSMILE baseline and the Graph Memory Fusion Network are as reported in [1] and [8] . We do not reproduce code from [1] , [8] for evaluation on Debate Emotion dataset. Besides, these two baselines do not directly compare against our method, since they operate at the word level with different text features. However, since these algorithms achieve the stateof-the-art on the MOSEI and MOSI data set, they are included in this work. All other baselines were reproduced on the test data sets using parameters reported in their original implementations. Table 2 represents results from the Two-Step DCCA process. From the emipirical results it can be noted that i) Two-Step DCCA performs just as well as One-Step DCCA and not better and ii) perfoming DCCA first with audio and video as input views and then with text as input view to the second DCCA step is the best performing combination. Note that the dimension of the multi-modal embedding learned using DCCA is upper bounded by ≤ min(d1, d2) where, d1 is the dimension of first input view and d2 is the dimension of the second input view. Since there is a large disparity in the dimensions of the text (768) and audio (74) and video (35) views, performing Two-
Step DCCA results in multi-modal embedding that is smaller in size that the multi-modal embedding obtained from One-Step DCCA. This loss in dimensionality may lead to information loss further leading to lower quality multi-modal embeddings. The second result is not too surprising either. Given that the text embeddings are highly optimized when compared to the audio and video embeddings, it is not surprising that learning correlations between audio and video embeddings and then combining them with a text embedding produces the best result.
Discussions and Conclusions
The key issue is this: which is more important, text, speech, or video? Being able to process all three views of human discourse simultaneously allows consideration of the basic question of the relative contributions of the semantics, the spoken delivery, and the accompanying images. Conventional wisdom would be that the text (the "meaning") of a statement is the most significant. Common sense argues that the spoken word can have an impact -one can usually distinguish an argument from a casual conversation even in an unknown language. Erik Bucy [20] argues that it is the images that can be the most significant aspect in the political framing of issues. Our experiments speak to this issue in a concrete way by showing the classification accuracy using two of the views/modes improves on any single view, and that using all three results in the greatest improvement. Digging deeper, the experiments suggest better (and worse) ways of structuring the interactions between the modalities, which we explore by contrasting the "one-step" and "two-step approaches".
At this point, conclusions about the relative importance of the three views should not be taken too quantitatively. First, algorithms such as BERT designed for deriving textbased features are quite sophisticated and have been trained on Wikipedia-sized corpuses. In contrast, both audio and video feature extraction has not received nearly the attention that has been given to text. Second, the corpuses on which the speech and video have been studied are comparatively small. This means that the results likely underestimate the importance of these two views and accentuate the importance of the text. Third, we have no way of knowing if our chosen classification tasks are representative of other common tasks. Results seem overall analogous across three data sets and two tasks, but this is far from a generic representation. Finally, we have no reason to believe that our method of merging the views is optimal. Indeed, there are many possibilities, and while the trends tend to be similar, there is a lot of variation as different (hyper)parameters are considered and different structures are investigated.
