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Preface
Markov processes are popular mathematical models, studied by theoreticians
for their intriguing properties, and applied by practitioners for their flexi-
ble structure. With this book we teach how to model and analyze Markov
processes. We classify Markov processes based on their structural proper-
ties, which in turn determine which analytic methods are required for solving
them. In doing so, we start in each chapter with specific examples that nat-
urally lead up to general theory and general methods. In this way the reader
learns about Markov processes on the job.
By studying this book, the reader becomes acquainted with the basic an-
alytic methods that come into play when systems are modeled as structured
Markov processes. These basic methods will likely prove useful, in real-time
when studying the examples at hand, but more importantly for future en-
counters with Markov processes not covered in this book. Methods are more
important than examples. The methods have a large scope of application,
even outside the scope of Markov processes, in areas like probability theory,
industrial engineering, mechanical engineering, physics and financial mathe-
matics.
This book arose from various courses taught in the last decade at master
level and postgraduate level. We thank the students and colleagues that
participated in these courses for their valuable feedback.
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Chapter 1
Introduction
Markov processes provide essential instruments for modeling and analyzing
a large variety of systems and networks, including manufacturing systems,
communication networks, traffic networks and service systems such as clinics
or hospitals. This book provides the basic tools you need to build models
that are detailed enough to capture the essential system dynamics, but are
simple enough in terms of mathematical structure to be amenable for theo-
retical analysis and efficient numerical evaluation. The first two parts of this
book assume only prior exposure to stochastic processes, linear algebra and
basic analysis at the undergraduate level. The third part is meant for gradu-
ate students, researchers and practitioners, and requires more background in
probability theory and complex analysis.
Markov processes fall under the umbrella of Stochastics, the branch of
mathematics that aims to establish rigorous statements about systems that
are inherently uncertain, and therefore subject to some degree of randomness.
A classical example is a queue, in which jobs need to wait for service. The
queue grows when new jobs arrive and shrinks when jobs complete service.
Queues occur virtually everywhere and can be seen as stochastic systems that
are subject to variability in arrivals and services. Under certain assumptions,
a queueing system can be modeled as a Markov process and analyzed using
the techniques described in this book. This analytic treatment of a queue
then leads to explicit formulas or algorithms for performance measures such
as the mean queue length or the probability that the queue grows beyond a
certain level. Such performance measures often reveal critical dependencies
between the system performance and the system utilization. In fact, many
real-life systems operate in regimes that dwarf the trade-off between high
system utilization and short queues, two confliction goals. The analysis of
Markov processes therefore also serves the purpose of dimensioning, with the
objective to balance the system capacity and demand so as to achieve a certain
target performance standard or optimize a certain cost criterion.
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0 1 2 i− 1 i i+ 1· · · · · ·
λ λ λ λ
µ µ µ µ
Figure 1.1: Transition rate diagram of the Markov process of the simple queue.
1.1 A balance act
This book deals with obtaining the equilibrium distribution that characterizes
the long-term fractions of time that the Markov process spends in each of the
possible states. Think of a queue that evolves in time. What is the long-
term probability that the queue is empty? If we denote this probability by
p(0), we could estimate it by simply observing the queue for a very long time
and divide the total time that the queue is empty by the total time we have
observed the queue. We could similarly estimate the probability p(i) of seeing
a queue of size i.
Instead of this brute-force approach to estimate p(i) for all possible i,
we will use the structure that is governed by the interaction between states.
For a simple queue in which one job could leave or join, it is clear that p(i)
should be related to p(i − 1) and p(i + 1). And indeed, under some further
assumptions, we could argue that the probabilities p(i) should satisfy certain
balance equations. A famous example is the simplest possible queue that serves
jobs at an exponential rate µ and to which new jobs arrive at exponential rate
λ. Because of the exponential rates, at any moment in time only one event
can happen: a new arrival or a service completion. The Markov process that
describes the queue size evolves on the state space {0, 1, 2, . . .} according to
the rates displayed in Figure 1.1. Figure 1.1 is called a transition rate diagram
and displays the states of the Markov process with the arrows depicting the
rates at which the process transitions from one state to the other. Rate λ
should be smaller than µ, otherwise the queue will grow to infinity, and under
this assumption, the balance equations are given by
λp(0) = µp(1), (1.1a)
(λ+ µ)p(i) = λp(i− 1) + µp(i+ 1), i ≥ 1. (1.1b)
You can interpret these equations as what goes out should equal what comes
in (either from the left or the right). These balance equations together can
be written as the system of linear equations
pQ = 0 (1.2)
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with p =
[
p(0) p(1) p(2) · · ·] and Q the transition rate matrix given by
Q =

−λ λ
µ −(λ+ µ) λ
µ −(λ+ µ) λ
. . . . . . . . .
 . (1.3)
All Markov processes considered in this book can be brought into the matrix
form (1.2). For the readers familiar with linear algebra, this makes available
a powerful toolbox for numerically solving for p as the null space of the kernel
Q. But this is not the road we will pursue in this book. Instead, we will try to
exploit additional structures that are hidden in the general matrix equation
(1.2). For the simple queue we know for instance that Q is extremely sparse
and contains only elements on three diagonals. Moreover, the state space in
Figure 1.1 and the form of (1.1) may allow an iterative solution. Indeed,
using λp(0) = µp(1) one gets for i = 1 from (1.1b) that λp(1) = µp(2), and
more generally,
λp(i) = µp(i+ 1), i ≥ 0. (1.4)
Iteration then gives p(i) = p(0)ρi with ρ := λ/µ. Since
∑
i≥0 p(i) = 1 we
conclude that p(0) = 1− ρ to arrive at the elegant solution
p(i) = (1− ρ)ρi, i ≥ 0. (1.5)
This is our very first product-form solution! And if you like it, many more
will follow for more advanced, yet structured, Markov processes.
We call (1.5) a product-form solution, because of the term ρi, the product
of i times ρ. Most of the Markov processes in this book are multi-dimensional,
in which case we encounter multi-dimensional product forms, for instance of
the types αiβj or Ri with R some matrix (instead of a scalar ρ). While
in most cases, finding these product forms will be less straightforward than
in the case of (1.5), we will often use ways to exploit recurring structures.
A second technique we will often use is that of making an educated guess.
Through many examples we learn the reader when to expect a product form
(and when not). If we return to (1.1) and we would guess that p(i) is of the
form cαi with c and α some unknown constants, we could simply substitute
p(i) = cαi in (1.1b) to obtain
(λ+ µ)cαi = λcαi−1 + µcαi+1, (1.6)
or equivalently,
(λ+ µ)α = λ+ µα2, (1.7)
from which we conclude that α = ρ and c = 1 − ρ. Although this guessing
technique appears naive at first sight, it is a mathematical rigorous way of
proving that (1.5) uniquely characterizes the equilibrium distribution. The
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substitution of product forms in difference equations like (1.1) is a well-known
analytic technique, but when the difference equation is in fact a balance equa-
tion there are some specific features that can be exploited. For instance, we
know from the start that all p(i) are nonnegative and that
∑
i≥0 p(i) = 1. The
latter condition we have used in (1.7) to conclude that α = ρ is the unique
solution, and not the other candidate solution of (1.7). Indeed, only when
α < 1 the infinite series
∑
i≥0 p(i) converges to a finite constant. The final
step concludes that (1 − α)−1 = c−1 = p(0)−1, which can be interpreted as
solving the boundary condition
∑
i≥0 p(i) = 1. For this simple Markov pro-
cess this gives p(0)
∑
i≥0 α
i = 1. In this case this boundary condition gives
one additional equation for solving p(0). For the more advanced Markov pro-
cesses in this book the boundary conditions give rise to an additional system
of equations from which equally many remaining equilibrium probabilities
need to be determined.
1.2 Why this book?
Many books have been written about general stochastic processes and Markov
processes in particular. This book views Markov processes as continuous-time
processes, and studies their equilibrium or long-term behavior. Finding the
equilibrium distributions requires solving a system of difference or difference-
differential equations. Each Markov process in this book comes with its own
system of equations, and its own specific challenges. We classify the Markov
processes by the analytic methods required to solve the system of equations,
which in turn depends strongly on the underlying structure of Markov pro-
cesses. The reader will learn to recognize these structures, and hence choosing
the adequate methods for analysis. While this book puts much emphasis on
basic real and complex analysis, less attention goes to the more formal or
probabilistic aspects of Markov processes, for instance related to operators,
function spaces, martingale characterizations, stability, and weak convergence
to limiting processes. Excellent books exist that cover these topics in much
depth, for example Ethier and Kurtz [33], Feller [35, 36] and Whitt [110].
This book is not just about queueing theory. While queueing theory gen-
erates intriguing questions that can be answered using the theory of Markov
processes, this book only introduces queueing models that ask for a different
analytic method. More advanced queueing models—that arise for instance
when relaxing Markovian assumptions—are not treated just for the sake of
generalization or enhancing the scope of applicability. Books with more the-
ory and examples of queues are for instance Cohen [27], Gross and Harris
[45], Kleinrock [68], Prabhu [86], Robert [94] and Takács [103]. Parts of the
material covered in this book can also be found in text books on applied
probability or Markov chains, such as Asmussen [10], Chung [25], Grimmett
and Stirzaker [44], Karlin and Taylor [56], Liggett [75], Norris [84], Resnick
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[91] and Ross [97], although the same topics are often presented in a different
manner. This book is complementary, again because of the dominant role of
exact analysis, product-form solutions, and structure of Markov processes.
1.3 Overview
In Part I we cover the essential theory of continuous-time Markov processes
and some basic methods. We furthermore introduce some common queues
with their associated Markov processes and present how transforms are useful
in the analysis of such Markov processes.
Chapter 2 covers the foundations needed to build a Markov process. Essen-
tial ingredients are the exponential distribution and its memoryless property,
which makes that after each event that takes place in the Markov process, we
can forget about the past and only use the current information. We introduce
notions like irreducibility, positive recurrence and regularity. Brief considera-
tion is given to the evolution of Markov processes as a function of time, but
we will focus mostly on the long-term of equilibrium behavior.
Chapter 3 introduces the Laplace-Stieltjes transform and the probability-
generating function. Both transforms play a crucial role in the analysis of the
equilibrium distribution and other related quantities. We demonstrate the use
of the transforms together with other important results by analyzing single-
server queues that are at the heart of queueing theory. Numerical inversion
algorithms are provided to retrieve the underlying probability distributions
from their transforms.
In Part II we focus on several classes of widely studied structured Markov
processes, including birth–and–death processes, queueing networks, quasi-
birth–and–death processes and quasi-skip-free processes. Each chapter is
dedicated to one class of processes and introduces the techniques required
to obtain their equilibrium distributions.
Chapter 4 is devoted entirely to birth–and–death (BD) processes, a highly
structured class of Markov processes. The distinguishing feature of BD pro-
cesses is that the state space can be ordered on a line and that transitions
occur only between neighboring states. The queue in Figure 1.1 is an example
of a BD process. Like that queue, all BD processes have product-form equi-
librium distributions that can be solved iteratively. The class of BD processes
contains many classical Markov processes that occur in queueing theory or in
epidemics.
Chapter 5 extends the one-dimensional BD processes to multi-dimensional
network models, and hence multi-dimensional Markov processes. Although
these Markov processes have multiple dimensions, the equilibrium distribution
can often be derived by making an educated guess.
Chapter 6 again extends the BD processes of Chapter 4, but now by
including a finite second dimension. Here we encounter product-form solu-
6 Chapter 1. Introduction
tions that involve matrices instead of the scalars that we have seen in this
introduction. We discuss the matrix-geometric, matrix-analytic and spectral
expansion method. Deriving an explicit expression for the matrices in the
product-form solution proves to be difficult in many cases, so also numerical
algorithms are provided to obtain these matrices.
Chapter 7 considers Markov processes on the same state space as the
QBD processes of Chapter 6. The difference is that in Chapter 7 we allow the
process to have larger jumps in one direction. The structure of the solution
for the equilibrium distribution is similar to the one for the QBD process, but
calculating the matrices of interest is more involved.
In Part III we tackle specific models that require advanced techniques to
obtain the equilibrium distribution. Each chapter in this part is devoted to a
specific model and for each model we develop multiple techniques to calculate
the equilibrium distribution. The models serve as a vehicle through which we
can demonstrate various techniques and allow the reader to compare methods.
While applying the methods, we regularly exploit structural properties of the
Markov process to obtain explicit expression for the equilibrium probabilities.
Chapter 8 considers a queueing system consisting of a single server and
two priority classes, where low-priority jobs are only served when there are no
high-priority jobs in the system. We model this system as a Markov process
with two dimensions, where the dimensions keep track of the number of jobs of
each class in the system. We demonstrate a difference equations approach, the
generating function approach and two approaches related to QBD processes
to obtain the equilibrium distribution.
Chapter 9 describes a single-server queue where waiting jobs are only al-
lowed into the system when the system empties. We present three methods to
obtain the equilibrium distribution of the associated two-dimensional Markov
process: the generating function approach, the matrix-geometric approach
and the compensation approach.
Chapter 10 covers three different production systems that give rise to two-
dimensional Markov processes. The first two models are QBD processes and
the third model has two countably infinite dimensions. For each system we
present a tailor-made solution method to obtain the equilibrium distribution.
Chapter 11 analyzes a system consisting of two single-server queues where
an arriving job joins the shortest of the two queues. The dynamics of this
model are described by a Markov process that takes values in the positive
half-plane. We use the compensation approach to determine the equilibrium
probabilities.
Part I
Basic methods

Chapter 2
Markov processes
Markov processes are stochastic processes whose future behavior only depends
on the present and not on the past. This special property makes Markov pro-
cesses mathematically tractable. Markov processes therefore serve as widely
applied models in areas as diverse as biology, physics, chemistry, logistics,
economics and social sciences.
In this book we analyze a host of Markov processes. In this chapter we
present the mathematical notions that are required to define Markov pro-
cesses. To that end we start with a discussion of the exponential distribution,
which is essential in the construction of Markov processes. We then show
how to build Markov processes and discuss some of the basic properties. We
will study Markov processes as functions of time, but our main focus in this
chapter and throughout the remainder of this book will be on the analysis of
the long-term or equilibrium behavior.
2.1 Exponential distribution
The continuous random variable X follows an exponential distribution with
parameter λ > 0, denoted by X ∼ Exp(λ), if its probability density function
is given by
fX(t) = λe
−λt, t ≥ 0, (2.1)
and the associated cumulative distribution function is
FX(t) =
∫ t
0
fX(u) du = 1− e−λt, t ≥ 0. (2.2)
It readily follows that the expectation and variance of X are
E[X] = 1/λ and Var(X) = 1/λ2. (2.3)
The exponential distribution enjoys the so-called memoryless property or
Markov property, which is arguably the most important property for analytic
9
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tractability of stochastic processes in this book. The property reads
P(X > s+ t | X > s) = P(X > s+ t,X > s)
P(X > s)
=
P(X > s+ t)
P(X > s)
=
e−λ(s+t)
e−λs
= e−λt = P(X > t). (2.4)
Think of X as the lifetime of some component. Then, the memoryless prop-
erty states that the remaining lifetime of X, given that X is still alive at
time s, is again exponentially distributed with the same mean 1/λ. In other
words, the probability that X dies in the next t time units is independent of
the current age s of X. The exponential distribution is the only continuous
distribution that satisfies this memoryless property.
Denote by X1, X2, . . . , Xn independent exponentially distributed random
variables with parameters λ1, λ2, . . . , λn. Define now the minimum over these
random variables as Yn := min(X1, X2, . . . , Xn). We have
P(Yn ≥ t) = P(min(X1, X2, . . . , Xn) ≥ t)
= P(X1 ≥ t,X2 ≥ t, . . . ,Xn ≥ t)
= P(X1 ≥ t)P(X2 ≥ t) · · ·P(Xn ≥ t)
= e−λ1te−λ2t · · · e−λnt = e−(λ1+λ2+···+λn)t, (2.5)
where the third equality follows from the independence of the random vari-
ables. We have just proved the second important property of the exponential
distribution: the minimum of n exponential random variables is again an
exponential random variable with parameter the sum of the n parameters.
Example 2.1. A printer can fail due to power outages, paper jams or ink
shortages. Let these events be independent and occur after exponential
times with rates λpower, λjam and λink. The up-time of the printer is the
minimum time until any failure occurs and hence the up-time is exponen-
tially distributed with parameter λpower + λjam + λink with mean up-time
1/(λpower + λjam + λink). 4
Next consider the probability that an exponential random variable turns
out to be the minimum among n exponential random variables:
P(Xn = min(X1, X2, . . . , Xn)) =: P(Xn = Yn). (2.6)
The event {Xn = Yn} is the same as the event {Xn ≤ Yn−1} since it implies
that the n-th exponential random variable is the minimum. Using Yn−1 ∼
Exp(µ), where we abbreviated µ :=
∑n−1
m=1 λm, and conditioning on the length
2.2. Poisson processes 11
0 1 2 i− 1 i i+ 1· · · · · ·
λ λ λ λ
Figure 2.1: Modeling a Poisson process with rate λ.
of Xn,
P(Xn = Yn) = P(Xn ≤ Yn−1)
=
∫ ∞
0
P(Yn−1 ≥ t)fXn(t) dt =
∫ ∞
0
e−µtλne−λnt dt
=
λn
µ+ λn
=
λn
λ1 + λ2 + · · ·+ λn . (2.7)
A similar reasoning shows that for any k = 1, 2, . . . , n,
P(Xk = min(X1, X2, . . . , Xn)) =
λk
λ1 + λ2 + · · ·+ λn . (2.8)
Combining the two previous properties, one can even show that one par-
ticular Xk being equal to min(X1, X2, . . . , Xn) is independent of the value of
min(X1, X2, . . . , Xn). This will prove to be a very useful property when con-
structing Markov processes. Returning to Example 2.1, this means that the
printer fails due to an ink shortage with probability λink/(λpower+λjam+λink).
2.2 Poisson processes
Before we introduce Markov processes in greater detail, we describe a spe-
cific type of Markov process called a Poisson process, a counting process that
counts how many events have occurred in a time interval. For a Poisson pro-
cess these events occur randomly in time and the time between two events is
exponentially distributed with parameter λ. Denote by {N(t)}t≥0 the Poisson
process where N(t) is the number of events that have occurred in the interval
[0, t] and set N(0) = 0.
We model the Poisson process as a collection of states representing the
cumulative number of events that have occurred, and transitions between
states that model the time needed to go to the next state, see Figure 2.1. A
transition is marked with the rate at which it occurs. To be more precise,
given that the process is in state i, a transition from state i to state i + 1
occurs after an exponential amount of time with parameter λ, see Figure 2.1
again. When modeling the Poisson process in this way, we have constructed
a Markov process description of the Poisson process!
Suppose that X1, X2, . . . are independent and identically exponentially
distributed random variables with parameter λ. From Figure 2.1 we find that
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the time to reach state n is then X1 + X2 + · · · + Xn. The probability that
there are at most n events in [0, t] can be expressed as
P(N(t) ≤ n) = P(X1 +X2 + · · ·+Xn+1 > t), n ≥ 1, t ≥ 0. (2.9)
In other words, the event to be in any of the states in {0, 1, . . . , n} at time t
is equivalent to the event that the time it takes to reach state n+ 1 is larger
than t. The probability on the right-hand side of (2.9) can be characterized
further in terms of the Erlang distribution. If Sn := X1 +X2 + · · ·+Xn, then
Sn follows an Erlang-n distribution with parameter λ denoted as Erln(λ).
The density of the Erln(λ) distribution is given by
fSn(t) = λ
(λt)n−1
(n− 1)!e
−λt, (2.10)
which we can prove using induction. For n = 1 we have fS1(t) = λe−λt.
Assume that fSn(·) satisfies (2.10). Then,
fSn+1(t) = fSn+Xn+1(t) =
∫ t
0
fSn(u)fXn+1(t− u)du
=
∫ t
0
λe−λu
(λu)n−1
(n− 1)! λe
−λ(t−u) du
= λe−λt
λn
(n− 1)!
∫ t
0
un−1 du
= λ
(λt)n
n!
e−λt, (2.11)
showing that (2.10) is correct. The cumulative distribution function we give
without proof:
FSn(t) = 1−
n−1∑
m=0
(λt)m
m!
e−λt, n ≥ 1, t ≥ 0. (2.12)
Returning to (2.9) armed with (2.12), we find
P(N(t) ≤ n) =
n∑
m=0
(λt)m
m!
e−λt, (2.13)
and therefore
P(N(t) = n) =
(λt)n
n!
e−λt, n ≥ 0, t ≥ 0. (2.14)
The distribution of N(t) is called a Poisson distribution with parameter λt.
Some quick calculations show that
E[N(t)] = λt and Var(N(t)) = λt. (2.15)
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The expected number of events in [0, t] is thus the rate λ at which events
occur multiplied by the length of the interval t.
The Poisson process is vital for modeling practical applications: to model
the occurrence of software errors or machine breakdowns, the arrival of jobs
at a processor, or the arrival of orders at a production system. It is em-
pirically found that in many conditions the real-world processes can be well
approximated by a Poisson process. We next establish a theoretical result
that supports the assumption of Poisson processes in practical settings.
Proposition 2.2. Let X follow a binomial distribution with parameters n
and p, that is
P(X = k) =
(
n
k
)
pk(1− p)n−k, k = 0, 1, . . . , n. (2.16)
Let p→ 0 as n→∞ such that np = λt, then
P(X = k)→ (λt)
k
k!
e−λt, k ≥ 0, t ≥ 0. (2.17)
Proof. Let k be a fixed integer. Then we have
lim
n→∞P(X = k) = limn→∞
(
n
k
)
pk(1− p)n−k
= lim
n→∞
n!
(n− k)!k!
(λt
n
)k(
1− λt
n
)n−k
=
(λt)k
k!
lim
n→∞
n(n− 1)(n− 2) · · · (n− k + 1)
nk
(
1− λt
n
)n−k
=
(λt)k
k!
lim
n→∞
(
1− 1
n
)(
1− 2
n
) · · · (1− k − 1
n
)(
1− λt
n
)n(
1− λt
n
)−k
=
(λt)k
k!
1 · 1 · · · 1 · e−λt · 1 = (λt)
k
k!
e−λt, (2.18)
proving the statement.
Many real-world arrival processes fit into the framework of Proposition 2.2.
To see this, consider n potential voters each having a small probability p of
arriving at a particular polling station in a small interval [0, t]. The probability
that k out of the n voters show up in [0, t] is binomially distributed: there are(
n
k
)
groups of size k in a population of size n and exactly k voters arrive with
probability pk(1 − p)n−k. If n is large and p is small, then the expression in
terms of the Poisson distribution closely approximates the actual probability
and is moreover easy to work with. In other words, if a large number n of
arrivals can occur in a time interval [0, t] with a small probability p and we
can construct λ such that λ ≈ np/t, then the Poisson process with rate λ
closely approximates the arrival process at the polling station.
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We next mention two important properties of a Poisson process. Sup-
pose that N1(·), N2(·), . . . , Nn(·) are independent Poisson processes with rates
λ1, λ2, . . . , λn. Define N(t) := N1(t) + N2(t) + · · · + Nn(t) for all t ≥ 0.
The time until a next event occurs for the counting process N(t) is, by the
memoryless property of the exponential distribution, the minimum over n in-
dependent exponential random variables with parameters λ1, λ2, . . . , λn. So,
by (2.5) we have that the time until a next event is exponentially distributed
with parameter λ1+λ2+· · ·+λn and {N(t)}t≥0 is a Poisson process with rate
λ1+λ2+· · ·+λn. This property is called the merging property of independent
Poisson processes.
For the second property, consider a Poisson process {N(t)}t≥0 with rate
λ where X1, X2, . . . are the times between events and each event is given a
label out of n possible labels. For each arrival, label k is given with fixed
probability pk > 0 and p1 + p2 + · · ·+ pn = 1. Denote the number of events
with label k in the interval [0, t] as Nk(t). We determine the time T until
the next event occurs for the counting process {Nk(t)}t≥0. To that end, we
require the total number of events that occur until the first time an event is
given the label k (this counts the last event with label k as well). This is
exactly a random variable K with a geometric distribution, that is,
P(K = i) = (1− pk)i−1pk, i ≥ 1. (2.19)
We can now express the time T in terms of the time between events of the
original Poisson process and K as
T
d
=
K∑
i=1
Xi ∼ Exp(λpk). (2.20)
We will show (2.20) in Remark 3.5 of Chapter 3, since the proof requires
Laplace-Stieltjes transforms. For now, we can conclude that {Nk(t)}t≥0 is an
independent Poisson process with parameter λpk. The second property thus
says that under probabilistic splitting, a Poisson process remains a Poisson
process.
2.3 General Markov processes
A continuous-time stochastic process {X(t)}t≥0 is called a Markov process if
it takes values in a countably infinite or finite state space S and satisfies the
Markov property. Let F(s) be the history of the process until and including
time s at which X(s) = x. A process satisfies the Markov property if for all
x, y ∈ S and t, s ≥ 0,
P(X(t+ s) = y | F(s)) = P(X(t+ s) = y | X(s) = x). (2.21)
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The Markov property states that the future state at time t+s does not depend
on the past states, but only on the current state at time s. The right-hand
side of (2.21) is called a transition function. A Markov process for which
P(X(t + s) = y | X(s) = x) does not depend on s is said to have stationary
transition functions, an assumption we shall make throughout this book.
A Markov process is a jump process. This means that the Markov process
stays in a state x ∈ S a certain amount of time and after that time, makes a
transition to a different state y ∈ S, y 6= x. A transition alters the state of
the process in a sudden and radical way, hence the name jump process. Both
the time spent in a state and the possible transitions (and the probabilities
with which they occur) are allowed to depend on the state. Because of the
jumps a sample path of a Markov process is assumed continuous from the
right and having a limit from the left.1
Assume that the Markov process is currently in state x ∈ S. The event
that causes a transition from state x to y, where x 6= y, takes places after
an exponential amount of time with parameter qx,y ≥ 0 (where 0 indicates
a transition is not possible). Let us call this the transition time from x to y
and refer to qx,y as the transition rate from x to y. Clearly, the time spent
in state x until a transition occurs (the sojourn time Hx) is the minimum
over all end states y of the transition times from x to y. According to the
properties of exponential random variables, we have that a Markov process
obeys two basic rules (see also Figure 2.2):
(i) The sojourn time Hx in state x is exponentially distributed with pa-
rameter qx :=
∑
y 6=x qx,y;
(ii) After the sojourn time the Markov process jumps from state x to y 6= x
with probability qx,y/qx.
We require the sojourn time in each state x to be positive. This means that
we restrict our analysis to Markov processes that satisfy 0 ≤ qx < ∞ for all
x ∈ S. A state x is called absorbing if qx = 0. An absorbing state is a state
from which the Markov process cannot leave: once it reaches this state, it will
stay there indefinitely.
Example 2.3. (Browsing the internet) The internet browsing behavior of
a user is tracked for the purpose of ranking websites. From numerous previous
observations, the behavior of this particular user has become apparent. The
user starts his session at some website. He stays at each website x an expo-
nential amount of time with mean 1/qx. After that time, the user proceeds
to a different website that he picks from a set of websites nx, which is allowed
to depend on the current website since the user might want to visit a website
on a related topic. The set nx can also contain an element representing the
end of the browsing session.
The browsing behavior is a Markov process {X(t)}t≥0. The states of the
Markov process are the websites and state 0 is the end of the browsing session
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X(t)
t
x
y
z
Exp(qy)
w.p.
qx,y
qx
w.p.
qy,z
qy
Figure 2.2: Sample path of a Markov process. With probability is abbreviated
to w.p.
(with q0 = 0). Then, X(t) is the website the user is on at time t. The sojourn
time Hx in state x is exponentially distributed with rate qx and after the
sojourn time, the Markov process transitions to a different website y ∈ nx
with some probability bx,y that can be determined from previous browsing
behavior. Notice that we require
∑
y∈nx bx,y = 1. 4
We next discuss regularity,2 the property that states that the Markov
process makes a finite number of transitions in a finite length of time with
probability 1. If a Markov process is not regular, we call it an explosive
process. Explosive processes have the property that within a finite amount of
time, an infinite number of transitions can occur. We assume throughout the
book that all Markov processes are regular. This will always hold for Markov
processes with a finite state space, or when supx∈S qx < ∞. If supx∈S qx =
∞, the Markov process might still be regular, however. Unless mentioned
otherwise, we will henceforth assume that supx∈S qx <∞, since handling the
other case introduces technical hurdles that detract from the book’s main
storyline.
Example 2.4. (An explosive process) Consider a Markov process labeled
{X(t)}t≥0 with initial state X(0) = 1, transition rates qx,x+1 = x2, x ≥ 1
and all other transition rates are zero. Clearly, the Markov process proceeds
through the numbered states 1, 2, . . . and resides in each state x an exponential
amount of time with mean 1/x2. Let T∞ be the time until the process reaches
state ∞. Then E[T∞] =
∑
x≥1 1/x
2 = pi2/6 and P(T∞ < ∞) = 1, showing
that with probability 1 infinitely many transitions occur in a finite interval.
4
The transition rates are the basic ingredients of the Markov process. We
therefore introduce the transition rate matrix Q of dimension |S|×|S|, with as
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Figure 2.3: An example of a transition rate diagram.
the elements the transition rates. A row of Q indicates the state the process
is currently in and the column is the target state. The diagonal elements are
different in the sense that in row x, the element on the diagonal is −qx. This
makes the row sums equal to zero. For S = N0, the transition rate matrix is
then
Q =

−q0 q0,1 q0,2 q0,3 · · ·
q1,0 −q1 q1,2 q1,3 · · ·
q2,0 q2,1 −q2 q2,3 · · ·
q3,0 q3,1 q3,2 −q3 · · ·
...
...
...
...
. . .
 . (2.22)
In general one needs to order the state space to be able to characterize the
transition rate matrix Q.
The transition rate matrixQ can be visualized in a transition rate diagram.
This diagram depicts the states of the Markov process, the possible transitions
between the states and the rates at which they occur. The transition rate
diagram can be incredibly helpful in recognizing the underlying structure of
the transition rates of the Markov process. See Figure 2.3 for an example.
Both the description of a Markov process in terms of the transition rate
matrix Q and the transition rate diagram are sufficient to fully characterize
the Markov process.
A useful concept for Markov processes are stopping times. Namely, a
Markov process before a stopping time is independent of the Markov process
after the stopping time. This property is called the strong Markov property.3
It essentially applies the Markov property at a ‘random time’ with a clear
definition of when this time stops. We briefly describe these two concepts.
A random variable T is called a stopping time if its realization depends
only on the history of the Markov process F(T ) until and including time T
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and whose value is the time at which the process meets a ‘stopping rule’. A
good example of a stopping time is the time T it takes for the Markov process
to go from state x to state y. If asked to stop at time T , you only need to
observe when the Markov process enters state y for the first time. An example
that is not a stopping time is the time T at which the Markov process exits
the set of states A for the last time. Clearly, the future states of the Markov
process are needed to determine if it actually was the last time the process
exits the set of states A. So, in general, a last exit time is not a stopping time.
The Markov process evaluated at a stopping time T , conditional on {T <∞},
starts anew from the state X(T ). More precisely, a Markov process {X(t)}t≥0
satisfies the strong Markov property, which says that for each stopping time
T , conditioned on the event {T <∞}, we have that for each t ≥ 0, X(T + t)
only depends on X(T ). As an example, say we have the time T it takes to go
from state x to state y. Conditioning on the event that T is finite,
P(X(T + t) = z | X(0) = x) = P(X(T + t) = z | X(T ) = y)
= P(X(t) = z | X(0) = y), (2.23)
since T is a stopping time and the Markov process has stationary transition
functions.
2.4 Classification of states
We now discuss the notions of irreducibility, recurrence and transience. A
state y is said to be accessible from state x if there is a positive probability
of ever reaching state y given that the process starts in state x. If x is also
accessible from y, the states x and y are said to communicate and is denoted
by x↔ y. Furthermore, if x↔ y and y ↔ z, then also x↔ z.4
States that communicate are said to be in the same equivalence class,
or class for short. This indicates that the state space of a Markov process
can be partitioned into separate classes. If all states communicate with each
other, then there is only one class and the Markov process is called irreducible.
Alternatively, a Markov process is irreducible if
P(X(t) = y | X(0) = x) > 0, (2.24)
for all states x, y ∈ S and t > 0, indicating that there is a positive probability
that the process is in state y at time t given it started in x. So, state y is
accessible from state x. Irreducibility is a direct property of the transition
rate matrix Q, but a transition rate diagram such as the one in Figure 2.3,
can also be helpful in assessing if a Markov process is irreducible.
A state is said to be recurrent5 if the Markov process returns to that
state infinitely many times with probability 1. Otherwise the state is called
transient. So, a recurrent state is always visited a next time, but there exists
a time at which a transient state is visited for the last time.
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Figure 2.4: A Markov process with four states.
Definition 2.5. (Recurrence and transience) State x is recurrent if
Px(X(t) = x for arbitrary large t) = 1 (2.25)
and transient otherwise, where the notation Ex[f(X)] and Px(f(X)) are the
expectation and probability of a functional of a process {X(t)}t≥0 given
X(0) = x.
Example 2.6. Consider a Markov process with state space S = {1, 2, 3, 4}.
Transitions can occur between these states. If the Markov process is in state
1, it transitions to state 2 after an exponentially distributed time with rate 1
and to state 3 with rate 2. From 2 the process transitions to state 3 with rate
2 and to state 4 with rate 3. With rate 1 the process transitions from state 3
to state 2 and with rate 4 from state 4 to state 3. This explanation is rather
verbose and can be condensed by simply giving the transition rate matrix
Q =

−3 1 2 0
0 −5 2 3
0 1 −1 0
0 0 4 −4
 . (2.26)
Another concise description of the behavior of the Markov process is the
transition rate diagram shown in Figure 2.4. The states are represented by
the labeled circles and the transitions with their rates are described using the
arrows. If we inspect the transition rate diagram in Figure 2.4, we see that
the process cannot return to state 1 since there are no transitions leading to
this state and therefore state 1 is transient. The communicating class {2, 3, 4}
is recurrent. 4
Recurrence has a number of equivalent definitions. To that end we need
the total time spent by the Markov process in a state and hitting-time random
variables. Define
Ty :=
∫ ∞
0
1{X(t) = y} dt (2.27)
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to be the total time spent in state y. Taking the expectation with respect to
the initial state x yields
Ex[Ty] = Ex
[∫ ∞
0
1{X(t) = y} dt
]
=
∫ ∞
0
Px(X(t) = y) dt. (2.28)
Introduce the hitting time random variables
τx,y := inf{t > 0 : lim
s↑t
X(s) 6= X(t) = y | X(0) = x}, (2.29)
with the convention inf ∅ =∞. Note that τx,x is the time it takes the process
to return to state x. The hitting time τx,y is a stopping time.
Now, the first equivalent condition of recurrence is then as follows. A state
x is recurrent if
Ex[Tx] =∞ (2.30)
and transient otherwise. A second equivalent condition of recurrence is
P(τx,x <∞) = 1, (2.31)
which indicates by the strong Markov property that the process returns to
state x unboundedly many times with probability 1. State x is transient if
P(τx,x < ∞) < 1. Both conditions can be understood from the viewpoint of
the number of visits to a state. If state x is transient and X(0) = x, then
the number of visits to state x follows a geometric distribution with failure
probability Px(the process returns to state x) = P(τx,x <∞). Given that the
process starts in state x, the expected number of visits to state x is
1
1− P(τx,x <∞) . (2.32)
Each time the process visits state x it stays there, in expectation, 1/qx time.
Naturally, the expected total time spent in a transient state x is finite, since
P(τx,x < ∞) < 1. To be more precise, the total time Tx spent in a transient
state x conditional onX(0) = x is a sum of i.i.d. exponential random variables
with distribution Hx where the number of terms in the summation is an
independent geometric random variable with failure probability P(τx,x <∞).
We conclude that for a transient state x, Tx conditional on X(0) = x is an
exponential random variable. A recurrent state x is visited infinitely often
and thus the expected total time spent in state x is infinite.
Recurrent states can be classified even further. A state is said to be
positive recurrent if the expected return time is finite and null recurrent if
the expected return time is infinite. Recurrent states in a Markov process
with a finite number of states are always positive recurrent.
Definition 2.7. A recurrent state x is positive recurrent iff E[τx,x] <∞ and
null recurrent otherwise.
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In Example 2.6 it is easy to see that the expected returns times for the
recurrent states 2, 3 and 4 are finite, which makes them positive recurrent.
Recurrence and transience are class properties. If any one state in an
equivalence class is (positive or null) recurrent, than all states in that class
are (positive or null) recurrent. Equivalently, a transient state implies that all
states in that class are transient. There are many more ways to characterize
recurrence and transience, but the current level of discussion is sufficient for
this book.
Most Markov processes are one of three types: (i) all states communicate
and are recurrent; (ii) some transient classes and some recurrent classes and
the Markov process eventually enters one of the recurrent classes; or (iii) all
states in the countably infinite state space of the Markov process are transient.
In this book we focus mostly on type-(i) Markov processes.
2.5 Time-dependent behavior
By the law of total probability the probability mass function of X(t) satisfies
P(X(t) = y) =
∑
x∈S
P(X(t) = y | X(0) = x)P(X(0) = x) (2.33)
and is thus uniquely characterized by the transition functions
px,y(t) := P(X(t) = y | X(0) = x) (2.34)
and the matrix of transition functions
P (t) := [px,y(t)]x,y∈S . (2.35)
The transition functions satisfy the Chapman-Kolmogorov equations, which
state that each transition can be split at any intermediate time. The proof of
this theorem can be found in many textbooks, e.g., [97, Sections 4.2 and 5.4].
Theorem 2.8. (Chapman-Kolmogorov equations) For all t, s ≥ 0,
P (t+ s) = P (t)P (s), (2.36)
or, in scalar form with x, y ∈ S,
px,y(t+ s) =
∑
z∈S
px,z(t)pz,y(s). (2.37)
The transition functions satisfy two sets of differential equations called
the Kolmogorov backward and forward equations. The Kolmogorov backward
equations are derived from the Chapman-Kolmogorov equations by condition-
ing on the state at time h. We have
px,y(t+ h) =
∑
z∈S
px,z(h)pz,y(t) (2.38)
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and subtracting px,y(t) from both sides, dividing by h and taking h ↓ 0 yields
lim
h↓0
px,y(t+ h)− px,y(t)
h
= lim
h↓0
∑
z 6=x
px,z(h)
h
pz,y(t)− lim
h↓0
1− px,x(h)
h
px,y(t). (2.39)
By definition, the left-hand side of (2.39) equals ddtpx,y(t). On the right-hand
side we have two limits. Since the transition functions satisfy
px,x(t) = 1− qxt+ o(t), px,y(t) = qx,yt+ o(t), y 6= x, (2.40)
which is proved in, e.g., [97, Lemma 5.4.1], these limits can be simplified. In
case the state space S is finite, the interchange of the limit and the finite
summation is clearly allowed. If the state space is countably infinite, the
interchange is also allowed (see, e.g., [97, Theorem 5.4.3]) and we obtain the
Kolmogorov backward equations.
Theorem 2.9. (Kolmogorov backward equations) For all t ≥ 0,
d
dt
P (t) = QP (t), (2.41)
or, in scalar form with x, y ∈ S,
d
dt
px,y(t) =
∑
z 6=x
qx,zpz,y(t)− qxpx,y(t) (2.42)
and initial conditions px,x(0) = 1 and px,y(0) = 0, y 6= x.
The Kolmogorov forward equations are obtained by conditioning on the
state at time t. We have
px,y(t+ h) =
∑
z∈S
px,z(t)pz,y(h) (2.43)
and subtracting px,y(t) from both sides, dividing by h and letting h ↓ 0 gives
lim
h↓0
px,y(t+ h)− px,y(t)
h
= lim
h↓0
∑
z∈S
px,z(t)
pz,y(h)
h
− px,y(t) lim
h↓0
1− py,y(h)
h
. (2.44)
In this case, the interchange of limit and summation is not always allowed.
For example, an explosive process does not satisfy the Kolmogorov forward
equations as they are formulated in the following theorem, where we did inter-
change the limit and the summation. However, these equations do hold for all
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birth–and–death processes (see Chapter 4) and for all Markov processes with
a finite state space S. We state the following theorem without a proof, since
all results follow from the definition of the derivative and (2.40), assuming
that the limit and summation can be interchanged.
Theorem 2.10. (Kolmogorov forward equations) For all t ≥ 0 and under
suitable regularity conditions6
d
dt
P (t) = P (t)Q, (2.45)
or, in scalar form with x, y ∈ S,
d
dt
px,y(t) =
∑
z 6=x
px,z(t)qz,y − px,y(t)qy (2.46)
with initial conditions px,x(0) = 1 and px,y = 0, y 6= x.
The Kolmogorov forward equations are often easier to solve, since these
equations express the transition functions in terms of a common initial state
X(0) = x. Still, obtaining explicit expressions for the transition functions is
notoriously difficult, and can generally be done only for toy models or Markov
processes with a pronounced structure in the transition rate matrix. Let us
consider such an example.
Example 2.11. (Star gazing) We study the visibility of a star. Statistical
analysis shows that the light source is visible for an exponential amount of
time with parameter µ and remains invisible for an exponential amount of
time with parameter λ. We denote by X(t) if the star is visible or not at
time t. Under this description, X(t) has a finite state space S = {0, 1} and
transition rates q0,1 = λ and q1,0 = µ (all other rates are 0). The transition
functions with X(0) = 0 satisfy the Kolmogorov forward equations, so
d
dt
p0,0(t) = µp0,1(t)− λp0,0(t), (2.47)
d
dt
p0,1(t) = λp0,0(t)− µp0,1(t). (2.48)
We can solve this system of equations by noting that at time t the star has
to be either visible or invisible, or, symbolically, p0,0(t) + p0,1(t) = 1. From
the first equation we derive
d
dt
p0,0(t) = µ− (λ+ µ)p0,0(t), (2.49)
which can be turned into a separable equation by
d
dt
(
e(λ+µ)tp0,0(t)
)
= p0,0(t)
d
dt
e(λ+µ)t + e(λ+µ)t
d
dt
p0,0(t) = µe
(λ+µ)t. (2.50)
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Integrating the above equation and using the initial condition p0,0(0) = 1
finally gives
p0,0(t) =
µ
λ+ µ
+
λ
λ+ µ
e−(λ+µ)t. (2.51)
The transition functions for all initial states are derived in an identical way.
The result is
P (t) =
[
p0,0(t) p0,1(t)
p1,0(t) p1,1(t)
]
=
1
λ+ µ
[
µ+ λe−(λ+µ)t λ− λe−(λ+µ)t
µ− µe−(λ+µ)t λ+ µe−(λ+µ)t
]
, (2.52)
which has a nice symmetrical form. 4
Remark 2.12. (Numerical analysis for finite state spaces) For finite
state spaces, a solution to the Kolmogorov backward and forward equations
always exists and it is given by7
P (t) = eQt, (2.53)
where the matrix exponential is defined as
eQt :=
∑
n≥0
(Qt)n
n!
(2.54)
with (Qt)0 = I and therefore P (0) = I. Indeed, (2.53) is a solution to both
the Kolmogorov backward equation
d
dt
P (t) = Q+ tQ2 +
t2
2!
Q3 +
t3
3!
Q4 + · · ·
= Q
(
I + tQ+
t2
2!
Q2 +
t3
3!
Q3 + · · ·
)
= QP (t) (2.55)
and the forward equation
d
dt
P (t) = Q+ tQ2 +
t2
2!
Q3 +
t3
3!
Q4 + · · ·
=
(
I + tQ+
t2
2!
Q2 +
t3
3!
Q3 + · · ·
)
Q = P (t)Q. (2.56)
Computing the matrix exponential is difficult, especially since the matrix Q
has both negative and positive elements and subtractions can cause loss of
significant digits. Since the state space S is finite, one can truncate the series
to a finite sum to obtain a numerical approximation of P (t). 4
In Section 2.3 we have seen that the transition rate matrix Q is the pri-
mary ingredient for constructing a Markov process. Coming to the end of
this section, we have shown that the matrix Q governs the time-dependent
behavior of the Markov process as well. In the next section we show that Q
again plays an important role in determining probabilities of interest when
t→∞ and the Markov process reaches an equilibrium.
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2.6 Equilibrium behavior
With time, Markov processes that are irreducible and positive recurrent con-
verge to an equilibrium. This means that the probability distribution of X(t)
(which depends on X(0)) tends to some other probability distribution that
does not depend on X(0) as t tends to infinity.
An interesting object to study is the long-term fraction of time that the
Markov process occupies a state y ∈ S given some initial state x ∈ S, which
is given by
lim
t→∞
1
t
∫ t
0
1{X(s) = y | X(0) = x} ds, x, y ∈ S. (2.57)
It seems likely, and is indeed true, that if the Markov process is irreducible
and positive recurrent, then this long-term fraction of time does not depend
on the initial state x. If we label
p(x) = lim
t→∞
1
t
∫ t
0
1{X(s) = x | X(0) = y} ds, x, y ∈ S, (2.58)
then it is easy to see that p(x) > 0 for each x ∈ S by positive recurrence and∑
x∈S p(x) = 1 since we are talking about fractions of time. The distribution
p(x), x ∈ S in (2.58) is called the occupancy distribution. Now, one can prove
that the occupancy distribution is uniquely given by
p(x) =
1
qxE[τx,x]
> 0, x ∈ S. (2.59)
The proof of this statement uses a renewal-reward process, but we will only
give an intuitive explanation. Due to the strong Markov property, we can
just look at paths (or cycles) of the Markov process that start and end at
state x. These cycles occur infinitely often because the Markov process is
positive recurrent. The expected time of such a cycle is E[τx,x] <∞. Within
each cycle, the expected time spent in state x is 1/qx. Dividing these two
quantities as in (2.59) exactly gives the fraction of time spent in state x in
the long run.
Example 2.13. (Occupancy distribution in a complete digraph) Con-
sider a Markov process with N + 1 states, where from each state every
other state is reachable in one transition. The transition rate diagram of
this Markov process constitutes a complete digraph; every state is connected
to every state. We furthermore make the simplifying assumptions that the
sojourn time in each state is exponentially distribution with mean 1 and the
probability of making a transition to a particular state is 1/N .
The described Markov process is irreducible and positive recurrent since
the number of states is finite. It is moreover symmetric and so we already
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know that the occupancy distribution p(x) = 1/(N + 1). We verify this by
deriving the expected return times and using (2.59). Fix the initial state as
1 and abbreviate Rx = E[τx,1]. By a one-step analysis we derive
R1 = 1 +
1
N
∑
y 6=1
Ry, (2.60)
Rx = 1 +
1
N
∑
y 6=1,x
Ry, x 6= 1. (2.61)
Add Rx/N to both sides of (2.61) to get
Rx
(
1 +
1
N
)
= 1 +
1
N
∑
y 6=1,x
Ry +
1
N
Rx = 1 +
1
N
∑
y 6=1
Ry = R1. (2.62)
Now, sum over all x 6= 1 to obtain
(
1 +
1
N
)∑
x 6=1
Rx = NR1 ⇒
∑
x 6=1
Rx =
N2
N + 1
R1. (2.63)
Substituting (2.63) into (2.60) gives
R1 = 1 +
1
N
N2
N + 1
R1 ⇒ R1 = N + 1 (2.64)
and so p(1) = 1/(q1R1) = 1/(N + 1). Since we fixed an arbitrary state and
the Markov process is symmetric, all expected return times are N +1 and the
occupancy distribution follows. 4
So far, we derived that an irreducible and positive recurrent Markov pro-
cess has a unique occupancy distribution expressed in terms of the expected
sojourn times and expected return times. The expected return times are usu-
ally difficult to determine. We wish to have an easier way of computing the
occupancy distribution. To that end, we introduce two concepts and relate
these to the occupancy distribution.
Definition 2.14. A probability distribution p(x), x ∈ S with∑x∈S p(x) = 1
is said to be a stationary distribution for the Markov process if it satisfies
p(y) =
∑
x∈S
p(x)px,y(t), y ∈ S, t ≥ 0. (2.65)
In light of (2.33), the above definition should be interpreted as follows: if
the initial state is distributed according to a stationary distribution p, then
the distribution of X(t) is independent of t and equal to the stationary dis-
tribution p. Moreover, in that case, {X(t)}t≥0 is called a stationary process.
A more natural and intuitive distribution is the limiting distribution.
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Definition 2.15. A probability distribution p(x), x ∈ S with∑x∈S p(x) = 1
is said to be a limiting distribution for the Markov process if it satisfies
lim
t→∞ px,y(t) = p(y), x, y ∈ S, (2.66)
when the limits exist.
Taking expectations on both sides of (2.58) shows that the occupancy
distribution can be expressed in terms of transition functions:8
lim
t→∞
1
t
∫ t
0
px,y(s) ds = p(y), x, y ∈ S. (2.67)
So, the existence of a limiting distribution implies the existence of an occu-
pancy distribution. More importantly, the three distributions mentioned in
this section are equivalent. We present this fact here without proof, see [84,
Sections 3.5 and 3.6] for an elaborate discussion and the proof.
Theorem 2.16. An irreducible and positive recurrent Markov process has a
unique occupancy distribution, a unique stationary distribution and a unique
limiting distribution and all three distributions are identical.
To calculate the occupancy distribution, we require the expected return
times and to calculate the stationary and limiting distributions we require the
transition functions. In most cases, this is prohibitively difficult. Thankfully,
we can work with another distribution that is the unique solution to a system
of linear equations called the balance equations.
Theorem 2.17. An irreducible and positive recurrent Markov process has a
probability distribution p = [p(x)]x∈S with p1 = 1 which is the unique solution
of the balance equations
pQ = 0, (2.68)
or, in scalar form,
p(y)qy =
∑
x 6=y
p(x)qx,y, y ∈ S. (2.69)
This distribution is called the equilibrium distribution and is equal to the
occupancy, stationary and limiting distribution.
Solving the balance equations proves to be very useful since it also en-
sures positive recurrence of the Markov process. The following theorem is a
continuous-time version of Foster’s theorem [40, Theorem 1].
Theorem 2.18. If there exists a non-zero solution of the balance equations
and this solution is absolutely convergent, then the Markov process is posi-
tive recurrent and the solution can be normalized to obtain the equilibrium
distribution.
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Example 2.19. (Star gazing) We consider again the star of Example 2.11.
Recall the transition functions in (2.52). The Markov process is irreducible
and positive recurrent. We derive that the occupancy, stationary, limiting and
equilibrium distribution are identical. The occupancy distribution is given by
p(0) = lim
t→∞
1
t
∫ t
0
p0,0(s)ds
=
1
λ+ µ
lim
t→∞
1
t
(
µt+ λ
1− e−(λ+µ)t
λ+ µ
)
=
µ
λ+ µ
(2.70)
and similarly for p(1) to obtain p(1) = λ/(λ + µ). Let us verify that the
occupancy distribution is a stationary distribution. We have
pP (t) =
[
p(0) p(1)
] [p0,0(t) p0,1(t)
p1,0(t) p1,1(t)
]
=
[
p1,0(t) + p(0)(p0,0(t)− p1,0(t)) p0,1(t) + p(1)(p1,1(t)− p0,1(t))
]
=
[
p1,0(t) + p(0)e
−(λ+µ)t p0,1(t) + p(1)e−(λ+µ)t
]
=
[
p(0) p(1)
]
= p, (2.71)
where we used p(0) + p(1) = 1. The limiting distribution is found by taking
the limit t→∞ for the transition functions:
lim
t→∞P (t) = limt→∞
[
p0,0(t) p0,1(t)
p1,0(t) p1,1(t)
]
=
[
p(0) p(1)
p(0) p(1)
]
=
1
λ+ µ
[
µ λ
µ λ
]
. (2.72)
Finally, the balance equations read
p(0)λ = p(1)µ, (2.73)
p(1)µ = p(0)λ, (2.74)
which is a dependent system of linear equations, as is required. Using p(0) +
p(1) = 1 we also obtain p(0) = µ/(λ + µ) and p(1) = λ/(λ + µ). So, for this
simple two-state example the four probability distributions indeed agree, in
line with Theorem 2.17. 4
One can think of the balance equations as the result of taking t→∞ in the
Kolmogorov forward equations of Theorem 2.10. Intuitively, an irreducible
and positive recurrent Markov process reaches an equilibrium in which the
transition functions do not change anymore and we heuristically argue that
d
dtpx,y(t)→ 0 for t→∞. Since an irreducible and positive recurrent Markov
process has a limiting distribution, we have limt→∞ px,z(t) = p(z), and the
interchange of the limit and infinite summation is allowed by the regularity
conditions that were assumed in Theorem 2.10.
A possibly more intuitive and natural interpretation of the balance equa-
tions is the following. If the Markov process is in an equilibrium, we require
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(a) Global balance
x
y
(b) Local balance
Figure 2.5: Two types of balance equations, where A is the set of states inside
the dashed circle.
that the rate at which the process leaves a (set of) state(s) is equal to the rate
at which the process enters the (set of) state(s). If this would not be the case,
the Markov process is not in an equilibrium. Let us consider a countable set
A ⊂ S. Now, given that the Markov process is in state y ∈ A, the Markov
process transitions to states outside A with rate∑x∈Ac qy,x. The probability
that in equilibrium the Markov process is in state y is given by the equilibrium
distribution and is therefore equal to p(y). Similarly, one derives the rate at
which the Markov process transitions to states inside A from a state x ∈ Ac.
Balancing the two produces∑
y∈A
∑
x∈Ac
p(y)qy,x =
∑
x∈Ac
∑
y∈A
p(x)qx,y. (2.75)
The balance equations pQ = 0 follow from the above formula by taking
A = {y}. The set of equations pQ = 0 is also called the global balance
equations, see also Figure 2.5(a). Sometimes the set A can be chosen in a
way such that
p(y)qy,x = p(x)qx,y, (2.76)
for all x, y ∈ S. These equations are called the local balance equations, see
Figure 2.5(b). Local balance equations are ideal to work with. These equa-
tions make it far easier to determine the equilibrium probabilities since it
allows one to express each equilibrium probability p(y) in a specific other
equilibrium probability, say (0), and p(0) follows from the normalization con-
dition. Local balance equations do not exist in general, but they do exist
for Markov processes with a specific type of structure in the transition rate
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Figure 2.6: The star topology of Example 2.20.
matrix Q, such as the birth–and–death processes that we study in Chapter 4,
and for processes that are time-reversible. The topic of time-reversibility and
its implications is studied in Chapter 5.
Choosing the set A in a smart way and then invoking the balance principle
is something that requires intuition, which can be trained through seeing and
analyzing a variety of different Markov processes. This will be one of the
goals of this book.
Example 2.20. (Star topology) Consider a Markov process on the state
space S = N0. State 0 is central: from state 0 the process transitions to
state x with rate λx, but from state x the process can only transition to
state 0 with rate µx, see Figure 2.6. Since we want all qx to be finite, we
require λ < 1, otherwise the process leaves state 0 instantaneously. This
gives q0 =
∑
x≥1 λ
x = λ/(1− λ).
The Markov process is irreducible and recurrent. It remains to see if the
states are null recurrent or positive recurrent. The process transitions from
state 0 to state x with probability (1− λ)λx−1. If µ > 1 (µ < 1) the process
resides in expectation a longer time at the states with a low (high) index.
We know that if an equilibrium distribution exists, the Markov process is
positive recurrent, see Theorem 2.18. We therefore investigate if a solution
exists to the balance equations. This system of linear equations is given by
p(0)
λ
1− λ =
∑
x≥1
p(x)µx, (2.77)
p(x)µx = p(0)λx, x ≥ 1. (2.78)
Summing over all x ≥ 1 on both sides of (2.78) produces (2.77) and the system
of equations is dependent. Armed with the relation p(x) = p(0)(λ/µ)x and
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Figure 2.7: Example transition rate diagrams of the process that we want to
censor to the set of states within the dashed circle and the censored process.
the normalization condition the equilibrium distribution can be obtained, if
it exists. The normalization condition reads
1 =
∑
x∈S
p(x) = p(0)
∑
x≥0
(λ
µ
)x
. (2.79)
We immediately see from the above equation that λ < µ is necessary for an
equilibrium distribution to exist. Under this condition, the Markov process
is indeed positive recurrent. Assuming λ < µ, we find p(0) = 1− λ/µ and all
p(x) = (1−λ/µ)(λ/µ)x. Equation (2.59) allows us to determine the expected
return times from the occupancy distribution:
E[τ0,0] =
µ(1− λ)
λ(µ− λ) , E[τx,x] =
µ
λx(µ− λ) , x ≥ 1. (2.80)
Since λ < 1, the expected return times grow unboundedly with increasing x,
but for each state x the expected return time is indeed finite. 4
A technique called censoring can also be instrumental in calculating the
equilibrium probabilities by allowing for the derivation of a different set of
balance equations. We will use Figure 2.7 as a visual guide. Censoring a
process to a set A means that we only observe the process while it resides
in this set. Practically it means that we can draw a new transition rate
diagram: all transitions from states inside A to states in Ac are redirected to
states within A. This redirection is done in a natural way, which we describe
with an example. Say that state x ∈ A has a single transition with rate λ
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Figure 2.8: Transition rate diagrams of the Markov process of Example 2.21.
to a state y outside A. With probability rx,y,z the process returns to z ∈ A
for the first time after leaving A with a transition from state x to state y.
The transition with rate λ is then split in many transitions according to these
return probabilities: each new transition occurs with rate λrx,y,z for all states
z ∈ A. Notice that the potential transition from x to x does not need to be
drawn, since it does not have any effect. Once the new transition rate diagram
has been drawn, we can write down a different set of balance equations in the
same way that we have described earlier.
Example 2.21. (Censoring) Consider the Markov process with three states
as shown in Figure 2.8(a). The balance equations that we can derive from
Figure 2.8(a) are
p(1)λ = p(2)γ, (2.81)
p(2)(γ + θ) = p(1)λ+ p(3)µ, (2.82)
p(3)µ = p(2)θ. (2.83)
Let us censor the process to the set A = {1, 3}. So, we need to redirect all
transitions that lead to state 2 to a state in A, since state 2 is outside this
set. From state 1 the process can transition to state 2 with rate λ and it
returns to A in state 1 with probability γ/(γ + θ) (but we do not need to
draw that transition since it returns to the same state) and it returns to A
in state 3 with probability θ/(γ + θ). So from state 1 we need to draw a
transition to state 3 with rate λθ/(γ + θ). The same reasoning for state 3
leads to the transition rate diagram in Figure 2.8(b). From Figure 2.8(b) we
derive another balance equation:
p(1)λ
θ
γ + θ
= p(3)µ
γ
γ + θ
, (2.84)
which gives us p(1) = p(3)µγ/(θλ) and therefore by (2.81) shows that p(2) =
p(3)µ/θ. The normalization condition p(1) + p(2) + p(3) = 1 then gives us
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that
p(1) =
µγ
θλ+ µγ + µλ
, p(2) =
µλ
θλ+ µγ + µλ
, p(3) =
θλ
θλ+ µγ + µλ
.
(2.85)
This simple example demonstrates how you can use censoring to derive new
balance equations. This technique will prove useful when tackling more ad-
vanced processes. 4
2.7 Manufacturing examples
We now apply our knowledge of Markov processes to some realistic manufac-
turing examples.
Example 2.22. (A failing component) We assume that the quality of a
component deteriorates through a total of N phases where in each phase the
component resides for an exponential amount of time with parameter θ. After
N phases the component fails completely. So, the lifetime of a component has
an ErlN (θ) distribution. A lower quality component has a negative influence
on the production capacity of the machine it resides in and therefore an
operator visits the machine to check the quality of the component and replaces
or repairs it whenever it is below perfect condition. The time between two
visits of the operator is approximated by an exponential distribution with
parameter γ. Both replacing and repairing a component is assumed to take
no time as it is short compared to the time between two successive visits of
the operator.
Denote the quality of the component at time t as X(t). The process
{X(t)}t≥0 is a Markov process with state space S := {0, 1, . . . , N} and tran-
sition rate matrix
Q =

−θ θ
γ −(θ + γ) θ
γ −(θ + γ) θ
...
. . . . . .
γ −(θ + γ) θ
γ −γ

, (2.86)
where unspecified elements are zero. This Markov process is irreducible and
positive recurrent because its state space is finite. So, the Markov process has
an equilibrium distribution that we denote by p := [p(i)]0≤i≤N .
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The global balance equations pQ = 0 read
p(0)θ = γ
N∑
n=1
p(n), (2.87)
p(i)(θ + γ) = θp(i− 1), i = 1, 2, . . . , N − 1, (2.88)
p(N)γ = θp(N − 1). (2.89)
With the help of the normalization condition
∑N
n=0 p(n) = 1 we are able to
derive p(0) from (2.87) as
p(0)θ = γ(1− p(0)) ⇒ p(0) = γ
θ + γ
. (2.90)
The remaining balance equations are iterated to obtain
p(i) =
( θ
θ + γ
)i
p(0) =
( θ
θ + γ
)i γ
θ + γ
, i = 0, 1, . . . , N − 1, (2.91)
p(N) =
θ
γ
( θ
θ + γ
)N−1 γ
θ + γ
. (2.92)
From these equilibrium probabilities we see that if θ is large in comparison
to γ, then p(N) is large, which means that the component has deteriorated
through all of its phases and has now completely failed. From these equilib-
rium expressions, an operator can, e.g., determine how often on average he
needs to inspect the component so that with 99% certainty it does not reach
deterioration phases 5 and higher. 4
Example 2.23. (Multiple failing components) A machine naturally con-
sists of multiple components that can be replaced or repaired if they are not
in perfect condition. Let us consider a situation in which there are two com-
ponents with each their own failure process. The behavior of the operator
is the same as before, but now he replaces or repairs all components that
are not in mint condition. Replacing or repairing both components at the
same time makes the two failure processes dependent: if we know that one of
the two components is in phase 0, then it is probable that both components
were replaced or repaired recently, which shows that we also have informa-
tion on the failure process of the other component. The time until failure
for component 1 is ErlN1(θ1) and ErlN2(θ2) for component 2. Let X1(t) and
X2(t) denote the quality level of component 1 and component 2 at time t and
let X(t) := (X1(t), X2(t)) describe the configuration of quality levels at time
t. {X(t)}t≥0 describes an irreducible and positive recurrent Markov process
with finite state space
S := {(i, j) ∈ N20 : 0 ≤ j ≤ N1, 0 ≤ j ≤ N2}. (2.93)
A transition rate diagram for a specific instance of N1 and N2 is shown in
Figure 2.9.
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Figure 2.9: Transition rate diagram of the Markov process associated with
the failure processes of two components with N1 = N2 = 3. The dashed
transitions are towards (0, 0) and occur with rate γ.
Equilibrium probabilities of a two-dimensional Markov process are denoted
as p(i, j). For ease of exposition, we assume that N1 and N2 are large (so as
to not worry about boundary behavior), but this approach works for any N1
and N2. The equilibrium probabilities p(i, j) with (i, j) ∈ S can be solved in
a recursive fashion. To start,
p(0, 0)(θ1 + θ2) = γ
∑
(i,j)∈S\{(0,0)}
p(i, j), (2.94)
which implies by the normalization condition
∑
(i,j)∈S p(i, j) = 1 that
p(0, 0) =
γ
θ1 + θ2 + γ
. (2.95)
Now that we have the equilibrium probability of state (0, 0) we can exploit
the structure of the transition rate diagram in Figure 2.9. In particular, we
proceed along diagonals: the equilibrium probabilities of states (1, 0) and
(0, 1) are expressed in terms of (0, 0) as
p(1, 0)(θ1 + θ2 + γ) = p(0, 0)θ1, (2.96)
p(0, 1)(θ1 + θ2 + γ) = p(0, 0)θ2. (2.97)
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Along the next diagonal, the equilibrium probabilities of states (2, 0), (1, 1)
and (0, 2) are expressed in terms of the states on the previous diagonal:
p(2, 0)(θ1 + θ2 + γ) = p(1, 0)θ1, (2.98)
p(1, 1)(θ1 + θ2 + γ) = p(1, 0)θ2 + p(0, 1)θ1, (2.99)
p(0, 2)(θ1 + θ2 + γ) = p(0, 1)θ2. (2.100)
Clearly, the equilibrium probabilities of the states on one diagonal can be
expressed in terms of the equilibrium probabilities of the states on the pre-
ceding diagonal. When proceeding in this manner the complete equilibrium
distribution can be obtained explicitly.
The recursive calculation of the equilibrium probabilities is not restricted
to a system of two components, but can actually be applied to a system with
an arbitrary number of components. For example, for a system with three
components we can first determine p(0, 0, 0) and from that find p(1, 0, 0),
p(0, 1, 0) and p(0, 0, 1) which leads to p(1, 1, 0), p(1, 0, 1) and p(0, 1, 1) and
ultimately gives p(1, 1, 1). For the three-component example the sets of states
are not diagonals but rather triangles. 4
Example 2.24. (Production capacity) We now study the impact of a single
deteriorating component on the production capacity of a machine. Products
arrive at the machine according to a Poisson process with rate λ and are served
in order of arrival. If the machine is already occupied, the products wait in
a queue. The rate at which the machine serves a product depends on the
quality level of the deteriorating product: if the component is in phase n then
the service rate is µn for n = 0, 1, . . . , N with µ1 ≥ µ2 ≥ · · · ≥ µN = 0. The
operator behaves the same as before and replaces or repairs the component
after an Exp(γ) amount of time and the lifetime of the component has an
ErlN (θ) distribution.
The Markov process associated with this system is two-dimensional: X1(t)
denotes the number of products in the system at time t andX2(t) is the quality
level of the component at time t and X(t) := (X1(t), X2(t)) is the state of the
system at time t. The state space of this irreducible Markov process is
S := {(i, j) ∈ N20 : 0 ≤ j ≤ N} (2.101)
and the transition rate diagram is given in Figure 2.10. We note that the
state space of this Markov process is countably infinite. A convenient way
to partition the state space is by introducing levels. A level is a vertically
aligned set of states. Specifically, level i is
Li := {(i, 0), (i, 1), . . . , (i,N)}, i ≥ 0, (2.102)
so that
S = L0 ∪ L1 ∪ L2 ∪ · · · (2.103)
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Figure 2.10: Transition rate diagram of the Markov process associated with
the machine and the single component. The dashed transitions within Li are
towards (i, 0) and occur with rate γ.
At this point we will not determine the equilibrium distribution since it
requires the theory of Chapter 6. Rather, we derive the condition for which
the process is positive recurrent. Intuitively, the states are positive recurrent
if the Markov does not diverge ‘towards infinity’, by which we mean that
X1(t) does not grow without bound. For X1(t) to not grow without bound,
we require that the average transition rate from level i to level i − 1 (to the
left) is greater than the average transition rate from level i to level i+ 1 (to
the right). We can make this statement without specifying the exact level i
since the transition rate behavior is the same for any level greater than level
0. The average transition rate to the left is sum over i of the the proportion of
time spent in phase i multiplied by µi. We can similarly calculate the average
transition rate to the right. Clearly the proportions sum to 1, so that the
average transition rate to the right is exactly λ. So, to determine the average
transition rate to the left we require to determine the fractions of time spent
in each of the phases.
If we only observe transitions in the vertical direction, then we end up
with exactly the Markov process of the failure process of a single compo-
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nent. Let us denote the equilibrium distribution of the phase process by
pi(i), i = 0, 1, . . . , N (we reserve p for the equilibrium distribution of the
Markov process). From our earlier analysis of the single component we know
that
pi(i) =
( θ
θ + γ
)i γ
θ + γ
, i = 0, 1, . . . , N − 1, (2.104)
pi(N) =
θ
γ
( θ
θ + γ
)N−1 γ
θ + γ
. (2.105)
The average transition rate to the right is therefore
N∑
i=0
pi(i)µi =
γ
θ + γ
N−1∑
i=0
( θ
θ + γ
)i
µi. (2.106)
Under the stability condition
λ <
γ
θ + γ
N−1∑
i=0
( θ
θ + γ
)i
µi, (2.107)
X1(t) does not grow without bound and therefore the Markov process is
positive recurrent. Compare this with the single-server system of Section 1.1,
where the stability condition is λ < µ. This inequality also says that the
average transition rate to the left is greater than the average transition rate
to the right. 4
2.8 Takeaways
Markov processes can describe the evolution in time of many systems. This
chapter discussed some of the prerequisites needed to define Markov processes
in a mathematical way. For analyzing Markov processes, in order to quantify
their behavior, we discussed three basic systems of equations: the Kolmogorov
backward and forward equations, and the balance equations. The Kolmogorov
equations capture the dynamics of the Markov process, over all time, while
the balance equations describe long-term behavior. The focus of this book lies
primarily with balance equations, although for all Markov processes discussed
in the subsequent chapters one could state the Kolmogorov equations and
study these as well. We do this in Chapter 4, where we treat birth–and–
death processes that have an exceptionally nice structure, leading to analytic
solutions for both the balance and the Kolmogorov equations. In general,
however, solving the Kolmogorov equations is more challenging than solving
the balance equations. Solving the balance equations alone is challenging
enough to write an entire book about.
From the theory side, much more can be said about the mathematics
of Markov processes. While this chapter is restricted to the bare minimum
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needed to work with the mathematics in this book, there is a wealth of math-
ematical theory for Markov processes to be discovered. We encourage the
interested reader to study for instance the books of Brémaud [15], Chung
[24], Ethier and Kurtz [33], Feller [35, 36], Jacod and Shiryaev [51], Kar-
lin and Taylor [56], Liggett [75], Norris [84], Resnick [91], and Rogers and
Williams [96].
From the practical side, much more can be said about the applications of
Markov processes. Throughout the book we give examples of practical flavor,
but these examples only serve the purpose of illustrating and practicing the
mathematical methods. Those who want to learn more about modeling real-
world applications as Markov processes can find many inspirational examples
in books like Asmussen [10], Bruneel and Kim [17], Buzacott and Shantikumar
[18], Harchol-Balter [49], Kelly and Yudovina [63], Kiss, Miller and Simon [67]
and Van Mieghem [106].
If there is one thing we have learned from this chapter is that defining
the Markov process in terms of its transition rate matrix or diagram is only
the beginning. In order to study the Markov process, we are confronted with
solving systems of equations. This challenge does not only require basic anal-
ysis or linear algebra, but should be combined with recognizing the structure
hidden in the transition matrix. It is only then that the Markov process
will reveal its beautiful properties, most notably the product-form solutions
for the balance equations we encountered in Examples 2.20 and 2.22. Many
chapters now will follow, about classes of Markov processes, each with their
specific structures and specific mathematical challenges. In all but a few cases
we will be able to construct product-form solutions.
Notes
1. For an elaborate and technical description of Markov jump processes we refer
the interested reader to Asmussen [10, Chapter II].
2. A rigorous treatment of regularity and explosion can be found in Resnick [91,
Section 5.2] and Norris [84, Section 2.7].
3. Establishing the strong Markov property in continuous time is actually more
technical than we make it seem in Section 2.3. We have opted for the cur-
rent description to bring across the main idea of the strong Markov property
without going into too much technical detail. For a technical and precise
treatment of the strong Markov property in continuous time we refer the
reader to Norris [84, Section 6.5].
4. The accessibility and communication properties are treated in many classi-
cal books, usually for Markov chains in discrete-time, see Feller [35, Sec-
tion XV.6], Karlin and Taylor [56, Section 2.4] or Ross [97, Section 4.2]. The
concept is identical for Markov processes, however.
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5. Liggett [75, Section 2.6.2] and Norris [84, Section 3.4] both have an excellent
treatment of recurrence and transience for Markov processes.
6. The conditions for which the Kolmogorov forward equations hold are formu-
lated either fairly restrictive, as in the case in Gikhman and Skorohod [43,
Lemma 3, p. 204], or difficult to check, as in Liggett [75, Theorem 2.39].
The former conditions are supx∈S qx < ∞ and the latter conditions are∑
z∈S px,z(t)qz < ∞. If the former conditions hold, than they imply the
latter conditions:∑
z∈S
px,z(t)qz ≤ sup
x∈S
qx
∑
z∈S
px,z(t) = sup
x∈S
qx · 1 <∞. (2.108)
7. There are some technical hurdles that one needs to overcome to be able to
formulate P (t) = eQt as the solution to both the Kolmogorov backward and
forward equations. In particular, the derivative needs to be interchanged
with an infinite series. Norris [84, Section 2.1] shows that this indeed can
be done by showing that eQt has an infinite radius of convergence. For an
infinite state space, the same author derives in [84, Section 2.8] that the
minimal non-negative solution of the backward equation is also the minimal
non-negative solution of the forward equation. However, the solution P (t) is
not characterized.
8. In this case, taking expectations of (2.58) requires some work. It requires the
use of the dominated convergence theorem and Tonelli’s theorem, but we do
not show it here.
Chapter 3
Queues and transforms
This book is centered around analytic methods for finding the equilibrium
distribution of a Markov process. So far, we have discussed methods tar-
geted at directly solving the balancing equations, for instance by exploiting
recursive structures or by substituting product forms. Transforms arise as
an alternative method when an infinite system of linear equations—such as
the balance equations—is converted into a single functional equation for the
transform. The mathematical challenge then becomes to find the transform as
the solution of the functional equation, which in some cases might prove the
easiest or only method to tackle the problem. Once a transform is obtained,
all information about the underlying distribution can be extracted from it.
Taking derivatives of the transforms readily gives all moments. The underly-
ing distribution can be retrieved by more advanced algorithms that invert the
transform. This chapter covers the basics of transforms. For discrete random
variables we introduce the probability generating function and for continuous
random variables the Laplace-Stieltjes transform. We then learn how to work
with these transforms by applying transform techniques to several classical
queueing systems. We also introduce several numerical algorithms for trans-
form inversion, which are largely based on Cauchy’s formula. The transform
technique and associated algorithms introduced in this chapter have a large
scope of application, not only in later chapters in this book on more advanced
Markov processes, but also in probability theory [35], combinatorics [38] and
digital signal processing [76].
3.1 Basic transforms
We introduce basic properties of the probability generating function (PGF)
for discrete random variables and the Laplace-Stieltjes transform (LST) for
continuous random variables. We also give a first demonstration of how to
use these transforms in the context of the basic single-server queue covered
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in Chapter 1.
3.1.1 Probability generating functions
The PGF of a non-negative random variable X that takes values in the set
{0, 1, 2, . . .} is defined as
PX(z) := E[zX ] =
∑
i≥0
p(i)zi, (3.1)
where p(i) = P(X = i) is the probability mass function of X. A PGF of
a random variable with a countably infinite support gives rise to an infinite
series. Since we know that p(·) is a probability distribution and therefore∑
i≥0 p(i) = 1, we can conclude for |z| ≤ 1 that
|PX(z)| =
∣∣∑
i≥0
p(i)zi
∣∣ ≤∑
i≥0
p(i)|z|i ≤
∑
i≥0
p(i) = 1 (3.2)
and therefore the PGF converges for any z that is inside the closed unit disk.
Depending on the form of p(i) the PGF might converge for other values of
z as well. Specifically, there exists an r ≥ 1 such that the PGF converges
absolutely for all |z| < r and diverges for all |z| > r. This r is called the
radius of convergence of the PGF.
Example 3.1. (Geometric distribution) The probability mass function of
the geometric distribution with failure probability ρ is given by
p(i) = (1− ρ)ρi, i ≥ 0 (3.3)
and therefore its PGF is
P (z) =
∑
i≥0
p(i)zi = (1− ρ)
∑
i≥0
(ρz)i =
1− ρ
1− ρz . (3.4)
The last equality only holds if |z| < 1/ρ, which ensures that the series con-
verges. Note that the radius of convergence r is 1/ρ. 4
Example 3.2. (Poisson distribution) The probability mass function of the
Poisson distribution with parameter λ is given by
p(i) =
λi
i!
e−λ, i ≥ 0 (3.5)
and therefore its PGF is
P (z) =
∑
i≥0
p(i)zi = e−λ
∑
i≥0
(λz)i
i!
= e−λ(1−z). (3.6)
The last equality holds for all z ∈ C. So, the radius of convergence of the
PGF of a random variable with a Poisson distribution with parameter λ is
infinite. 4
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Remark 3.3. A PGF P (·) is said to have radius of convergence r when P (z)
is an analytic function for all z ∈ C satisfying |z| < r and has at least one
singularity on the circle |z| = r. A function that is analytic in a region A ⊂ C
is a function that is complex differentiable at every z ∈ A, or equivalently,
if it has a convergent series expansion in an open disk around every z ∈ A.
For the mathematical definition of these terms we refer the reader to [77];
we will only use the property that P (z) is analytic for |z| < r. Returning
to Example 3.1, we see that P (z) in (3.4) is an analytic function for all
z ∈ C satisfying |z| < 1/ρ. This function has a pole (a simple singularity) at
z = 1/ρ. The PGF in (3.6) is called an entire function because it is analytic
for all z ∈ C. 4
The probability mass function can be retrieved from the PGF PX(·)
through p(0) = PX(0) and
p(i) =
1
i!
di
dzi
PX(z)
∣∣∣
z=0
, i ≥ 1. (3.7)
All probabilities {p(i)}i≥0 thus follow by taking derivatives of the PGF at
z = 0. This observation leads to one of the most important properties of a
PGF, which is that if PX(z) = PY (z), then X
d
= Y , and vice versa, if X d= Y ,
then PX(z) = PY (z). Moreover, since the derivatives are evaluated at z = 0,
we conclude that if two PGFs are equal on any real interval containing the
value 0, then the underlying probability mass functions are equal. We should
mention that taking derivatives can become computationally cumbersome,
either because of the complexity of the symbolic expressions of the derivatives,
or because of numerical inaccuracies, particularly for p(i) with i large. We
therefore also present an alternative method for PGF inversion in Section 3.5
based on contour integrals.
One of the great advantages of using PGFs is that the moments of the
random variables are easy to determine. For example,
d
dz
PX(z)
∣∣∣
z=1
=
d
dz
∑
i≥0
p(i)zi
∣∣∣
z=1
=
∑
i≥0
p(i)
d
dz
zi
∣∣∣
z=1
=
∑
i≥0
ip(i) = E[X],
(3.8)
where the interchange of derivative and summation is allowed because the
series converges uniformly. More generally, the factorial moments are given
by
E[X(X − 1) · · · (X − k + 1)] = d
k
dzk
PX(z)
∣∣∣
z=1
, k ≥ 1. (3.9)
A PGF is also useful when considering sums of random variables. For example,
if we set Z := X + Y and X and Y are independent, then
PZ(z) = E[zZ ] = E[zX+Y ] = E[zX ]E[zY ] = PX(z)PY (z). (3.10)
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3.1.2 Laplace-Stieltjes transforms
The LST of a non-negative random variable X is defined as
LX(ω) := E[e−ωX ] =
∫ ∞
0
e−ωt dF (t). (3.11)
When the random variable X has a density f(·), then the transform simplifies
to
LX(ω) =
∫ ∞
0
e−ωtf(t) dt. (3.12)
The region of convergence of an LST is at least the complex numbers ω
that satisfy Re(ω) > 0, but in most cases this region is larger. Notice that
|LX(ω)| ≤ 1 for Re(ω) > 0.
Example 3.4. (Exponential distribution) The exponential distribution
with rate λ has the probability density function f(t) = λe−λt for all t ≥ 0.
The LST of this distribution is therefore
L(ω) =
∫ ∞
0
e−ωtf(t) dt = λ
∫ ∞
0
e−(λ+ω)t dt =
λ
λ+ ω
. (3.13)
The last integral is finite if Re(ω) > −λ. So, the region of convergence of the
LST associated with the exponential distribution with rate λ is described by
all ω ∈ C satisfying Re(ω) > −λ. 4
An LST uniquely determines the underlying distribution just as a PGF
does: if LX(ω) = LY (ω), then X
d
= Y and vice versa if X d= Y , then LX(ω) =
LY (ω). In Section 3.5.3 we show how to retrieve the probability distribution
function f(·) using the Bromwich line integral or using an algorithm.
An LST satisfies many useful properties; some of the most important ones
include
LX(0) = 1,
d
dω
LX(ω)
∣∣
ω=0
= −E[X], d
k
dωk
LX(ω)
∣∣
ω=0
= (−1)kE[Xk].
(3.14)
Furthermore, if Z := X + Y and X and Y are independent, then
LZ(ω) = LX(ω)LY (ω). (3.15)
Remark 3.5. (Probabilistic splitting of Poisson processes) Now that we
have introduced LSTs, we are able to prove the second property of Poisson
processes: under probabilistic splitting, a Poisson process remains a Poisson
process. We are required to prove (2.20). Taking the LST on the right-hand
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side of (2.20) and conditioning on K,
E[e−ω
∑K
i=1Xi ] =
∑
j≥1
E[e−ω
∑K
i=1Xi | K = j]P(K = j)
=
∑
j≥1
E[e−ω
∑j
i=1Xi ]P(K = j) =
∑
j≥1
E[e−ωX1 ]j P(K = j)
=
∑
j≥1
( λ
λ+ ω
)j
(1− pk)j−1pk = λpk
λ+ ω
∑
j≥0
(λ(1− pk)
λ+ ω
)j
=
λpk
λ+ ω
λ+ ω
λ+ ω − λ(1− pk) =
λpk
λpk + ω
, (3.16)
which is exactly the LST of an exponential random variable with parameter
λpk. 4
3.1.3 Applying the transforms to a simple queue
In Chapter 1 we have introduced the simple queue where jobs arrive accord-
ing to a Poisson process with rate λ and are served by a single server with
exponential rate µ. This queueing system is denoted in Kendall’s notation as
the M/M/1 system. Here, M stands for Markovian or memoryless (so expo-
nentially distributed). In later sections we will also encounter the letter G,
which stands for general. The order in which the letters appear in Kendall’s
notation matters: the first entry describes the distribution of the inter-arrival
times, the second entry the distribution of the service times and the third
entry the number of servers in the system.
In Chapter 1 we have demonstrated how to obtain the equilibrium distri-
bution of the M/M/1 system in two ways. We now demonstrate a third way
using transforms. Recall that the balance equations are given by
λp(0) = µp(1), (3.17a)
(λ+ µ)p(i) = λp(i− 1) + µp(i+ 1), i ≥ 1. (3.17b)
We aim to find an expression for P (z) :=
∑
i≥0 p(i)z
i by manipulating the
balance equations (3.17).
Multiply both sides of (3.17b) by zi and sum on both sides over all i ≥ 1
to obtain
(λ+ µ)
∑
i≥1
p(i)zi = λ
∑
i≥1
p(i− 1)zi + µ
∑
i≥1
p(i+ 1)zi. (3.18)
By appropriately adding and subtracting terms on both sides of (3.18) and
multiplying by z, we obtain
(λ+ µ)z(P (z)− p(0)) = λz2P (z) + µ(P (z)− p(1)z − p(0)). (3.19)
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Use (3.17a) to express p(1) in terms of p(0) and obtain the relation(
1− (1 + ρ)z + ρz2)P (z) = (1− z)p(0). (3.20)
Noticing that 1− (1 + ρ)z + ρz2 = (1− z)(1− ρz) gives
P (z) =
p(0)
1− ρz . (3.21)
Since P (1) =
∑
i≥0 p(i) = 1, we find that p(0) = 1− ρ and
P (z) =
1− ρ
1− ρz . (3.22)
From the geometric series
∑
i≥0 x
i = 1/(1− x) if |x| < 1, we deduce that
P (z) = (1− ρ)
∑
i≥0
(ρz)i =
∑
i≥0
(1− ρ)ρizi, (3.23)
and hence p(i) = (1 − ρ)ρi. The generating function approach is a powerful
approach that works well even if an explicit expression for p(i) is difficult to
obtain. In fact, if the expression of the PGF was not as nice as in (3.22), then
we could have stopped at that point and used algorithms that can numerically
invert the PGF to calculate values for any p(i), see Section 3.5.
For queueing systems with Poisson arrivals, so for M/ · /· systems, the
unusual property holds that arriving jobs find on average the same situation
as an outside observer looking at the system at an arbitrary point in time.
More precisely, the fraction of jobs finding on arrival the system in some state
i is exactly the same as the fraction of time the system is in state i. This is
called the Poisson arrivals see time averages (PASTA) property [113]. This
property is only true for Poisson arrivals, and can be explained intuitively by
the fact that Poisson arrivals occur completely random in time. If we label
the probability that an arriving job sees i jobs in the system (excluding itself)
as a(i), then we conclude that a(i) = p(i).
The PASTA property can be used to determine the distribution of how
much time a job spends in the system, which is also called the sojourn time
S. With probability a(i) an arriving job finds i jobs in the system. Since the
service times are exponentially distributed, we know that the sojourn time of
the arriving jobs is the sum of i+ 1 exponential phases, each with rate µ. By
conditioning on the number of jobs seen on arrival, we therefore find that
LS(ω) =
∑
i≥0
a(i)
( µ
µ+ ω
)i+1
=
µ(1− ρ)
µ+ ω
∑
i≥0
( µρ
µ+ ω
)i
=
µ(1− ρ)
µ+ ω
1
1− µρµ+ω
=
µ(1− ρ)
µ(1− ρ) + ω . (3.24)
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Since we have learned earlier that an LST uniquely determines the distribution
of a random variable, we conclude that the sojourn time is exponentially
distributed with rate µ(1− ρ).
3.2 Single-server queue with general service times
Consider a single-server queueing system where jobs arrive according to a
Poisson process with rate λ—so with exponentially distributed inter-arrival
times—and service times that are i.i.d. copies of some random variable B.
Assume that B has a cumulative distribution function FB(·) and a probability
density function fB(·). We require for stability that ρ := λE[B] < 1. This
queueing system is denoted in Kendall’s notation as the M/G/1 system.
3.2.1 Departure distribution
The state of the queueing system can be described by (i, t) with i the number
of jobs in the system and t the service time already received by the job in
service. This state description is then two-dimensional with one discrete di-
mension and one continuous dimension. The continuous dimension makes the
analysis prohibitively difficult, so we will look for another state description.
If we observe the number of jobs in the system at the instant just after a
job departs, then we know that t = 0, which essentially removes the second
continuous dimension in the state description. In equilibrium, we denote by
d(i) the probability that a departing job leaves behind i jobs. In other words,
d(i) is the fraction of departing jobs that leaves behind i jobs.
From one departure instant to the next the number of jobs in the system
reduces by one, but increases by the number of jobs that have arrived during
its service time. We specify the probability ri that a change of size i occurs in
the number of jobs from one departure instant to the next. By conditioning
on the length of the service time and using that the number of arrivals within
the interval [0, t] is Poisson distributed with parameter λt, we establish that
ri =
∫ ∞
0
(λt)i+1
(i+ 1)!
e−λtfB(t) dt, i ≥ −1. (3.25)
A departing job can leave behind zero jobs. In that state, we first wait for a
job to arrive and depart before observing the number of jobs in the system.
This means that from state 0, we return to state 0 with probability r−1 and
move to state i ≥ 1 with probability ri−1.
By specifying the states and the transition probabilities ri, we have in fact
constructed an embedded Markov chain. It is called embedded because we
only observe the process at embedded points in time (at departure instants)
and the term ‘chain’ indicates that it has transition probabilities instead of
transition rates and that the time spent in each state is equal. The transition
probability diagram of this Markov chain is presented in Figure 3.1.
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i− 1 i i+ 1 i+ 2 i+ 3· · · · · ·
r−1
r0
r1 r2 r3
Figure 3.1: Transition probability diagram of the embedded Markov chain
associated with the M/G/1 queue. Only transitions from state i to other
states are shown.
Each state has incoming transitions from states below itself, from itself,
and one incoming transition from one state higher. This gives the following
balance equations:
d(i) = rid(0) + ri−1d(1) + · · ·+ r0d(i) + r−1d(i+ 1)
=
i+1∑
j=0
ri−jd(j). (3.26)
We manipulate the balance equations (3.26) by making use of PGFs. Define
Pd(z) :=
∑
i≥0
d(i)zi, Pr(z) :=
∑
i≥0
ri−1zi, |z| ≤ 1. (3.27)
Multiply both sides of (3.26) by zi and sum over all i to obtain
Pd(z) =
∑
i≥0
i+1∑
j=0
ri−jd(j)zi =
∑
i≥0
rid(0)z
i +
∑
i≥0
i+1∑
j=1
ri−jd(j)zi
= d(0)Pr(z) +
∑
i≥0
i+1∑
j=1
ri−jd(j)zi. (3.28)
By changing the order of the double summation and writing zi = zjzi−j , we
get
Pd(z) = d(0)Pr(z) +
∑
j≥1
d(j)zj
∑
i≥j−1
ri−jzi−j . (3.29)
Changing the summation index of the inner summation to k = i− j+1 yields
Pd(z) = d(0)Pr(z) +
∑
j≥1
d(j)zj
∑
k≥0
rk−1zk−1
= d(0)Pr(z) +
∑
j≥1
d(j)zj
Pr(z)
z
= d(0)Pr(z) +
(
Pd(z)− d(0)
)Pr(z)
z
, (3.30)
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so that
Pd(z) = d(0)Pr(z)
1− 1z
1− Pr(z)z
= d(0)Pr(z)
1− z
Pr(z)− z . (3.31)
It remains to determine d(0) and Pr(z). We first find an expression for Pr(z):
Pr(z) =
∑
i≥0
ri−1zi =
∑
i≥0
∫ ∞
0
(λt)i
i!
e−λtfB(t) dt zi
=
∫ ∞
0
∑
i≥0
(λzt)i
i!
e−λtfB(t)dt
=
∫ ∞
0
e−λ(1−z)tfB(t) dt = LB(λ(1− z)), (3.32)
where LB(·) is the LST of the service time B. Substituting (3.32) into (3.31)
yields
Pd(z) = d(0)LB(λ(1− z)) 1− z
LB(λ(1− z))− z , (3.33)
where d(0) follows from limz→1 Pd(z) = 1. If we apply this limit to the right-
hand side of (3.33), then we get an indeterminate form. By taking z → 1 in
(3.33) and applying l’Hôpital’s rule to the fraction on the right-hand side, we
obtain
1 = d(0) lim
z→1
1− z
LB(λ(1− z))− z = d(0) limz→1
−1
−λL′B(λ(1− z))− 1
=
d(0)
1− ρ ,
(3.34)
so that d(0) = 1− ρ. We finally obtain
Pd(z) = (1− ρ) (1− z)LB(λ(1− z))
LB(λ(1− z))− z , (3.35)
which connects the PGF of the departure distribution to the LST of the ser-
vice time distribution. This formula is referred to as the Pollaczek-Khinchin
formula1. By differentiating (3.35) we can determine the moments of the
number of jobs in the system at a departure instant. To find its distribu-
tion, however, we have to invert (3.35), which under general conditions is not
straightforward. If the LST LB(ω) is a rational function—which means that
it is a quotient of polynomials in ω—then the right-hand side of (3.35) can
be decomposed into partial fractions and the inverse transform can be easily
determined. We now show this by example.
Example 3.6. (Erlang services) Assume that the service times B follow an
Erlang distribution consisting of two exponential phases with rate µ in each
phase. Label the two exponential phases as B1 and B2. The LST of B is
given by
LB(ω) = E[e−ωB ] = E[e−ω(B1+B2)] = E[e−ωB1 ]E[e−ωB2 ] =
( µ
µ+ ω
)2
, (3.36)
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and when evaluated in λ(1− z) we can write
LB(λ(1− z)) =
( 1
1 + ρ2 (1− z)
)2
, (3.37)
where in this case ρ = 2λ/µ. Substituting this expression into (3.35) gives
Pd(z) = (1− ρ)
( 1
1 + ρ2 (1− z)
)2 1− z
( 11+ ρ2 (1−z) )
2 − z . (3.38)
Multiplying the numerator and denominator of the second fraction by the
term (1 + (ρ/2)(1− z))2 and simplifying gives
Pd(z) =
4(1− ρ)
4− (4ρ+ ρ2)z + ρ2z2 . (3.39)
If we now pick a value for ρ, then we can easily decompose Pd(z) into partial
fractions. For example, let us choose ρ = 1/3 to obtain
Pd(z) =
8
3
4− 139 z + 19z2
=
24
36− 13z + z2 =
24
(4− z)(9− z)
=
6
5
4
4− z −
8
15
9
9− z =
6
5
1
1− z4
− 8
15
1
1− z9
=
6
5
∑
i≥0
1
4i
zi − 8
15
∑
i≥0
1
9i
zi =
∑
i≥0
(6
5
1
4i
− 8
15
1
9i
)
zi. (3.40)
From this expression for Pd(z) we conclude that
d(i) =
6
5
1
4i
− 8
15
1
9i
, i ≥ 0. (3.41)
Notice that (3.41) agrees with d(0) = 1−ρ = 2/3, since 6/5−8/15 = 2/3. 4
We have determined the PGF of the departure distribution. However, as
usual we are interested in the equilibrium probability p(i) of having i jobs
in the system. We know from the PASTA property for M/ · /· systems that
a(i) = p(i) for all i. We now argue that d(i) is also equal to a(i). Taking the
number of jobs in the system as the state of the queueing system, the changes
in state are of a nearest-neighbor type: if the system is in state i, then an
arrival of a job leads to a transition to state i + 1 and a departure of a job
leads to a transition to state i− 1. Now, if the system is in equilibrium, then
the number of transitions per unit time from state i to i + 1 is equal to the
number of transitions per unit time from state i+1 to i. The former transitions
correspond to jobs finding upon arrival i jobs already in the system, which
occurs at rate λa(i). The latter transitions correspond to departing jobs
leaving behind i jobs in the system, which occurs at rate λd(i) (under the
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stability condition ρ < 1, jobs depart at rate λ). Since these two transition
rates are equal, we establish that a(i) = d(i) and therefore d(i) = p(i). Notice
that in the argument establishing a(i) = d(i) we did not use the distribution
of the inter-arrival times or service times nor the number of servers; we only
used that jobs depart one by one. So, the equality a(i) = d(i) even holds for
systems such as G/G/c queues.
Remark 3.7. (Partial fraction decomposition) In some case, we are able
to write the Pollaczek-Khinchin formula (3.35) as the ratio
Pd(z) =
N(z)
D(z)
(3.42)
with both N(z) and D(z) polynomials without any common roots. Let
z1, z2, . . . , zk be the roots of D(z) = 0. Since the radius of convergence of
Pd(z) is at least 1, we know that all |zj | > 1. We can write D(z) as
D(z) = (z − z1)(z − z2) · · · (z − zk), (3.43)
which means that we can use a partial fraction decomposition to write
Pd(z) =
k∑
j=1
nj
zj − z , (3.44)
where we still need to determine the coefficients nj . If we restrict z to |z| < |zj |
for all zj , then we can write
Pd(z) =
k∑
j=1
nj
zj
1
1− zzj
=
k∑
j=1
nj
zj
∑
i≥0
( z
zj
)i
=
∑
i≥0
( k∑
j=1
nj
zi+1j
)
zi. (3.45)
Comparing this expression to (3.27) we conclude that
d(i) =
k∑
j=1
nj
zi+1j
. (3.46)
The coefficients nj follow from
nj = lim
z→zj
(zj − z)Pd(z) = lim
z→zj
(zj − z)N(z)
D(z)
= lim
z→zj
− N(z)
(z − z1) · · · (z − zj−1)(z − zj+1) · · · (z − zk) = −
N(zj)
D′(zj)
, (3.47)
where D′(·) is the derivative with respect to z of D(·). 4
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3.2.2 Sojourn time distribution
We now ask how much time a job spends in the system and we show that
there is a nice relationship between the transforms of the time spent in the
system and the departure distribution.
Consider a job arriving to the system in equilibrium. Denote the sojourn
time of this job by the random variable S with cumulative distribution func-
tion FS(·) and probability density function fS(·). If we assume that jobs are
served in first-come first-served order, then we know that a departing job
leaves behind exactly those jobs that arrived during its sojourn time. By con-
ditioning on the length of the sojourn time, we can construct the departure
distribution:
d(i) =
∫ ∞
0
(λt)i
i!
e−λtfS(t)dt. (3.48)
Multiply both sides of (3.48) by zi and sum over all i to retrieve the PGF
of the departure distribution on the left-hand side and the LST LS(·) of the
sojourn time on the right-hand side (similar to the derivation in (3.32)):
Pd(z) = LS(λ(1− z)). (3.49)
Substituting this relation into (3.35) and introducing ω = λ(1− z), we finally
arrive at
LS(ω) = (1− ρ)LB(ω) ω
λLB(ω) + ω − λ, (3.50)
which is, like (3.35), a form of the Pollaczek-Khinchin formula.
Example 3.8. (Erlang services) Consider again the model described in Ex-
ample 3.6, where the service times B follow an Erlang distribution consisting
of two exponential phases with rate µ in each phase. We determine LS(ω)
and invert it to obtain FS(·). From (3.50) we find that
LS(ω) = (1− ρ)
( µ
µ+ ω
)2 ω
λ( µµ+ω )
2 + ω − λ (3.51)
Multiplying the numerator and denominator of the second fraction by the
term (µ+ ω)2 and simplifying gives
LS(ω) =
(1− ρ)
1− ρ+ 1µ (2− ρ2 )ω + 1µ2ω2
. (3.52)
Choose µ = 6 and ρ = 1/3 so that
LS(ω) =
2
3
2
3 +
1
6 (2− 16 )ω + 136ω2
=
2
3
2
3 +
11
36ω +
1
36ω
2
=
24
24 + 11ω + ω2
=
24
(8 + ω)(3 + ω)
=
8
8 + ω
3
3 + ω
. (3.53)
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From the LST of S we can deduce that S is the sum of two exponential random
variables with rates 3 and 8, denoted by X1 and X2, respectively. Obtaining
the cumulative distribution function FS(·) requires some more work:
FS(t) = P(S ≤ t) = P(X1 +X2 ≤ t) =
∫ t
0
P(X1 ≤ t− x)fX2(x) dx. (3.54)
Solving the integral finally gives
FS(t) =
8
5
(1− e−3t)− 3
5
(1− e−8t), t ≥ 0. (3.55)
where we recognize the cumulative distribution functions of X1 and X2 mul-
tiplied by some weights. 4
3.2.3 Distributional Little’s law
The relation (3.49) between the PGF of the number of jobs left behind upon
departure and the LST of the sojourn time is a special case of distributional
Little’s law2. This fundamental law holds under a number of conditions,
namely
(i) All arriving jobs enter the system one at a time, remain in the system
until served and leave one at a time;
(ii) Jobs leave the system in the order of arrival;
(iii) Jobs that arrive later in time do not affect the time spent in the system
of jobs that arrived earlier in time.
Here, a system can be used to mean only the queue, only the server, or the
complete queueing system. To formulate distributional Little’s law, define
N(t) as the number of arrivals up to time t, where the first inter-arrival time
is distributed as a residual inter-arrival time and all other inter-arrival times
are distributed according to the stationary inter-arrival time. The residual
inter-arrival time is the time between any given time t and the next arrival
epoch of the arrival process. We describe distributional Little’s law in terms
of the equilibrium number of jobs in the system L and the equilibrium sojourn
time S. Let FS(·) denote the cumulative distribution function of S.
Theorem 3.9. (Distributional Little’s law [11, 47]) Under the conditions
mentioned above and under the further assumption that L and S exist,
L
d
= N(S), (3.56)
or, in terms of the PGFs of L and N „
PL(z) =
∫ ∞
0
PN (z, t)dFS(t), (3.57)
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1
Figure 3.2: Notation and indexing used for the proof of Theorem 3.9.
where
PL(z) :=
∑
n≥0
P(L = n)zn, PN (z, t) :=
∑
n≥0
P(N(t) = n)zn. (3.58)
Proof. This proof can be found in [11, 47]. Define t to be a random observation
epoch and let tn be the arrival time of the n-th job still in the system at time
t and Sn its sojourn time in the system. The order in which we number the
jobs is important. Job 1 is the job that arrived most recently in time with
respect to the random observation time t and is therefore at the end of the
queue. The job with the highest index is the one currently in service. So,
the job with index n departs the system at time tn + Sn. The tn and Sn
are ordered in reverse time direction. Next, define the inter-arrival times as
A∗1 := t − t1 and An := tn−1 − tn, n ≥ 1. We note that A∗1 is a residual
inter-arrival time. Figure 3.2 displays the notation and indexing used.
If, at the random observation time t, the observer sees at least n jobs in
the system, then the n-th most recently arrived job is still in the system at the
observation time t. In particular, this means that the departure time tn +Sn
of the n-th job is larger than t. So, L ≥ n if and only if Sn > t − tn. This
indicates that
P(L ≥ n) = P(Sn > t− tn) = P(Sn > A∗1 +
n∑
m=2
Am), (3.59)
where we used a telescoping sum to derive the last equality. In equilibrium
Sn
d
= S, so that conditioning on the length of the sojourn time leads to
P(L ≥ n) =
∫ ∞
0
P(t > A∗1 +
n∑
m=2
Am)dFS(t). (3.60)
Finally, the probability inside the integral is exactly the probability that at
least n arrivals occur in [0, t] where the first inter-arrival time is distributed
according to the residual inter-arrival time and the other inter-arrival times
are distributed according to the stationary inter-arrival time. Therefore,
P(L ≥ n) =
∫ ∞
0
P(N(t) ≥ n) dFS(t) = P(N(S) ≥ n), (3.61)
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proving the first statement of the theorem. The probability that there are
exactly n jobs in equilibrium easily follows from (3.61) as
P(L = n) = P(L ≥ n)− P(L ≥ n+ 1)
=
∫ ∞
0
P(N(t) ≥ n)dFS(t)−
∫ ∞
0
P(N(t) ≥ n+ 1) dFS(t)
=
∫ ∞
0
P(N(t) = n)dFS(t). (3.62)
Multiplying both sides of (3.62) by zn, summing over all n ≥ 0 and applying
Tonelli’s theorem to interchange the summation and integral on the right-
hand side produces the second statement of the theorem.
For a Poisson arrival process, both the residual and stationary inter-arrival
times are exponentially distributed with parameter λ. The PGF PN (z, t) then
reads
PN (z, t) =
∑
n≥0
zn
(λt)n
n!
e−λt = e−λ(1−z)t. (3.63)
Substituting this simplification into (3.57) yields
PL(z) =
∫ ∞
0
e−λ(1−z)t dFS(t) = LS(λ(1− z)), (3.64)
which we have seen before in (3.49).
Note that Theorem 3.9 does not hold in general for the number of jobs
in an M/G/c system with c > 1 servers and a FCFS service discipline, since
jobs may overtake other jobs and therefore violate the second condition. On
the other hand, it does hold for the number of jobs in an M/D/c system with
a FCFS service discipline, since being taking into service guarantees a certain
departure time.
3.3 Single-server queue with general inter-arrival times
The dual of the M/G/1 system discussed in Section 3.2 is the G/M/1 sys-
tem, which is a single-server queueing system with generally distributed inter-
arrival times and exponential service times with rate µ. We assume that the
inter-arrival times have a cumulative distribution function FA(·), a probabil-
ity density function fA(·) and have mean 1/λ. For stability we require that
ρ := λ/µ < 1.
The state of the G/M/1 system can be described by a pair (i, t) with i
the number of jobs in the system and t the elapsed time since the last arrival.
As we have argued for the M/G/1 systen, this state description leads to
complications and the analysis simplifies considerably if we focus on special
points in time. In this case, we look at the system at arrival instants so that
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in the state description t is always 0 and we only keep track of the number of
jobs in the system at an arrival instant. We denote by a(i) the equilibrium
probability that an arriving job encounters i jobs in the system (excluding
itself).
Unfortunately, since the arrivals do not follow a Poisson process, we cannot
use PASTA to relate a(i) to the equilibrium distribution p(i) of the number of
jobs in the system at arbitrary times. Nonetheless, we are still able to derive
the distribution of the sojourn time using a(i).
3.3.1 Arrival distribution
We now derive the equilibrium probability a(i) of encountering i jobs in the
system just before the arrival of a job. From one arrival instant to the next the
number of jobs in the system increases by one, but decreases by the number
of jobs that have arrived during its inter-arrival time. The number of jobs
cannot decrease by more than the one plus the number of jobs present at the
previous arrival instant. So, from state i we can transition to any of the states
0, 1, . . . , i + 1. Denote by ri the probability that a change of size i occurs,
under the assumption that this change does not bring us to state 0 (state 0
requires special treatment). We reuse the notation ri from theM/G/1 system
because this probability has the same interpretation. By conditioning on the
length of the inter-arrival time, we find that
ri =
∫ ∞
0
(µt)1−i
(1− i)! e
−µtfA(t) dt, i ≤ 1. (3.65)
The transition probability from state i to 0 is denoted by q−i. Since the
transition probabilities for each state sum to 1, it is easy to see that we must
have
q−i = 1−
i−1∑
j=−1
r−i. (3.66)
By specifying the states and the transition probabilities, we have con-
structed the Markov chain associated with the G/M/1 system embedded at
arrival instants. The transition probability diagram of this Markov chain is
presented in Figure 3.3
The balance equations of this Markov chain are
a(0) = a(0)q0 + a(1)q−1 + a(2)q−2 + · · · =
∑
j≥0
a(j)q−j , (3.67)
and for i ≥ 1,
a(i) = a(i− 1)r1 + a(i)r0 + a(i+ 1)r−1 + · · · =
∑
j≥0
a(i− 1 + j)r1−j . (3.68)
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r0
r−1r−2q−i
Figure 3.3: Transition probability diagram of the embedded Markov chain
associated with the G/M/1 system. Only transitions from state i to other
states are shown.
It appears that the generating function approach does not work here. Instead,
we guess that the solution to these balance equations is of the form
a(i) = αi, i ≥ 0. (3.69)
Substitution of (3.69) into (3.68) and dividing by αi−1 yields
α =
∑
j≥0
αjr1−j . (3.70)
By also substituting (3.65) for r1−j we obtain
α =
∑
j≥0
αj
∫ ∞
0
(µt)j
j!
e−µtfA(t)dt
=
∫ ∞
0
∑
j≥0
(αµt)j
j!
e−µtfA(t) dt =
∫ ∞
0
e−µ(1−α)tfA(t)dt. (3.71)
The last integral can be recognized as the LST of the inter-arrival time and
we obtain the equation
α = LA(µ(1− α)). (3.72)
Since LA(0) = 1, it is easy to see that α = 1 is a root of (3.72). However,
this root is of no interest, since it does not produce a solution that can be
normalized to obtain the equilibrium distribution. We show that you can
obtain another root α ∈ (0, 1), that does lead to a solution that can be
normalized. Define
f(α) := LA(µ(1− α)). (3.73)
We derive some properties of f(α) to show that it must intersect with the
function g(α) = α for α ∈ (0, 1). First, it is easy to see that
f(0) = LA(µ) =
∫ ∞
0
e−µtfA(t) dt > 0 (3.74)
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α
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f(1) = 1
f ′(1) > 1
Figure 3.4: Properties of the functions f(α) (dashed) and g(α) (solid).
and f(1) = LA(0) = 1, as we have already established. The derivative f ′(α)
of f(α) is given by
f ′(α) =
d
dα
∫ ∞
0
e−µ(1−α)tfA(t) dt =
∫ ∞
0
( ∂
∂α
e−µ(1−α)t
)
fA(t)dt
= µ
∫ ∞
0
e−µ(1−α)ttfA(t) dt, (3.75)
where the interchange of the derivative and the integral is allowed in this
case by Leibniz’s integral rule (see [39]) if we assume that ρ < 1. We will
not discuss this interchange here. Substituting α = 1 in (3.75) gives f ′(1) =
1/ρ > 1 if ρ < 1. Pick α1 and α2 such that 0 ≤ α1 < α2 ≤ 1, so that
e−µ(1−α1)t < e−µ(1−α2)t, t > 0. (3.76)
By using this inequality, we see that f ′(α) is increasing in α for α ∈ [0, 1],
we then say that f(α) is strictly convex for α ∈ [0, 1]. The properties of f(α)
and g(α) are shown in Figure 3.4. Combining these properties we conclude
that (3.72) has a single root α ∈ (0, 1), which satisfies (3.68) for a(i) = αi.
Notice that the remaining balance equation (3.67) is also satisfied, since the
balance equations are dependent and one equation can therefore be omitted.
We finally normalize the proposed solution to arrive at
a(i) = (1− α)αi, i ≥ 0. (3.77)
Hence, the equilibrium number of jobs in the system just before arrival in-
stants follows a geometric distribution with parameter α, where α is the
unique root of (3.72) in the interval (0, 1).
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Example 3.10. (Erlang arrivals) Suppose that the inter-arrival times A
follow an Erlang distribution consisting of two phases, where each exponential
phase has rate λ. So, E[A] = 2/λ and ρ = λ/(2µ), where we assume that
ρ < 1. The LST of A is given by
LA(ω) =
( λ
λ+ ω
)2
, (3.78)
and (3.72) becomes
α =
( λ
λ+ µ(1− α)
)2
, (3.79)
which can be rewritten as
α(λ+ µ(1− α))2 − λ2 = 0. (3.80)
Since we know that α = 1 is a solution of this equation, we can write
(α− 1)(α2µ2 − α(µ2 + 2λµ) + λ2) = 0. (3.81)
If we choose λ = 3 and µ = 4, then we arrive at the solutions α = 1/4, α = 1
and α = 9/4, so that
a(i) =
3
4
(1
4
)i
, i ≥ 0, (3.82)
for this specific G/M/1 system. 4
3.3.2 Sojourn time distribution
Since the arrival distribution is geometric, it is easy to determine the distri-
bution of the sojourn time of a job. With probability a(i) an arriving job
finds i jobs in the system. Because the service times are exponentially dis-
tributed, we know that the sojourn time of the arriving jobs is the sum of
i+ 1 exponential phases, each with rate µ. By conditioning on the number of
jobs seen on arrival, we therefore find that
LS(ω) =
∑
i≥0
a(i)
( µ
µ+ ω
)i+1
=
µ(1− α)
µ+ ω
∑
i≥0
( µα
µ+ ω
)i
=
µ(1− α)
µ+ ω
1
1− µαµ+ω
=
µ(1− α)
µ(1− α) + ω . (3.83)
So the sojourn time is exponentially distributed with rate µ(1− α):
FS(t) = P(S ≤ t) = 1− e−µ(1−α)t, t ≥ 0. (3.84)
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3.4 A reflected random walk
In this section we introduce the reflected random walk, which can be seen as
an extension of the embedded Markov chains associated with theM/G/1 and
G/M/1 system. This reflected random walk can be modeled by a Markov
chain with state space the non-negative integers N0. The term reflected refers
to the fact that the Markov chain is reflected in state 0 back to the positive
values. Let Xn be the position of this random walk after n steps with X0 := 0
and satisfying the recursion
Xn+1 = max(0, Xn +An), n ≥ 0, (3.85)
with {An}n≥0 a sequence of i.i.d. discrete random variables that share the
same distribution as some common random variable A. If we allow A to take
values in {−1, 0, 1, 2, . . .} then the Markov chain described by the recursion
(3.85) has the same transition structure as the embedded Markov chain asso-
ciated with the M/G/1 system (see Figure 3.1) If we allow A to take values
in {. . . ,−2,−1, 0, 1} then it has the same transition structure as the embed-
ded Markov chain associated with the G/M/1 system (see Figure 3.3). To
demonstrate some important techniques, we instead focus on the case where
A ∈ {−s,−s+ 1, . . . ,−1, 0, 1, 2 . . .} (3.86)
with s a positive integer and P(A = −s) > 0. Notice that we can also write
A = B − s so that B has as support the non-negative integers N0. The PGF
of A is therefore given by
PA(z) = E[zA] = E[zB−s] =
PB(z)
zs
. (3.87)
Assuming E[A] < 0, which is equivalent to ρ := E[B]/s < 1, the Markov
chain is positive recurrent and we can study the equilibrium distribution.
Denote by X the equilibrium version of Xn. In equilibrium, the recursion
(3.85) becomes
X
d
= max(0, X +A) = max(0, X +B − s). (3.88)
From this relation we deduce that
P(X = 0) = P(max(0, X +B − s) = 0) =
s∑
i=0
P(X +B = i) (3.89)
and for k ≥ 1,
P(X = k) = P(max(0, X +B − s) = k) = P(X +B = k + s). (3.90)
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Multiplying (3.90) by zk and summing over all k produces an expression for
the PGF of X:
PX(z) =
s∑
i=0
P(X +B = i) +
1
zs
∑
k≥1
P(X +B = k + s)zk+s
=
s∑
i=0
P(X +B = i) +
1
zs
[∑
i≥0
P(X +B = i)zi −
s∑
i=0
P(X +B = i)zi
]
.
(3.91)
Recognizing the PGF of X +B, we can rewrite (3.91) as
PX(z) =
∑s−1
i=0 P(X +B = i)(zs − zi)
zs − PB(z) . (3.92)
This expression still involves the s unknowns P(X + B = i), 0 ≤ i ≤ s − 1.
Factorize the polynomial in z of degree s in the numerator of (3.92) as
s−1∑
i=0
P(X +B = i)(zs − zi) = γ
s∏
k=1
(z − zk), (3.93)
where zk are the s roots of the polynomial and γ is a constant. The values of
the roots are still unknown, but we return to this issue later in Section 3.4.1.
However, it is immediate that one of the roots, say zs, takes the value 1, so
that we obtain
s−1∑
i=0
P(X +B = i)(zs − zi) = γ(z − 1)
s−1∏
k=1
(z − zk). (3.94)
What remains is to determine the constant γ. Taking derivatives with respect
to z and substituting z = 1 on both sides of (3.94) yields
s−1∑
i=0
P(X +B = i)(s− i) = γ
s−1∏
k=1
(1− zk). (3.95)
Now the function zs − PB(z) (sometimes called the kernel) comes into play.
Since we know that PX(1) = 1, we can apply l’Hôpital’s rule to (3.92) to find
s−1∑
i=0
P(X +B = i)(s− i) = s− P ′B(1), (3.96)
which shows that
γ =
s− P ′B(1)∏s−1
k=1(1− zk)
. (3.97)
Returning to (3.92) we finally obtain
PX(z) =
(s− P ′B(1))(z − 1)
zs − PB(z)
s−1∏
k=1
z − zk
1− zk . (3.98)
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3.4.1 Finding the roots zk
The roots zk in (3.98) are still unknown. We do not directly study zk, but
instead focus on the properties of the PGF PX(z). In particular, we show
that zs − PB(z) has s roots in the closed unit disk and invoke the general
properties of the PGF to conclude that these roots must coincide with the
zk in the numerator: otherwise PX(z) would tend to infinity at those points,
invalidating the analyticity of the function.
Recall from Remark 3.3 that PB(z) is an analytic function for all z ∈ C
satisfying |z| < 1 and is moreover continuous up to the unit circle. We
introduce Rouché’s theorem to show that zs − PB(z) = 0 has s roots in the
closed unit disk.
Theorem 3.11. (Rouché) Consider a bounded region L with continuous
boundary ∂L and two complex-valued functions f(·) and g(·) that are ana-
lytic on L. If
|f(z)| > |g(z)|, z ∈ ∂L, (3.99)
then f(·) and f(·) + g(·) have the same number of zeros in the interior of L.
When the radius of convergence of PB(z) exceeds 1, we can prove the
following result concerning the number of zeros on and within the unit circle
of zs − PB(z) by using Rouché’s theorem.
Lemma 3.12. Let PB(z) be a PGF that is analytic in |z| ≤ 1 + ν, ν > 0.
Assume that the condition P ′B(1) < s for positive recurrence is satisfied. Then
the function zs − PB(z) has exactly s zeros in |z| ≤ 1.
Proof. Define the functions f(z) := zs and g(z) := −PB(z). Notice that both
functions are analytic for |z| ≤ 1 + ν. It is clear that f(z) has s roots within
the closed unit circle. We aim to show that |f(z)| > |g(z)| along the circle
|z| = 1 +  for 0 <  < ν so that by Rouché’s theorem f(·) + g(·) has s zeros
inside the circle |z| = 1 + . Then, finally letting  ↓ 0 proves the statement.
Observe that |f(z)| = f(|z|) and |g(z)| = |PB(z)| ≤ PB(|z|) by the triangle
inequality. So, instead we prove f(|z|) > PB(|z|) for |z| = 1 + . The Taylor
series of f(z) and PB(|z|) at z = 1 evaluated in the point z = 1 +  are
f(1 + ) = 1 + s+ o(), (3.100)
PB(1 + ) = 1 + P
′
B(1) + o(). (3.101)
From the assumption P ′B(1) < s and these Taylor expansions we conclude for
sufficiently small  satisfying 0 <  < ν that f(1 + ) > PB(1 + ). Letting 
tend to zero yields the proof.
Note that the application of Lemma 3.12 is limited to the class of functions
PB(z) with a radius of convergence larger than 1, so random variables B of
which all moments (derivatives of PB(z) at z = 1) exist.
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Figure 3.5: Using successive substitution to approximate the roots zk in Ex-
ample 3.13.
PX(z) is an analytic function for at least all |z| < 1. However, from
Lemma 3.12 we see that term zs − PB(z) in the denominator of (3.98) ap-
proaches zero for s values inside the closed unit disk. An analytic function in
the region |z| < 1 does not have singularities in that region, so at the s values
at which zs−PB(z) = 0, the numerator of (3.98) must also approach zero. It
is clear that one of the s roots is z = 1 and the other s− 1 roots must equal
the zk present in the numerator of (3.98).
When PB(z) is assumed to not equal zero for all |z| ≤ 1, we know that
the s roots of zs = PB(z) in |z| ≤ 1 satisfy
z = uPB(z)
1
s , (3.102)
where us = 1 are the roots of unity. For each unit root u, (3.102) can be
shown to have a single root inside the closed unit disk |z| ≤ 1. One could try
to solve (3.102) by successive substitutions as
z
(n+1)
k = ukPB(z
(n)
k )
1
s , k = 1, 2, . . . , s, (3.103)
with starting values z(0)k = 0 and uk = e
2piik/s. Under the additional condition
that for |z| ≤ 1, the derivative | ddzPB(z)
1
s | < 1, it can be shown that (3.103)
indeed converges to the desired roots zk for n→∞.
Example 3.13. (Poisson distribution) Let us assume that B follows a Pois-
son distribution with rate λ < s so that PB(z) = e−λ(1−z). It is readily seen
that PB(z) does not equal zero anywhere and | ddzPB(z)
1
s | < 1 for |z| ≤ 1, so
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that the successive substitutions (3.103) converges to the correct root zk. In
Figure 3.5 we show for various λ and s = 10 the iterates z(100)k , k = 1, 2, . . . , s
and the curve on which they lie. 4
Remark 3.14. (Bounded support) When B has a bounded support, i.e.,
B ≤ s+m with m ≥ 1, we know that PB(z) is a polynomial of degree s+m.
From Lemma 3.12 it immediately follows that zs = PB(z) hasm roots outside
the closed unit disk, to be denoted by zs+1, zs+2, . . . , zs+m. Write
zs − PB(z) = ξ
s+m∏
k=1
(z − zk) (3.104)
with ξ a constant. Substituting this expression in (3.98) provides an alterna-
tive expression for PX(z) in terms of the roots outside the closed unit disk:
PX(z) =
(s− P ′B(1))
ξ
∏s+m
k=s+1(z − zk)
s−1∏
k=1
1
1− zk . (3.105)
The constant ξ is determined by setting z = 1 and using PX(1) = 1, which
finally yields
PX(z) =
s+m∏
k=s+1
1− zk
z − zk . (3.106)
This expression is amenable for explicit inversion. In particular, using partial
fraction expansion gives
PX(z) =
s+m∏
k=s+1
1− zk
z − zk =
s+m∑
l=s+1
xl
z − zl , (3.107)
where
xl = lim
z→zl
(z − zl)
s+m∏
k=s+1
1− zk
z − zk =
∏s+m
k=s+1(1− zk)∏s+m
k=s+1, k 6=l(zl − zk)
. (3.108)
Dividing the numerator and denominator in (3.107) by −zl, we get
PX(z) = −
s+m∑
l=s+1
xl
zl
1
1− zzl
= −
s+m∑
l=s+1
xl
zl
∑
k≥0
( z
zl
)k
, (3.109)
which gives
P(X = k) = −
s+m∑
l=s+1
xl
zk+1l
, k ≥ 0. (3.110)
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For k large enough, the sum on the right-hand side of (3.110) is dominated
by the pole of PX(z) with the smallest modulus, to be denoted without loss
of generality by zs+1. Omitting all fractions in (3.110) other than the one
that corresponds to zs+1 gives the following approximation for the tail prob-
abilities:
P(X = k) ≈ −xs+1
( 1
zs+1
)k+1
, as k →∞. (3.111)
By expressing the PGF of X in terms of the roots outside the closed
unit disk, we are able to obtain an explicit product-form solution for the
equilibrium distribution. 4
Remark 3.15. (Boundary probabilities) Armed with the values of zk inside
the closed unit disk, we can return to (3.93) to construct a linear system
of equations for the s unknown boundary probabilities P(X + B = i). In
particular, we can substitute zk for k = 1, 2, . . . , s − 1 into (3.93) to obtain
the s− 1 equations
s−1∑
i=0
P(X +B = i)(zsk − zik) = 0, k = 1, 2, . . . , s− 1, (3.112)
which, together with the normalization condition (3.96), constitutes a system
of s linear equations for the s unknowns P(X +B = i). 4
3.5 Numerical inversion of transforms
In some cases it is difficult or even impossible to explicitly retrieve the prob-
ability mass function from a PGF or the probability density function from an
LST. In this section we describe numerical inversion algorithms that approx-
imate these probability mass and density functions to an arbitrary precision.
3.5.1 Inverting univariate generating functions
Recall that we denote the PGF by P (z) :=
∑
k≥0 p(k)z
k, where z can be
complex-valued, p(k) ≥ 0 and ∑k≥0 p(k) = 1. To retrieve the probabilities
p(k) from P (z), we use the fact that P (z) is an analytic function for at least
all z ∈ C satisfying |z| < 1 (see Remark 3.3), which allows us to apply the
Cauchy contour integral. The Cauchy contour integral reads
p(k) =
1
2pii
∮
Cr(k)
P (z)
zk+1
dz (3.113)
with i the complex unit and Cr(k) a circle of radius r(k) ∈ (0, 1) that depends
on k. We make the change of variables z = r(k)epiθ so that the contour
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integral (3.113) can be written as
p(k) =
1
2pir(k)k
∫ 2pi
0
P (r(k) eiθ) e−ikθ dθ. (3.114)
Use e−iz = cos(z)− i sin(z) and P (z) = Re(P (z)) + i Im(P (z)) to rewrite the
integral as
p(k) =
1
2pir(k)k
∫ 2pi
0
[(
Re(P (r(k) eiθ)) + i Im(P (r(k) eiθ))
)
· (cos(kθ)− i sin(kθ))] dθ.
=
1
2pir(k)k
[∫ 2pi
0
(
cos(kθ)Re(P (r(k) eiθ)) + sin(kθ)Im(P (r(k) eiθ))
)
dθ
+ i
∫ 2pi
0
(
cos(kθ)Im(P (r(k) eiθ))− sin(kθ)Re(P (r(k) eiθ))) dθ]. (3.115)
The last integral in (3.115) equals zero because cos(·) is an even function,
sin(·) is an odd function, Im(P (z)) = −Im(P (z¯)) and Re(P (z)) = Re(P (z¯)),
where z¯ is the complex conjugate of z.
It remains to determine the other integral in (3.115). We follow the ap-
proach outlined in [1], which ultimately leads to an approximation p˜(k) and a
bound on the error e˜(k), see [1, Theorem 1]. We can use the trapezoidal rule
to approximate the integral. If we use a step size of pi/k, then we can write
p(k) ≈ p˜(k) = 1
2kr(k)k
2k∑
l=1
(−1)lRe(P (r(k) eipi lk )). (3.116)
By using the inherent symmetry, we finally arrive at the following expression
for the approximation, for k ≥ 1,
p˜(k) =
1
2kr(k)k
(
P (r(k)) + (−1)kP (−r(k))
+ 2
k−1∑
l=1
(−1)lRe(P (r(k) eipi lk ))
)
, (3.117)
where r(k) ∈ (0, 1) is actually a tunable parameter that controls the error
term e˜(k) = p(k)− p˜(k), since
|e˜(k)| ≤ r(k)
2k
1− r(k)2k ≈ r(k)
2k. (3.118)
The approximate equality is valid if r(k)2k is small. Observe that p(0) does
not need to be approximated, since it easily follows from p(0) = P (0). With
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r(k) = 10−d/(2k) we find that |e˜(k)| ≤ 10−d and therefore the approximation
p˜(k) in (3.117) is accurate until at least the d-th decimal.
For reference in later chapters, we present in full the algorithm to numer-
ically invert PGFs.
Algorithm 3.1 Numerical inversion univariate PGF
1: Input P (z)
2: Decide for which k ≥ 1 you wish to approximate p(k)
3: Decide on the minimum number of correct decimals d
4: Set r(k) = 10−d/(2k)
5: Initialize
p˜(k) =
1
2kr(k)k
(
P (r(k)) + (−1)kP (−r(k))) (3.119)
6: for l = 1, 2, . . . , k − 1 do . Skip the for loop if k = 1
7: Set zl = r(k) eipil/k
8: Update
p˜(k) = p˜(k) +
1
kr(k)k
(−1)lRe(P (zl)) (3.120)
9: end for
10: Approximate p(k) as p(k) ≈ p˜(k)
Example 3.16. (Gamma distributed service times) Consider the M/G/1
system with arrival rate λ and service times B that are distributed according
to a gamma distribution with shape parameter α > 0 and rate parameter
β > 0. Specifically, the probability density function of B is given by
fB(t) =
βαtα−1
Γ(α)
e−βt, t ≥ 0, (3.121)
where Γ(α) is the complete gamma function. The mean is given by
E[B] =
α
β
(3.122)
and the LST is
LB(ω) =
( β
β + ω
)α
. (3.123)
The Pollaczek-Khinchin formula (3.35) says that the PGF P (z) of the equi-
librium number of jobs in the system can be calculated from
P (z) = (1− ρ)
(1− z)( ββ+λ(1−z))α(
β
β+λ(1−z)
)α − z , (3.124)
where ρ = λE[B]. It is not immediate how we can explicitly invert this
expression to obtain the equilibrium probabilities p(k), especially if α is not an
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Figure 3.6: Equilibrium distribution of the M/G/1 system of Example 3.16
with gamma distributed services times and varying arrival rate.
integer. To demonstrate the numerical inversion algorithm, we take α = 2
√
2
and β =
√
2 and invert the PGF to derive the equilibrium distribution. Notice
that the load is given by ρ = 2λ. We select d = 8 in Algorithm 3.1 and obtain
for various values of λ the equilibrium distribution, see Figure 3.6. 4
3.5.2 Inverting bivariate generating functions
A bivariate PGF is a PGF of the joint probability mass function of two random
variables and therefore takes two arguments. We encounter bivariate PGFs
in some of the more advanced chapters, where we would like to numerically
invert them. So, we present a numerical inversion algorithm for PGFs of two
variables. The bivariate PGF is defined as
P (x, y) :=
∑
k≥0
∑
l≥0
p(k, l)xkyl, (3.125)
where x and y can be complex-valued, p(k, l) ≥ 0 and∑k,l≥0 p(k, l) = 1. The
bivariate PGF satisfies P (1, 1) = 1 and converges for at least all |x|, |y| ≤ 1
and is therefore analytic for at least all x, y ∈ C satisfying |x|, |y| < 1.
One of the standard numerical inversion algorithms is described in [23,
Section 3]. Here we present a version of that algorithm with specific parameter
choices so that it resembles the univariate case. The algorithm approximates
p(k, l) by
p(k, l) = p˜(k, l)− e˜(k, l). (3.126)
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The approximation is given by
p˜(k, l) =
1
4j1j2r1(k)kr2(l)l
·
j1−1∑
m=−j1
j2−1∑
n=−j2
e−ipi(k
m
j1
+l nj2
)P (r1(k) e
ipimj1 , r2(l) e
ipi nj2 ), (3.127)
where j1, j2 ∈ N, and 0 < r1(k), r2(l) < 1 are tunable parameters that control
the error:
|e˜(k, l)| ≤ r1(k)
2j1 + r2(l)
2j2 − r1(k)2j1r2(l)2j2
(1− r1(k)2j1)(1− r2(l)2j2)
≈ r1(k)2j1 + r2(l)2j2 , (3.128)
where the approximate equality is a valid approximation if both r1(k)2j1 and
r2(l)
2j2 are small. When we are interested in p(k, l) for k, l ≥ 1, then we
can set j1 = k and j2 = l to simplify the approximation and the bound
on the error term. Moreover, if we then choose r1(k) = 10−d/(2k)/2 and
r2(l) = 10
−d/(2l)/2, then the resulting approximation is accurate until at
least the d-th decimal.
Algorithm 3.2 summarizes the numerical scheme for inverting bivariate
PGFs.
Algorithm 3.2 Numerical inversion bivariate PGF
1: Input P (x, y)
2: Decide for which k, l ≥ 0 you wish to approximate p(k, l)
3: Pick j1, j2 ∈ N and 0 < r1(k), r2(l) < 1
4: Initialize p˜(k, l) = 0
5: for m = −j1,−j1 + 1, . . . , j1 − 1 do
6: Set xm = r1(k) eipim/j1
7: for n = −j2,−j2 + 1, . . . , j2 − 1 do
8: Set yn = r2(l) eipin/j2
9: Update
p˜(k, l) = p˜(k, l) + e−ipi(k
m
j1
+l nj2
)P (xm, yn) (3.129)
10: end for
11: end for
12: Normalize
p˜(k, l) =
p˜(k, l)
4j1j2r1(k)kr2(l)l
(3.130)
13: Approximate p(k, l) as p(k, l) ≈ p˜(k, l)
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3.5.3 Inverting univariate Laplace-Stieltjes transforms
Most of the continuous random variables that we consider in this book are
non-negative and have a continuous probability density function. With these
characteristics the LST is given by
L(ω) :=
∫ ∞
0
e−ωtf(t) dt, Re(ω) > 0, (3.131)
where f(·) is a probability density function that we often wish to retrieve
from L(·). An integral formula for the inverse Laplace transform called the
Bromwich integral provides an expression for f(t) in terms of a contour inte-
gral:
f(t) =
1
2pii
∮
Cr
eωtL(ω)dω, (3.132)
where Cr is the vertical line in the complex plane with constant real part
equal to r. The value of r must be chosen such that all singularities of L(·)
are to the left of the vertical line. Since we are dealing with LSTs, we can
safely pick any positive value for r. Notice that (3.132) establishes that an
LST uniquely defines the underlying probability distribution function.
One of the standard inversion algorithm for LSTs is called the Euler
method and is presented in [2, Section 1]. The derivation of the approxi-
mation resembles the derivation of the approximation for the univariate PGF
presented in Section 3.5.1, so we omit it here. The algorithm approximates
f(t) by f˜(t). To construct the approximation f˜(t) we require the definition
sn(t) :=
eγ/2
2t
Re
(
L
( γ
2t
))
+
eγ/2
t
n∑
k=1
(−1)kRe(L( γ
2t
+
ipik
t
))
, (3.133)
where we still need to choose γ. In [2, Equation (13)] it is explained that
sn(t) is an approximation of a more accurate infinite series expression for
f(t) by truncating the infinite series to n terms. By increasing n in (3.133),
the accuracy of the approximation increases. Euler summation can be used
to accelerate convergence of the approximation (to get more accurate results
with fewer computations):
f˜(t) =
m∑
k=0
(
m
k
)
2−msn+k(t). (3.134)
Since
∑m
k=0
(
m
k
)
2−m = 1 and the summands are positive, we see that f˜(t) is
the weighted average of the terms sn(t), sn+1(t), . . . , sn+m(t). More specifi-
cally, it is the binomial average of those terms, since the weights are in terms
of binomial coefficients.
It still remains to choose γ, m and n. Typically, m = 11 and n = 15
produce accurate results. If more accurate results are required, the value of n
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can be increased, but m can usually remain fixed. There are various types of
errors that decrease the quality of the approximation. One of those errors is
the discretization error, which occurs when we replace an integral by a series,
as was done here. The value of γ directly influences the magnitude of this
discretization error e˜d(t), since
|e˜d(t)| ≤ e
−γ
1− e−γ ≈ e
−γ , (3.135)
where the approximate equality holds if e−γ is small. If we choose γ too large,
then we can run into computational difficulties, such as loss of significant
digit, or roundoff errors. There is no exact error bound on the approximation
(3.134), but in most cases, we can select γ = d log 10 to get d − 1 correct
decimals. We often select d = 8 and use γ = 8 log 10 ≈ 18.4.
For reference in the following chapters, we present in full the algorithm to
numerically invert univariate LSTs.
Algorithm 3.3 Numerical inversion univariate LST
1: Input L(ω)
2: Decide for which t > 0 you wish to approximate f(t)
3: Pick m,n ∈ N and γ ∈ R+ . m = 11, n = 15 and γ = 18.4 works well
4: for k = 0, 1, . . . ,m+ n do
5: Calculate L(γ/(2t) + ipik/t)
6: end for
7: Compute sn(t) from (3.133)
8: for k = 1, 2, . . . ,m do
9: Compute
sn+k(t) = sn+k−1(t) +
eγ/2
t
(−1)n+kRe(L( γ
2t
+
ipi(n+ k)
t
))
(3.136)
10: end for
11: Compute f˜(t) using the binomial average (3.134)
12: Approximate f(t) as f(t) ≈ f˜(t)
The inversion algorithm also works for distributions that have discontinu-
ities, but the results might be distorted due to some oscillations around the
points of discontinuity. By increasing the accuracy of the method by, e.g.,
increasing m and n in Algorithm 3.3, one can damp these oscillations. We
treat an example to show how this works in practice.
Example 3.17. (Uniform services) Consider the M/G/1 system with ar-
rival rate λ = 0.35 and service times B that are distributed according to
a uniform distribution on the interval [1, 3] and mean 2. Specifically, the
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m
11 21 31
15 6.001 8.803 11.61
n 25 7.657 10.48 13.31
35 9.273 12.03 14.67
Table 3.1: Computation times (in seconds) required to numerically invert the
LST of the sojourn time using Algorithm 3.3 for the queueing system and
algorithm settings described in Example 3.17 and varying m and n.
probability density function of B is given by
fB(t) =
1
2
, t ∈ [1, 3] (3.137)
and the LST is
LB(ω) =
e−ω − e−3ω
2ω
. (3.138)
The LST of the sojourn time of an M/G/1 queue is given in (3.50) and is
in this case
LS(ω) = (1− ρ)e
−ω − e−3ω
2ω
ω
λ e
−ω−e−3ω
2ω + ω − λ
, (3.139)
where ρ = λE[B] = 0.7. Explicitly inverting this LST to obtain fS(·) proves
to be difficult due to the exponential functions. We therefore turn to the
numerical inversion techniques presented in Algorithm 3.3. We will see that
the uniform service time distribution causes numerical inaccuracies due to the
discontinuities of fB(t) at t = 1 and t = 3. For the algorithm settings, we will
fix γ = 18.4 and show the influence of m and n.
Figure 3.7 shows that at the points of discontinuity, the approximation
obtained from Algorithm 3.3 oscillates. This oscillations is damped when the
values of m and n increase. It is important that the inverted function is
checked for irregularities such as the one we encounter now. In Table 3.1 we
display the time required to compute fS(t) for each t from 0.9 to 10 in steps
of size 0.001 (so 9101 times) for each combination of algorithm settings. 4
3.6 Takeaways
Transforms are powerful tools that can simplify and facilitate calculating with
distributions. Transforms enjoy the property that they uniquely characterize
probability distributions. Once the PGF or LST of a random variable is
known, all moments and the probability distribution often readily follows.
Another advantage of transforms, of particular use in this book, is that an
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Figure 3.7: Probability density function of the sojourn time of the M/G/1
queue of Example 3.17 with uniformly distributed services times for various
inputs m and n of Algorithm 3.3.
infinite system of linear balance equations can be converted into a single
functional equation for the PGF; see Sections 3.1.3 and 3.2.1.
Transforms need to be inverted. This can be done by differentiation or
integration. Both methods can be useful and will be applied in later chapters.
Sometimes a PGF can be written in the form of an infinite sum involving
powers of z. In those cases, the coefficients of zk together constitute the
probability mass function.
In this chapter we have embedded theM/G/1 queue at departure instants
and the G/M/1 queue at arrival instants. Both approaches lead to a state
space N0 with a particular transition structure for each queue. The linear
systems of balance equations associated with these embedded Markov chains
are amenable to transform analysis and lead to some canonical relations such
as the Pollaczek-Khinchin formula and distributional Little’s law. The em-
bedding technique is not restricted to the M/G/1 or G/M/1 queue and can
be used for many stochastic models.
The embedded Markov chains associated with the M/G/1 and G/M/1
system are skip-free to the left and right, respectively. In Chapter 7 we
introduce processes that also possess the skip-free property, but each state
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is replaced by a finite set of states. For the skip-free to the right variant of
these processes, the transform analysis that was used in this chapter can be
extended to determine the equilibrium distribution. For the other variant we
turn to matrix-analytic methods.
In this chapter we have encountered various product-form solutions. For
the Erlang service time distribution, (3.41) shows that the departure distribu-
tion of the M/G/1 queue has a product-form solution. If we are able to write
the PGF of the departure distribution in an M/G/1 as a ratio of polynomial
without any common roots, then the departure distribution is given by a sum
of product-form solutions, see (3.46). For any inter-arrival time distribution,
the arrival distribution is given by the product-form solution (3.77). In case
of bounded jumps in both directions in the random walk setting, we find the
product-form solution (3.110) for the equilibrium distribution.
Notes
1. The Pollaczek-Khinchin formula comes in several variants. Accounts of this
formula are published by Pollaczek [85] in German and two years later by
Khinchin in Russian (see [65] for a translation). Equation (3.35) can be found
in [45, Section 5.1.2] or [68, Section 5.6], whereas the variant for the LST of
the sojourn time distribution presented in (3.50) can be found in the classical
textbooks [27, Section II.4.5], [68, Section 5.7] or [10, Section VIII.5b].
2. The distributional variant of Little’s law is due to [47]. For the distributional
law in the context of Poisson arrivals, we refer the reader to [61]. A discussion
of this law under milder conditions can be found in [11] and the references
therein. Many of the results presented in Section 3.2.3 on distributional Lit-
tle’s law are adapted from [11].
Part II
Basic processes

Chapter 4
Birth–and–death processes
In this chapter we introduce a structured class of Markov processes called the
birth–and–death processes. This structure allows for local balance equations
to be used in the derivation of the equilibrium distribution.
4.1 General birth–and–death processes
We start by defining the birth–and–death process.
Definition 4.1. A birth–and–death (BD) process is a Markov process on the
state space S = {0, 1, . . . , S} with S possibly infinite, where transitions are
between adjacent states: from state i to state i+ 1 (a birth) and to state i−1
(a death).
Unless stated otherwise, we focus on BD processes that have an infinite
state space S = N0 and all transition rates are strictly positive, leading to
an irreducible Markov process. Birth rates are commonly denoted as λi and
death rates as µi. This leads to the following transition rate matrix of the
BD process:
Q =

−λ0 λ0
µ1 −(λ1 + µ1) λ1
µ2 −(λ2 + µ2) λ2
µ3 −(λ3 + µ3) λ3
. . . . . . . . .
 , (4.1)
where unspecified elements are zero. A BD process with rates λi = λ and
µi = µ is called homogeneous and inhomogeneous otherwise. The transition
rate diagram of the BD process is depicted in Figure 4.1.
The sojourn time in state i is the minimum of the time to transit to state
i + 1 and the time to transit to state i − 1. Since both of these times are
exponentially distributed, the time spent in state i until a transition occurs is
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0 1 2 i− 1 i i+ 1· · · · · ·
λ0 λ1 λi−1 λi
µ1 µ2 µi µi+1
Figure 4.1: A BD process on the state space S = N0.
exponentially distributed with parameter λi +µi. Given that a transition oc-
curs, we have a birth with probability λi/(λi+µi) or a death with probability
µi/(λi + µi).
The above reasoning indicates that for simulation purposes one needs to re-
peat these two steps: sample a sojourn time and flip a biased coin to determine
to which state the process transitions. This simple procedure is summarized
in Algorithm 4.1.
Algorithm 4.1 Simulation of a BD process (with µ0 = 0).
1: Input tmax, X(0), and birth and death rates
2: t = 0
3: while t < tmax do
4: Sample the sojourn time t∗ in state X(t) from Exp(λX(t) + µX(t))
5: Sample d from Ber(µX(t)/(λX(t) + µX(t)))
6: X(t+ t∗) = X(t) + (−1)d
7: t = t+ t∗
8: end while
Using Algorithm 4.1, we simulate one sample path each for three different
homogeneous BD processes. These sample paths are depicted in Figure 4.2.
Notice that for λ − µ < 0 the process seems to have a drift towards zero.
On the other hand, if λ − µ > 0, X(t) seems to increase as time passes.
For the case λ − µ = 0 no clear conjectures can be made. Intuitively these
three statements make sense, λ is the rate at which the process transitions
upwards and µ is the rate at which the process transitions downwards. So if
λ > µ there is a net rate upwards and vice versa for λ < µ. We formalize
this intuition and extend it to inhomogeneous BD processes in Section 4.3.
We will see that this net rate decides if the Markov process is transient or
recurrent.
4.2 Time-dependent behavior
Analyzing time-dependent behavior of BD processes is difficult. Explicit ex-
pressions for the transition functions
pi,j(t) := P(X(t) = j | X(0) = i) (4.2)
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Figure 4.2: Sample paths of a BD process with λi = 1, µi = µ and X(0) = 0.
exist, but only for special cases and often involve special functions related to
orthogonal polynomials (see Karlin and McGregor [54] and Karlin and Taylor
[56]). Nonetheless, we review some of the techniques used.
The transition functions satisfy both the Kolmogorov forward and back-
ward equation, see Theorems 2.9 and 2.10. The Kolmogorov forward equation
in case of a BD process reads in scalar form
d
dt
pi,0(t) = −λ0pi,0(t)︸ ︷︷ ︸
rate out
+µ1pi,1(t)︸ ︷︷ ︸
rate in
, (4.3)
d
dt
pi,j(t) = λj−1pi,j−1(t) + µj+1pi,j+1(t)︸ ︷︷ ︸
rate in
− (λj + µj)pi,j(t)︸ ︷︷ ︸
rate out
, j ≥ 1, (4.4)
with the initial condition pi,i(0) = 1.
Example 4.2. (Poisson process) The homogeneous Poisson process can be
seen as a BD process with λi = λ, µi = 0 and X(0) = 0. This pure birth pro-
cess will drift off towards infinity since all states are transient. The transition
function p0,j(t) is the probability that j births have occurred in the inter-
val [0, t]. Obviously, the number of births in the interval [0, t] is distributed
according to a Poisson distribution with parameter λt. We will verify this
statement through (4.3)–(4.4), which for p0,j(t) read
d
dt
p0,0(t) = −λp0,0(t), (4.5)
d
dt
p0,j(t) = λp0,j−1(t)− λp0,j(t), j ≥ 1. (4.6)
Together with p0,0(0) = 1 this leads to p0,0(t) = e−λt. Equation (4.6) is
separable using
d
dt
(
eλtp0,j(t)
)
= p0,j(t)
d
dt
eλt + eλt
d
dt
p0,j(t) = λe
λtp0,j−1(t). (4.7)
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So, by direct integration we obtain
eλtp0,j(t) = λ
∫ t
0
eλup0,j−1(u)du. (4.8)
The transition functions can be solved recursively starting from p0,0(t). Let
us determine the first few terms. For j = 1, we derive
p0,1(t) = λe
−λt
∫ t
0
eλup0,0(u) du = λe−λt
∫ t
0
eλue−λu du = (λt)e−λt. (4.9)
The expression for p0,1(t) is used to determine the second term:
p0,2(t) = λe
−λt
∫ t
0
eλu(λu)e−λu du =
(λt)2
2
e−λt. (4.10)
The third term is
p0,3(t) = λe
−λt
∫ t
0
eλu
(λu)2
2
e−λu du =
(λt)3
3!
e−λt. (4.11)
A pattern starts to show itself. Induction on j is used to show that the explicit
expression
p0,j(t) =
(λt)j
j!
e−λt, j ∈ S, t ≥ 0 (4.12)
is correct. This verifies that the number of births in the interval [0, t] is indeed
Poi(λt). 4
Example 4.3. (M/M/∞ queue) We now set λi = λ and µi = iµ. This
BD process models for example a population that grows exclusively through
immigration with rate λ and all individuals die independently of each other
with rate µ [56, Section 4.6]; or packets arriving according to a Poisson process
with rate λ that are routed to their next destination after an exponential
amount of time with rate µ. In the queueing context we refer to a birth as an
arrival of a job and a death as a departure of a job.
Suppose X(0) = 0 and we are interested in the transition functions p0,j(t).
For the event X(t) = j to occur, we require at least j arrivals. If k ≥ j jobs
arrive, we furthermore require k − j departures. The probability that k jobs
arrive in the time interval [0, t] follows from the Poisson distribution and is
e−λt
(λt)k
k!
. (4.13)
Conditioning on the fact that there are k arrivals in the time interval [0, t],
we know that the arrival instant of each job is independent of the arrival
instants of other jobs and is moreover uniformly distributed in the interval
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[0, t]. So, the probability q(t) that a job is still in the system at time t follows
by conditioning on the arrival time:
q(t) =
∫ t
0
e−µu
1
t
du =
1− e−µt
µt
. (4.14)
The probability that j jobs remain at time t conditioned on k arriving in
the interval [0, t] follows a Bernoulli distribution and leads to an explicit
expression for p0,j(t):
p0,j(t) = P0(X(t) = j)
=
∑
k≥j
P0(X(t) = j | k arrivals in [0, t])P(k arrivals in [0, t])
=
∑
k≥j
(
k
j
)
(1− q(t))k−jq(t)je−λt (λt)
k
k!
= e−λtq(t)
(λtq(t))j
j!
= e−
λ
µ (1−e−µt)
(
λ
µ (1− e−µt)
)j
j!
. (4.15)
The explicit expression for p0,j(t) allows for a simple determination of the
transient mean as
E0[X(t)] =
∑
j≥0
jp0,j(t) =
λ
µ
(
1− e−µt). (4.16)
In conclusion, X(t) conditional on X(0) = 0 is a Poisson distribution at each
time t with parameter (λ/µ)(1− e−µt).1 4
We now consider the first time at which the BD process {X(t)}t≥0 enters
a state j, starting from a state i. We recall the definition of a hitting time
random variable in (2.29) as
τi,j := inf{t > 0 : lim
s↑t
X(s) 6= X(t) = j | X(0) = i}, (4.17)
We will make use of the LST
Li,j(ω) := E[e−ωτi,j ], Re(ω) > 0. (4.18)
Recall that a LST uniquely characterizes the distribution of a random vari-
able.
Example 4.4. (Regenerative structure) An irreducible BD process has a
regenerative structure. Assume that at a particular time the BD process is in
state 0. The process stays in state 0 for an exponential amount of time with
parameter λ0. After this time it transitions to state 1. Under the condition
that the BD process is recurrent, it returns to state 0 after some time with
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Figure 4.3: Sample path of a BD process with λi = 1, µi = 1.5 and X(0) = 0.
probability 1. The time spent in state 0 is called an idle period and the
time it takes to go from state 1 to state 0 is called the busy period. So, an
irreducible BD process with recurrent states alternates between idle and busy
periods, see Figure 4.3. The terminology idle and busy period comes from
the interpretation of a homogeneous BD process as the M/M/1 single server
queue. In state 0 the server is idle and in all other states the server is busy
serving jobs.
The length of a busy period is the hitting time random variable τ1,0 with
LST L1,0(ω). Let us assume that the BD process is homogeneous with λi = λ
and µi = µ. Note that τ1,0 is the sojourn time in state 1 plus the time it takes
to reach state 0 from the state the process transitions to. We derive L1,0(ω)
using this observation, a one-step analysis and the strong Markov property:
L1,0(ω) =
µ
λ+ µ︸ ︷︷ ︸
prob. to jump
to state 0
λ+ µ
λ+ µ+ ω︸ ︷︷ ︸
LST of H1
· 1︸︷︷︸
E[e−ω·0]
+
λ
λ+ µ︸ ︷︷ ︸
prob. to jump
to state 2
λ+ µ
λ+ µ+ ω
L2,0(ω).
(4.19)
Due to the BD structure of the Markov process, we have τ2,0 = τ2,1 + τ1,0,
where τ2,1 and τ1,0 are independent random variables. More importantly, for
homogeneous BD processes, the time it takes to go from state 2 to state 1
is exactly the same as the time it takes to go from state 1 to state 0 and
in general the time it takes to go from state n ≥ 1 to state n − 1. So,
L2,0(ω) = L1,0(ω)
2 and we know that L1,0(ω) is a solution to the polynomial
λx2 − (λ+ µ+ ω)x+ µ = 0. (4.20)
This equation has the two roots
x±(ω) =
λ+ µ+ ω ±√(λ+ µ+ ω)2 − 4λµ
2λ
. (4.21)
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A LST of a non-negative random variable has absolute value less than one for
all ω with Re(ω) > 0. Since 0 < |x−(ω)| < 1 < |x+(ω)| for Re(ω) > 0,
L1,0(ω) =
λ+ µ+ ω −√(λ+ µ+ ω)2 − 4λµ
2λ
. (4.22)
The expectation of the length of the busy period is determined from its LST
E[τ1,0] = − ddωL1,0(ω)
∣∣∣
ω=0
=
{
1
µ−λ , λ < µ,
∞, λ = µ, (4.23)
and we agree to write E[τ1,0] = ∞ if
∫∞
0
fτ1,0(t)dt < 1, which indicates that
starting in state 1, there is a non-zero probability that state 0 will never be
hit. This is the case if λ > µ; we do not prove this statement. Here we already
see the relation with positive recurrence (λ < µ), null recurrence (λ = µ) and
transience (λ > µ), that was observed in Figure 4.2. 4
If the system initially is in state 0 and the target state is n, we can write
the hitting time τ0,n as a sum of independent random variables:
τ0,n = τ0,1 + τ1,2 + · · ·+ τn−1,n. (4.24)
The independence property is crucial in the analysis that will follow. Clearly,
τ0,1 is an exponential random variable with parameter λ0. More importantly,
τ0,n turns out to be a sum of n exponential random variables. Albeit true,
this result is rather counterintuitive. Consider for example τ0,2 = τ0,1 + τ1,2.
Here τ0,1 is still an exponential random variable with parameter λ0, while τ1,2
is definitely not an exponential random variable, yet their sum is. The crux
lies in the fact that τ0,2 is the sum of two exponential random variables where
both parameters are different from λ0.
Theorem 4.5. The hitting time τ0,n is distributed as the sum of n exponential
random variables:2
τ0,n = X
(n)
0 +X
(n)
1 + · · ·+X(n)n−1, (4.25)
with X(n)i ∼ Exp(θ(n)i ) and θ(n)i the n positive eigenvalues of −Q(n), where
Q(n) is the transition rate matrix of the BD process on the states {0, 1, . . . , n}
with n an absorbing state.
Proof. In terms of the Laplace transform, we require to prove
L0,n(ω) =
n−1∏
i=0
θ
(n)
i
θ
(n)
i + ω
=:
N (n)
D(n)
. (4.26)
A one-step analysis and the strong Markov property gives
Ln,n+1(ω) =
λn
λn + µn + ω
+
µn
λn + µn + ω
Ln−1,n+1(ω), n ≥ 1. (4.27)
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Using Ln−1,n+1(ω) = Ln−1,n(ω)Ln,n+1(ω) the above equation results in the
recursion
Ln,n+1(ω) =
λn
λn + µn + ω − µnLn−1,n(ω) , n ≥ 1. (4.28)
Next, multiply (4.28) by L0,n(ω) and use L0,n(ω) = L0,n−1(ω)Ln−1,n(ω) to
obtain
L0,n+1(ω) =
λnL0,n(ω)
λn + µn + ω − µn L0,n(ω)L0,n−1(ω)
, n ≥ 1. (4.29)
We proceed by induction. The claim (4.26) is true for n = 1, since L0,1(ω) =
λ0/(λ0 + ω). Assume the claim is true for n, then (4.29) reads
L0,n+1(ω) =
λnN
(n)N (n−1)
(λn + µn + ω)N (n−1)D(n) − µnN (n)D(n−1) . (4.30)
The denominator of L0,n+1(ω) will be a polynomial of degree n+1. Moreover,
[58, Sections 3, 4 and 5] establishes that L0,n+1(ω) has n + 1 negative real
simple poles. Thus, L0,n+1(ω) also has the form (4.26), proving the claim.
Proving that the θ(n)i are the n positive eigenvalues of −Q(n) is outside
the scope of this book, an interested reader is pointed to [37].
Hitting times and transition functions are inherently linked. Let {Y (t)}t≥0
be a modified process which is identical to the BD process {X(t)}t≥0, except
that the target state j is absorbing. Since state j in the process {Y (t)}t≥0
is absorbing, we know that if Y (t) reaches state j, it stays there forever. In
other words, if Y (t) reaches state j at time t∗ < t, it will still be in state j at
time t. This leads to a relation between the hitting time τi,j defined in (4.17)
and the transition functions of the modified BD process {Y (t)}t≥0:3
P(τi,j < t) = Pi(Y (t) = j). (4.31)
4.3 Equilibrium distribution
The BD processes that we study are irreducible. The irreducibility property
implies that the BD process can go from any state i to any state j. For
an irreducible Markov process the unique equilibrium distribution exists if it
is positive recurrent. For BD processes we derive a necessary and sufficient
condition for positive recurrence and examine the equilibrium distribution.
In Section 2.6 the concepts of global and local balance are introduced. In
the context of a BD process, the global balance equations are constructed by
equating the rate into and out of state i, yielding
λ0p(0) = µ1p(1), (4.32)
(λi + µi)p(i) = λi−1p(i− 1) + µi+1p(i+ 1), i ≥ 1. (4.33)
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The latter equation is a second-order linear recurrence equation. Whenever
possible, a relation between p(i) and p(i− 1) is far more convenient to work
with and often leads to simple ways to determine explicit expressions for
the equilibrium distribution p = [p(i)]i≥0. Local balance equations give this
relation between p(i) and p(i−1). They are derived by equating the flow into
and out of the set of states Ai−1 = {0, 1, . . . , i − 1}. Since this set of states
has a single state through which the process can enter and leave, the local
balance equations result in the simple expression
µip(i) = λi−1p(i− 1), i ≥ 1. (4.34)
Note that the local balance equations can also be obtained from the global
balance equations by substitutions. The local balance equations may be solved
in a recursive fashion, yielding
p(i) = p(0)
i∏
j=1
λj−1
µj
, i ≥ 0, (4.35)
where the empty product
∏0
j=1 = 1. All equilibrium probabilities p(i) are
expressed in terms of p(0). Finally, the normalization condition allows for the
determination of p(0) from
1 =
∑
i≥0
p(i) = p(0)
∑
i≥0
i∏
j=1
λj−1
µj
. (4.36)
The following theorem now summarizes when an irreducible Markov process
is positive recurrent.
Theorem 4.6. A necessary and sufficient condition for an irreducible (BD)
process to be positive recurrent is
∑
i≥0
i∏
j=1
λj−1
µj
<∞, (4.37)
and ensures that all p(i) > 0.
Proof. By Theorem 2.18, if an irreducible Markov process has a solution
p, p1 = 1 to the balance equations, then the Markov process is positive
recurrent.
Condition (4.37) is sometimes referred to as the stability condition. Note
that this condition is trivially satisfied when the state space is finite, which is
not surprising since we know that a finite irreducible Markov process possesses
a unique equilibrium distribution.
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Returning to the homogeneous BD processes, we see that the stability
condition (4.37) reduces to ∑
i≥0
(λ
µ
)i
<∞. (4.38)
So, if λ/µ < 1 the BD process is positive recurrent and an equilibrium dis-
tribution exists. The condition λ/µ < 1 makes the intuition for the sample
paths in Figure 4.2 rigorous.
The local balance equations (4.34) can be derived by censoring the parts
of the sample path of the Markov process when it is not inside the set Ai =
{0, 1, . . . , i} with i ≥ 1. The rate at which the process leaves state i is p(i)(λi+
µi). The rate at which we enter state i is p(i− 1)λi−1 plus the rate at which
the process transitions to states outside Ai that return to state i. There is
only one transition from a state in Ai, state i, to a state outside Ai, state
i + 1. Taking into account the above observations, the balance equations of
the censored process are
p(i)(λi + µi) = p(i− 1)λi−1 + p(i)λiP(return to Ai in state i). (4.39)
In this case, P(return to Ai in state i) = Gi+1,i, which is the probability that,
starting from state i + 1, the Markov process reaches state i in finite time.
Assuming the Markov process is irreducible and positive recurrent, we know
that the process always returns to Ai. More importantly, due to the BD
structure the process always returns to Ai via state i. Combining these two
properties we derive Gi+1,i = 1. The balance equations (4.39) for the censored
process reduce to
p(i)µi = p(i− 1)λi−1, (4.40)
which is a local balance equation. The index i in Ai was arbitrary, so (4.40)
holds for all i ≥ 1.
Example 4.7. (M/M/∞ queue) We return to Example 4.3 concerning the
M/M/∞ queue. Regardless of the value of λ and µ, as long as they are finite,
this BD process is positive recurrent:
∑
i≥0
i∏
j=1
λj−1
µj
=
∑
i≥0
i∏
j=1
ρ
j
=
∑
i≥0
ρi
i!
= eρ <∞, (4.41)
with ρ := λ/µ. Since the BD process is positive recurrent, the limiting dis-
tribution exists and is found by taking t → ∞ in the transition functions of
Example 4.3, resulting in
p(j) = lim
t→∞ p0,j(t) = limt→∞ e
−ρ(1−e−µt)
(
ρ(1− e−µt))j
j!
= e−ρ
ρj
j!
. (4.42)
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We showed in Example 4.3 that for each time t,X(t) has a Poisson distribution
and also in equilibrium it follows a Poisson distribution.
If the transition functions are not available, the equilibrium distribution
can be derived using the balance equations. Let us do that now. Each BD
process satisfies the local balance equations. In this case they read
p(j)jµ = λp(j − 1) ⇒ p(j) = ρ
j
p(j − 1) = · · · = ρ
j
j!
p(0). (4.43)
We have an expression for p(j) in terms of p(0). The probability of being in
state 0 follows from the normalization condition as follows
1 =
∑
j≥0
p(j) = p(0)
∑
j≥0
ρj
j!
⇒ p(0) = e−ρ. (4.44)
Combining (4.43) and (4.44) shows that the equilibrium distribution is also
given by (4.42). 4
Example 4.8. (M/M/s/s queue) We examine the M/M/∞ queue but set
λi = 0 for i ≥ s. The interpretation of this queueing system is that of the
M/M/∞ queue, but if s servers are occupied, no arriving jobs are allowed
into the system. These jobs may be considered blocked, or lost, and corre-
spondingly this system is referred to as the Erlang loss or Erlang-B system.
An alternative interpretation is that of a system with s servers that allows a
maximum of s jobs to be in the system simultaneously. The birth rates are
λi = λ, 0 ≤ i < s and the death rates are µi = iµ, 1 ≤ i ≤ s. Since it
is an irreducible BD process with a finite state space, all states are positive
recurrent. The local balance equations are, with ρ := λ/µ,
p(j)jµ = p(j − 1)λ, 1 ≤ j ≤ s ⇒ p(j) = ρ
j
j!
p(0), 1 ≤ j ≤ s. (4.45)
So, the equilibrium probabilities of theM/M/s/s model have the same struc-
ture as the ones of the M/M/∞ model seen in Example 4.7, expect for the
normalization. The normalization condition in this case is
1 =
s∑
j=0
p(j) = p(0)
s∑
j=0
ρj
j!
⇒ p(0) =
( s∑
j=0
ρj
j!
)−1
(4.46)
and the equilibrium distribution has been determined. If s → ∞ then p(0)
converges to e−ρ and the equilibrium distribution coincides with the one from
the M/M/∞ model.
A quantity of special significance is the probability that an arriving job is
lost or blocked, which, by PASTA (see Section 3.1.3), is given by
B(s, ρ) = p(s) =
ρs
s!
( s∑
j=0
ρj
j!
)−1
. (4.47)
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This is often termed the Erlang-B formula. It is easily verified that the
probability of blocking satisfies the recurrence relation
B(s+ 1, ρ) =
ρB(s, ρ)
ρB(s, ρ) + s+ 1
, (4.48)
which is useful for numerical computation. 4
Example 4.9. (M/M/1 queue) We consider a homogeneous BD process with
λi = λ and µi = µ. This is also called an M/M/1 queue in queueing termi-
nology. From (4.38) we require λ < µ for the states to be positive recurrent.
The equilibrium distribution is derived from (4.35)–(4.36) and found to be
p(i) = (1− ρ)ρi, i ≥ 0, (4.49)
with ρ := λ/µ. 4
Example 4.10. (M/M/s queue) Consider a queueing system consisting of
s servers and a common queue. Jobs arrive according to a Poisson process
with rate λ and enter service if a server is idle. Serving a job takes Exp(µ)
time. If all servers are occupied, the job joins the end of the waiting line in
the common queue. When a server finishes serving a job, he takes the first
job from the waiting line and starts serving that job. If there is no waiting
job, the server becomes idle. This model is often referred to as the Erlang-C
model. Both Example 4.7 and Example 4.9 are special cases of this model.
The total number of jobs in the system at time t, labeled X(t), evolves
according to a BD process with λi = λ and
µi =
{
iµ, 0 ≤ i ≤ s− 1,
sµ, i ≥ s. (4.50)
Applying Theorem 4.6, the BD process is positive recurrent iff, with ρ := λ/µ,
∑
i≥0
i∏
j=1
λj−1
µj
=
s−1∑
i=0
i∏
j=1
λj−1
µj
+
∑
i≥s
i∏
j=1
λj−1
µj
=
s−1∑
i=0
ρi
i!
+
ρs
s!
∑
i≥0
ρi
si
<∞.
(4.51)
So, ρ/s < 1 ensures that an equilibrium distribution exists. From the local
balance equations (4.34) the equilibrium distribution is
p(i) =

p(0)
ρi
i!
, 0 ≤ i ≤ s− 1,
p(0)
ρi
s!si−s
, i ≥ s,
(4.52)
with
p(0) =
(s−1∑
i=0
ρi
i!
+
∑
i≥s
ρi
s!si−s
)−1
=
(s−1∑
i=0
ρi
i!
+
ρs
s!
1
1− ρs
)−1
(4.53)
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representing the probability that the system is empty.
A quantity of great importance is the probability that an arriving job must
wait, which is, by the PASTA property,
C(s, ρ) =
∑
i≥s
p(i) =
(
1 +
s!
ρs
(1− ρ
s
)
s−1∑
i=0
ρi
i!
)−1
. (4.54)
This is often referred to as the Erlang-C formula. It is easily verified that the
probability of waiting satisfies the recurrence relation
C(s+ 1, ρ) =
(1− ρs )C(s, ρ)
s+ 1− ρ− ρsC(s, ρ)
, (4.55)
which is convenient for numerical calculations.
The waiting timeW of a job is the time between his arrival and the time he
is taken into service, assuming an equilibrium state for the queueing system.
We analyze the waiting time distribution of an arbitrary job. Note that, given
that an arriving job must wait, the number of waiting jobs in front of him
is geometrically distributed with parameter ρ/s. So, the number of service
completions the arriving job must wait for is G+1, where G is a geometrically
distributed random variable with parameter ρ/s. Also note that the times
between successive service completions are independent and exponentially
distributed random variables with parameter sµ. Now observe that the sum
of G + 1 independent and exponentially distributed random variables with
parameter ν, where G itself is a geometrically distributed random variable
with parameter p, is again exponentially distributed with parameter ν(1−p).
So given that an arriving job must wait, its waiting time is exponentially
distributed with parameter sµ(1−ρ/s) = sµ−λ. Therefore the unconditional
waiting-time distribution is given by
P(W > t) = C(s, ρ)e−(sµ−λ)t, (4.56)
since the probability that an arbitrary job needs to wait is C(s, ρ). 4
Denote by Ri,j , j > i the expected time spent in state j multiplied by
λi + µi between two successive visits to state i. Conditioning on the state
visited after the first jump of the Markov process gives, for i ≥ 1,
Ri,i+1 = (λi + µi)Ei
[∫ τi,i
0
1{X(t) = i+ 1}dt
]
= (λi + µi)
( λi
λi + µi
Ei+1
[∫ τi+1,i
0
1{X(t) = i+ 1} dt
]
+
µi
λi + µi
Ei−1
[∫ τi−1,i
0
1{X(t) = i+ 1} dt
])
= λiEi+1
[∫ τi+1,i
0
1{X(t) = i+ 1}dt
]
=: λiMi+1,i. (4.57)
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Mi+1,i is interpreted as the expected time spent in state i + 1 before the
process reaches state i, given that the process starts in state i + 1. This
quantity is determined from a one-step analysis,
Mi+1,i =
1
λi+1 + µi+1︸ ︷︷ ︸
E[Hi+1]
+
λi+1
λi+1 + µi+1
Gi+1,iMi+1,i. (4.58)
A positive recurrent Markov process has Gi+1,i = 1 and therefore
Mi+1,i =
1
µi+1
⇒ Ri,i+1 = λi
µi+1
, (4.59)
which holds for all i. It seems that
p(i) = p(i− 1)Ri−1,i = · · · = p(0)
i−1∏
j=0
Rj,j+1 = p(0)
i−1∏
j=0
λj−1
µj
, i ≥ 1, (4.60)
which can be proven to hold.4 Plugging p(i) = p(0)
∏i−1
j=0Rj,j+1 into the
global balance equations (4.32)–(4.33) gives
λ0p(0) = µ1p(0)R0,1, (4.61)
(λi + µi)p(0)
i−1∏
j=0
Rj,j+1 = λi−1p(0)
i−2∏
j=0
Rj,j+1
+ µi+1p(0)
i∏
j=0
Rj,j+1, i ≥ 1. (4.62)
R0,1 is determined from (4.61). Dividing (4.62) by p(0)
∏i−2
j=0Rj,j+1 shows
that Ri,i+1 satisfies
µi+1Ri−1,iRi,i+1 − (λi + µi)Ri−1,i + λi−1 = 0, i ≥ 1, (4.63)
or
Ri,i+1 =
λi + µi
µi+1
− λi−1
µi+1
1
Ri−1,i
, i ≥ 1. (4.64)
If the BD process is homogeneous with λi = λ and µi = µ, then from the
definition of Ri,j we deduce that all Ri,i+1 are identical and we denote it by
R. This implies that R is the solution to the quadratic equation
µR2 − (λ+ µ)R+ λ = 0, i ≥ 1. (4.65)
If the BD process is positive recurrent, then R is the minimal non-negative
solution to (4.65). We return to these equations for Ri,i+1 and R in Chapter 6.
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4.4 Takeaways
Many probability text books cover birth–and–death (BD) processes, ranging
from short descriptions of the balance equations and equilibrium distribution,
to extensive chapters including many special cases and time-dependent analy-
sis [10, 56, 94]. In fact, we also decided to include some time-dependent analy-
sis starting from the Kolmogorov forward equations that describe the relations
between transition functions. The time-dependent analysis of all Markov pro-
cesses, also the ones treated in this book, can depart from Kolmogorov equa-
tions, but only exceptional cases like BD processes lead to equations that are
amenable to analysis, let alone result in compact solutions like in some of the
examples. For a more extensive treatment of the time-dependent analysis of
BD process, including some deep connections with orthogonal polynomials,
we refer to the classic work of Karlin and McGregor [55].
BD processes give rise to Markov process with states that can be arranged
on a half-line. This special structures makes that instead of global balance,
it suffices to work with local balance, which considerably reduces the com-
plexity of the system of equations. While we see more examples in this book
where local balance suffices (Chapter 5), for BD processes the local balance
equations are particularly neat, and solved by the product-form solution in
(4.35). This solution can be obtained by a recursive argument that starts
in state zero and follows the half-line from one state to the other. We will
exploit such recursive structures more often, for instance in developing the
theory of matrix-geometric methods presented in Chapters 6 and 7.
We saw that the equilibrium distribution of a BD process can also be found
using the global balance equations, for instance using generating functions.
For BD processes this is a naive method that forgets to exploit the unique
state space structure, but still gives the product-form solutions. In this book
we see more examples that can be approached by either global or (more) local
views. In these more involved examples of Chapters 5 and 11, the global view
leads nowhere, while the local view (not necessarily local balance, but at least
a flow argument between a reduced number of states) provides a handle for
finding a product-form solution.
Notes
1. For a similar discussion of the M/G/∞ queue, where the service time dis-
tribution is allowed to be any distribution (general, hence the G), see [103,
Section 3.2].
2. Keilson provides two analytical proofs of Theorem 4.5 in [59, Section 1] and
[60, Section 5.1], but does not characterize the parameters of the exponential
random variables. Fill [37, Theorem 1.1] succeeds in proving the same result
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using probabilistic arguments and moreover characterizes the parameters of
the exponential random variables.
3. The intuition for (4.31) appears in [30, Section 3.1], but also follows from the
standard probabilistic reasoning outlined above the equation.
4. A formal proof of the relation p(i) = p(0)
∏i−1
j=0Rj,j+1 can be found in La-
touche and Ramaswami [70, Section 4.5]. Section 4.6 in the same reference
derives more properties of the Rj,j+1. Neuts also discusses this quantity in
[83].
Chapter 5
Queueing networks
This chapter deals with structured classes of Markov processes that arise
from considering queueing networks, so systems of queues in which jobs or
customers following routes to traverse multiple stations. The structure of
these Markov processes shows strong dependencies between customers and
stations, but nevertheless product-form solutions arise for some classes of
networks.
5.1 Reversibility
For the purpose of introducing reversibility, or time-reversibility, we assume
that the time index t belongs to R, so that a Markov process is referred to
as {X(t)}t∈R. In this context, a stationary process has P(X(0) = x) = p(x),
where p = [p(x)]x∈S is the stationary distribution.
Theorem 5.1. Consider a stationary Markov process {X(t)}t∈R. Then the
process {X(−t)}t∈R is a stationary Markov process with the same equilibrium
distribution p = [p(x)]x∈S and transition rates, for x 6= y,
q¯x,y :=
p(y)
p(x)
qy,x, x, y ∈ S, (5.1)
and q¯x :=
∑
y 6=x q¯x,y =
∑
y 6=x qx,y =: qx.
Proof. {X(−t)}t∈R is a stationary process since P(X(−t) = x) = p(x). Define
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Y (t) := X(−t). Now, for x 6= y,
P(Y (t+ h) = y | Y (t) = x) = P(Y (t+ h) = y, Y (t) = x)
P(Y (t) = x)
=
P(X(−t− h) = y, X(−t) = x)
P(X(−t) = x)
=
p(y)py,x(h)
p(x)
. (5.2)
Dividing both sides by h, letting h ↓ 0 and recalling (2.40) gives the result.1
Definition 5.2. (Reversibility) If a Markov process satisfies, for x 6= y,
p(x)qx,y = p(y)qy,x, x, y ∈ S (5.3)
then the process is reversible.
This definition implicates that all Markov processes that have a solution
to the local balance equations are reversible Markov processes. In particular,
all BD processes are reversible.
Example 5.3. (M/M/s/s queue) Recall the Erlang-B model, which is a BD
process with qi,i+1 = λ and qi+1,i = (i+1)µ for 0 ≤ i ≤ s−1. The equilibrium
distribution was derived in Example 4.8 and is
p(i) = p(0)
(λ/µ)i
i!
, 0 ≤ i ≤ s (5.4)
with p(0) given in Example 4.8. Using Definition 5.2, for 0 ≤ i ≤ s− 1,
p(i)qi,i+1 = p(0)
(λ/µ)i
i!
λ = p(0)
(λ/µ)i+1
(i+ 1)!
(i+ 1)µ = p(i+ 1)qi+1,i, (5.5)
verifying that the Markov process associated with the M/M/s/s queue is
reversible. 4
The following theorem plays a key part in the analysis of stochastic net-
works that are reversible.
Theorem 5.4. A reversible Markov process with state space S and equi-
librium distribution p = [p(x)]x∈S that is truncated to A ⊂ S is again a
reversible Markov process with equilibrium distribution
p¯(x) =
p(x)∑
y∈A p(y)
, x ∈ A. (5.6)
Proof. Note that p¯(x)qx,y = p¯(y)qy,x by reversibility of the original process,
so detailed balance is satisfied.2
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Example 5.5. (M/M/s/s queue) Employing Theorem 5.4, the equilibrium
distribution of the Markov process associated with theM/M/s/s queue is the
same as both the equilibrium distribution of the reversible Markov processes
of the M/M/s queue and of the M/M/∞ queue truncated to the set A =
{0, 1, . . . , s}. From Examples 4.7 and 4.10, we know that the equilibrium
probabilities are
p(i)(M/M/s) =
{
p(0)(M/M/s) ρ
i
i! , 0 ≤ i ≤ s− 1,
p(0)(M/M/s) ρ
i
s!si−s , i ≥ s,
(5.7)
and
p(i)(M/M/∞) = p(0)(M/M/∞)
ρi
i!
, (5.8)
with ρ := λ/µ. Plugging both equilibrium probabilities into the right-hand
side of (5.6) produces the equilibrium distribution of the Markov process
associated with the M/M/s/s queue. 4
The queueing systems that we consider in this book have Poisson arrival
processes. For many of these systems, the departure process is also a Poisson
process where the departure rate is equal to the arrival rate, which we show
in the following theorem. In queueing networks, the departure process of one
queue can be the arrival process of another queue. Knowing that this arrival
process is again a Poisson process makes the analysis of the network a lot
easier.
Theorem 5.6. Consider a queue where jobs arrive according to a Poisson
process with rate λ and leave at rate µi when i jobs are in the system. In
equilibrium, the inter-departure times of jobs are exponentially distributed with
mean 1/λ and are independent of the number of jobs in the system.
Proof. Denote byX(t) the number of jobs in the system at time t. The system
is in equilibrium, which is equivalent to X(0) being distributed according to
the equilibrium distribution p. Let T be the time at which the first departure
occurs and recall that X(T ) is the number of jobs left behind by the first
departure. Define the conditional joint transform
Ri(ω, z) := E[e−ωT zX(T ) | X(0) = i], i ≥ 0. (5.9)
For i ≥ 1, either the first event is an arrival with probability λ/(λ + µi) or
a departure with probability µ/(λ+ µi). So, by the strong Markov property,
for i ≥ 1,
Ri(ω, z) =
λ+ µi
λ+ µi + ω
( λ
λ+ µi
Ri+1(ω, z) +
µi
λ+ µi
zi−1
)
=
λ
λ+ µi + ω
Ri+1(ω, z) +
µi
λ+ µi + ω
zi−1 (5.10)
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and
R0(ω, z) =
λ
λ+ ω
R1(ω, z). (5.11)
This gives the functional equations
(λ+ ω)R0(ω, z) = λR1(ω, z), (5.12)
(λ+ µi + ω)Ri(ω, z) = λRi+1(ω, z) + µiz
i−1, i ≥ 1. (5.13)
Define the PGF
PX(z) :=
∑
i≥0
p(i)zi (5.14)
and consider
E[e−ωT zX(T )] =
∑
i≥0
p(i)Ri(ω, z). (5.15)
Multiply the i-th equation of (5.13) by p(i) and sum over all i ≥ 1 to obtain
(λ+ ω)
∑
i≥1
p(i)Ri(ω, z) +
∑
i≥1
µip(i)Ri(ω, z)
= λ
∑
i≥1
p(i)Ri+1(ω, z) +
∑
i≥1
µip(i)z
i−1. (5.16)
Adding and subtracting p(0)R0(ω, z) on the left-hand side, using the local
balance equations λp(i− 1) = µip(i), i ≥ 1 and (5.12), results in
E[e−ωT zX(T )] =
λ
λ+ ω
PX(z). (5.17)
So, the inter-departure time is exponentially distributed with parameter λ
and is moreover independent of the number of jobs that are left behind by
the departing job.
5.2 Loss networks
A loss network is a stochastic network consisting of nodes with links between
nodes and jobs travelling over routes in the network. Jobs for each route
arrive according to a Poisson process. A route is described by a number of
links and for each link the number of capacity unit that is required to serve
the job. A job holds the capacities in each link of its route simultaneously for
an exponential amount of time, leaving the system afterwards. The capacity
on each link is finite, however. So, an arriving job does not enter the network
if it finds that a link on its route does not have enough free capacity. Such
a job is lost, and therefore the network is called a loss network. Besides the
equilibrium distribution, a key quantity in these networks is the probability
that a job is lost.
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1
2
3
4
5
(a) Nodes, links (b) Route 1 (c) Route 2 (d) Route 3
Figure 5.1: A simple loss network.
Example 5.7. (A loss network) Consider a network of six nodes and links
with capacities as shown in Figure 5.1(a). There are three different routes
in this network, see Figure 5.1(b)-(d). Jobs for route 1 use the links 1, 3
and 5, arrive according to a Poisson process with rate λ1 and, if admitted,
hold simultaneously one unit of capacity on all three links in its route for an
exponential amount of time with parameter µ1. So, an arriving route-1 job
is lost if there is no capacity available on links 1, 3 or 5. Route-2 jobs share
link 5 with route-1 jobs and route-3 jobs share link 3 with route-1 jobs, but
route-2 and route-3 jobs do not share a link. Nonetheless, there is still a large
influence of route-2 jobs on the performance of route-3 jobs and vice versa.
For example, if the arrival rate of route-3 jobs is large, all the capacity units
of link 3 will be occupied. This means that almost all route-1 jobs will be lost
and as a result, almost all route-2 jobs are admitted. 4
In the following subsection we treat an example in greater detail.
5.2.1 Multi-class Erlang-B model
Consider a pool of c identical servers offered traffic from M job classes and
denote the set of classes asM := {1, 2, . . . ,M}. Class-m jobs arrive according
to a Poisson process with rate λm and require an exponentially distributed
service time with parameter µm. Denote by ρm := λm/µm the offered traffic
from class-m jobs. A class-m job requires the simultaneous use of bm servers
for the duration of its service. Arriving jobs for which there are not sufficiently
many servers available leave the system immediately.
The state of the system at time t may be described by a vector X(t) :=
(X1(t), X2(t), . . . , XM (t)) withXm(t) representing the number of class-m jobs
in the system at time t. Define
S := {x ∈ NM0 :
M∑
m=1
bmxm ≤ c} (5.18)
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as the set of all feasible states. The process {X(t)}t≥0 is an irreducible Markov
process with state space S. Since its state space is finite, the equilibrium
probabilities, now denoted as p(x), exist.
Let em be a vector of dimensionM with a 1 at position m, where indexing
starts at 1. The equilibrium distribution satisfies the global balance equations( M∑
m=1
λm1{x + em ∈ S}+
M∑
m=1
xmµm
)
p(x)
=
M∑
m=1
λm1{xm > 0}p(x− em)
+
M∑
m=1
(xm + 1)µm1{x + em ∈ S}p(x + em), (5.19)
for all states x ∈ S, together with the normalization condition∑
x∈S
p(x) = 1. (5.20)
Let us try to solve for p(x) using an educated guess. If there would be infinite
number of servers, then jobs of all classes are allowed to enter the system,
removing dependencies between classes and we would expect a product-form
solution. So, let us see if a product-form solution works here as well. In
particular, use the form
p(x) =
1
G(c,M)
M∏
m=1
yxmm
xm!
, (5.21)
where ym still needs to be determined and G(c,M) is a normalization con-
stant. Assume all indicator functions in (5.19) evaluate to 1. This indicates
that we are in the interior of the state space S. Plugging (5.21) into (5.19)
and multiplying both sides by G(c,M) gives
M∑
m=1
λm
M∏
n=1
yxnn
xn!
+
M∑
m=1
xmµm
M∏
n=1
yxnn
xn!
=
M∑
m=1
λm
yxm−1m
(xm − 1)!
∏
n∈M\{m}
yxnn
xn!
+
M∑
m=1
(xm + 1)µm
yxm+1m
(xm + 1)!
∏
n∈M\{m}
yxnn
xn!
. (5.22)
If we now choose ym = ρm, then the first summation on the left-hand side
is equal to the second summation on the right-hand side and the second
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summation on the left-hand side is equal to the first summation on the right-
hand side. We conclude that
p(x) =
1
G(c,M)
M∏
m=1
ρxmm
xm!
, x ∈ S (5.23)
satisfies (5.19) if all indicator functions evaluate to 1, but can also be shown
to satisfy (5.19) if this assumption is dropped. The normalization constant
follows from the normalization condition (5.20) and is
G(c,M) =
∑
x∈S
M∏
m=1
ρxmm
xm!
. (5.24)
We now consider the system occupancy in terms of the number of busy
servers. Denote by p(i) the probability that i servers are busy for i =
0, 1, . . . , c. Define
Si := {x ∈ S :
M∑
m=1
bmxm = i} (5.25)
as the set of all states with exactly i servers busy. The probabilities p(i) may
then be formally expressed in terms of the probabilities p(x) as
p(i) =
∑
x∈Si
p(x). (5.26)
The probability that a class-m job is blocked can directly be obtained from
the probabilities p(i) as
Bm =
c∑
i=c−bm+1
p(i). (5.27)
Of course, the blocking probability Bm may also be directly expressed in
terms of the probabilities p(x) as
Bm =
∑
x∈S:x+em /∈S
p(x) = 1−
∑
x+em∈S
p(x). (5.28)
This last summation can be rewritten as
∑
x+em∈S
p(x) =
1
G(c,M)
∑
x+em∈S
M∏
n=1
ρxnn
xn!
=
G(c− bm,M)
G(c,M)
. (5.29)
Summarizing, the blocking probabilities Bm can be obtained from the ratio
of the normalization constants for two systems with a different number of
servers.
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Remark 5.8. (Insensitivity property) In fact, the equilibrium distribution
given above holds for any service time distribution with mean 1/µm (without
proof). This means that the stationary distribution only depends on the
service time distribution through its mean, and not on any higher moments.
This is called an insensitivity property that is also encountered in the ordinary
Erlang-B model, but also the Erlang-C model. 4
Despite the elegant form, the expression (5.24) is typically impractical for
computing the probabilities p(i) and Bm. The number of feasible states in
the above model and therefore also the number of terms in the normalization
constant, grows rapidly with c and M . This makes the numerical evalua-
tion of the normalization constant directly through brute-force summation
prohibitively demanding for even moderately large values of c and M .
We now discuss an alternative procedure for calculating the probabilities
p(i) and the blocking probabilities first described in Kaufman [57] and Roberts
[95].
Lemma 5.9. (Kaufman-Roberts recursion) The probabilities p(i) satisfy
the recurrence relation
ip(i) =
M∑
m=1
ρmbm1{i ≥ bm}pi−bm , i = 0, 1, . . . , c. (5.30)
Proof. Define
Rm(i) :=
∑
x∈Si
xmp(x). (5.31)
First observe that, from the definition of p(i) and Si,
ip(i) =
∑
x∈Si
ip(x) =
∑
x∈Si
M∑
m=1
bmxmp(x)
=
M∑
m=1
bm
∑
x∈Si
xmp(x) =
M∑
m=1
bmRm(i). (5.32)
From (5.23), we have
xnp(x) =
xn
G(c,M)
M∏
m=1
ρxmm
xm!
=
ρn
G(c,M)
ρxn−1n
(xn − 1)!
∏
m∈M\{n}
ρxmm
xm!
= ρnp(x− en). (5.33)
Substituting (5.33) into (5.31) yields
Rm(i) = ρm
∑
x∈Si
p(x− em) = ρm
∑
x∈Si−bm
p(x) = ρm1{i ≥ bm}pi−bm . (5.34)
Plugging (5.34) into (5.32) proves the claim.
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5.2.2 Equilibrium distributions for loss networks
The multi-class Erlang-B model described in Section 5.2.1 may be interpreted
as a single ‘link’ or transmission resource with c ‘circuits’ or ‘trunks’ (repre-
sented by the servers) offered ‘calls’ or ‘connections’ (represented by the jobs)
from M classes. The single-link model may be generalized to networks of
multiple links, where the various classes correspond to jobs that may traverse
different routes (subsets of links), require different numbers of circuits, or a
combination of these two features. Specifically, consider a network consisting
of L links indexed by the set L := {1, 2, . . . , L}, offered traffic from M dis-
tinct job classes. Denote by cl the capacity of, or, number of circuits in, link l.
Class-m jobs arrive as a Poisson process with rate λm, and have exponentially
distributed holding times with parameter µm. Denote by ρm := λm/µm the
offered traffic from class-m jobs. Class-m jobs require the simultaneous use of
bm,l circuits on link l for the duration of their holding time. Arriving jobs for
which there are not sufficiently many circuits available leave the system im-
mediately. The set of links Rm := {l ∈ L : bm,l > 0} may be interpreted as the
route of class-k jobs. The route sets Rm need to satisfy certain ‘logical’ con-
straints in order for routes to be contiguous paths in some underlying physical
network topology. However, the subsequent analysis applies for completely
arbitrary values of bm,l.
It is easily verified that the analysis in Section 5.2.1 for the single-link
model, in particular the equilibrium distribution given in (5.23), readily ex-
tends to the above network scenario, with state space now replaced by
S := {x ∈ NM0 :
M∑
m=1
bm,lxm ≤ cl for all l ∈ L}. (5.35)
Theorem 5.10. The equilibrium distribution of a loss network is given by
p(x) =
1
G
M∏
m=1
ρxmm
xm!
, (5.36)
with normalization constant
G =
∑
x∈S
M∏
m=1
ρxmm
xm!
. (5.37)
Proof. We now give a proof using the concept of reversibility. Consider the
case with infinite capacity c1 = c2 = · · · = cL = ∞ (abbreviated as ic). In
this case all jobs are accepted to the system and jobs in different classes are
independent of each other. By this independence we have a product-form
solution originating from the M/M/∞ queue:
pic(x) =
M∏
m=1
e−ρm
ρxmm
xm!
. (5.38)
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Iteration B′1 B′2 B′3 B′4 B′5
1 6.25% 6.25% 21.05% 6.25% 21.05%
2 2.17% 3.76% 16.15% 3.76% 15.15%
5 2.70% 4.16% 17.47% 4.16% 17.47%
10 2.68% 4.15% 17.44% 4.15% 17.44%
20 2.68% 4.15% 17.44% 4.15% 17.44%
Table 5.1: Solving (5.41) for Example 5.11 using successive substitutions.
Truncating the state space from NM0 to S and using Theorem 5.4 gives the
result.
Clearly, the evaluation of the normalization constant G will be even more
computationally demanding than in the single-link model. In general, there is
no efficient numerical equivalent of the Kaufman-Roberts recursion presented
in Lemma 5.9. In the important special case where bm,l ∈ {0, 1} for all
m ∈ M and l ∈ L, the blocking probabilities for the various classes may be
approximated using the so-called Erlang fixed-point approximation.
Denote the blocking probability on link l as B′l. Then the probability
of a class-m job being blocked is expressed in terms of these link blocking
probabilities as
1−Bm =
∏
l∈L : bm,l=1
(1−B′l), (5.39)
since each link in the class-m route needs to have at least one unit of capacity
available. Now, assume that the blocking probabilities B′l of blocking on link
l are independent from link to link (which in a real network they are not!).
In that case, the traffic offered to link l would be Poisson with rate
σl =
M∑
m=1
bm,lρm
∏
k∈L\{l} : bm,k=1
(1−B′k). (5.40)
By the Erlang-B formula, see also Example 4.8, the link blocking probabilities
satisfy
B′l = B(cl, σl) =
σcll
cl!
( cl∑
j=0
σjl
j!
)−1
, l ∈ L. (5.41)
A unique solution to these equations exists and therefore we are able to obtain
the blocking probabilities for each class of jobs.3
Example 5.11. (Blocking probabilities in a simple loss network) Con-
sider again the loss network of Example 5.7 and Figure 5.1, where all three
classes require one unit of capacity at each link in their route. Set cl = 3, l ∈ L
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and ρm = 1, m ∈M. Under the assumption of independent blocking proba-
bilities, the Poisson traffic offered to each link is
σ1 = (1−B′3)(1−B′5), σ2 = (1−B′3), σ3 = (1−B′1)(1−B′5) + (1−B′2),
σ4 = (1−B′5), σ5 = (1−B′1)(1−B′3) + (1−B′4). (5.42)
We wish to determine these link blocking probabilities through the Erlang
fixed-point equations (5.41). A possible method of obtaining the solution is
through straightforward successive substitutions. This method, however, does
not guarantee convergence to the solution, but usually works in practice. Let
us take this approach and use as an initial guess B′l = 0, l ∈ L, see Table 5.1.
From this approximation we find that link 3 and 5 are blocked most often and
there are two pairs of links that have the same blocking probabilities. The
last observation can be explained by the fact that both pairs of links are on a
route consisting of three links and a route of two links, and furthermore, the
load offered by each class is the same. The blocking probabilities for a class
(or route) are calculated from (5.40): B1 = 33.67%, B2 = B3 = 20.87%. 4
5.3 Jackson networks
In this section we consider the class of so-called Jackson networks, named
after the queueing theorist J.R. Jackson. A Jackson network consists of M
queues (or stations) with possibly state-dependent service rates. Specifically,
when there are a total of xm jobs at queue m, the service rate is vm(xm), with
vm(0) = 0, m = 1, 2, . . . ,M . Note that for example vm(xm) = min(xm, sm)
models a situation where queue m has sm identical servers. The service times
at queuem are independent and exponentially distributed with parameter µm.
At each of the queues, the jobs are served in order of arrival. Upon service
completion at queue m, jobs either proceed to queue n with probability rm,n
or leave the system with probability rm,0 = 1 −
∑M
n=1 pm,n, where ‘0’ refers
to outside the network. The probabilities rm,n are commonly called routing
probabilities, and the M × M matrix R = [rm,n]m,n=1,2,...,M the routing
matrix. Jobs can arrive from outside the network to any of the queues in the
network.
Let us first treat two examples of Jackson networks.
5.3.1 Tandem queues
Consider a system of M queues in series with sm servers at the m-th queue.
Jobs arrive to the first queue according to a Poisson process with rate λ and
require independent and exponentially distributed service times with param-
eter µm at the m-th queue. Upon service completion at the m-th queue, jobs
proceed to the (m+1)-th queue, m = 1, 2, . . . ,M−1 and a service completion
at the final queue leads to the job departing the system. Define ρm := λ/µm
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as the offered load at the m-th queue. For stability, assume ρm < sm for all
m = 1, 2, . . . ,M .here should a homogeneous structure in terms of the transi-
tions. That is, the transition structure and the rate at which these transitions
occur should be the same for all states in the interior; for all states on the
vertical boundary; and for all states on the horizontal boundary.
The state of the system at time t may be described by a vector X(t) =
(X1(t), X2(t), . . . , XM (t)) with Xm(t) representing the number of jobs at the
m-th queue at time t. It is easily verified that the process {X(t)}t≥0 is a
Markov process with state space S = NM0 . Denote by p(x) the equilibrium
probability of being in state x ∈ S. The equilibrium probabilities satisfy the
global balance equations(
λ+
M∑
m=1
min(xm, sm)µm
)
p(x) = λ1{x1 > 0}p(x− e1)
+
M−1∑
m=1
min(xm + 1, sm)µm1{xm+1 > 0}p(x + em − em+1)
+ min(xM + 1, sM )µMp(x + eM ), (5.43)
for all states x ∈ S, and the normalization condition∑
x∈S
p(x) = 1. (5.44)
It is easily verified through substitution, as we did in Section 5.2.1, that the
equilibrium distribution is a product-form solution
p(x) =
M∏
m=1
pm(xm), (5.45)
with
pm(i) =
{
pm(0)
ρim
i! , 0 ≤ i ≤ sm − 1,
pm(0)
ρim
sm!s
i−sm
m
, i ≥ sm,
(5.46)
and
pm(0) =
(sm−1∑
i=0
ρim
i!
+
ρsmm
sm!
1
1− ρmsm
)−1
. (5.47)
This indicates that the number of jobs at the various stations are independent,
and the number of jobs at the m-th station is distributed as the number
of jobs in an isolated queue with sm servers, Poisson arrival at rate λ and
exponentially distributed service times with parameter µm. Looking back
at Theorem 5.6, the departure process of the first queue, which is the arrival
process of the second queue, is Poisson with rate λ and moreover independent
of the number of jobs in the first queue. So, we could have expected the
product-form equilibrium distribution.
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5.3.2 Closed tandem queues
Suppose that the previous tandem queue is modified as follows. Instead of
a Poisson arrival process, we assume that there is a finite population of K
jobs circulating through the tandem queues. Upon service completion at
the M -th queue, jobs return to the first queue. To avoid trivialities, K >
min(s1, s2, . . . , sM ), because otherwise there is no interaction between jobs,
and each of the simply cycle through the M queues, independently of all
others. We no longer need to assume that ρm < sm since this system is always
stable. This system is called a closed system because no outside arrivals are
allowed into the system. The previous tandem queue is then aptly named
open.
As before, let X(t) be the vector of the number of jobs at time t at each
queue. The process {X(t)}t≥0 is a Markov process on the state space
S = {x ∈ NM0 :
M∑
m=1
xm = K}, (5.48)
with equilibrium probabilities p(x). These probabilities satisfy the global
balance equations
M∑
m=1
min(xm, sm)µmp(x)
=
M−1∑
m=1
min(xm + 1, sm)µm1{xm+1 > 0}p(x + em − em+1)
+ min(xM + 1, sM )µM1{x1 > 0}p(x + eM − e1), (5.49)
for all states x ∈ S, and the normalization condition∑
x∈S
p(x) = 1. (5.50)
For the closed tandem queuing network, the equilibrium distribution is given
by
p(x) =
1
G
M∏
m=1
pm(xm), (5.51)
with
pm(i) =
{
ρim
i! , 0 ≤ i ≤ sm − 1,
ρim
sm!s
i−sm
m
, i ≥ sm,
(5.52)
with the normalization constant
G =
∑
x∈S
M∏
m=1
pm(xm), (5.53)
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and ρm := γ/µm for some arbitrary constant γ > 0. This constant is arbitrary
since it appears only as γK in both the numerator and denominator of p(x).
Obviously, the number of jobs at the various stations are no longer inde-
pendent, but the equilibrium distribution retains a remarkably simple struc-
ture. It looks as if we applied Theorem 5.4 to the equilibrium distribution of
the open tandem queue to obtain the equilibrium distribution of the closed
tandem queue. However, Theorem 5.4 requires the Markov process to be re-
versible, but that is not the case here. Consider M = 3 and examine the
transition rate from state y = (1, 0, 0) to state z = (0, 1, 0), which is µ1. For
the Markov process to be reversible, we require
p(y)qy,z = p(z)qz,y, (5.54)
but qz,y = 0. So, the Markov process associated with the open tandem queue
is in general not reversible and Theorem 5.4 cannot be applied.
5.3.3 Open Jackson networks
The tandem queue of Section 5.3.1 belongs to the class of open Jackson net-
works. As it turns out, open Jackson networks have a similar product-form
solution for the equilibrium distribution. Here we treat open Jackson net-
works in full.
In open Jackson networks jobs arrive from the external environment, and
eventually leave the system. Specifically, jobs are assumed to arrive at queue
m as a Poisson process with rate λm, m = 1, 2, . . . ,M . We will assume that
rm,0 > 0 for at least one value of m, because otherwise it would be impossible
for jobs to leave, and the system would definitely be unstable.
Denote by Λm the total arrival rate at queue m, including both external
arrivals and transitions from other queues or queuem itself. In case the system
is stable, Λm must equal the total departure rate at queue m, including both
external departures and transitions to other queues or queue m itself, and will
also be called the throughput of queue m. In case the system is stable, the
throughputs satisfy the following set of linear equations describing the flow
of jobs through the system, the so-called traffic equations,
Λm = λm +
M∑
n=1
Λnrn,m, m = 1, 2, . . . ,M, (5.55)
which may be written in vector-matrix notation as Λ = λ + ΛR, or equiv-
alently Λ(I − R) = λ, with I the identity matrix, Λ = [Λm]m=1,2,...,M the
throughput vector, and λ = [λm]m=1,2,...,M the vector of exogenous arrival
rates. The assumption that rm,0 > 0 for at least one value of m implies that
the matrix R has spectral radius strictly less than unity, and ensures that the
matrix I − R has a positive inverse, so that the throughput vector may be
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expressed as Λ = λ(I −R)−1. Note that the service rates vm(·) and parame-
ters µm do not occur in the traffic equations, but of course they do determine
whether or note the system is stable, and in turn determine when the traffic
equations actually apply. Without proof, we state that the system is stable
if Λm < µmv∗m for all m = 1, 2, . . . ,M , with v∗m := lim infx→∞ vm(x). In
particular, when rm(x) = min(x, sm), the system is stable when Λm < µmsm.
The state of the system at time t may be described by a vector X(t) :=
(X1(t), X2(t), . . . , XM (t)), with Xm(t) the total number of jobs present at
queue m at time t. It is easily verified that the process {X(t)}t≥0 is a Markov
process with state space S = NM0 . Assuming the stability condition to be
fulfilled, denote by p(x) the equilibrium probability that the system is in
state x. These probabilities satisfy the global balance equations
M∑
m=1
(
λm + µmrm(xm)
)
p(x) =
M∑
m=1
λm1{xm > 0}p(x− em)
+
M∑
m=1
µmrm(xm + 1)rm,0p(x + em)
+
M∑
m=1
M∑
n=1
µmrm(xm + 1)rm,n1{xn > 0}p(x + em − en) (5.56)
for all states x ∈ S, along with the normalization condition
∑
x∈S
p(x) = 1. (5.57)
The equilibrium distribution has the product form
p(x) =
1
G
M∏
m=1
gm(xm), (5.58)
with ρm := Λm/µm, gm(x) := ρxm/(
∏x
n=1 vm(n)), and
G =
∑
x∈S
M∏
m=1
gm(xm) =
M∏
m=1
∑
xm≥0
gm(xm) =:
M∏
m=1
Gm. (5.59)
Since lim infxm→∞ vm(xm) = v∗m and ρm < v∗m we know that there exists an
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 > 0 and N <∞ such that vm(xm) > v∗m −  > ρm for xm > M . Now,
Gm =
∑
k≥0
ρkm∏k
l=1 vm(l)
=
N∑
k=0
ρkm∏k
l=1 vm(l)
+
∑
k≥N+1
ρkm(∏N
l=1 vm(l)
)(∏k
n=N+1 vm(n)
)
=
N∑
k=0
ρkm∏k
l=1 vm(l)
+
ρNm∏N
l=1 vm(l)
∑
k≥1
ρkm∏N+k
n=N+1 vm(n)
<
N∑
k=0
ρkm∏k
l=1 vm(l)
+
ρNm∏N
l=1 vm(l)
∑
k≥1
( ρm
v∗m − 
)k
<∞. (5.60)
So, the assumption Λm < µmv∗m ⇔ ρm < v∗m ensures that Gm < ∞.
Note that p(x) may be written as p(x) =
∏M
m=1 ψm(xm), where ψm(x) :=
gm(x)/Gm. Further observe that ψm(·) is the equilibrium distribution of the
number of jobs at an isolated queue with a Poisson arrival process with rate
Λm, exponentially distributed service times with parameter µm and state-
dependent service rate vm(·).
In case queue m has just a single unit-rate (vm(x) = 1) server, the factor
ρm represent the utilization of the server at queue m, and Gm = 1/(1− ρm),
so that its equilibrium distribution (indexed by a subscript m) is given by
pm(xm) = (1− ρm)ρxmm . (5.61)
In case there are infinitely many servers at queue m (vm(x) = x), we obtain
that Gm = eρm , which means that
pm(xm) = e
−ρm ρ
xm
m
xm!
. (5.62)
Now let pm(xm) be the equilibrium probability that there are a total of xm
jobs present at queue m. Since ψm(·) is a probability distribution, it follows
that
pm(xm) =
∑
y∈S : ym=xm
p(y) =
∑
y∈S : ym=xm
M∏
n=1
ψn(yn)
= ψm(xm)
∏
n 6=m
∑
yn≥0
ψn(yn) = ψm(xm), (5.63)
and therefore p(x) =
∏M
m=1 pm(xm).
This implies two important properties of open Jackson networks. First of
all, the total number of jobs present at queue m has the same equilibrium
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distribution as that of an isolated queue with a Poisson arrival process of
rate Λm, exponentially distributed service times with parameter µm, and
state-dependent service rate vm(·). Second, the numbers of jobs present at
the various queues are independent in equilibrium. These are two crucial
properties that however need to be applied and interpreted with caution. For
example, the first property might suggest that the aggregate arrival process at
queue m, including both external arrivals and transitions from other queues,
is Poisson with rate Λm. This is indeed the case in some particular Jackson
networks such as the open tandem queues considered in this chapter. However,
in general this is not the case. Also, the second property is rather striking in
view of the strong interaction due to the transitions among the various queues.
The interaction in fact implies that the state of one queue can influence the
state of other queues at future time instants, which might seem to contradict
the stated independence. In order to resolve the paradoxical situation, it is
critical to note that the independence only holds for the joint number of jobs
at each queue at the same time epoch in equilibrium, and not for the states
of different queues at different instants in time or in transient regimes.
5.3.4 Closed Jackson networks
In closed Jackson networks there are no external arrivals or departures. In-
stead, there is a fixed population ofK jobs which circulate through the system.
In contrast to the case of open networks, we now have
∑M
m=1 rm,n = 1 for
all m = 1, 2, . . . ,M ; the routing matrix R = [rm,n]m,n=1,2,...,M is stochastic.
In order to ensure that the equilibrium distribution does not depend on the
initial state, we assume that the matrix R is irreducible, which means that
the matrix I −R has rank M − 1.
Like in the case of open networks, denote by Λm the total arrival rate at
queue m, now however consisting exclusively of transitions from other queues
or queue m itself. Without any further assumptions, Λm will be equal to the
total departure rate or throughput at queue m, again now consisting however
exclusively of transitions to other queues or queue m itself. The throughputs
satisfy the following set of linear equations, the so-called traffic equations,
Λm =
M∑
n=1
Λnrn,m, m = 1, 2, . . . ,M, (5.64)
which may be written in vector-matrix notation as Λ = ΛR, or equivalently
Λ(I − R) = 0, with Λ = [Λm]m=1,2,...,M the throughput vector. In contrast
to the case of open networks, the traffic equations no longer have a unique
solution. Note that scaling a solution, that is, multiplying all throughputs
with a common scalar value, will again yield a solution since the traffic equa-
tions are first-order homogeneous. Because the matrix I−R has rank M − 1,
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the traffic equations do however uniquely determine the relative values of the
throughputs: they determine the throughputs up to a common scaling factor.
As in the case of open networks, the state of the system at time t may be
described by X(t) := (X1(t), X2(t), . . . , XM (t)), with Xm(t) representing the
total number of jobs present at queue m at time t. It is easily verified that
the process {X(t)}t≥0 is a Markov process with state space
S := {x ∈ NM0 :
M∑
m=1
xm = K}. (5.65)
Denote by p(x) the equilibrium probability that the system is in state x ∈ S.
These probabilities satisfy the global balance equations
M∑
m=1
µmvm(xm)p(x)
=
M∑
m=1
M∑
n=1
µmvm(xm + 1)rm,n1{xn > 0}p(x + em − en) (5.66)
for all states x ∈ S, along with the normalization condition∑
x∈S
p(x) = 1. (5.67)
Through substitution it can be verified that the equilibrium distribution is
p(x) =
1
G
M∏
m=1
gm(xm), (5.68)
with ρm := κΛm/µm, gm(x) := ρxm/(
∏x
n=1 vm(n)), and
G =
∑
x∈S
M∏
m=1
gm(xm). (5.69)
Here Λm is the relative throughput at queue m, so that Λ is the solution to
the traffic equations satisfying Λ1 = 1. The scaling factor κ may be chosen
arbitrarily, for example so as to obtain ‘convenient’ ρm values. In order to see
that κmay be chosen arbitrarily, observe that the numerator and denominator
of p(x) both have the term κK and therefore cancels.
Note that the equilibrium distribution has a product form, just like in the
case of open networks. While the various terms in the product look similar,
they are no longer distributions, and hence the two important properties that
we observed for open Jackson networks no longer hold. Some reflection indeed
shows that it is not possible for the number of jobs present at queuem to have
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the same equilibrium distribution as that in an isolated queue with a Poisson
arrival process, for the simple reason that the number of jobs at queue m is
at most K, whereas the number of jobs in the latter situation is unbounded.
Likewise, it follows that it is not possible for the various numbers of jobs at
the queues to be independent, for the simple reason that if there are K jobs
at one of the queues for example, all the other queues are known to be empty.
5.3.5 Normalization constant in closed Jackson networks
Although (5.69) provides a simple expression for the normalization constant G
in closed networks, brute-force numerical evaluation is prohibitively demand-
ing for all but the smallest networks. The number of terms in the summation
is (
M +K − 1
M − 1
)
(5.70)
which rapidly grows with the values of M and K.
We now describe a more efficient numerical procedure for calculating the
normalization constant. For convenience, we assume that the various queues
either have a single server (vm(x) = 1) or infinitely many servers (vm(x) = x),
and are labeled such that queues 1, 2, . . . , J are infinite-server queues while
queues J + 1, J + 2, . . . ,M are single-server queues. Infinite-server queues are
not really ‘queues’, in the sense that jobs never need to wait but immediately
enter service upon arrival. However, they provide a useful paradigm for mod-
eling various kinds of delays, such as think times of users, availability periods
of machines, or transit times among queues. The normalization constant may
then be expressed as
G =
∑
x∈S
( J∏
m=1
ρxmm
xm!
) M∏
m=J+1
ρxmm =
∑
x∈S
( J∏
m=1
1
xm!
) M∏
m=1
ρxmm . (5.71)
Now define Sj,k := {x ∈ Nj0 :
∑j
m=1 xm = k} and let
G(j, k) :=
∑
x∈Sj,k
j∏
m=1
ρxmm
xm!
, j = 0, 1, . . . , J, (5.72)
and
G(j, k) :=
∑
x∈Sj,k
( J∏
m=1
ρxmm
xm!
) j∏
m=J+1
ρxmm
=
∑
x∈Sj,k
( J∏
m=1
1
xm!
) j∏
m=1
ρxmm , j = J + 1, J + 2, . . . ,M. (5.73)
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Note that G = G(M,K). Observe that for j = 1, 2, . . . , J ,
G(j, k) =
∑
x∈Nj0:
x1=k
( j∏
m=1
1
xm!
) j∏
m=1
ρxmm
=
1
k!
∑
x∈Nj0:
x1=k
(
k
x1, . . . , xj
) j∏
m=1
ρxmm =
1
k!
( j∑
m=1
ρm
)k
, (5.74)
where we used the multinomial theorem. For j = J + 1, J + 2, . . . ,M we
obtain a recursion instead of an explicit expression:
G(j, k) =
∑
x∈Nj0:
x1=k
( J∏
m=1
1
xm!
) j∏
m=1
ρxmm
=
∑
x∈Nj0:
x1=k, xj=0
( J∏
m=1
1
xm!
) j∏
m=1
ρxmm +
∑
x∈Nj0:
x1=k, xj>0
( J∏
m=1
1
xm!
) j∏
m=1
ρxmm
=
∑
x∈Nj−10 :
x1=k
( J∏
m=1
1
xm!
) j−1∏
m=1
ρxmm + ρj
∑
x∈Nj0:
x1=k−1
( J∏
m=1
1
xm!
) j∏
m=1
ρxmm
= G(j − 1, k) + ρjG(j, k − 1). (5.75)
Using the above recursive relationship, G(M,K) can be efficiently computed
starting from G(J, k) = 1/k!(
∑j
m=1 ρm)
k and G(j, 0) = 1, j = J + 1, J +
2, . . . ,M .
5.3.6 Mean-value analysis in closed Jackson networks
Previously, we described an efficient numerical procedure for calculating the
normalization constant associated with the equilibrium distribution in closed
Jackson networks with only single-server and infinite-server queues. In case
we are not interested in the entire equilibrium distribution, but only in mean
number of jobs at each queue or the mean sojourn times (time spent by a job
in a station), there exists an even more efficient recursive procedure, called
mean-value analysis (MVA).4 Just like in the previous section, we assume that
queues 1, 2, . . . , J are infinite-server queues, while queues J + 1, J + 2, . . . ,M
are single-server queues.
Mean-value analysis is based on the following property, often referred to as
‘arrival theorem’, which we state without proof. Consider an arbitrary arrival
instant at queue m, that is, a time epoch where a job makes a transition to
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queue m (possibly coming from queue m itself after a service completion).
Then the joint equilibrium distribution at that time instant, not counting
the arriving job, is the same as the joint equilibrium distribution of the same
system, but with K − 1 rather than K jobs. In other words, when the job
arrives at queue m, it sees the system as if it had never been present.5
Since we are interested in results in stationarity, we abuse notation and
remove the time index t from the state variables. In order to formally state and
use the above property, it is convenient to add a superscript a to indicate state
variables at arrival instants (excluding the arriving job itself), and further
explicitly indicate the population size in brackets. Then the above property
may be written as
P(Xa(K) = x) = P(X(K − 1) = x), (5.76)
for all x ∈ S, or equivalently,
P(Xa(K + 1) = x) = P(X(K) = x), (5.77)
which implies for example
E[Xam(K + 1)] = E[Xm(K)]. (5.78)
In case of a infinite-server queue, the mean sojourn time Sm of a job at queue
m is simply the mean service time
E[Sm(K)] = 1/µm, m = 1, 2, . . . , J. (5.79)
In case of a single-server queue, the mean sojourn time of a job at queue m
can be easily related to the number of jobs found upon arrival:
E[Sm(K)] = (E[Xam(K)] + 1)/µm
= (E[Xm(K − 1)] + 1)/µm, m = J + 1, J + 2, . . . ,M. (5.80)
In turn, the mean sojourn time is related to the mean queue length via Little’s
law:
Λm(K)E[Sm(K)] = E[Xm(K)] (5.81)
with Λm(K) the throughput at queue m given that there are K jobs in total
in the system. The throughputs may be determined from the traffic equations
(5.64), up to a common scaling factor κ(K), namely
Λ(K) = κ(K)Λ, (5.82)
where Λ represents the vector of relative throughput with Λ1 = 1, which can
be uniquely determined from the traffic equations, and κ(K) is a common
scaling factor depending on the total number of jobs in the system. Now,
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A, µ4 = 1
single-server
1
A to B, µ1 = 1/4
infinite-server
5
B, µ5 = 5/6
single-server
2
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infinite-server
2/3
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Figure 5.2: The closed Jackson network of Example 5.12.
the number of jobs in the system is constant, so by summing over all m =
1, 2, . . . ,M on both sides of (5.81) we obtain
M∑
m=1
Λm(K)E[Sm(K)] =
M∑
m=1
E[Xm(K)] = K (5.83)
which gives an expression for κ(K):
κ(K) = K
( M∑
m=1
ΛmE[Sm(K)]
)−1
. (5.84)
Together, the above relationships provide a recursive procedure for calcu-
lating E[Sm(K)] and E[Xm(K)] for any desired value of K, starting from
E[Xm(0)] = 0, m = 1, 2, . . . ,M . We summarize the mean-value analysis in
Algorithm 5.1.
Algorithm 5.1 Mean-value analysis for closed Jackson networks.
1: Calculate Λ such that Λ1 = 1 from (5.64)
2: Choose a desired population Kmax and set K = 1
3: while K < Kmax do
4: Calculate E[Sm(K)], m = 1, 2, . . . ,M from (5.79) and (5.80)
5: Calculate κ(K) from (5.84)
6: Calculate E[Xm(K)], m = 1, 2, . . . ,M from (5.81)
7: K = K + 1
8: end while
Example 5.12. (A trucking company) A large international trucking com-
pany has to move its spare parts from warehouse A to warehouse B. Upon
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arriving to warehouse A, the trucks wait to be served by a crew that loads
the spare parts into the truck. The crew takes an exponential amount of time
with mean 1 to load a single truck. The loaded truck then drives to warehouse
B where another crew unloads the truck, taking an exponential amount of
time with mean 6/5 per truck. The time it takes to drive from warehouse A
to warehouse B (or back) takes is exponential distributed with mean 4. The
trucking company does not comply with the regulations and laws and allows
the truck drivers to make as many trips in a row as they want to earn some
extra money. After unloading at warehouse B one third of the truck drivers
decides to drive back to warehouse A and make another trip. The remaining
fraction of the drivers goes to a motel nearby warehouse B and starts the
drive to warehouse A after an exponential amount of time with mean 12. The
trucking company is interested in the impact of the number of trucks (and
drivers) on the number of trucks per time unit that unload at warehouse B.
The moving operation can be modeled as a closed Jackson network. We
identify two single-server queues (warehouses A and B) and three infinite-
server queues (drive from A to B, drive from B to A and stay at the motel).
See Figure 5.2 for the numbering of the stations. The trucking company is
interested in Λ5(K) for various values of K.
The routing matrix is
R =

0 0 0 0 1
0 0 0 1 0
0 1 0 0 0
1 0 0 0 0
0 1/3 2/3 0 0
 . (5.85)
The relative throughputs Λ are determined from the traffic equations (5.64)
with Λ1 = 1 and we find Λ = 1/14
[
3 3 2 3 3
]
. So, Λ1(K) = Λ2(K) =
Λ4(K) = Λ5(K) and E[S1(K)] = E[S2(K)] = 4 and E[S3(K)] = 12 for all K.
So, we only report E[S4(K)], E[S5(K)], Λ3(K), Λ5(K) and E[Xm(K)], m =
1, 2, . . . , 5. Applying Algorithm 5.1 produces the results in Table 5.2.
There are many scenarios to consider that could improve on this situation.
The trucking company can train the unloading crew to become faster, if the
mean unloading time reduces to 5/6, the throughput for K = 20 trucks
increases by 13.7% to Λ5(20) = 0.8738. If the trucking company were to
increase the money earned per trip, a fraction 1/2 does another trip. In that
case, the throughput for K = 20 trucks only slightly increases by 2.5% to
Λ5(20) = 0.7876. The first option seems better, but it does increase the mean
sojourn time for the loading station by approximately 1 time unit. 4
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Number of trucks K
1 2 5 10 20
E[S4(K)] 1.0000 1.0549 1.2533 1.7367 3.4488
E[S5(K)] 1.2000 1.2791 1.5775 2.3917 6.5797
Λ3(K) 0.0366 0.0727 0.1770 0.3312 0.5123
Λ5(K) 0.0549 0.1091 0.2655 0.4968 0.7684
E[X1(K)] 0.2198 0.4363 1.0621 1.9872 3.0735
E[X2(K)] 0.2198 0.4363 1.0621 1.9872 3.0735
E[X3(K)] 0.4396 0.8727 2.1242 3.9745 6.1471
E[X4(K)] 0.0549 0.1151 0.3328 0.8628 2.6500
E[X5(K)] 0.0659 0.1395 0.4188 1.1882 5.0558
Table 5.2: Results from Algorithm 5.1 for Example 5.12.
5.4 Takeaways
Starting from a basic birth–and–death process, and the concept of reversibil-
ity, we were able to find in an elegant manner the equilibrium distribution
for the rich class of loss networks. While loss networks give rise to multi-
dimensional Markov processes, their state space allows for local balance argu-
ments with balance equations that are readily solved, leading to the beautiful
product-form solution in Theorem 5.10. As pointed out, the catch here is the
normalization constant, whose computation requires the enumeration of all
states in the state space and needs tailor-made algorithms.
Markov processes intimately related to loss networks are also studied in
statistical mechanics, in the form of interacting particle systems. While the
terminology is different (Markovian assumptions become Glauber dynamics,
product-form solution is called Gibbs measure and the normalization con-
stant is known as the partition function), the Markov process description
and analytic methods are largely the same. For thorough treatments of such
interacting particle systems we refer to Liggett [74].
We then proceeded to queueing networks, again giving rise to multi-
dimensional Markov processes. But for these processes, local balance fails,
and the global balance equations are then the unavoidable point of depar-
ture. Nevertheless, structure was there to be discovered, the first glimpse
captured by Burke’s Theorem, telling us that the output process of one queue
with Poisson arrivals is again Poisson. This property then naturally leads
to the guess that networks of queues with external Poisson arrivals can be
decomposed into isolated queues with arrival rates that match in expectation
the arrival rates in the networks. Mathematically, such an educated guess
translates into substituting a product of product forms into the global bal-
ance equations, and showing that indeed this is the unique solution and hence
the unique equilibrium distribution. Although elegant and sound, this edu-
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cated guess approach is somewhat unsatisfying, because it is non-constructive.
In analysis, however, solving a difference or differential equations by clever
substitutions is one of the key techniques. We shall continue to work with
educated guesses for finding product-form solution whenever this is necessary,
e.g., for more advanced Markov processes in Chapters 9 to 11.
The network models in this chapter make it possible to consider real-world
networked systems with a host of applications. Loss networks were used for
instance to describe the topology and performance of the internet [62] and
queueing models can describe complex manufacturing processes [18].
Loss networks and queueing networks are examples of stochastic networks,
one of the richest topics in the field of applied probability. Text books with
prominent roles for such network are Buzacott and Shantikumar [18], Chen
and Yao [20], Kelly and Yudovina [63] and Whittle [111].
Notes
1. A similar proof of Theorem 5.1 appears in Chen and Yao [20, Lemma 1.3].
2. See also Kelly and Yudovina [63, Section 3.3] for some examples of the uses
of truncating a reversible Markov process.
3. The Brouwer fixed-point theorem states that a continuous map from a com-
pact, convex set to itself has at least one fixed point. In our case (5.41) defines
a continuous map F : [0, 1]L → [0, 1]L and [0, 1]L is compact and convex, so at
least one solution to (5.41) exists, see also [63, Section 3.2]. The uniqueness
of this solution is established in [63, Theorem 3.20].
4. The mean-value analysis algorithm was developed by Reiser and Lavenberg
[89] and relies heavily on the arrival theorem. The MVA algorithm as pre-
sented in [89] is more general than what is presented here. For example,
different service mechanism are allowed and the authors consider networks
of multiple closed systems that share stations (queues), yet still retain the
product-form equilibrium distribution.
5. The arrival theorem originated from Lavenberg and Reiser [71], see also Sevcik
and Mitrani [101]. In open Jackson networks, the distribution of the number
of jobs at each queue is identical at arrival instants, departure instants and
random points in time.

Chapter 6
Quasi-birth–and–death processes
Quasi-birth–and–death (QBD) processes are the natural two-dimensional gen-
eralization of the birth–and–death process. QBDs live on a countable state
space that consists of one infinite dimension and one finite dimension. The
finite dimension is added on top of what would otherwise be a BD process.
Before we develop the general theory of a QBD process, let us treat some
examples that show the extension of a BD process to a QBD process.
6.1 Variations of birth–and–death processes
6.1.1 Machine with setup times
Let us consider a machine processing jobs in order of arrival. Jobs arrive
according to a Poisson process with rate λ and the processing times are ex-
ponential with mean 1/µ. For stability we assume that ρ := λ/µ < 1. The
machine is turned off when the system is empty and it is turned on again
when a new job arrives. The setup time is exponentially distributed with
mean 1/θ. Turning off the machine takes no time. We are interested in the
effect of the setup time on the sojourn time of a job.
The state of the system may be described by X(t) := (X1(t), X2(t)) with
X1(t) representing the number of jobs in the system at time t and X2(t)
describes if the machine is turned off (0) or on (1) at time t. The process
{X(t)}t≥0 is a Markov process with state space S := {(i, j) ∈ N0 × {0, 1}}.
The transition rate diagram is displayed in Figure 6.1. It looks similar to the
one for the BD process, in for example Figure 4.1, except that each state i has
been replaced by a set of states {(i, 0), (i, 1)}. This set of states is called level
i. In BD processes transitions are restricted to neighbouring states, while
in QBD processes the transitions are restricted to neighbouring levels. The
horizontally aligned set of states {(0, j), (1, j), . . .} is often referred to as phase
j.
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i
j
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µ µ µµ · · ·
Figure 6.1: Transition rate diagram of the machine with setup times.
For the current model, define Li = {(i, 0), (i, 1)}, i ≥ 0 as the set of states
with i jobs in the system, that is Li is level i. We can then write the state
space as
S := L0 ∪ L1 ∪ L2 ∪ · · · (6.1)
Let p(i, j) denote the equilibrium probability of state (i, j) ∈ S. Clearly,
p(0, 1) = 0 since state (0, 1) is transient. State (0, 1) is included in the state
space for notational convenience: all levels consists of two states. From the
transition rate diagram we obtain by equating the flow out of a state and the
flow into that state the following set of global balance equations,
λp(0, 0) = µp(1, 1), (6.2)
(λ+ θ)p(i, 0) = λp(i− 1, 0), i ≥ 1, (6.3)
(λ+ µ)p(i, 1) = λp(i− 1, 0) + θp(i, 0) + µp(i+ 1, 1), i ≥ 1. (6.4)
The structure of the equations (6.2)–(6.4) is closely related to balance equa-
tions of the M/M/1 queueing model, see for example Example 4.9. This
becomes more striking by introducing vectors of equilibrium probabilities
pi =
[
p(i, 0) p(i, 1)
]
and writing (6.2)–(6.4) in vector-matrix notation:
p0Λ
(0)
0 + p1Λ
(1)
−1 = 0, (6.5)
pi−1Λ1 + piΛ0 + pi+1Λ−1 = 0, i ≥ 1, (6.6)
where
Λ−1 =
[
0 0
0 µ
]
, Λ0 =
[−(λ+ θ) θ
0 −(λ+ µ)
]
, Λ1 =
[
λ 0
0 λ
]
, (6.7)
Λ
(0)
0 = −Λ1, Λ(1)−1 =
[
0 0
µ 0
]
. (6.8)
Obviously, if we can determine the equilibrium probabilities p(i, j), then we
also compute the mean number of jobs in the system, and by Little’s law,
the mean sojourn time. We now present three methods to determine the
equilibrium probabilities. The first one is known as the matrix-geometric
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method, the second is referred to as the spectral expansion method, and the
third one employs partial generating functions. Let us start with the matrix-
geometric approach. We will introduce the first two methods in greater detail
in the later sections of this chapter. The last method will appear in various
places of this book, but is more well-known overall.
We first simplify the balance equations (6.6) by eliminating the vector
pi+1. By equating the flow from level i to level i + 1 to the flow from level
i+ 1 to level i we obtain
(p(i, 0) + p(i, 1))λ = p(i+ 1, 1)µ, (6.9)
or, in vector-matrix notation,
piΛ
∗ = pi+1Λ−1 (6.10)
where
Λ∗ =
[
0 λ
0 λ
]
. (6.11)
Substituting this relation into (6.6) produces
pi−1Λ1 + pi
(
Λ0 + Λ
∗) = 0, i ≥ 1, (6.12)
which allows us to express pi in terms of pi−1:
pi = −pi−1Λ1
(
Λ0 + Λ
∗)−1 = pi−1R, (6.13)
where
R := −Λ1
(
Λ0 + Λ
∗)−1 = [ λλ+θ λµ
0 λµ
]
. (6.14)
Iterating (6.13) leads to the matrix-geometric solution
pi = p0R
i, i ≥ 0. (6.15)
Notice that this is very similar to the solution for the M/M/1 model, which
is p(i) = p(0)ρi, i ≥ 0. Finally, p0 follows from the equations (6.5) and the
normalization condition∑
(i,j)∈S
p(i, j) = p0(I −R)−11 = 1. (6.16)
From (6.15) we obtain the mean number of jobs in the system as
E[X1] =
∑
i≥1
ipi1 =
∑
i≥1
ip0R
i1 = p0R(I −R)−21, (6.17)
and the mean sojourn time is E[S] = E[X1]/λ.
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The matrix R is critical in the matrix-geometric approach. It is called
the rate matrix and has an interesting and useful probabilistic interpretation.
Element (j, k) of R is the expected time spent in state (i+ 1, k) multiplied by
element (j, j) of −Λ0 before the first transition to a state in level i, given the
initial state (i, j). This immediately means that zero rows in Λ1 lead to zero
rows in R. Recall the hitting-time random variables of Chapter 2, which we
now use with a slight modification. For any set A ⊂ S,
τA := inf{t > 0 : lim
s↑t
X(s) 6= X(t) ∈ A}. (6.18)
Note that we suppress the dependence on the initial state, since that will be
clear from the expectation that we are determining. Using the hitting-time
random variable, we can write (R)j,k as
(R)j,k = (−Λ0)j,jE(i,j)
[∫ τLi
0
1{X(t) = (i+ 1, k)} dt
]
. (6.19)
Let us derive element (0, 0) of R. Using a one-step analysis and the strong
Markov property at the sojourn time in state (i, 0) we have
(R)0,0 = (λ+ θ)E(i,0)
[∫ τLi
0
1{X(t) = (i+ 1, 0)} dt
]
= (λ+ θ)
λ
λ+ θ
E(i+1,0)
[∫ τLi
0
1{X(t) = (i+ 1, 0)} dt
]
= λE(i+1,0)
[∫ H(i+1,0)
0
1 dt
]
=
λ
λ+ θ
, (6.20)
whereHx was defined as the sojourn time in state x. Possibly more interesting
is the derivation of element (1, 1) of R. Using a similar analysis as above we
get
(R)1,1 = (λ+ µ)E(i,1)
[∫ τLi
0
1{X(t) = (i+ 1, 1)} dt
]
= λE(i+1,1)
[∫ τLi
0
1{X(t) = (i+ 1, 1)} dt
]
. (6.21)
We continue by conditioning on the number of times the process visits state
(i + 1, 1) before reaching level i. The probability q(n) that state (i + 1, 1) is
visited n times (where the initial visit is counted) before reaching level i is
q(n) =
µ
λ+ µ
( λ
λ+ µ
)n−1
, n ≥ 1, (6.22)
since if the process transitions to state (i+ 2, 1), it returns to state (i+ 1, 1)
with probability 1 by positive recurrence due to ρ < 1. If the process visits
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state (i + 1, 1) a total of n times before reaching level i, then it spends in
expectation n/(λ+ µ) time in state (i+ 1, 1). Combining these observations,
we find
(R)1,1 = λ
∑
n≥1
n
λ+ µ
· µ
λ+ µ
( λ
λ+ µ
)n−1
=
µ
λ+ µ
∑
n≥1
n
( λ
λ+ µ
)n
=
λ
µ
. (6.23)
Element (R)0,1 is equal to (R)1,1, because if the process transitions from state
(i, 0) to (i + 1, 0), it reaches state (i + 1, 1) before level i with probability 1,
allowing for the exact same analysis and result.
We now demonstrate the spectral expansion method. This method first
seeks solutions of the equations (6.6) of the simple form
pi = yx
i, i ≥ 0, (6.24)
where y =
[
y(0) y(1)
]
is a non-zero vector and |x| < 1. The latter is
required, since we want to be able to normalize the solution afterwards. Sub-
stitution of this form into (6.6) and dividing by common powers of x gives
y
(
Λ1 + xΛ0 + x
2Λ−1
)
= 0. (6.25)
So, the desires values of x are the roots inside the unit circle of the determinant
equation
det(Λ1 + xΛ0 + x
2Λ−1) = 0. (6.26)
In this case we have
det(Λ1 + xΛ0 + x
2Λ−1) = (λ− (λ+ θ)x)(µx− λ)(x− 1) = 0. (6.27)
We can read of the roots with |x| < 1, which are
x1 =
λ
λ+ θ
, x2 =
λ
µ
. (6.28)
For i = 1, 2, let yi be the non-zero solution of
yi
(
Λ1 + xiΛ0 + x
2
iΛ−1
)
= 0. (6.29)
Solving this linear system of equations gives the solutions
y1 =
[
1
−θx1
λ− (λ+ µ)x1 + µx21
]
, y2 =
[
0 1
]
. (6.30)
Note that, since the balance equations are linear, any linear combination of
the two simple solutions satisfies (6.6). Now the final step of the spectral
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expansion method is to determine a linear combination that also satisfies the
boundary equations (6.5). So we set
pi = ξ1y1x
i
1 + ξ2y2x
i
2, i ≥ 0, (6.31)
where the coefficients ξ1 and ξ2 follow from the boundary equations (6.5) and
the normalization condition∑
(i,j)∈S
p(i, j) =
∑
i≥0
(
ξ1y1x
i
1 + ξ2y2x
i
2
)
1 =
ξ1y11
1− x1 +
ξ2y21
1− x2 = 1. (6.32)
Since the balance equations are dependent, we may omit one of the equations
of (6.5), and, for example, only use
0 = p(0, 1) = ξ1y1(1) + ξ2y2(1), (6.33)
together with the normalization condition to determine the (unique) coeffi-
cients ξ1 and ξ2.
Using representation (6.31) we obtain
E[X1] =
∑
i≥1
ipi1 =
ξ1y1x11
(1− x1)2 +
ξ2y2x21
(1− x2)2 . (6.34)
The two methods presented above are closely related: x1 and x2 are the
eigenvalues of the rate matrix R and y1 and y2 are the corresponding left
eigenvectors.
The third and final method uses generating functions. Introduce the par-
tial generating functions
Pj(z) :=
∑
i≥0
p(i, j)zi, j = 0, 1, (6.35)
defined for all |z| ≤ 1. Multiplying (6.3) and (6.4) by zi and summing over
all i ≥ 1 yields
(λ+ µ)(P0(z)− p(0, 0)) = λzP0(z), (6.36)
(λ+ µ)(P1(z)− p(0, 1)) = λzP1(z) + θ(P0(z)− p(0, 0))
+
µ
z
(P1(z)− p(0, 1)− p(1, 1)z). (6.37)
Using p(0, 1) = 0 and (6.2), we get
P0(z) =
p(0, 0)
1− λλ+θ z
, (6.38)
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and
P1(z) =
θP0(z)− (λ+ θ)p(0, 0)
(z − 1)(µz − λ)
=
ρzp(0, 0)
(1− λλ+θ z)(1− ρz)
=
p(0, 0)ρ
ρ− λλ+θ
( 1
1− ρz −
1
1− λλ+θ z
)
. (6.39)
The probability p(0, 0) follows from the normalization condition
P0(1) + P1(1) = 1, (6.40)
which results in
p(0, 0) = (1− ρ) θ
λ+ θ
. (6.41)
From (6.38) and (6.39) and 1/(1 − x) = ∑i≥0 xi, |x| < 1 we conclude that
for i ≥ 0,
p(i, 0) = p(0, 0)
( λ
λ+ θ
)i
, (6.42)
p(i, 1) =
p(0, 0)ρ
ρ− λλ+θ
(
ρi −
( λ
λ+ θ
)i)
, (6.43)
which agrees with the form (6.31).
Remark 6.1. (Mean value analysis) The mean number of jobs in the system
E[X1] and the mean sojourn time E[S] can also be determined by combining
the PASTA property and Little’s law. Based on PASTA we know that the
average number of jobs in the system seen by an arriving job equals E[X1],
and each of them (also the one being processed) has a (residual) processing
time with mean 1/µ. With probability 1− ρ the machine is not in operation
on arrival, so that the job also has to wait for the setup phase with mean 1/θ.
Further, the job has to wait for its own processing time. Combining these
observations, we have
E[S] = (1− ρ)1
θ
+ E[X1]
1
µ
+
1
µ
, (6.44)
and together with Little’s law
E[X1] = λE[S], (6.45)
we find
E[S] =
1
µ
1− ρ +
1
θ
. (6.46)
The first term at the right-hand side is the mean sojourn time in the system
without setup times (the machine is always on). The second term is the
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Figure 6.2: Transition rate diagram of the single-server system with Erlang
services.
mean setup time. Clearly, the mean setup time is exactly the extra mean
delay caused by turning off the machine when there is no work. In fact, it
can be shown (by using, for example, a sample path argument) that the extra
delay is an exponential time with mean 1/θ. 4
6.1.2 Erlang services
We consider a single-server queue. Jobs arrive according to a Poisson pro-
cess with rate λ and they are served in order of arrival. The service times
are Erlang-r distributed with mean r/µ. For stability we require that the
occupation rate
ρ := λ
r
µ
(6.47)
is less than one. This system can be described by a QBD process {X(t)}t≥0
with levels L0 = {(0, 0), (0, 1), . . . , (0, r)} and Li = {(i, 1), (i, 2), . . . , (i, r)},
with i ≥ 1, where level i indicates the number of jobs waiting in the queue
and phase j is the remaining number of service phases of the job in service.
The state space is denoted by S := L0∪L1∪· · · . The transition rate diagram
is shown in Figure 6.2. Note that by setting r = 1 we get a homogeneous BD
process on the states N0, modeling the M/M/1 queue.
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Let p(i, j) denote the equilibrium probability of state (i, j) ∈ S. From the
transition rate diagram we get the following balance equations for the states
(i, j) with i ≥ 1,
(λ+ µ)p(i, j) = λp(i− 1, j) + µp(i, j + 1), j = 1, 2, . . . , r − 1, (6.48)
(λ+ µ)p(i, r) = λp(i− 1, r) + µp(i+ 1, 1), (6.49)
or, in vector-matrix notation,
pi−1Λ1 + piΛ0 + pi+1Λ−1 = 0, i ≥ 1, (6.50)
where pi =
[
p(i, 1) p(i, 2) · · · p(i, r)],
Λ−1 =

· · · 0 µ
0
...
 , Λ0 =

0
µ 0
. . . . . .
µ 0
− (λ+ µ)I, (6.51)
and Λ1 = λI, where all unlabeled entries are 0. We first determine the
probabilities p(i, j) using the matrix-analytic method. Define an excursion as
a sample path of the process starting in level i, moving to levels higher than
i and ending at first return to level i. From the transition rate diagram we
see that the number of excursions per time unit that end in state (i, r) is
p(i + 1, 1)µ. Note that this is the only state in which an excursion can end.
On the other hand, the number of excursions per time unit that start in state
(i, k), immediately go to state (i + 1, k) and ultimately end the excursion in
state (i, r) is p(i, k)λ. The number of excursions per time unit that end in
state (i, r) is found by summing over all possible starting states, so we get∑r
k=1 p(i, k)λ. In vector-matrix form this leads to
pi+1Λ−1 = piΛ1G, (6.52)
where the matrix G is called the auxiliary matrix of the matrix-analytic
method and element (j, k) of G is interpreted as the probability that, starting
in state (i, j), i ≥ 1, the first passage to level i− 1 happens in state (i− 1, k).
This immediately means that zero columns in Λ−1 lead to zero columns in G.
For the model at hand
G =
0 · · · 0 1... ... ...
0 · · · 0 1
 . (6.53)
We can substitute the relation (6.52) into (6.50) to obtain
pi = −pi−1Λ1(Λ0 + Λ1G)−1, (6.54)
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where we note that the inverse exists. By iterating this equation we get
pi = p0
(−Λ1(Λ0 + Λ1G)−1)i, i ≥ 0. (6.55)
Finally the probabilities p(0, 0) and p0 follow from the balance equations
for the states in L0 and the normalization condition. The above relation
also shows that the matrix-geometric and matrix-analytic methods for QBD
processes are closely related: the rate matrix R = −Λ1(Λ0 + Λ1G)−1, since a
relation like (6.13) of the previous example also holds for the current model.
We again apply the spectral expansion method to find the equilibrium
distribution. We substitute the simple form
p(i, j) = y(j)xi, i ≥ 0, j = 1, 2, . . . , r, (6.56)
into the balance equations (6.48)–(6.49) and divide by common powers of x
to find
(λ+ µ)y(j)x = λy(j) + µy(j + 1)x, j = 1, 2, . . . , r − 1, (6.57)
(λ+ µ)y(r)x = λy(r) + µy(1)x2, (6.58)
From (6.57) we deduce
y(j + 1)
y(j)
=
(λ+ µ)x− λ
µx
= constant =: β, (6.59)
so we can set y(j) = βj , j = 1, 2, . . . , r. Substituting this back into (6.57)–
(6.58) gives
(λ+ µ)x = λ+ µβx, (6.60)
(λ+ µ)x = λ+
µx2
βr−1
. (6.61)
This set of equations is equivalent to
x = βr, (6.62)
0 = (λ+ µ)βr − (λ+ µβr+1). (6.63)
We will apply Rouché’s theorem, see Theorem 3.11, to establish that (6.63)
has r roots inside the unit disk. Define f(β) := (λ+ µ)βr and g(β) := −(λ+
µβr+1). Since both functions are polynomials, they are analytic functions for
all β ∈ C. Clearly, f(β) has r roots in the complex unit disk and we wish
to establish |f(β)| > |g(β)| for |β| = 1 so that by Rouché’s theorem, we have
that (6.63) has r roots in the complex unit disk. Observe that |f(β)| = f(|β|)
and |g(β)| ≤ −g(|β|). Therefore we only require to that f(|β|) > −g(|β|) for
|β| = 1, but, for |β| = 1,
f(|β|) = f(1) = λ+ µ = −g(1) = −g(|β|). (6.64)
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To resolve this issue, we essentially evaluate f(|β|) and g(|β|) along the circle
|β| = 1 − . We use the Taylor expansion at |β| = 1 to get f(1 − ) =
f(1) − f ′(1) + o() and similarly for g(1 − ). So, we require to show that
f(1 − ) > g(1 − ) for  small. However, since f(1) = −g(1) the only thing
we need is f ′(1) < −g′(1), with f ′(1) = r(λ + µ) and −g′(1) = (r + 1)µ,
which is indeed the case by the stability condition rλ < µ. Finally, we have
established that (6.63) has r roots in the complex unit disk. In [4, Appendix A]
the authors establish for a more general model that these roots are unique.
Label the r roots inside the unit disk of (6.63) as β1, β2, . . . , βr with cor-
responding xk = βrk, k = 1, 2, . . . , r. We have r basis solutions of the form
p(i, j) = βjkx
i
k, k = 1, 2, . . . , r. (6.65)
The next step is to take a linear combination of these basis solutions
p(i, j) =
r∑
k=1
αkβ
j
kx
i
k, i ≥ 0, j = 1, 2, . . . , r (6.66)
and determine the coefficients α1, α2, . . . , αr and p(0, 0) from the balance
equations of level 0 and the normalization condition.
6.1.3 Tandem queue with blocking
The final example is related to both loss networks and open Jackson networks,
but is not an example of either of the two. The network consists of two
stations. Jobs arrive to the first station according to a Poisson process with
rate λ. The first station is an single-server queue where jobs are served in
order of arrival and service takes an exponential amount of time with mean
1/µ1. Jobs leaving the first station are routed to the second station. The
second station is an Erlang-B model with r servers. A service at station 2 is
exponentially distributed with mean 1/µ2. After receiving service at station
2, the job leaves the system. A departing job from station 1 that finds all
servers occupied in station 2 is blocked and leaves the system as well. The
first station is an M/M/1 queue and is therefore stable if λ < µ; the second
station is always stable.
The state of the system may be described by X(t) := (X1(t), X2(t)) with
Xi(t) the number of jobs at station i at time t. The state space of this QBD
process is S := L0 ∪ L1 ∪ · · · with levels Li = {(i, 0), (i, 1), . . . , (i, r)}, i ≥ 0.
The transition rate diagram is shown in Figure 6.3.
Let p(i, j) denote the equilibrium probability of state (i, j) ∈ S. From the
transition rate diagram we obtain the global balance equations for level 0,
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rµ2
µ2
(r − 1)µ2
rµ2
...
...
· · · · · ·
Figure 6.3: Transition rate diagram of the tandem queue with blocking.
with 0 < j < r,
λp(0, 0) = µ2p(0, 1), (6.67a)
(λ+ jµ2)p(0, j) = µ1p(1, j − 1) + (j + 1)µ2p(0, j + 1), (6.67b)
(λ+ rµ2)p(0, r) = µ1
(
p(1, r − 1) + p(1, r)), (6.67c)
and for level i ≥ 1, with 0 < j < r,
(λ+ µ1)p(i, 0) = λp(i− 1, 0) + µ2p(i, 1), (6.68a)
(λ+ µ1 + jµ2)p(i, j) = λp(i− 1, j) + µ1p(i+ 1, j − 1)
+ (j + 1)µ2p(i, j + 1), (6.68b)
(λ+ µ1 + rµ2)p(i, r) = λp(i− 1, r)
+ µ1
(
p(i+ 1, r − 1) + p(i+ 1, r)), (6.68c)
We have learned from Theorem 5.6 that the output process of the first sta-
tion is a Poisson process with rate λ. So it is not at all unreasonable to think
that both stations operate independently and therefore the equilibrium dis-
tribution is a product of the equilibrium distributions of the first and second
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station. Both equilibrium distributions were already derived in Chapter 4, see
Examples 4.8 and 4.9. Define ρ1 := λ/µ1 and ρ2 := λ/µ2, and let us validate
if
p(i, j) =
1− ρ1∑r
k=0
ρk2
k!
ρi1
ρj2
j!
(6.69)
is the equilibrium distribution of the tandem queue. Note that the normal-
ization condition
∑
i≥0
∑r
j=0 p(i, j) = 1 is satisfied. It can be easily verified
that (6.69) is a solution to the global balance equations by substituting (6.69)
into (6.67) and (6.68). In conclusion, even though this tandem queue network
has state-dependent routing, it still retains the explicit product-form equi-
librium distribution that was encountered in the open Jackson networks of
Section 5.3.
The approach of making an educated guess for the equilibrium distribu-
tion and verifying its correctness through the global balance equations and
the normalization condition is a powerful approach that can quickly lead to
the solution. However, it is crucial that the problem is well understood so that
intuition can lead to a correct guess for the form of the equilibrium distribu-
tion. Alternatively, the spectral expansion method leads to the same result,
but more computations should be done to get there. For this method, we
substitute the simple form p(i, j) = y(j)xi into the global balance equations
and try to determine both parameters. This takes considerably more work
than immediately guessing the correct expression for p(i, j) as we have done
for the current model.
6.2 General quasi-birth–and–death processes
From the previous three examples we have seen that a QBD process consists
of one infinite dimension and one finite dimension. The state space of a QBD
processes can be partitioned in levels, where level 0 sometimes has a different
number of states. This structure holds for the QBD processes that we are
interested in. In particular,
L0 := {(0, 0), (0, 1), . . . , (0, b)}, Li := {(i, 0), (i, 1), . . . , (i, r)}, i ≥ 1, (6.70)
with b and r non-negative finite integers, so that the state space is given by
S := L0 ∪ L1 ∪ L2 ∪ · · · (6.71)
We denote the state of the QBD process at time t as X(t) := (X1(t), X2(t))
where X1(t) describes the level and X2(t) describes the phase at time t.
Throughout this chapter we focus on homogeneous QBD processes, which
means that transition rates are level-independent, possibly except for the
transition rates from and to level 0.1 As stated in Section 6.1.1, the analogy
with a BD process follows from the fact that transitions from a state within
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level i ≥ 1 can only go to a state within level i− 1, i, or i+ 1. The transition
rate matrix of a homogeneous QBD process has block-tridiagonal structure
Q =

Λ
(0)
0 Λ
(0)
1
Λ
(1)
−1 Λ
(1)
0 Λ1
Λ−1 Λ0 Λ1
Λ−1 Λ0 Λ1
. . . . . . . . .
 , (6.72)
when the states are ordered according to their level and in increasing order
within a level. The subscript n of Λn denotes the change in levels for a
transition. Element (j, k) of Λn is the transition rate from state (i, j) to state
(i + n, k) with i ≥ 2. Note that elements (j, j), 0 ≤ j ≤ r of Λ0 are the
exception to this rule; element (j, j) is negative, but it’s absolute value is
exactly the rate at which the process leaves (i, j), i ≥ 2. This makes the row
sums of Q zero. The additional superscript l in Λ(l)n indicates the dependence
on the level l.
The matrix Λ(0)0 is of dimension (b + 1) × (b + 1); Λ(0)1 is of dimension
(b+ 1)× (r+ 1); Λ(1)−1 is of dimension (r+ 1)× (b+ 1); and Λ(1)0 , Λ−1, Λ0 and
Λ1 are square matrices of dimension r + 1. Note that Λ := Λ−1 + Λ0 + Λ1
is a transition rate matrix that describes the behavior of the QBD process in
the vertical direction only. The matrix Λ has negative entries on the main
diagonal and non-negative entries elsewhere with row sums equal to zero.
6.3 Modeling QBD processes
In this section we present some examples in various application fields of
Markov processes that are QBD processes. We focus mainly on the mod-
eling aspect: the translation of a problem description to a QBD process with
a state space and transition matrices.
Example 6.2. (An insurance company) Claims arrive to an insurance com-
pany according to a Poisson process with rate λ. A claim is important with
probability p. To achieve low waiting times for important claims, the insur-
ance company is allowed to hold at most r of these important claims at the
same time; if new important claims arrive, they are diverted to a different
insurance company. Standard claims are resolved one-by-one independently
of the important claims and take Exp(µ1) time each. Important claims are
also resolved one-by-one and take Exp(µ2) time each.
Denote by X1(t) and X2(t) the number of standard and important claims
at time t and by X(t) := (X1(t), X2(t)) the state of the system. Then,
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{X(t)}t≥0 is a QBD process with b = r, Λ−1 = µ1I, Λ1 = λ(1− p)I, and
Λ0 =

−µ1 λp
µ2 −µ λp
µ2 −µ λp
. . . . . . . . .
µ2 −µ λp
µ2 −µ+ λp

− λI,
where µ := µ1 +µ2, I is the identity matrix and unlabeled elements of Λ0 are
zero. 4
Example 6.3. (Experiments that require setup) A scientist is performing
experiments. Requests for an additional experiment arrive according to a
Poisson process with rate λ. An experiment requires two phases of setup; both
take Exp(θ) time. Once setup is completed, experiments can be performed
one after the other, where an experiment takes Exp(µ) time. However, when a
request for an additional experiment arrives, the scientist gets distracted and
the current experiment and the setup process have to be redone. Knowing
this, the scientist does no setup when there are no experiments to be done.
Denote by X1(t) the number of experiments that still need to be done at
time t, let X2(t) be the number of setup phases completed and let the state
of the system be described by X(t) := (X1(t), X2(t)). Then, {X(t)}t≥0 is a
QBD process with b = 0, r = 2,
Λ−1 =
0 0 00 0 0
0 0 µ
 , Λ0 =
−θ θ 00 −θ θ
0 0 −µ
− λI, Λ1 =
λ 0 0λ 0 0
λ 0 0
 . 4
Example 6.4. (A single-server queue in a random environment) A single
server with an infinite capacity queue is serving jobs one at a time. An
exogenous process (the random environment) changes the parameters of the
system, where this process can be in any of r + 1 phases. If the random
environment is in phase n, then jobs arrive according to a Poisson process with
rate λn and are served with exponential rate µn. The only restriction required
on the exogenous process is that transitions occur after some exponential time
and that all states within a level can be reached.
Let the state of the system be denoted by X(t) := (X1(t), X2(t), where
X1(t) is the total number of jobs in the system at time t and X2(t) is the
phase of the random environment at time t. Then, {X(t)}t≥0 is a QBD
process with b = r, Λ−1 = diag(µ0, µ1, . . . , µr), Λ1 = diag(λ0, λ1, . . . , λr),
and Λ0 = E − Λ−1 − Λ1, where E is the generator of the exogenous process
and diag(x) is a square matrix with the vector x on the main diagonal. 4
Example 6.5. (Make to order and make to stock [5]) Standard products
and customer-specific prototypes are produced by the same high-tech com-
pany. Demand for standard products arrives according to a Poisson process
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with rate λ1 and demand for prototypes according to a Poisson process with
rate λ2. If the company has no outstanding orders, it makes standard prod-
ucts to stock. The company is willing to have at most r standard products on
stock to avoid high holding costs. A demand for a standard product is imme-
diately satisfied whenever stock is available, otherwise the standard product is
produced to order. Prototypes are customer specific and are therefore made
to order. Since prototypes yield higher monetary returns, producing these
products has preemptive priority over producing standard products. Produc-
ing either product takes Exp(µ) time.
If we denote by X1(t) the total number of outstanding orders (stan-
dard plus prototypes) at time t, by X2(t) the number of standard prod-
ucts on stock at time t and by X(t) := (X1(t), X2(t)) the state of the
system, then {X(t)}t≥0 is a QBD process with b = r, Λ−1 = µI, Λ1 =
diag(λ1 + λ2, λ2, . . . , λ2), and
Λ0 =

0
λ1 0
λ1 0
. . . . . .
λ1 0
−(λ+µ)I, Λ(0)0 = Λ0+

0 µ
0 µ
. . . . . .
0 µ
0
 ,
where λ := λ1 + λ2. 4
Example 6.6. (An encryption server with inspection) A computing facil-
ity has a single server that encrypts files. Tasks arrive according to a Poisson
process with rate λ and wait in an infinite queue if the server is busy. Before
encrypting a file, the server inspects the contents of the file and decides on
a certain technology to use. Inspecting a file takes Exp(θ) time. The server
uses three different encryption types: Data Encryption Standard (type 1),
Advanced Encryption Standard (type 2), and RC4 (type 3). A file requires
type n encryption with probability pn and p1+p2+p3 = 1. Type n encryption
takes Exp(µn) time.
Let X1(t) be the number of files that still need to be encrypted at time
t and let X2(t) be the encryption type of the file being encrypted at time t,
where X2(t) = 0 indicates that the server is still in the process of inspecting
the file (or idle, if X1(t) = 0 as well). The state of the system is denoted
by X(t) := (X1(t), X2(t)). The Markov process {X(t)}t≥0 is a QBD process
with b = 0, r = 3, Λ1 = λI,
Λ−1 =

0 0 0 0
µ1 0 0 0
µ2 0 0 0
µ3 0 0 0
 , Λ0 =

−θ θp1 θp2 θp3
0 −µ1 0 0
0 0 −µ2 0
0 0 0 −µ3
− λI. 4
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6.4 Stability condition
From here on we will assume that the QBD process {X(t)}t≥0 is irreducible
and that the transition rate matrix Λ has exactly one communicating class.
The condition for this Markov process to be positive recurrent is an intuitive
one and is easily extended from the homogeneous BD processes case. In
the homogenous BD case the process is positive recurrent (or stable) if the
birth rate is smaller than the death rate. This implies that the process does
not drift off to infinity, because the net drift (birth rate minus death rate)
is negative. For the QBD case we establish a similar condition for positive
recurrence based on the net drift.
The QBD process adds a finite number of phases to the BD process and
transition rates to the left and right can vary from phase to phase. Just like
the BD case, the QBD process should be stable if the mean drift to the left is
larger than the mean drift to the right. This way, the process does not drift off
to higher and higher levels. Now, the mean drift to the left or right depends
on the transition rates at each phase, and more importantly, depends on the
fraction of time the process spends in each of its phases. The last quantity is
determined from the transition rate matrix Λ of the vertical direction. Let x
be the equilibrium distribution of the vertical direction:
xΛ = 0, x1 = 1. (6.73)
Element j of x is interpreted as the fraction of time that the QBD process is
in phase j when it is far away from level 0 (so that boundary effects do not
play a role). With this in mind, the mean drift from level i to level i − 1 is
xΛ−11 and the mean drift from level i to level i+ 1 is xΛ11. The net mean
drift is then xΛ11− xΛ−11 and the process is positive recurrent—also called
stable—if the net mean drift is negative. This condition is known as Neuts’
mean drift condition [83, Theorem 3.1.1] or the stability condition and we
present it here as a theorem.
Theorem 6.7.(Stability condition) The QBD process {X(t)}t≥0 is positive
recurrent if and only if
xΛ11 < xΛ−11 (6.74)
with x =
[
x(0) x(1) · · · x(r)] the equilibrium distribution of the Markov
process with transition rate matrix Λ := Λ−1 + Λ0 + Λ1:
xΛ = 0, x1 = 1. (6.75)
Example 6.8. (An encryption server with inspection) We derive the sta-
bility condition of the QBD process of Example 6.6. The transition rate
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matrix of the vertical direction is
Λ =

−θ θp1 θp2 θp3
µ1 −µ1 0 0
µ2 0 −µ2 0
µ3 0 0 −µ3
 . (6.76)
The dependent system of equations (6.75) can easily be solved by replacing
the left-most column in the generator (6.76) by ones (we briefly refer to this
modified generator as Λ∗) and solve the system xΛ∗ =
[
1 0 0 0
]
to obtain
x =
1
1 +
∑3
n=1
θpn
µn
[
1 θp1µ1
θp2
µ2
θp3
µ3
]
. (6.77)
So, for this process, the stability condition (6.74) reads
λ <
θ
1 +
∑3
n=1
θpn
µn
=
1
1
θ +
∑3
n=1 pn
1
µn
. (6.78)
The mean drift to the right is clear: from every phase an arrival can occur
with rate λ. The mean drift to the left is the inverse of the mean service
time. The service time consists of the setup phase (exponential with mean
1/θ) plus the encryption, where type-n encryption occurs with probability pn
and is exponential with mean 1/µn. 4
6.5 Matrix-geometric method
The aim of the matrix-geometric method2 is to characterize the equilibrium
probabilities
p(i, j) := lim
t→∞P(X1(t) = i,X2(t) = j), (i, j) ∈ S, (6.79)
as a matrix-geometric distribution in terms of the levels. In the examples of
Section 6.1 we have seen that the rate matrix R plays a key role. This is
also true for the general class of QBD processes. Recall from Section 6.1.1
that element (R)j,k is the expected time spent in state (i + 1, k) multiplied
by −(Λ0)j,j before the first return to level i, given the initial state (i, j)
with i ≥ 1. Note that −(Λ0)j,j is the rate at which the process leaves state
(i, j), i ≥ 1. From the interpretation of R we directly conclude that zero rows
of Λ1 correspond to zero rows in R.
We denote the equilibrium probability vectors as
p0 :=
[
p(0, 0) p(0, 1) · · · p(0, b)] ,
pi :=
[
p(i, 0) p(i, 1) · · · p(i, r)] , i ≥ 1,
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and p =
[
p0 p1 · · ·
]
. The balance equations for the QBD process with
transition rate matrix Q partitioned by levels are given by
p0Λ
(0)
0 + p1Λ
(1)
−1 = 0, (6.80)
p0Λ
(0)
1 + p1Λ
(1)
0 + p2Λ−1 = 0, (6.81)
pi−1Λ1 + piΛ0 + pi+1Λ−1 = 0, i ≥ 2. (6.82)
The next result, appearing in [83, Theorem 3.1.1], describes the matrix-
geometric structure of the equilibrium probability vectors. Notice that (6.84)
is obtained by substituting (6.83) into (6.82).
Theorem 6.9. Provided the QBD process {X(t)}t≥0 is irreducible and posi-
tive recurrent, the equilibrium probability vector p, satisfying pQ = 0, p1 = 1,
is given by
pi+1 = piR = p1R
i, i ≥ 1, (6.83)
where R, called the rate matrix, is the minimal non-negative solution of the
matrix-quadratic equation
R2Λ−1 +RΛ0 + Λ1 = 0. (6.84)
The equilibrium probability vectors p0 and p1 follow from the system of equa-
tions
p0Λ
(0)
0 + p1Λ
(1)
−1 = 0,
p0Λ
(0)
1 + p1
(
Λ
(1)
0 +RΛ−1
)
= 0,
and the normalization condition p01 + p1(I −R)−11 = 1.
For the computation of the rate matrix R we may rewrite (6.84) in the
form
R = −(Λ1 +R2Λ−1)Λ−10 . (6.85)
The matrix Λ0 is indeed invertible, since it is a transient generator, which
means that it is the transition rate matrix of a transient Markov process.
More precisely, for a transient (substochastic) transition probability matrix
P associated with a Markov chain, we know that Pn → 0 as n→ 0. This con-
vergence is geometric, the decay parameter of which is the largest eigenvalue
of P , which is less than 1. So, the series
∑
n≥0 P
n = (I−P )−1 converges and
therefore the inverse of I − P exists. Now, in the continuous time setting we
can construct the transient transition probability matrix P as P = I + ∆Q,
where 0 < ∆ < maxi−(Q)i,i. Since P is a transient transition probability
matrix, the series
∑
n≥0 P
n = (I − P )−1 = (−∆Q)−1, and therefore Q is
invertible.
The above fixed point equation (6.85) may be solved by straightforward
successive substitutions, so
Rn+1 = −
(
Λ1 +R
2
nΛ−1
)
Λ−10 , n ≥ 0, (6.86)
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starting with R0 = 0 and Rn ↑ R as n → ∞.3 For computational purposes
a stopping criterion is required: we show one choice for a stopping criterion
in Algorithm 6.1. Note that for a matrix A the max norm is ‖A‖max :=
maxi,j |(A)i,j |.
Algorithm 6.1 Calculating R using successive substitutions
1: Pick  small and positive
2: Set R0 = 0, R1 = −Λ1Λ−10 and n = 1
3: while ‖Rn −Rn−1‖max >  do
4: Compute Rn+1 according to (6.86)
5: Update n = n+ 1
6: end while
6.5.1 Explicit solutions for the rate matrix
We have seen in Section 6.1.1 that the rate matrix R can be determined
explicitly. Also the example of Section 6.1.2 admits an explicit solution for
R. This is not always the case, however. We now review two cases in which
the rate matrix R can be determined explicitly.4
The first case assumes that the transition rate matrix Λ−1 with transitions
to the left is of the form
Λ−1 = αβ, (6.87)
where α is a column vector and β is a stochastic row vector, both of dimension
r + 1:
α =

α0
α1
...
αr
 , β = [β0 β1 · · · βr] , β1 = 1, α,β > 0 (6.88)
where x > 0 indicates that all elements of x are non-negative and at least one
element is positive. This means that all rows of Λ−1 are the same up to some
scaling: from all states (i+ 1, j), j = 0, 1, . . . , r the probability of jumping to
state (i, k), k = 0, 1, . . . , r is independent of the starting state in level i + 1.
We investigate the consequences for the rate matrix R.
Substitution of (6.87) into the balance equations for level i > 1 yields
pi−1Λ1 + piΛ0 + pi+1αβ = 0. (6.89)
To eliminate pi+1 from this equation we derive a relation between pi and
pi+1 by equating the flow between level i and level i+ 1:
piΛ11 = pi+1Λ−11 = pi+1αβ1 = pi+1α. (6.90)
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Substituting (6.90) into (6.89), we obtain
pi−1Λ1 + piΛ0 + piΛ11β = 0, (6.91)
which can be rewritten as
pi = pi−1R, i > 1, (6.92)
with the explicit formulation
R = −Λ1
(
Λ0 + Λ11β
)−1
, (6.93)
where Λ0 + Λ11β is invertible, since it is a transient generator.
The second case for which R can be solved explicitly is when Λ1 is of the
form
Λ1 = αβ. (6.94)
Similarly to the first case, this means that all rows of Λ1 are the same up to
some scaling.
From the recursive scheme (6.86) we obtain
R0 = 0, R1 = −Λ1Λ−10 = −αβΛ−10 = αγ1, (6.95)
with row vector γ1 = −βΛ−10 . Repeating the iteration shows that all Rn’s
are of the form Rn = αγn, where γn > 0 is a row vector of dimension r + 1.
Since Rn ↑ R as n→∞, we conclude that γn ↑ γ and
R = αγ, (6.96)
for some vector γ > 0. So, R is a matrix of rank 1 and has a single non-zero
eigenvalue which is equal to trace(R). This implies that
Ri = (γα)i−1R = ηi−1R, i ≥ 1 (6.97)
where η := γα = trace(R) and equal to the spectral radius sp(R) defined as
sp(A) := max{|η0|, |η1|, . . . , |ηr|}, (6.98)
where η0, η1, . . . , ηr are the eigenvalues of a matrix A of dimension r + 1.
Observing (6.97), the matrix-geometric form in Theorem 6.9 reduces to
pi+1 = p1R
i = ηi−1p1R = ηi−1p2, i ≥ 1. (6.99)
What remains is to determine η.
Proposition 6.10. The spectral radius η of R for the case Λ1 = αβ can be
characterized as the unique root in (0, 1) of the determinant equation
det
(
Λ1 + ηΛ0 + η
2Λ−1
)
= 0. (6.100)
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Proof. Using (6.97) in (6.84) results in
R = −Λ1
(
Λ0 + ηΛ−1
)−1
. (6.101)
The eigenvalue η then follows from
0 = det
(
R− ηI)
= det
(−Λ1(Λ0 + ηΛ−1)−1 − ηI)
= det
((
Λ1 + η(Λ0 + ηΛ−1)
)(−Λ0 − ηΛ−1)−1)
= det
(
Λ1 + ηΛ0 + η
2Λ−1
)
det
((−Λ0 − ηΛ−1)−1). (6.102)
Since η < 1, −Λ0 − ηΛ−1 is nonsingular. So, η satisfies
0 = det
(
Λ1 + ηΛ0 + η
2Λ−1
)
. (6.103)
Establishing that there is a single η ∈ (0, 1) follows from [88, Proof of Theo-
rem 4].
6.5.2 Exact solutions for the rate matrix
If the transition matrices Λ−1, Λ0, and Λ1 are all upper or all lower triangular,
then the interpretation of the elements of R shows us that the rate matrix is
also upper or lower triangular. Determining R in this case is made easier by
exploiting its structure.5
We will highlight the application of the methodology in [105] to QBD
processes with upper triangular transition matrices. Since R is upper trian-
gular, R2 has the same upper triangular structure and has elements (R2)i,j =∑j
k=i(R)i,k(R)k,j , 0 ≤ i ≤ j ≤ r. From (6.84) we deduce that the diagonal
elements are the minimal non-negative solution of
(R)2i,i(Λ−1)i,i + (R)i,i(Λ0)i,i + (Λ1)i,i = 0, 0 ≤ i ≤ r. (6.104)
So,
(R)i,i =
−(Λ0)i,i −
√(
(Λ0)i,i
)2 − 4(Λ−1)i,i(Λ1)i,i
2(Λ−1)i,i
. (6.105)
The elements on the superdiagonal of R are determined recursively and also
follow from (6.84), for 0 ≤ i < j ≤ r:
j∑
k=i
k∑
l=i
(R)i,l(R)l,k(Λ−1)k,j +
j∑
k=i
(R)i,k(Λ0)i,j + (Λ1)i,j = 0. (6.106)
Solving the above equation for (R)i,j yields
(R)i,j = − Rnmr(i, j) + (Λ1)i,j(
(R)i,i + (R)j,j
)
(Λ−1)j,j + (Λ0)j,j
, 0 ≤ i < j ≤ r, (6.107)
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where
Rnmr(i, j) =
j−1∑
k=i
( k∑
l=i
(R)i,l(R)l,k(Λ−1)k,j + (R)i,k(Λ0)k,j
)
+
j−1∑
k=i+1
(R)i,k(R)k,j(Λ−1)j,j , (6.108)
with the convention
∑n1
n=n0
f(n) = 0 if n0 > n1. The above equation is a
recursion along the superdiagonals of R, which should be solved starting at
the superdiagonal closest to the main diagonal and moving to the top right
corner of the matrix.
We finally note that the inverse of an upper triangular matrix is again
upper triangular; the same applies for lower triangular matrices. For the
determination of p0 and p1 the inverse (I − R)−1 is required. Provided the
diagonal elements of an upper triangular matrix A of dimension r + 1 are
non-zero, the inverse can be determined as
(A−1)i,i =
1
(A)i,i
, 0 ≤ i ≤ r, (6.109)
(A−1)i,j = −(A−1)i,i
j∑
k=i+1
(A)i,k(A
−1)k,j , 0 ≤ i < j ≤ r, (6.110)
where the recursion should be solved along the superdiagonals, starting at the
main diagonal, followed by the superdiagonal closest to the main diagonal,
and so forth, exactly as for R.
6.6 Matrix-analytic method
The main object of study in the matrix-analytic method6 is the auxiliary ma-
trix G. Element (G)j,k is a first passage probability, defined as the probability
that, starting at level i ≥ 2 in state (i, j), the first passage to levels i− 1 and
below happens in state (i− 1, k). Note that indeed, if i ≥ 2, the first passage
probabilities do not depend on i due to the homogeneous transition structure.
Moreover, if the QBD process is positive recurrent and irreducible, then G is
a right stochastic matrix.
Similar to the derivation of G in Section 6.1.2, define an excursion as a
sample path of the process starting at level i, moving to levels higher than
i and ending at first return to level i. Clearly, the number of excursions
per time unit that end in state (i, j) is equal to
∑r
k=0 p(i + 1, k)(Λ−1)k,j .
Next, the number of excursions per time unit that start from state (i, k),
immediately go to state (i + 1, l), and ultimately end the excursion in state
(i, j) is p(i, k)(Λ1)k,l(G)l,j , where we exploit the interpretation of the elements
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of G. Summing over all possible starting states in level i and the state first
visited in level i+ 1 also gives us the number of excursions per time unit that
end in state (i, j), namely
∑r
k=0 p(i, k)
∑r
l=0(Λ1)k,l(G)l,j . Equating both
expressions for the number of excursions per time unit that end in state
(i, j), 0 ≤ j ≤ r and writing it in vector-matrix form yields
pi+1Λ−1 = piΛ1G. (6.111)
Substituting this relation in (6.82) produces
pi−1Λ1 + pi(Λ0 + Λ1G) = 0. (6.112)
Based on this probabilistic derivation we have the following equivalent result
to Theorem 6.9 for the matrix-analytic method.7
Theorem 6.11. Provided the QBD process {X(t)}t≥0 is irreducible and pos-
itive recurrent, the stationary probability vector p, satisfying pQ = 0, p1 = 1,
is given by
pi+1 = piΛ1(−Λ0 − Λ1G)−1 = p1
(
Λ1(−Λ0 − Λ1G)−1
)i
, i ≥ 1, (6.113)
where G is the right stochastic solution of the matrix-quadratic equation
Λ−1 + Λ0G+ Λ1G2 = 0. (6.114)
The equilibrium probability vectors p0 and p1 follow from the system of equa-
tions
p0Λ0,0 + p1Λ1,−1 = 0,
p0Λ0,1 + p1
(
Λ1,0 + Λ1G
)
= 0,
and the normalization condition p01 + p1(I −R)−11 = 1.
We can immediately conclude from Theorems 6.9 and 6.11 and (or [70,
Proposition 6.4.2]) that there exist multiple relations between the rate matrix
R and the auxiliary matrix G. We have Λ1G = RΛ−1, R = Λ1(−Λ0−Λ1G)−1
and G = (−Λ0 −RΛ−1)−1Λ−1.
In a similar fashion as for the rate matrix R, the auxiliary matrix G can
be determined by successive substitution8, see Algorithm 6.2. Explicit and
exact results exist also for the auxiliary matrix G, derived in an analogous
manner to Sections 6.5.1 and 6.5.2.
6.7 Spectral expansion method
A third approach to determining the equilibrium probabilities does not make
use of matrices but rather eigenvectors and eigenvalues. This approach is
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Algorithm 6.2 Calculating G using successive substitutions
1: Pick  small and positive
2: Set G0 = 0, G1 = −Λ−10 Λ−1 and n = 1
3: while ‖Gn −Gn−1‖max >  do
4: Compute
Gn+1 = −Λ−10
(
Λ−1 + Λ1G2n
)
(6.115)
5: Update n = n+ 1
6: end while
called the spectral expansion method.9 The basic idea of this method is to
first try and find basis solutions of the form
pi = yx
i−1, i ≥ 1, (6.116)
where y =
[
y(0) y(1) · · · y(r)] 6= 0 and |x| < 1, satisfying the balance
equations (6.82) for i ≥ 2. We require that |x| < 1, since we want to be able
to normalize the equilibrium distribution. Substitution of (6.116) in (6.82)
and dividing by common powers of x yields
y
(
Λ−1 + xΛ0 + x2Λ1
)
= 0. (6.117)
These equations have a non-zero solution for y if
det
(
Λ−1 + xΛ0 + x2Λ1
)
= 0. (6.118)
The desired values of x are the roots x with |x| < 1 of the determinant
equation (6.118). Equation (6.118) is a polynomial equation of degree 2(r+1).
Suppose that r˜ + 1 roots x satisfy |x| < 1 and for now let us assume that
these roots are different. Let yk, k = 0, 1, . . . , r˜ be the corresponding non-
zero solutions of (6.117) for x = xk. Each solution pi = ykxik, k = 0, 1, . . . , r˜
satisfies the global balance equations (6.82). These solutions are moreover
linearly independent. We can linearly combine the r˜ + 1 solutions to obtain
a solution that satisfies the global balance equations (6.82):
pi =
r˜∑
k=0
ξkykx
i
k, i ≥ 1, (6.119)
where ξk, k = 0, 1, . . . , r˜ are arbitrary constants. So far, we have obtained
expressions for p1,p2, . . ., which still contains r˜ + 1 unknowns ξk. Now, to
determine these unknowns and p0, we turn to the global balance equations
for levels 0 and 1. Equations (6.80) and (6.81) are a set of b + 1 + r + 1
linear equations involving the b+ 1 unknown probabilities of level 0 and the
r˜ + 1 unknowns constants ξk. The set of equations (6.80) and (6.81) only
has b + 1 + r linearly independent equations, but an additional independent
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equation is provided by the normalization condition. In conclusion, the set
of equations (6.80) and (6.81) only has a unique solution if the number of
equations and unknowns match, which means that r˜ is required to be equal
to r. Since an irreducible and positive recurrent (by Theorem 6.7) QBD
process has a unique solution to the global balance equations, we have the
following theorem.
Theorem 6.12. An irreducible and positive recurrent QBD process has r+1
solutions x with |x| < 1 of (6.118). Assume these roots are different and
label them x0, x1, . . . , xr. Let yk, k = 0, 1, . . . , r be the non-zero solution of
(6.117) for x = xk. The linear combination of basis solutions
pi =
r∑
k=0
ξkykx
i
k, i ≥ 1, (6.120)
is the unique equilibrium distribution. The coefficients ξ0, ξ1, . . . , ξr and p0
are the unique solution to the global balance equations of levels 0 and 1,
p0Λ0,0 +
r∑
k=0
ξkykΛ1,−1 = 0, (6.121)
p0Λ0,1 +
r∑
k=0
ξkykΛ1,0 +
r∑
k=0
ξkykxkΛ−1 = 0, (6.122)
and the normalization condition
p01 +
r∑
k=0
ξk
yk1
1− xk = 1. (6.123)
The roots x0, x1, . . . , xr do not have to be different. If we assume that,
when a root x occurs k times, it is possible to find k linearly independent
solutions of (6.117), then the analysis proceeds in exactly the same way.
In case there are less than k independent solutions, we would also have to
consider more complicated basis solutions of the form iyxi−1 (or even higher
powers of i).
The relation between the matrix-geometric representation (6.83) and the
spectral expansion (6.120) is clear: the roots x0, x1, . . . , xr are the eigenvalues
of R with corresponding left eigenvectors y0,y1, . . . ,yr.
6.8 Takeaways
Birth–and–death (BD) processes live on the positive half-line and move ei-
ther to the left or right after exponential times. These basic features of BD
processes, laid out in Chapter 4, proved essential for the theory developed in
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this part of the book. In Chapter 5 we exploited the BD structure to con-
struct multi-dimensional versions, first for loss networks and then for queueing
networks.
In this chapter we added a finite number of states to each state of that BD
half-line, to construct quasi-birth–and–death (QBD) processes that live on a
semi-infinite strip of states. The basic recursion method for BD processes was
then lifted to the more general QBD setting to obtain the equilibrium dis-
tribution. Where BD processes result in geometric equilibrium distributions,
QBD processes obey similar geometric forms, but with scalars replaced by
matrices. This also explains why the main analytic technique introduced in
this chapter is called the matrix-geometric method.
The matrix-geometric method exploits the fact that the QBD process has
a highly structured state space, which allows for describing the balance equa-
tions in terms of transitions in the horizontal direction only. All transitions
in the vertical directions are described in terms of finite matrices that appear
in the balance equations. The matrix-geometric method is than the analytic
methods for solving the system of matrix equations. The central step is to
prove the existence of the unique rate matrix R in Theorem 6.9. We have also
presented efficient algorithms to determine R numerically. Taken together,
this provides a powerful computational framework for QBD processes.
Besides the matrix-geometric method, we have also demonstrated the
matrix-analytic method with its auxiliary matrix G and the spectral expan-
sion method. The matrix-analytic method is similar in scope to the matrix-
geometric method, but its focus is on the transitions to the left with as a
result the first passage probabilities in the G matrix. The spectral expansion
method decomposes the R matrix into its eigenvectors and eigenvalues and
linearly combines them to construct the product-form solution.
At first sight the extension from BD processes to QBD processes might
seem less spectacular than the extension to the network models in Chapter 5.
To fully appreciate the wide scope of QBD processes, the key insight is that
the computational complexity of the matrix-geometric method is determined
by the finite dimension, i.e., the dimension of the rate matrix R. This is
remarkable, because without exploiting the special QBD structure, we would
face a Markov process living on an infinite state space, and simply trying
to solve the global balance equations would in many cases be prohibitively
difficult. So if a Markov process can be brought into a QBD form, this brings
enormous computational advantages.
Take as an example a single-server queue with generally distributed i.i.d.
inter-arrival times and generally distributed i.i.d. service times. Approximate
the inter-arrival and service times by phase-type distributions and use the
finite dimension to keep track of these phases. Only arrivals and service
completions then result in horizontal transitions, while all other events trigger
transitions in the vertical direction. The fairly intractable general queueing
systems is then converted into a QBD process, and performance analysis of
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the systems becomes straightforward.
This example shows that effort should be put in constructing the QBD
process, and then one can reap the benefits of reduced complexity. More gen-
erally, the additional finite dimension in QBDs can keep track of enormous
amounts of information and this partly explains why so many real-world sys-
tems can be modeled as QBD processes [70, 83]. In the next chapter we discuss
the extension of QBD processes to Markov process of a similar structure, but
with the possibility to take large steps in the horizontal direction.
Notes
1. QBD processes that are not homogeneous are called level-dependent QBD
processes. These processes admit similar solutions to those presented for
the three examples in Section 6.1, but now require level-dependent R or G
matrices. For a detailed description of the methods involved see Bright and
Taylor [16] or Kharoufeh [64].
2. The matrix-geometric method was pioneered by Evans [34] and Wallace [107],
fully developed by Neuts [83], and discussed at length in the classical work of
Latouche and Ramaswami [70].
3. Neuts shows that Rn ↑ R as n → ∞, see [83, Lemma 1.2.3] for the proof in
case of a discrete-time QBD chain. More sophisticated and efficient numerical
schemes for determining R have been developed, in particular, cyclic reduction
[12] and logarithmic reduction [69].
4. Ramaswami [88] treats the two cases in which the R matrix can be obtained
explicitly.
5. This class of QBD processes (or slight variations of it) is briefly mentioned
in [83, Section 6.5] and has hence been studied extensively in the literature
and has lead to many variations of exact or explicit solutions for R. Some
examples include exploiting structural properties of (6.84) in [105]; lattice
path counting solutions [72, 73]; and renewal-reward based approaches in
[41].
6. The matrix-analytic method was pioneered by Neuts [82, 83] in the 1980’s
and developed further in [70]. As we will see in later chapters, the matrix-
geometric and matrix-analytic methods have their own area of application,
but these areas overlap in case of QBD processes. A review of the matrix-
analytic method and recent tutorial on the application of this method can be
found in [81] and [93], respectively.
7. The formal proof of Theorem 6.11 follows from Theorem 6.9 in combination
with [70, Proposition 6.4.2].
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8. Faster and more efficient algorithms than successive substitution exist to de-
termine G; a good example is cyclic reduction [13].
9. The spectral expansion method was developed by Mitrani [79, 80].

Chapter 7
Quasi-skip-free processes
Quasi-skip-free (QSF) processes are the generalization to two dimensions of
the Markov processes associated with the M/G/1 system and the G/M/1
system. The QSF process has the same state space as the QBD process, but
its transition structure is different. Whereas the QBD process is skip-free in
both directions, the QSF process allows for transitions of larger size in one of
the two directions. A distinction is made for processes that are QSF to the
right and to the left, since each process requires a different solution approach
for the equilibrium distribution.
7.1 Variations of skip-free processes
In this section we analyze two QSF processes that both are constructed from a
QBD process. The resulting QSF processes are skip-free in different directions
and therefore require different solution methods to obtain their equilibrium
distributions.
7.1.1 Machine with setup times and batch arrivals
Let us consider an adaptation of the machine with setup times as mentioned
before in Section 6.1.1. The machine processes jobs in order of arrival. Jobs
arrive in batches to the system: batches of size 1 and 2 arrive according
to Poisson processes with rates λ1 and λ2. The processing time of a job
is exponentially distributed with mean 1/µ. For stability we assume that
ρ := (λ1 + 2λ)/µ < 1. The machine is turned off when the system is empty
and it is turned on again when a new batch of jobs arrives. The setup time is
exponentially distributed with mean 1/θ. Turning off the machine takes an
exponential amount of time with mean 1/γ.
The state of the system may be described by X(t) := (X1(t), X2(t)) with
X1(t) representing the number of jobs in the system at time t and X2(t)
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Figure 7.1: Transition rate diagram of the machine with setup times and
batch arrivals of size 2.
indicates whether the machine is turned off (0) or on (1) at time t. The process
{X(t)}t≥0 is a Markov process with state space S := {(i, j) ∈ N0 × {0, 1}}.
The transition rate diagram is displayed in Figure 7.1 and resembles the QBD
variant in Figure 6.1, depicting the transition rate diagram of the system
where jobs arrive one by one and turning off the machine takes no time.
For the current model, define Li = {(i, 0), (i, 1)}, i ≥ 0 as the set of states
with i jobs in the system, that is, Li is level i. We can then partition the
state space as
S := L0 ∪ L1 ∪ L2 ∪ · · · (7.1)
The Markov process {X(t)}t≥0 is QSF to the left: the process cannot skip
any levels when transitioning to the left, whereas it can skip a level when
transitioning to the right due to a batch arrival of size 2. We demonstrate
how the matrix-analytic method can be applied to determine the equilibrium
distribution of this QSF process.
Let p(i, j) denote the equilibrium probability of state (i, j) ∈ S. From the
transition rate diagram we can obtain the balance equations by equating the
flow out of a state and the flow into that state. For the boundary states we
have, with λ := λ1 + λ2,
λp(0, 0) = γp(0, 1), (7.2)
(λ+ γ)p(0, 1) = µp(1, 1), (7.3)
(λ+ θ)p(1, 0) = λ1p(0, 0), (7.4)
(λ+ µ)p(1, 1) = λ1p(0, 1) + θp(1, 0) + µp(2, 1), (7.5)
and for i ≥ 2,
(λ+ θ)p(i, 0) = λ1p(i− 1, 0) + λ2p(i− 2, 0), (7.6)
(λ+ µ)p(i, 1) = λ1p(i− 1, 0) + λ2p(i− 2, 0) + θp(i, 0) + µp(i+ 1, 1). (7.7)
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Let us introduce the vectors of equilibrium probabilities pi =
[
p(i, 0) p(i, 1)
]
and write (7.2)–(7.7) in vector-matrix notation:
p0Λ
(0)
0 + p1Λ−1 = 0, (7.8)
p0Λ1 + p1Λ0 + p2Λ−1 = 0, (7.9)
pi−2Λ2 + pi−1Λ1 + piΛ0 + pi+1Λ−1 = 0, i ≥ 2, (7.10)
where
Λ−1 =
[
0 0
0 µ
]
, Λ0 =
[−(λ+ θ) θ
0 −(λ+ µ)
]
,
Λk =
[
λk 0
0 λk
]
, k = 1, 2, Λ
(0)
0 =
[−λ 0
γ −(λ+ γ)
]
. (7.11)
The balance equations (7.8)–(7.9) are referred to as the boundary equations.
We show how the matrix-analytic method for QBD processes can be applied
to processes that are QSF to the left.
The auxiliary matrix G plays a key role in the matrix-analytic method.
Element (j, k) of G is interpreted as the probability that, starting in state
(i, j), i ≥ 2, the first passage to level i− 1 happens in state (i− 1, k). More
generally, element (j, k) of Gn is interpreted as the probability that, starting
in state (i, j), i ≥ n + 1, the first passage to level i − n happens in state
(i − n, k). This immediately implies that zero columns in Λ−1 lead to zero
columns in G. For the model at hand
G =
[
0 1
0 1
]
. (7.12)
This matrix appears when we censor the Markov process to particular sets
of states. Define the union of levels 0, 1, . . . , i as L≤i := L0 ∪ L1 ∪ · · · ∪ Li.
Censoring the Markov process to L≤i means that we only observe the Markov
process when it resides in a state in L≤i and transitions to states outside this
set are redirected appropriately to states inside the set.
Suppose we censor the Markov process to L≤i, i ≥ 2 and write down the
balance equations for level Li. From Li−2 the process transitions to Li with
rate pi−2Λ2. From Li−1 the process transitions to Li with rate pi−1Λ1, but
also with rate pi−1Λ2G, since in that case the process transitions to Li+1 and
returns to Li according to the probabilities described in G. Similarly, the
contribution of Li to the balance equations is pi(Λ0 + Λ1G+ Λ2G2). So, for
the censored process the balance equations for Li are
pi−2Λ2 + pi−1
(
Λ1 + Λ2G
)
+ pi
(
Λ0 + Λ1G+ Λ2G
2
)
= 0, i ≥ 2. (7.13)
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We can derive similar balance equations for L1 when censoring the process to
L≤1 and for L0 when censoring the process to L≤0 = L0:
p0
(
Λ1 + Λ2G
)
+ p1
(
Λ0 + Λ1G+ Λ2G
2
)
= 0, (7.14)
p0
(
Λ
(0)
0 + Λ1G+ Λ2G
2
)
= 0. (7.15)
Equation (7.15) is a homogeneous system of equations which does not have
a unique solution, but we can at least conclude that p0 is proportional to[
γ λ
]
. We supplement this system of equations with the normalization con-
dition to be able to uniquely determine p0.
We examine the series
∑
i≥0 pi with the goal of finding another expression
involving p0. Abbreviate
Γ0 = Λ0 + Λ1G+ Λ2G
2, Γ1 = Λ1 + Λ2G, Γ2 = Λ2. (7.16)
Use (7.13)–(7.14) to rewrite the summation
∑
i≥0 pi:∑
i≥0
pi = p0 + p1 +
∑
i≥2
pi
= p0 − p0Γ1Γ−10 −
∑
i≥2
(
pi−2Γ2 + pi−1Γ1
)
Γ−10
= p0 − p0Γ1Γ−10 −
∑
i≥0
pi−2Γ2Γ−10 −
∑
i≥1
pi−1Γ1Γ−10
= p0 −
∑
i≥0
pi
(
Γ1 + Γ2
)
Γ−10 . (7.17)
Hence, ∑
i≥0
pi
(
I +
(
Γ1 + Γ2
)
Γ−10
)
= p0, (7.18)
which gives ∑
i≥0
pi = p0Γ0
(
Γ0 + Γ1 + Γ2
)−1
, (7.19)
where the inverse is given by(
Γ0 + Γ1 + Γ2
)−1
=
[
− 1θ 1θ
(
1 + θ+µλ1+2λ2−µ
)
0 1λ1+2λ2−µ
]
. (7.20)
So, the normalization condition is
1 =
∑
i≥0
pi1 = p0Γ0
(
Γ0 + Γ1 + Γ2
)−1
1. (7.21)
Substituting the normalization condition (7.21) for any of the equations in
(7.15) allows us to calculate p0. Armed with p0 we are able to solve (7.14)
for p1, after which we can iteratively calculate pi, i ≥ 2 from (7.13), stopping
when the accumulated probability mass is close to 1.
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Figure 7.2: Transition rate diagram of the batch machine subject to break-
downs.
7.1.2 A batch machine subject to breakdowns
Consider a batch machine that is subject to breakdowns. Depending on the
details of the jobs, the batch machine can sometimes serve two jobs at the
same time, but sometimes only a single job. For simplicity we assume that
with probability 1/2 the batch machine serves a single job and with the same
probability two jobs. The service time is independent of the number of jobs
in service and is exponentially distributed with rate 2µ. Jobs arrive to the
system according to a Poisson process with rate λ. The machine breaks down
after an exponential amount of time with rate γ (irrespective of whether it is
serving a job or not) and repair takes an exponential amount of time with rate
θ. Every time the machine breaks down, the repair is started immediately.
If there is only a single job in the system, the machine serves this single job
with probability 1.
Notice that the machine works a fraction θ/(γ + θ) of the time and is in
repair a fraction γ/(γ + θ) of the time. So, the rate at which the server can
serve jobs is θ/(γ+θ) ·2µ(1 ·1/2+2 ·1/2) and therefore the stability condition
is
ρ :=
λ
θ
γ+θ (µ+ 2µ)
< 1. (7.22)
The state of the system may be described by X(t) := (X1(t), X2(t)) with
X1(t) representing the number of jobs in the system at time t and X2(t)
describes if the machine is working (1) or not (0) at time t. The process
{X(t)}t≥0 is a Markov process with state space S := {(i, j) ∈ N0 × {0, 1}}.
The transition rate diagram is displayed in Figure 7.2. We use the same levels
as in the previous example, i.e., Li = {(i, 0), (i, 1)}, i ≥ 0.
The Markov process {X(t)}t≥0 is QSF to the right: the process cannot
skip any levels when transitioning to the right, whereas it can skip a level when
transitioning to the left with a batch service of size 2. We demonstrate how
the matrix-geometric method and spectral expansion method can be adapted
to determine the equilibrium distribution of this QSF process.
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Let p(i, j) denote the equilibrium probability of state (i, j) ∈ S. From the
transition rate diagram we can obtain the balance equations by equating the
flow out of a state and the flow into that state. For the boundary states we
have,
(λ+ θ)p(0, 0) = γp(0, 1), (7.23)
(λ+ γ)p(0, 1) = 2µp(1, 1) + µp(2, 1) + θp(0, 0), (7.24)
(λ+ θ)p(1, 0) = λp(0, 0) + γp(1, 1), (7.25)
(λ+ 2µ+ γ)p(1, 1) = λp(0, 1) + θp(1, 0) + µ(p(2, 1) + p(3, 1)), (7.26)
and for i ≥ 2,
(λ+ θ)p(i, 0) = λp(i− 1, 0) + γp(i, 1), (7.27)
(λ+ 2µ+ γ)p(i, 1) = λp(i− 1, 0) + θp(i, 0) + µ(p(i+ 1, 1) + p(i+ 2, 1)).
(7.28)
Let us introduce the vectors of equilibrium probabilities pi =
[
p(i, 0) p(i, 1)
]
and write (7.23)–(7.28) in vector-matrix notation:
p0Λ
(0)
0 + p1Λ
(1)
−1 + p2Λ−2 = 0, (7.29)
pi−1Λ1 + piΛ0 + pi+1Λ−1 + pi+2Λ−2 = 0, i ≥ 1, (7.30)
where
Λ−2 = Λ−1 =
[
0 0
0 µ
]
, Λ0 =
[−(λ+ θ) θ
γ −(λ+ 2µ+ γ)
]
,
Λ1 =
[
λ 0
0 λ
]
, Λ
(0)
0 =
[−(λ+ θ) θ
γ −(λ+ γ)
]
, Λ
(1)
−1 =
[
0 0
0 2µ
]
. (7.31)
The balance equations (7.29) are referred to as the boundary equations. We
will first show how the matrix-geometric method for QBD processes can be
applied to processes that are QSF to the right.
Recall from the QBD processes that the matrix-geometric method ex-
presses the equilibrium probability vectors as
pi = p0R
i, i ≥ 0. (7.32)
Substituting (7.32) into (7.30) gives
pi−1
(
Λ1 +RΛ0 +R
2Λ−1 +R3Λ−2
)
= 0, i ≥ 1, (7.33)
which holds if the rate matrix R is the solution to the matrix equation
Λ1 +RΛ0 +R
2Λ−1 +R3Λ−2 = 0. (7.34)
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It can be shown that R is the unique minimal non-negative solution of (7.34)
and has spectral radius less than 1, which shows that (I−R)−1 exists. Equa-
tion (7.34) can be solved via successive substitutions in a similar fashion as
Algorithm 6.1.
The boundary equilibrium probability vector p0 can be determined by
substituting (7.32) in the balance equations (7.29):
p0
(
Λ
(0)
0 +RΛ
(1)
−1 +R
2Λ−2
)
= 0. (7.35)
This homogeneous system of equations does not have a unique solution. How-
ever, if we substitute any of its equations by the normalization condition
1 =
∑
i≥0
pi1 = p01 +
∑
i≥1
p1R
i−11 = p01 + p1(I −R)−11, (7.36)
we get a non-homogeneous system of equations with unique solution p0, and
through (7.32) we find all pi.
We now demonstrate the spectral expansion method. Recall that this
method tries to find basis solutions of the form
pi = yx
i, i ≥ 0, (7.37)
where y =
[
y(0) y(1)
] 6= 0 and |x| < 1, satisfying the balance equations
(7.30). We require that |x| < 1, since we want to be able to normalize the pi.
Substitution of (7.37) in (7.30) and dividing by common powers of x yields
y
(
Λ1 + xΛ0 + x
2Λ−1 + x3Λ−2
)
= 0. (7.38)
These equations have a non-zero solution for y if
det
(
Λ1 + xΛ0 + x
2Λ−1 + x3Λ−2
)
= 0. (7.39)
The desired values of x are the roots x with |x| < 1 of the determinant
equation (7.39). In this case (7.39) is a polynomial of degree four in x. One
of the solutions of (7.39) is x = 1, since Λ1 + Λ0 + Λ−1 + Λ−2 is the transition
rate matrix of the Markov process that describes the phase transitions. Now,
(7.39) reads
(x− 1)(x3(λ+ θ)µ+ x2(λ+ 2θ)µ− xλ(λ+ 2µ+ θ + γ) + λ2) = 0, (7.40)
which has two roots x1 and x2 inside the open unit disk. These roots have an
explicit expression, but are more difficult to write down because they originate
from a cubic equation. For k = 1, 2, let yk be the non-zero solution of
yk
(
Λ1 + xkΛ0 + x
2
kΛ−1 + x
3
kΛ−2
)
= 0. (7.41)
Note that, since the balance equations are linear, any linear combination of
the two solutions satisfies (7.30). Now the final step of the spectral expansion
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method is to determine a linear combination that also satisfies the boundary
equations (7.29). So we set
pi = ξ1y1x
i
1 + ξ2y2x
i
2, i ≥ 0. (7.42)
We can determine the coefficients ξ1 and ξ2 by substituting (7.42) into (7.29),
which gives
2∑
k=1
ξkyk
(
Λ
(0)
0 + xkΛ
(1)
−1 + x
2
kΛ−2
)
= 0. (7.43)
We can substitute the normalization condition for one of the above homoge-
neous equations to uniquely determine the coefficients ξ1 and ξ2. The nor-
malization condition states that
1 =
∑
i≥0
pi =
ξ1y1
1− x1 +
ξ2y2
1− x2 . (7.44)
Determination of the coefficients is now a straightforward task.
7.2 General quasi-skip-free processes
From the previous examples we have seen that processes that are QSF to the
left or right share the same state space as the QBD process that we have
encountered in Chapter 6. We can therefore use the similar level definitions
as before:
L0 := {(0, 0), (0, 1), . . . , (0, b)}, Li := {(i, 0), (i, 1), . . . , (i, r)}, i ≥ 1, (7.45)
with b and r non-negative finite integers and partition the state space as
S := L0 ∪ L1 ∪ L2 ∪ · · · (7.46)
We denote the state of the QSF process at time t as X(t) := (X1(t), X2(t))
where X1(t) describes the level and X2(t) describes the phase at time t.
Throughout this chapter we focus on homogeneous QSF processes, which
means that transition rates are level-independent, possibly except for the
transition rates from and to level 0. We can now identify the two types
of QSF processes. Using the level-independent Λn and level-dependent Λ
(m)
n
transition sub-matrices, we have that the transition rate matrix Q of a process
that is QSF to the left is of the form
Q =

Λ
(0)
0 Λ
(0)
1 Λ
(0)
2 Λ
(0)
3 Λ
(0)
4 · · ·
Λ
(1)
−1 Λ0 Λ1 Λ2 Λ3 · · ·
Λ−1 Λ0 Λ1 Λ2 · · ·
Λ−1 Λ0 Λ1 · · ·
. . . . . . . . .
 . (7.47)
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The transition rate matrix Q of a process that is QSF to the right is given by
Q =

Λ
(0)
0 Λ
(0)
1
Λ
(1)
−1 Λ0 Λ1
Λ
(2)
−2 Λ−1 Λ0 Λ1
Λ
(3)
−3 Λ−2 Λ−1 Λ0 Λ1
...
...
...
...
...
. . .
 . (7.48)
By comparing these transition rate matrices (7.47)–(7.48) with the tran-
sition rate matrix of the QBD process in (6.72), we see that the QBD process
is a process that is QSF to both the left and the right.
The balance equations pQ = 0 in case of a process that is QSF to the left
are given by
p0Λ
(0)
0 + p1Λ
(1)
−1 = 0, (7.49)
p0Λ
(0)
i +
i+1∑
k=1
pkΛi−k = 0, i ≥ 1, (7.50)
and for a process that is QSF to the right we have∑
k≥0
pkΛ
(k)
−k = 0, (7.51)
p0Λ
(0)
1 +
∑
k≥1
pkΛ1−k = 0, (7.52)∑
k≥i−1
pkΛi−k = 0, i ≥ 2. (7.53)
Each of the two examples in Section 7.1 are analyzed by using different
methods. The success of a method depends on the skip-free direction of the
QSF process. That is, the matrix-geometric method or the spectral expansion
method do not work for processes that are QSF to the left and one cannot
use the matrix-analytic method to analyze processes that are QSF to the
right. The application of these methods to QSF processes is similar to their
application to QBD processes, so the treatment of these methods in the next
sections will be brief.
7.3 Stability condition
There is a natural extension of the stability condition for QBD processes seen
in Theorem 6.7 to the stability condition for processes that are QSF to the
left or right. We summarize the results for both types in a single theorem.
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Recall that the transition rate matrix Λ describes the transition behavior
of the phases. We unify both types of QSF processes by setting
Λ :=
∞∑
i=−∞
Λi. (7.54)
From here on we will assume that the QSF process {X(t)}t≥0 is irreducible
and that the transition rate matrix Λ has exactly one communicating class.
Let x be the equilibrium distribution of the Markov process with transition
rate matrix Λ:
xΛ = 0, x1 = 1. (7.55)
Using distribution x we can formulate a mean drift condition that generalizes
the one for QBD processes. It asserts that the mean drift to the right is
smaller than the mean drift to the left.
Theorem 7.1. (Stability condition) The QSF process {X(t)}t≥0 is positive
recurrent if and only if
x
∑
i≥1
Λi1 < x
∑
i≤−1
Λi1 (7.56)
with x =
[
x(0) x(1) · · · x(r)] the equilibrium distribution of the Markov
process with transition rate matrix Λ:
xΛ = 0, x1 = 1. (7.57)
7.4 Matrix-geometric method
The matrix-geometric method is applicable to processes that are QSF to the
right and have as their transition rate matrix the one shown in (7.48). Instru-
mental for the approach is the rate matrix R that gives rise to the matrix-
geometric relation
pi = p1R
i−1, i ≥ 1. (7.58)
In the QBD case, the matrix R is the minimal non-negative solution of the
matrix-quadratic equation (6.84). In the QSF case this equation is no longer
quadratic. In fact, R is the minimal non-negative solution of∑
i≥0
RiΛ1−i = 0. (7.59)
The largest eigenvalue (in terms of absolute value) of the matrix R is less
than one, which ensures that I − R is invertible. Of course, given that R
satisfies (7.59), it readily follows that the matrix-geometric representation
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(7.58) satisfies the balance equations (7.53): substitution of (7.58) into (7.53)
gives
pi−1
∑
k≥0
RkΛ1−k = 0, i ≥ 2, (7.60)
which is valid because of (7.59). Equation (7.59) can be rewritten as
R = −(Λ1 +∑
i≥2
RiΛ1−i
)
Λ−10 . (7.61)
To numerically solve this equation we first have to truncate the infinite sum
at K say, and then compute an approximation for R by successive substi-
tutions as done in Algorithm 6.1. The larger K, the better the resulting
approximation for R, but also the higher the computational effort to com-
pute this approximation. We finally mention that the rate matrix R has the
same probabilistic interpretation as in a QBD process.
Algorithm 7.1 Calculating R using successive substitutions
1: Pick  small and positive and K a large integer
2: Set R0 = 0, R1 = −Λ1Λ−10 and n = 1
3: while ‖Rn −Rn−1‖max >  do
4: Compute Rn+1 from
Rn+1 = −
(
Λ1 +
K∑
i=2
RinΛ1−i
)
Λ−10 (7.62)
5: Update n = n+ 1
6: end while
Once we have determined R, we can solve for the remaining equilibrium
probability vectors p0 and p1. Substituting (7.58) into the balance equations
(7.51)–(7.52) for levels 0 and 1 gives
p0Λ
(0)
0 + p1
∑
k≥1
Rk−1Λ(k)−k = 0, (7.63)
p0Λ
(0)
1 + p1
∑
k≥1
Rk−1Λ1−k = 0. (7.64)
Replacing one of the boundary equations with the normalization condition
1 =
∑
i≥0
pi1 = p01 + p1
∑
i≥1
Ri−11 = p01 + p1(I −R)−11 (7.65)
allow us to uniquely determine p0 and p1. We do, however, need to truncate
the infinite series in (7.63)–(7.64) to be able to numerically determine p0 and
p1.
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7.5 Matrix-analytic method
Processes that are QSF to the left do not have a matrix-geometric representa-
tion of the equilibrium probability vectors. In Section 7.1.1 we have developed
a recursive scheme involving the auxiliary matrix G to determine the equilib-
rium probability vectors. In general, for processes that are QSF to the left,
G is the minimal non-negative solution of∑
i≥0
Λ−1+iGi = 0. (7.66)
Similarly as for the calculation of R, we are required to truncate the infinite
sum at K say, and then approximate G using successive substitutions, which
leads to Algorithm 7.2. The matrix G has the same probabilistic interpreta-
tion as in a QBD process.
Algorithm 7.2 Calculating G using successive substitutions
1: Pick  small and positive and K a large integer
2: Set G0 = 0, G1 = −Λ−10 Λ−1 and n = 1
3: while ‖Gn −Gn−1‖max >  do
4: Compute Gn+1 from
Gn+1 = −Λ−10
(
Λ−1 +
K∑
i=2
Λ−1+iGin
)
(7.67)
5: Update n = n+ 1
6: end while
In Section 7.1.1 we censored the QSF process to L≤i for all i and wrote
down the balance equations for Li. We can use the same principal in the
present case to develop a recursive scheme for pi. We will use the following
notation to develop that scheme:
Γ
(0)
i :=
∑
k≥0
Λ
(0)
i+kG
k, i ≥ 0, Γi :=
∑
k≥0
Λi+kG
k, i ≥ 0. (7.68)
The matrix Γ(0)i describes the rates at which the QSF process enters Li from
L0 in a single transition when the process is censored to L≤i. The matrix Γi
describes the rates at which the QSF process enters Li+j from Lj , j ≥ 1 in a
single transition when the process is censored to L≤i+j .
Using these definitions, we can censor the QSF process to L0 to develop
the relation
p0Γ
(0)
0 = 0. (7.69)
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Censoring the QSF process to L≤i, i ≥ 1, provides the recursive relation1
p0Γ
(0)
i +
i∑
j=1
pjΓi−j = 0, i ≥ 1. (7.70)
Now, if we are able to determine p0, then we can use (7.70) to determine any
pi. The homogeneous system of equations (7.69) does not have a unique solu-
tion, so we aim to supplement this system with the normalization condition.
Let us add (7.70) over all i ≥ 1, which gives
p0
∑
i≥1
Γ
(0)
i +
∑
i≥1
i∑
j=1
pjΓi−j = 0. (7.71)
Interchanging the double summation yields
p0
∑
i≥1
Γ
(0)
i +
∑
j≥1
pj
∑
i≥j
Γi−j = 0, (7.72)
or
p0
∑
i≥1
Γ
(0)
i +
∑
j≥1
pj
∑
i≥0
Γi = 0. (7.73)
Post-multiplying by the inverse of
∑
i≥0 Γi (assuming it exists) and then post-
multiplying by 1 gives
p0
∑
i≥1
Γ
(0)
i
(∑
i≥0
Γi
)−1
1 +
∑
j≥1
pj1 = 0, (7.74)
and by the normalization condition
∑
i≥0 pi1 = 1 this leads to
p0
∑
i≥1
Γ
(0)
i
(∑
i≥0
Γi
)−1
1 + 1− p01 = 0, (7.75)
and therefore
p0
(
1−
∑
i≥1
Γ
(0)
i
(∑
i≥0
Γi
)−1
1
)
= 1. (7.76)
By substituting (7.76) for any of the equations in (7.69) the value of p0 can
be uniquely determined.
Many of the equations required to determine the equilibrium probability
vectors involve infinite sums that need to be truncated for actual computa-
tions. Furthermore, there needs to be a criterion for when the computations
can be stopped. A natural stopping criterion is by examining the accumu-
lated probability mass. In Algorithm 7.3 we demonstrate the implementation
of the matrix-analytic approach.
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Algorithm 7.3 Matrix-analytic method
1: Pick  small and positive and K a large integer
2: Approximate G using Algorithm 7.2
3: Approximate and store {Γ(0)i }0≤i≤K and {Γi}0≤i≤K . Use only the first
K terms in each infinite sum
4: Calculate p0 from (7.69) and (7.76) by truncating each infinite sum to K
terms
5: Set n = 0
6: while
∑n
m=0 pm1 < 1−  do
7: Compute pn+1 from the truncated version of (7.70), which reads
p0Γ
(0)
i +
i∑
j=i−K
pjΓi−j = 0 (7.77)
8: Update n = n+ 1
9: end while
7.6 Spectral expansion method
The spectral expansion method only works for processes that are QSF to
the right. This follows naturally from the fact that the spectral expansion
method uses the eigenvalues and left eigenvectors of the rate matrix R of the
matrix-geometric method, which is also only applicable to processes that are
QSF to the right. Recall that the aim of the spectral expansion method is to
linearly combine basis solutions of the form
pi = yx
i−1, i ≥ 1. (7.78)
By substituting (7.78) into (7.53) and dividing by common powers of x we
obtain
y
(
Λ1 + xΛ0 + x
2Λ−1 + x3Λ−2 + · · ·
)
= 0. (7.79)
As we have argued before in the QBD case, these equations have a non-zero
solution for y if
det
(
Λ1 + xΛ0 + x
2Λ−1 + x3Λ−2 + · · ·
)
= 0. (7.80)
Even though this determinant equation involves unbounded powers of x, it
still provides us with exactly r + 1 solutions for x that lie inside the open
unit disk. For a detailed discussion as to why this is the case, see Section 6.7.
For numerical calculation purposes the determinant equation needs to be
truncated. A rule of thumb could be to discard any terms with powers higher
3r, for example.
Label the roots x of (7.80) inside the closed unit disk as x0, x1, . . . , xr and
associate with the roots the corresponding non-zero eigenvectors y0,y1, . . . ,yr
7.7. Takeaways 163
found from (7.79). We assume that the eigenvectors are linearly independent,
which is the case if roots xk are different, but independence can also be
the case even if some of the roots are identical. Now, each solution pi =
ykx
i
k, k = 0, 1, . . . , r satisfies the global balance equations (7.53). We can
linearly combine these solutions as
pi =
r∑
k=0
ξkykx
i−1
k , i ≥ 1, (7.81)
where ξk, k = 0, 1, . . . , r are constants that we still need to determine. Sub-
stituting (7.81) into the balance equations for levels 0 and 1 gives
p0Λ
(0)
0 +
r∑
l=0
ξlyl
∑
k≥1
xk−1l Λ
(k)
−k = 0, (7.82)
p0Λ
(0)
1 +
r∑
l=0
ξlyl
∑
k≥1
xk−1l Λ1−k = 0. (7.83)
We can simplify the infinite sum in (7.83) by using (7.79):
p0Λ
(0)
1 −
r∑
l=0
ξlyl
1
xl
Λ1 = 0. (7.84)
Replacing one of the boundary equations with the normalization condition
1 =
∑
i≥0
pi1 = p01 +
∑
i≥1
r∑
k=0
ξkykx
i−1
k 1 = p01 + p1
r∑
k=0
ξkyk
1− xk 1 (7.85)
allow us to uniquely determine p0 and p1. We do, however, need to truncate
the infinite series in (7.82) to be able to numerically determine p0 and p1.
7.7 Takeaways
This chapter exploited two structural properties we have encountered in ear-
lier chapters. In Chapter 3 we saw how constructing embedded Markov pro-
cesses could help analyze processes with larger jumps to the left or to the
right. In Chapter 6 we saw how the skip-free structure of birth–and–death
processes could be extended to two-dimensional quasi-birth–and–death pro-
cesses that remained skip-free in one dimension, but could skip in the other.
This chapter combined both features in quasi-skip-free (QSF) processes that
can skip states in both dimensions.
This additional flexibility comes with mathematical challenges, but the
main methods used in earlier chapters again work, albeit in a more advanced
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form. The matrix-geometric and matrix-analytic method involved solutions
of matrix equations with unbounded powers of R and G. The spectral expan-
sion method worked after considering the determinant equation over infinitely
many powers. For pratical purposes, these techniques require truncation of
the infinite sums to be amenable for numerical calculations. The three tech-
niques together provide a good handle, both analytically and algorithmically,
on analyzing the rich class of QSF processes.
Notes
1. The recursive scheme in the matrix-analytic method for levels i ≥ 1 is called
Ramaswami’s formula and was developed by Ramaswami in [87]. This formula
is numerically stable because it involves only additions and multiplications
of non-negative matrices and vectors; subtractions could lead to numerical
instability due to the loss of significant figures.
Part III
Advanced processes

Chapter 8
Priority systems
In this chapter we consider a priority system1 with a single exponential server
that serves jobs of high and low priority arriving according to Poisson streams.
High-priority jobs are served before low-priority jobs, low-priority jobs are
only served when there are no high-priority jobs in the system. Whenever a
high-priority job enters the system and a low-priority job is in service, the
low-priority job is removed from service and placed at the head of the line
while the high-priority job is immediately taken into service. This priority
rule is referred to as preemptive priority : the high-priority job preempts the
service of the low-priority job.
To determine the equilibrium distribution of the two-dimensional Markov
process of the number of high- and low-priority jobs associated with this
single-server priority system we take three approaches. The first approaches
recursively solves the balance equations by using second-order difference equa-
tions. The second approach translates the balance equations into a quadratic
(functional) equation to find the bivariate PGF of the joint equilibrium dis-
tribution of high- and low-priority jobs. The third approach casts the balance
equations into a QBD matrix structure, and uses the matrix-geometric and
matrix-analytic methods to find a product-form solution for the equilibrium
distribution. Due to the structure of the transition rate diagram the elements
of the infinite-dimensional rate matrix R and auxiliary matrix G are easily
determined.
8.1 Model description and balance equations
We distinguish the two job classes by numbering them: class-1 jobs have
preemptive priority over class-2 jobs. The arrival process of class-n jobs is
a Poisson process with rate λn. Each class-n job requires an exponentially
distributed service time with rate µn. Since the service requirements are ex-
ponentially distributed and thus memoryless, the residual service time of a
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Figure 8.1: Transition rate diagram of the Markov process associated with
the single-server priority system.
class-2 job that was removed from service again has an exponential distri-
bution with the same rate µ2. Denote by ρn := λn/µn the amount of work
brought into the system per time unit by class-n jobs.
Let Xn(t) be the number of class-n jobs in the system at time t and
denote the state of the system by X(t) := (X1(t), X2(t)). Then {X(t)}t≥0
is a Markov process on the state space S := N20. It is apparent from the
transition rate diagram in Figure 8.1 that the state space is irreducible. The
system is stable if the total amount of work brought into the system per time
unit is strictly less than one. We therefore assume
ρ := ρ1 + ρ2 < 1, (8.1)
to guarantee positive recurrence and the existence of the equilibrium distri-
bution. Denote the equilibrium probability of being in state (i, j) as p(i, j).
The balance equations for the interior of the state space are given for
i, j ≥ 1 by
(λ+ µ1)p(i, j) = λ1p(i− 1, j) + µ1p(i+ 1, j) + λ2p(i, j − 1) (8.2)
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with λ := λ1 + λ2. For the horizontal and vertical axis we have
(λ+ µ1)p(i, 0) = λ1p(i− 1, 0) + µ1p(i+ 1, 0), i ≥ 1, (8.3)
(λ+ µ2)p(0, j) = λ2p(0, j − 1) + µ2p(0, j + 1) + µ1p(1, j), j ≥ 1. (8.4)
Finally, for the origin the balance equation is
λp(0, 0) = µ1p(1, 0) + µ2p(0, 1). (8.5)
Since the server always works at unit rate whenever there is work to do,
p(0, 0) = 1− ρ.
8.2 Difference equations approach
We exploit the upward structure of the transition rate diagram by first solving
the balance equations for j = 0 and working our way up by increasing j one
step at a time. For j = 0, (8.3) is a homogeneous difference equation of order
two:
µ1p(i+ 1, 0)− (λ+ µ1)p(i, 0) + λ1p(i− 1, 0) = 0, i ≥ 1. (8.6)
We have the general solution
p(i, 0) = c0,0x
i
1 + c0,1x
i
2, i ≥ 0 (8.7)
where x1 and x2 are the roots of the quadratic equation
µ1x
2 − (λ+ µ1)x+ λ1 = 0 (8.8)
satisfying 0 < x1 < 1 < x2. Since the solution of (8.7) needs to be normalized,
and
∑
i≥1 x
i
2 =∞, we set c0,1 = 0. This gives with x := x1,
p(i, 0) = c0,0x
i, i ≥ 0, (8.9)
where we leave c0,0 undetermined for now.
For j = 1, (8.2) is a nonhomogeneous difference equation of order two:
µ1p(i+ 1, 1)− (λ+ µ1)p(i, 1) + λ1p(i− 1, 1) = −λ2p(i, 0), i ≥ 1 (8.10)
and its solution will be a combination of the general solution of the homo-
geneous equation and a particular solution of the nonhomogeneous equation.
Clearly, the solution of the homogeneous equation is c1,0xi, where c1,0 is a
constant that we determine later. For the solution to the nonhomogeneous
equation we guess that it is of the form p(i, 1) = c1,1
(
i+1
1
)
xi. Substituting
this guess into (8.10) and dividing by xi−1 gives
µ1c1,1
(
i+ 2
1
)
x2 − (λ+ µ1)c1,1
(
i+ 1
1
)
x+ λ1
(
i
1
)
= −λ2c0,0x. (8.11)
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Since x satisfies (8.8), we obtain
c1,1 =
λ2c0,0
λ+ µ1 − 2µ1x (8.12)
and
p(i, 1) = c1,0
(
i+ 1
0
)
xi + c1,1
(
i+ 1
1
)
xi. (8.13)
For j = 2, (8.2) gives
µ1p(i+ 1, 2)− (λ+ µ1)p(i, 2) + λ1p(i− 1, 2) = −λ2p(i, 1), i ≥ 1. (8.14)
The solution of the homogeneous version of (8.14) is c2,0xi, where c2,0 is a con-
stant that we determine later. Substituting the guess p(i, 2) = c2,1
(
i+2
1
)
xi +
c2,2
(
i+2
2
)
xi into (8.14) and dividing by xi−1 gives
µ1x
2
(
c2,1
(
i+ 3
1
)
+ c2,2
(
i+ 3
2
))
− (λ+ µ1)x
(
c2,1
(
i+ 2
1
)
+ c2,2
(
i+ 2
2
))
+ λ1
(
c2,1
(
i+ 1
1
)
+ c2,2
(
i+ 1
2
))
= −λ2x
(
c1,0
(
i+ 1
0
)
+ c1,1
(
i+ 1
1
))
.
(8.15)
We use(
i+ 3
1
)
=
(
1 +
2
i+ 1
)(i+ 1
1
)
,
(
i+ 3
2
)
=
(
1 +
4
i
+
2
i(i+ 1)
)(i+ 1
2
)
,(
i+ 2
1
)
=
(
1 +
1
i+ 1
)(i+ 1
1
)
,
(
i+ 2
2
)
=
(
1 +
2
i
)(i+ 1
2
)
,
and the fact that x satisfies (8.8) to simplify (8.15) to
c2,1
1
i+ 1
(
i+ 1
1
)
(2µ1x− (λ+ µ1))
+ c2,2
(
i+ 1
2
)((4
i
+
2
i(i+ 1)
)
µ1x− 2
i
(λ+ µ1)
)
= −λ2
(
c1,0
(
i+ 1
0
)
+ c1,1
(
i+ 1
1
))
. (8.16)
Grouping terms in front of the binomial coefficients gives(
i+ 1
0
)(
c2,1(2µ1x− (λ+ µ1)) + c2,2µ1x
)
+
(
i+ 1
1
)
c2,2
(
2µ1x− (λ+ µ1)
)
= −
(
i+ 1
0
)
c1,0λ1 −
(
i+ 1
1
)
c1,1λ1. (8.17)
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Matching the coefficients of the binomial coefficients finally shows that
c2,2 =
λ2c1,1
λ+ µ1 − 2µ1x, c2,1 =
λ2c1,0 + µ1xc2,2
λ+ µ1 − 2µ1x . (8.18)
Repeating this procedure leads to the general expression
p(i, j) =
j∑
k=0
cj,k
(
i+ j
k
)
xi, i, j ≥ 0, (8.19)
where the coefficients satisfy the recursion, for j ≥ 1,
cj,j =
λ2cj−1,j−1
λ+ µ1 − 2µ1x, (8.20)
cj,k =
λ2cj−1,k−1 + µ1xcj,k+1
λ+ µ1 − 2µ1x , 1 ≤ k ≤ j − 1. (8.21)
The coefficients cj,0, j ≥ 0 still need to be determined. Since p(0, 0) = 1− ρ
we have c0,0 = 1−ρ. Substituting (8.19) into the balance equation (8.5) gives
c1,0 =
(λ− µ1x)
µ2
c0,0 − c1,1. (8.22)
From (8.4) we obtain, for j ≥ 1,
cj+1,0 =
1
µ2
j∑
k=0
cj,k
(
µ1x
(
j + 1
k
)
− (λ+ µ2)
(
j
k
))
+ ρ2
j−1∑
k=0
cj−1,k
(
j − 1
k
)
−
j+1∑
k=1
cj+1,k
(
j + 1
k
)
. (8.23)
We outline the computation of the coefficients in Algorithm 8.1.
8.3 Generating function approach
Define the bivariate PGF
P (x, y) :=
∑
i≥0
∑
j≥0
p(i, j)xiyj , |x| ≤ 1, |y| ≤ 1. (8.24)
Note that P (x, 0) =
∑
i≥0 p(i, 0)x
i and P (0, y) =
∑
j≥0 p(0, j)y
j are the
probability generating functions of the equilibrium probabilities of the states
on the horizontal and vertical axis. Furthermore, P (x, 1) and P (1, y) are the
probability generating functions of the number of class-1 and class-2 jobs in
the system, respectively.
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Algorithm 8.1 Calculating the coefficients
1: Pick a positive integer jmax
2: Set c0,0 = 1− ρ
3: Calculate c1,1 from (8.20)
4: Calculate c1,0 from (8.22)
5: for j = 2, 3, . . . , jmax do
6: Calculate cj,j from (8.20)
7: for k = j − 1, j − 2, . . . , 1 do
8: Calculate cj,k from (8.21)
9: end for
10: Calculate cj,0 from (8.23)
11: end for
We shall now perform a series of operations on the balance equations to
obtain an expression for P (x, y). Multiply both sides of (8.2) by xiyj and
sum over all i, j ≥ 1 to obtain (8.25). Multiply both sides of (8.3) by xi and
sum over all i ≥ 1 to obtain (8.26). Finally, multiply both sides of (8.4) by
yj and sum over all j ≥ 1 to obtain (8.27).
(λ+ µ1)
∑
i≥1
∑
j≥1
p(i, j)xiyj = λ1
∑
i≥1
∑
j≥1
p(i− 1, j)xiyj
+ µ1
∑
i≥1
∑
j≥1
p(i+ 1, j)xiyj
+ λ2
∑
i≥1
∑
j≥1
p(i, j − 1)xiyj , (8.25)
(λ+ µ1)
∑
i≥1
p(i, 0)xi = λ1
∑
i≥1
p(i− 1, 0)xi
+ µ1
∑
i≥1
p(i+ 1, 0)xi, (8.26)
(λ+ µ2)
∑
j≥1
p(0, j)yj = λ2
∑
j≥1
p(0, j − 1)yj + µ2
∑
j≥1
p(0, j + 1)yj
+ µ1
∑
j≥1
p(1, j)yj . (8.27)
Summing (8.25)–(8.27) and (8.5) and using simplifications based on the defi-
nition of P (x, y) such as∑
i≥1
∑
j≥1
p(i, j)xiyj =
∑
i≥0
∑
j≥0
p(i, j)xiyj −
∑
i≥0
p(i, 0)xi −
∑
j≥0
p(0, j)yj + p(0, 0)
= P (x, y)− P (x, 0)− P (y, 0) + P (0, 0), (8.28)
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shows that P (x, y) satisfies the functional equation
h1(x, y)P (x, y) = h2(x, y)P (0, y) + h3(x, y)P (0, 0) (8.29)
with
h1(x, y) := λ1xy(1− x) + λ2xy(1− y)− µ1y(1− x), (8.30)
h2(x, y) := −µ1y(1− x) + µ2x(1− y), (8.31)
h3(x, y) := −µ2x(1− y). (8.32)
The question is whether we can solve functional equation (8.29). Recall that
P (0, 0) = p(0, 0) = 1− ρ.
Remark 8.1. (Distribution of the number of class-1 jobs) Setting y = 1
in (8.29) gives
P (x, 1) =
P (0, 1)
1− ρ1x, (8.33)
where P (0, 1) is the probability that there are no class-1 jobs in the system.
Clearly, P (0, 1) = 1− ρ1 and therefore
P (x, 1) =
1− ρ1
1− ρ1x =
∑
i≥0
(1− ρ1)ρi1xi, (8.34)
which shows that the number of class-1 jobs follows a geometric distribution
with parameter ρ1. Due to the preemptive priority, class-1 jobs do not have
to wait for class-2 jobs and therefore experience the system as if it were a
standard M/M/1 queue. 4
Now choose x so that the left-hand side of (8.29) vanishes to obtain an
expression for P (0, y). For a fixed y with 0 < |y| ≤ 1, h1(x, y) is a second
degree polynomial in x, and hence
0 = h1(x, y) ⇔ 0 = ρ1x2 −
(
1 + ρ1 +
λ2
µ1
(1− y))x+ 1. (8.35)
Lemma 8.2. For a fixed y with 0 < |y| ≤ 1, (8.35) has a unique solution
x = ξ(y) with |x| ≤ 1.
Proof. For now, fix a y with 0 < |y| < 1. We use Rouché’s theorem, see
Theorem 3.11, to prove that (8.35) has a unique solution within the closed
unit disk. Denote the closed unit disk by U and the unit circle by ∂U . Define
the functions
f1(x, y) := −
(
1 + ρ1 +
λ2
µ1
(1− y))x, g(x) := ρ1x2 + 1. (8.36)
Clearly, f1(x, y) has only one root x = 0 in U . We aim to show that
|f1(x, y)| > |g(x)|, x ∈ ∂U , (8.37)
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so that it follows from Rouché’s theorem that f1(x, y)+g(x) also has one root
in U .
Then,
|f1(x, y)| =
∣∣1 + ρ1 + λ2
µ1
− λ2
µ1
y
∣∣|x|
≥ (1 + ρ1 + λ2
µ1
− λ2
µ1
|y|)|x| =: f2(|x|, |y|) (8.38)
and
|g(x)| = |ρ1x2 + 1| ≤ ρ1|x|2 + 1 = g(|x|). (8.39)
It suffices to show that f2(|x|, |y|) > g(|x|) for |x| = 1 and 0 < |y| < 1, which
is clearly the case.
However, when |x| = |y| = 1 we have f2(1, 1) = g(1). In order to use
Rouché’s theorem for that particular case, we essentially evaluate f2(|x|, 1)
and g(|x|) on the circle |x| = 1 +  with  small and positive. To accomplish
this, we use the Taylor expansion f2(1, 1 + ) = f2(1, 1) + f ′2(1, 1) + o() and
verify that f2(1, 1 + ) > g(1 + ). Since f2(1, 1) = g(1) we are left to show
that f ′2(1, 1) > g′(1). Now,
f ′2(1, 1) =
d
d|x|f2(|x|, 1)
∣∣∣
|x|=1
= 1 + ρ1 (8.40)
and
g′(1) =
d
d|x|g(|x|)
∣∣∣
|x|=1
= 2ρ1, (8.41)
which proves f ′2(1, 1) > g′(1) since ρ1 < 1. So, for sufficiently small  > 0 we
have that f2(|x|, 1) > g(|x|) for |x| ∈ (1, 1 + ], which proves the claim.
The unique solution x = ξ(y) within the closed unit disk can easily be
computed from the second-degree polynomial (8.35):
ξ(y) =
λ1 + µ1 + λ2(1− y)−
√
(λ1 + µ1 + λ2(1− y))2 − 4λ1µ1
2λ1
. (8.42)
We proceed by plugging x = ξ(y) and P (0, 0) = 1− ρ into (8.29) to obtain
P (0, y) =
−h3(ξ(y), y)P (0, 0)
h2(ξ(y), y)
=
µ2ξ(y)(1− y)(1− ρ)
−µ1y(1− ξ(y)) + µ2ξ(y)(1− y) (8.43)
so that (8.35) gives the expression
P (x, y) =
1− ρ
h1(x, y)
( h2(x, y)µ2ξ(y)(1− y)
−µ1y(1− ξ(y)) + µ2ξ(y)(1− y) + h3(x, y)
)
. (8.44)
We have converted the balance equations (8.2)–(8.5) into the functional
equation (8.29) and found a solution for P (x, y) in (8.44). So we took the
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j p¯(0, 0) error bound (3.128) time (µs)
1 0.1899979672 0.7777777777 9.36
2 0.1694992925 0.1377777777 29.6
3 0.1671319561 0.0319979843 56.2
5 0.1666811419 0.0019559897 151
10 0.1666666694 0.0000019073 563
∞ 0.1666666666
Table 8.1: Comparing p˜(0, 0) obtained from Algorithm 3.2 with the exact
expression. Parameter values are λ1 = 1, λ2 = 2, µ1 = 3 and µ2 = 4.
Algorithm settings are r1(0) = r2(0) = 0.5 and j1 = j2 = j.
direct, explicit relations between the equilibrium probabilities to the trans-
form domain to find an indirect description of the equilibrium probabilities
in terms of a complex-valued function P (x, y). Given this bivariate PGF of
the joint equilibrium distribution, we can use Algorithm 3.2 to numerically
invert P (x, y) to obtain any p(i, j). In Table 8.1 we demonstrate how the
algorithm parameters j1 and j2 influence the accuracy of the solution and the
computation time required to obtain this solution.
Remark 8.3. (Distribution of the number of class-2 jobs) Setting x = 1
in (8.44) gives
P (1, y) =
1− ρ
ρ2
µ1(1− ξ(y))
−µ1y(1− ξ(y)) + µ2ξ(y)(1− y) . (8.45)
Denote the equilibrium distribution of the number of class-2 jobs by p2(·) so
that P (1, y) =
∑
k≥0 p2(k)y
k. In Section 8.5 we will see that the root ξ(y) is
a PGF: ξ(y) =
∑
k≥0 gky
k with {gk}k≥0 the elements of the auxiliary matrix
G for which we have an exact expression, see Section 8.4 and Proposition 8.5.
We derive a recursion for the probabilities p2(·) by matching coefficients of
the generating functions on both sides of (8.45). Substituting in (8.45) the
series expression ξ(y) =
∑
k≥0 gky
k and P (1, y) =
∑
k≥0 p2(k)y
k gives
(
µ2g0 − µ1y +
∑
l≥1
(
µ2gl + (µ1 − µ2)gl−1
)
yl
)∑
k≥0
p2(k)y
k
=
1− ρ
ρ2
µ1
(
1−
∑
l≥0
gly
l
)
. (8.46)
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Figure 8.2: Equilibrium distribution of the number of class-2 jobs determined
using Algorithm 3.1. Parameter values are λ1 = 1, λ2 = 2, µ1 = 3 and µ2 = 4.
Algorithm setting is d = 10. Solid line belongs to the left y-axis.
For convenience, define
al :=
{
1−ρ
ρ2
µ1(1− g0), l = 0,
− 1−ρρ2 µ1gl, l ≥ 1,
(8.47)
bl :=

µ2g0, l = 0,
µ2g1 + (µ1 − µ2)g0 − µ1, l = 1,
µ2gl + (µ1 − µ2)gl−1, l ≥ 2,
(8.48)
so that (8.46) becomes
∑
k≥0
∑
l≥0
blp2(k)y
k+l =
∑
m≥0
m∑
n=0
bm−np2(n)ym =
∑
m≥0
amy
m (8.49)
which, by coefficient matching, leads to the recursion
b0p2(0) = a0, (8.50)
b0p2(m) = am −
m−1∑
n=0
bm−np2(n), m ≥ 1. (8.51)
The numerical inversion algorithm shown in Algorithm 3.1 can also be
used to determine the equilibrium probabilities. We show the equilibrium
distribution for an example in Figure 8.2. From the ratio p2(j + 1)/p2(j) in
Figure 8.2 it is clear that the distribution of the number of class-2 jobs is not
geometric. 4
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8.4 QBD approaches
The two-dimensional Markov process {X(t)}t≥0 is a QBD process with levels
Li = {(i, 0), (i, 1), . . .}, i ≥ 0 and an infinite number of phases per level. The
infinite-dimensional transition matrix Q can be partitioned into levels as
Q =

Λ
(0)
0 Λ1
Λ−1 Λ0 Λ1
Λ−1 Λ0 Λ1
Λ−1 Λ0 Λ1
. . . . . . . . .
 , (8.52)
where Λ−1 = µ1I, Λ1 = λ1I, with I the infinite-dimensional identity matrix,
and
Λ0 = −(λ+ µ1)I +
0 λ20 λ2
. . . . . .
 (8.53)
and
Λ
(0)
0 = −λI +

0 λ2
µ2 −µ2 λ2
µ2 −µ2 λ2
. . . . . . . . .
 . (8.54)
We first use the matrix-geometric method2 to determine the equilibrium
distribution. Define the vectors pi :=
[
p(i, 0) p(i, 1) · · ·]. The rate matrix
R satisfies the matrix-quadratic equation
R2Λ−1 +RΛ0 + Λ1 = 0 (8.55)
and the equilibrium probabilities follow from
pi+1 = piR, i ≥ 0, (8.56)
where the boundary probabilities are computed as
p0Λ
(0)
0 + p1Λ−1 = 0 ⇔ p0
(
Λ
(0)
0 +RΛ−1
)
= 0 (8.57)
and the normalization condition is p0(I − R)−11 = 1, where 1 is a vector of
ones.
At this point we can already obtain highly accurate approximations of the
equilibrium distribution by truncating all matrices in (8.55) to size n×n with
n large and use successive substitutions to determine R (see Algorithm 6.1).
However, we can do better than that by exploiting the specific structure of
the transition rate diagram.
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Since the transitions within levels i ≥ 1 are strictly upward in the vertical
direction and the transition rate diagram is homogeneous, we already know
from the probabilistic interpretation of the elements of the rate matrix (see
Section 6.5) that
R =

r0 r1 r2 · · ·
r0 r1 · · ·
r0 · · ·
. . .
 . (8.58)
It is precisely this structure that makes it possible to solve for the elements of
R using a recursive procedure. That is, component-wise the equations (8.55)
read
µ1r
2
0 − (λ+ µ1)r0 + λ1 = 0, (8.59)
µ1
k∑
l=0
rk−lrl − (λ+ µ1)rk + λ2rk−1 = 0, k ≥ 1. (8.60)
Since R is the minimal non-negative solution of (8.55) we know that the
solution of (8.59) is given by
r0 =
λ1 + µ1 + λ2 −
√
(λ1 + µ1 + λ2)2 − 4λ1µ1
2µ1
. (8.61)
Substituting the solution for r0 into (8.60) gives the recursion
rk =
λ2rk−1 + µ1
∑k−1
l=1 rk−lrl√
(λ+ µ1)2 − 4λ1µ1
, k ≥ 0, (8.62)
where the empty sum
∑0
j=1 is zero.
The boundary probabilities can also be determined recursively due to the
specific form of R and p(0, 0) = 1− ρ. In particular,
µ2p(0, 1) = (λ− µ1r0)p(0, 0) = (λ− µ1r0)(1− ρ), (8.63)
µ2p(0, j + 1) =
(
(λ+ µ2)p(0, j)− λ2p(0, j − 1)
− µ1
j∑
k=0
p(0, j − k)rk
)
, j ≥ 1. (8.64)
A similar simplification as for p(0, j) is obtained for the equilibrium probabil-
ities p(i, j):
p(i+ 1, j) =
j∑
k=0
p(i, j − k)rk. (8.65)
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The numerical implementation of the matrix-geometric method is ex-
plained in Algorithm 8.2. The positive integers imax and jmax determine
the subset of the state space S ′ := {(i, j) ∈ S : 0 ≤ i ≤ imax, 0 ≤ j ≤ jmax}
for which the equilibrium probabilities are determined exactly.
Algorithm 8.2 Numerical implementation matrix-geometric method
1: Pick positive integers imax and jmax
2: Set r0 according to (8.61)
3: for k = 1, 2, . . . , jmax do
4: Determine rk from (8.62)
5: end for
6: Set p(0, 0) = 1− ρ and determine p(0, 1) from (8.63)
7: for j = 1, 2, . . . , jmax − 1 do
8: Determine p(0, j + 1) from (8.64)
9: end for
10: for i = 0, 1, . . . , imax − 1 do
11: for j = 0, 1, . . . , jmax do
12: Determine p(i+ 1, j) from (8.65)
13: end for
14: end for
For a QBD process, the matrix-geometric and matrix-analytic method
are nearly identical. For that reason we do not describe how to determine
the auxiliary matrix G of the matrix-analytic method. Instead, we focus on
the probabilistic interpretation of the elements of the G (see Section 6.6) to
immediately derive a recursion for the equilibrium probabilities.3
The auxiliary matrix G is given by
G =

g0 g1 g2 · · ·
g0 g1 · · ·
g0 · · ·
. . .
 . (8.66)
The element gk can be interpreted as a first passage probability : it is the
probability that, starting at level i ≥ 1 in state (i, j), the first passage to
level i− 1 occurs in state (i− 1, j + k). The first passage probabilities do not
depend on the starting state due to the homogeneous transition behavior in
the interior of the state space. The {gk}k≥0 are obtained from a recursion
relation similar to the one for {rk}k≥0 and given by
g0 =
µ1
λ+ µ1
+
λ1
λ+ µ1
g20 , (8.67)
gk =
λ2
λ+ µ1
gk−1 +
λ1
λ+ µ1
k∑
l=0
gk−lgl, k ≥ 1. (8.68)
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X2(t)
(0, j)
(0, j + k)
µ2
λ2
λ1gk
Figure 8.3: Transition rate diagram of the Markov process censored on L0.
We now use the first passage probabilities to derive an expression for the
equilibrium probabilities in the interior of the state space. Let an excursion
refer to a sample path of the Markov process that starts in level Li, reaches
levels higher than Li and ends on first passage to level Li. The number of
excursions per time unit that ends in state (i, j) is p(i+1, j)µ1. Alternatively,
this rate is also given by the number of excursions starting from level Li per
time unit that end in state (i, j). The number of excursions per time unit
that starts in state (i, j − k) is p(i, j − k)λ1, a fraction gk of which ends its
excursion in (i, j). Since these two rates are equal, we obtain the recursion
µ1p(i+ 1, j) = λ1
j∑
k=0
p(i, j − k)gk, i, j ≥ 0. (8.69)
It remains to determine the equilibrium probabilities on the vertical boundary.
To that end, we censor the Markov process to L0. This leads to the transition
rate diagram in Figure 8.3. For the censored Markov process we can simply
equate the number of transitions per time unit that enter and leave the set
{(0, 0), (0, 1), . . . , (0, j)}, which yields
µ2p(0, j + 1) = λ2p(0, j) + λ1
j∑
k=0
p(0, j − k)
(
1−
k∑
l=0
gl
)
. (8.70)
Starting from p(0, 0) = 1 − ρ, all equilibrium probabilities can be obtained
through (8.69)–(8.70).
Remark 8.4. (Alternative levels) An alternative choice for a level is the
vertically aligned set of states Lj = {(0, j), (1, j), . . .}, j ≥ 0. We write
variables with a bar to reflect that they belong to the alternative choice for
the levels.
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The transition matrix Q¯ can be partitioned into these levels as
Q¯ =

Λ¯
(0)
0 Λ¯1
Λ¯−1 Λ¯0 Λ¯1
Λ¯−1 Λ¯0 Λ¯1
Λ¯−1 Λ¯0 Λ¯1
. . . . . . . . .
 . (8.71)
The matrix Λ¯−1 has zeroes everywhere except (Λ¯−1)0,0 = µ2. The Markov
process can only go from level Lj+1 to level Lj by using the transition from
(0, j + 1) to (0, j). Due to the probabilistic interpretation of the elements of
the auxiliary matrix G¯ we can immediately write that
G¯ =
1 0 · · ·1 0 · · ·
...
...
. . .
 . (8.72)
Denote the vectors p¯j :=
[
p(0, j) p(1, j) · · ·]. By censoring the Markov
process to the set of states L0∪L1∪· · ·∪Lj we can write the balance equations
for level Lj as
p¯j−1Λ¯1 + p¯j
(
Λ¯0 + Λ¯1G¯
)
= 0, j ≥ 1, (8.73)
Finally, censoring the Markov process to level L0 shows that
p¯0
(
Λ¯
(0)
0 + Λ¯1G¯
)
= 0. (8.74)
These balance equations can be solved recursively in essentially the same
way as the difference equations approach of Section 8.2 solves the balance
equations. 4
8.5 Busy period transforms
Key elements of both the generating function approach and the QBD ap-
proach are related to busy periods in a single-server system. We explain what
a busy period is, derive its LST and mention where busy periods play a role
in both approaches.
A busy period in a single-server system is a length of time that starts
when a first job arrives to an empty system and ends when a departing job
leaves the system empty again. Let Bλ,µ denote the length of a busy period
in an M/M/1 queue with arrival rate λ and service rate µ. In Example 4.4
we have proven that the LST of Bλ,µ—now denoted by Lλ,µ(ω)—is given by
Lλ,µ(ω) =
λ+ µ+ ω −√(λ+ µ+ ω)2 − 4λµ
2λ
, Re(ω) > 0. (8.75)
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We now mention a few relations between the busy period Bλ,µ and its
transform Lλ,µ(ω) and key elements of the approaches used in this chapter to
determine the equilibrium distribution.
The unique root ξ(y) of the generating function approach can be expressed
in terms of the busy period transform as
ξ(y) = Lλ1,µ1(λ2(1− y)). (8.76)
The root has an interpretation in terms of the PGF of the number of class-2
jobs A that arrives during a busy period of class-1 jobs. Condition on the
length S1 of the service of the first class-1 job to obtain
E[yA] =
∫ ∞
0
E[yA | S1 = t]fS1(t) dt. (8.77)
A number K2 of class-2 jobs joins the queue during this first service, but the
busy period of class-1 jobs might not have ended yet. In particular, during
this first service a number K1 of class-1 jobs has joined the queue and each
class-1 job induces a busy period of class-1 jobs that generates a number of
class-2 arrivals, which is statistically identical to A. Note that K1 ∼ Poi(λ1t)
and K2 ∼ Poi(λ2t). By conditioning on the number of class-1 and class-2
arrivals in the interval [0, t], we see that
E[yA] =
∫ ∞
0
∑
i≥0
∑
j≥0
E[yA | S1 = t,K1 = i,K2 = j]
· fS1(t)P(K1 = i)P(K2 = j) dt
=
∫ ∞
0
∑
i≥0
∑
j≥0
E[yj+A
(1)+···+A(i) ]
· fS1(t)P(K1 = i)P(K2 = j) dt, (8.78)
where A(k) denotes the number of class-2 arrivals during the class-1 busy
period started by the k-th class-1 job during the service of the first class-1 job.
The random variables A(k) are i.i.d. We can now substitute the probability
density and mass functions of S1, K1 and K2 to obtain
E[yA] =
∫ ∞
0
∑
i≥0
∑
j≥0
E[yA]iyjµ1e−µ1t
(λ1t)
i
i!
e−λ1t
(λ2t)
j
j!
e−λ2t dt
= µ1
∫ ∞
0
e−t(λ1(1−E[y
A])+λ2(1−y)+µ1) dt
=
µ1
λ1(1− E[yA]) + λ2(1− y) + µ1 . (8.79)
From (8.35), we see that ξ(y) satisfies the exact same equation as (8.79) and
since |E[yA]| < 1 we conclude that ξ(y) = E[yA].
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The first passage probabilities gk can be given in terms of a busy period
Bλ1,µ1 and a Poisson process {Nλ2(t)}t≥0 with rate λ2. By examining the
transition rate diagram in Figure 8.1, we see that
gk = P(Nλ2(Bλ1,µ1) = k), (8.80)
which is the probability that during a class-1 busy period, exactly k class-2
jobs arrive. The PGF of {gk}k≥0 is given by∑
k≥0
gky
k =
∑
k≥0
P(Nλ2(Bλ1,µ1) = k)yk
=
∑
k≥0
E
[
1{Nλ2(Bλ1,µ1) = k}yk
]
= E
[
yNλ2 (Bλ1,µ1 )
]
. (8.81)
Conditioning on the length of the busy period and using the PGF of a Poisson
distribution with parameter λ2t yields∑
k≥0
gky
k =
∫ ∞
0
E
[
yNλ2 (Bλ1,µ1 ) | Bλ1,µ1 = t
]
fBλ1,µ1 (t) dt
=
∫ ∞
0
e−λ2(1−y)tfBλ1,µ1 (t)dt
= Lλ1,µ1(λ2(1− y)), (8.82)
which shows that
∑
k≥0 gky
k = E[yA] = ξ(y).
Proposition 8.5. The first passage probabilities are explicitly given by g0 =
Lλ1,µ1(λ2) and for k ≥ 1,
gk = γ
k
1Lλ1,µ1(λ2)
k−1∑
l=0
Cl
(
k − 1 + l
k − 1− l
)
γl2, (8.83)
where Cl := 1/(l + 1)
(
2l
l
)
are the Catalan numbers and
γ1 =
λ2
λ1(1− 2Lλ1,µ1(λ2)) + µ1 + λ2
, (8.84)
γ2 =
λ1Lλ1,µ1(λ2)
λ1(1− 2Lλ1,µ1(λ2)) + µ1 + λ2
. (8.85)
Proof. We prove the claim by verifying that
∑
k≥0 gky
k = Lλ1,µ1(λ2(1− y)).
For now, abbreviate Lλ1,µ1(λ2) as L.
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We have
∑
k≥0
gky
k = L
(
1 +
∑
k≥1
(γ1y)
k
k−1∑
l=0
Cl
(
k − 1 + l
k − 1− l
)
γl2
)
= L
(
1 + γ1y
∑
k≥0
(γ1y)
k
k∑
l=0
Cl
(
k + l
k − l
)
γl2
)
. (8.86)
Interchanging the two summations gives
∑
k≥0
(γ1y)
k
k∑
l=0
Cl
(
k + l
k − l
)
γl2 =
∑
l≥0
Clγ
l
2
∑
k≥l
(
k + l
k − l
)
(γ1y)
k
=
∑
l≥0
Cl(γ1γ2y)
l
∑
k≥0
(
k + 2l
k
)
(γ1y)
k. (8.87)
From the negative binomial distribution we know that the generating function
of the binomial coefficient is∑
k≥0
(
k +K
k
)
zk =
1
(1− z)K+1 , (8.88)
so that∑
l≥0
Cl(γ1γ2y)
l
∑
k≥0
(
k + 2l
k
)
(γ1y)
l =
1
1− γ1y
∑
l≥0
Cl
( γ1γ2y
(1− γ1y)2
)l
. (8.89)
Now use the generating function of the Catalan numbers∑
k≥0
Ckz
k =
1−√1− 4z
2z
. (8.90)
to get
1
1− γ1y
∑
l≥0
Cl
( γ1γ2y
(1− γ1y)2
)l
=
1−
√
1− 4 γ1γ2y(1−γ1y)2
2 γ1γ2y1−γ1y
(8.91)
Substituting this back into (8.86) yields
∑
k≥0
gky
k = L
(
1 +
1−
√
1− 4 γ1γ2y(1−γ1y)2
2 γ21−γ1y
)
= L
2 γ21−γ1y + 1−
√
1− 4 γ1γ2y(1−γ1y)2
2 γ21−γ1y
. (8.92)
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Substituting
γ1γ2y
(1− γ1y)2 =
λ1λ2Ly
(λ1(1− 2L) + µ1 + λ2(1− y))2 , (8.93)
γ2
1− γ1y =
λ1L
λ1(1− 2L) + µ1 + λ2(1− y) , (8.94)
into (8.92), multiplying the numerator and denominator of (8.92) by λ1(1 −
2L)+µ1+λ2(1−y) and recognizing that L satisfies λ1L2−(λ+µ1)L+µ1 = 0
finally proves the claim.
8.6 Takeaways
The Markov process associated with the single-server priority system has
no downward transitions in the interior of the state space. This structure
allowed for a simple solution using the generating function approach and while
modeling the Markov process as a QBD process. A Markov process with a
structure in which there are no upward transitions is amenable to the same
solution approaches. The single-server priority system is one of many models
that possesses this structure; a few others can be found in [41, 42, 99, 105].
Due to the upward structure the balance equations could be solved re-
cursively by treating them as second-order difference equations. The balance
equations for i > 0 and j = 0 are homogeneous difference equations and were
easily solved by substituting a product-form solution. The balance equations
for i, j > 0 are nonhomogeneous difference equations, where the constant term
is the rate at which the process enters the state from the state directly below.
The nonhomogeneous difference equations could also be solved and the final
expressions for the equilibrium probabilities involve coefficients that needed
to be calculated recursively.
For the generating function approach the upward structure meant that
the functional equation for P (x, y) did not involve P (x, 0) associated with the
equilibrium probabilities of the states on the horizontal axis. This allowed for
a direct determination of P (0, y) as a function of the root ξ(y) and ultimately
led to an explicit expression for P (x, y).
In terms of the QBD approach the upward structure ensured that the
infinite-dimensional rate matrix R and auxiliary matrix G were upper trian-
gular. Both R and G satisfied a matrix-quadratic equation, that, due to the
upper triangular structure, could be solved recursively. The upward structure
was used once more to derive recursions for the equilibrium probabilities on
the vertical boundary and in the interior of the state space.
The transition behavior in the interior of the state space has some addi-
tional structure: on top of being strictly upward in the vertical direction, the
transition behavior in the horizontal direction mimics the transition behavior
of an M/M/1 queue with arrival rate λ1 and service rate µ1. The relations
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1 2 3 4
Figure 8.4: Types of transitions in the interior of the state space for which the
approaches of this chapter are suited to solve for the equilibrium distribution.
between busy periods of anM/M/1 queue and key elements of the generating
function approach and the QBD approach came as no surprise.
The approaches we saw in this chapter are not restricted to Markov process
with no downward transitions in the interior of the state space. Specifically,
the approaches work whenever there are no downward, upward, leftward or
rightward transitions, see Figure 8.4 and [72, 73]. For example, when there
are no upward transitions—the second case in Figure 8.4—P (x, 0) appears
in the functional equation (8.29) instead of P (0, y) and the matrices R and
G are lower triangular instead of upper triangular. By swapping the two
coordinates the third case with no rightward transitions in Figure 8.4 reduces
to the first case with no upward transitions and the fourth case with the
leftward transitions reduces to the second case with no downward transitions.
Notes
1. Priority queueing systems have been studied for a long time. Cobham [26],
Davis [32] and Jaiswal [52, 53] are among the first to formulate and analyze
priority models. The earliest studies derive expressions for the marginal dis-
tribution of each class, whereas we are interested in the joint distribution of
the underlying Markov. More recently, attention has been given to systems
with an arbitrary number of priority classes in Sleptchenko et al [102] or to
multi-server priority systems in Wang, Baron, Scheller-Wolf [108] and Selen
and Fralix [100].
2. Miller [78] was the first to model the single-server priority system with two
classes as a QBD process. He exploits the structure of the transition rate
diagram to determine the joint equilibrium distribution.
3. Sleptchenko et al [102] developed the method that exploits the transition
structure to determine the elements {gk}k≥0 and use these elements to write
the excursions in two ways as we have done in Section 8.4 for the matrix-
analytic method.
Chapter 9
Gated systems
In this chapter we consider an exponential single-server queueing system
where access to the system is regulated by a gate. Jobs arrive according
to a Poisson process and first have to wait behind this gate. Whenever there
are no jobs left in the system, the gate opens and all waiting jobs are trans-
ferred to the system without further delay. The gate closes immediately after
the transfer and the server starts service. If there are no jobs in the system
nor behind the gate, then the gate remains open until a job arrives. An ar-
riving job is then immediately transferred to the system, the gate closes and
service starts. Notice that the system cannot be empty unless there are no
jobs behind the gate. We are interested in the joint distribution of the number
of jobs behind the gate and in the system.
The system can be described as a two-dimensional Markov process with
as dimensions the number of jobs behind the gate and in the system. We
shall determine the equilibrium distribution of this Markov process using
three different approaches. The first approach casts the balance equations
into the generating function domain and determines the generating function
of the joint equilibrium distribution using an iterative approach.1 The sec-
ond approach uses the matrix-geometric method and exploits the downward
structure in the interior of the state space to explicitly determine the ele-
ments of the rate matrix R. However, the second approach strands here and
numerical approximations are required to determine the equilibrium probabil-
ities. The third approach is called the compensation approach2 and exploits
the fact that a product-form solution satisfies the balance equations for the
states in the interior of the state space. These product-form solutions are
linearly combined to also satisfy the remaining balance equations. The first
and third approach both lead to infinite sum expressions for the equilibrium
probabilities.
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Figure 9.1: Transition rate diagram of the Markov process associated with
the gated single-server system.
9.1 Model description and balance equations
Jobs arrive according to a Poisson process with rate λ. Each job requires an
exponentially distributed service time with rate µ. Denote by ρ := λ/µ the
amount of work brought into the system per time unit.
Let X1(t) be the number of jobs behind the gate at time t and let X2(t)
be the number of jobs in the system at time t. Further, denote the state of
the system by X(t) := (X1(t), X2(t)). Then {X(t)}t≥0 is a Markov process
with state space
S := {(i, j) : i ∈ N0, j ∈ N} ∪ {(0, 0)}. (9.1)
It is apparent from the transition rate diagram in Figure 9.1 that the state
space is irreducible. To guarantee positive recurrence and the existence of
the equilibrium distribution we assume that ρ < 1. Let p(i, j) denote the
equilibrium probability of being in state (i, j).
The balance equations for the interior of the state space are given by
(λ+ µ)p(i, j) = λp(i− 1, j) + µp(i, j + 1), i, j ≥ 1. (9.2)
9.2. Generating function approach 189
For the vertical axis we have
(λ+ µ)p(0, 1) = λp(0, 0) + µp(0, 2) + µp(1, 1), (9.3)
(λ+ µ)p(0, j) = µp(0, j + 1) + µp(j, 1), j ≥ 2, (9.4)
and the balance equation at the origin is
λp(0, 0) = µp(0, 1). (9.5)
Combining (9.3) with (9.5) gives
λp(0, 1) = µp(0, 2) + µp(1, 1). (9.6)
Observe that {X1(t) + X2(t)}t≥0 is also a Markov process. More specifi-
cally, it is the Markov process associated with an M/M/1 queue with arrival
rate λ and service rate µ and equilibrium probabilities p(k), where
p(k) =
∑
i+j=k
p(i, j) = (1− ρ)ρk. (9.7)
Since an empty system can only occur when there are no jobs behind the gate
we clearly have p(0, 0) = 1− ρ and therefore∑
i≥0
∑
j≥1
p(i, j) = ρ. (9.8)
9.2 Generating function approach
Define the bivariate generating function
P (x, y) :=
∑
i≥0
∑
j≥1
p(i, j)xiyj−1, |x| ≤ 1, |y| ≤ 1. (9.9)
Since P (1, 1) = ρ < 1, P (x, y) is not a probability generating function. From
(9.5) or (9.7) we derive that P (0, 0) = p(0, 1) = (1− ρ)ρ.
We shall now perform a series of operations on the balance equations to
obtain an expression for P (x, y). Multiply both sides of (9.2) by xiyi−1 and
sum over all i, j ≥ 1 to obtain
(λ+ µ)
∑
i≥1
∑
j≥1
p(i, j)xiyj−1
= λ
∑
i≥1
∑
j≥1
p(i− 1, j)xiyj−1 + µ
∑
i≥1
∑
j≥1
p(i, j + 1)xiyj−1. (9.10)
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Multiply both sides of (9.4) by yj−1, sum over all j ≥ 2, and add (9.6) to
obtain
λ
∑
j≥1
p(0, j)yj−1 + µ
∑
j≥2
p(0, j)yj−1
= µ
∑
j≥1
p(0, j + 1)yj−1 + µ
∑
j≥1
p(j, 1)yj−1. (9.11)
Summing (9.10)–(9.11), multiplying both sides by y/µ and using simplifica-
tions based on the definition of P (x, y) such as∑
i≥1
∑
j≥1
p(i, j + 1)xiyj−1 =
∑
i≥1
∑
j≥0
p(i, j + 1)xiyj−1 − 1
y
∑
i≥1
p(i, 1)xi
=
1
y
(
P (x, y)− P (0, y)− P (x, 0) + P (0, 0)), (9.12)
shows that P (x, y) satisfies the functional equation
h(x, y)P (x, y) = P (y, 0)− P (x, 0) + (y − 1)P (0, 0) (9.13)
with
h(x, y) := y
(
1 + ρ(1− x))− 1. (9.14)
It is easily seen that for a fixed x we have that h(x, y) = 0 for y = υ(x)
with
υ(x) =
1
1 + ρ(1− x) . (9.15)
Notice that v(x) has a simple pole at x = 1 + 1/ρ > 1. Since |υ(x)| ≤ 1 if
|x| ≤ 1 we have by substituting υ(x) into (9.13) that
P (x, 0) = P (υ(x), 0) + (υ(x)− 1)P (0, 0). (9.16)
We will iterate (9.16) to obtain an expression for P (x, 0). First, define
υ◦k(x) := (υ ◦ υ ◦ · · · ◦ υ︸ ︷︷ ︸
k times
)(x), n ≥ 1, (9.17)
where the operator ◦ denotes a composition: (f ◦ g)(x) = f(g(x)).
Lemma 9.1. The composition υ◦k(x) is explicitly given by
υ◦k(x) =
1− ρk − xρ(1− ρk−1)
1− ρk+1 − xρ(1− ρk) , k ≥ 1. (9.18)
Proof. For k = 1 the claim is true. Assume that (9.18) holds for k. We show
that it also holds for k + 1. We have
υ◦(k+1)(x) =
1
1 + ρ(1− υ◦k(x)) (9.19)
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and by substituting in the expression for υ◦k(x) and multiplying the denom-
inator and numerator by 1 − ρk+1 − xρ(1 − ρk) we get that υ◦(k+1)(x) is
given by (9.18). Hence, by induction, we conclude that the claim holds for all
k ≥ 1.
Iterating (9.16) gives
P (x, 0) = lim
k→∞
P (υ◦k(x), 0) + P (0, 0)
∑
k≥1
(υ◦k(x)− 1). (9.20)
Since υ◦k(x)−1 = O(ρk) as k tends to∞, the infinite series in (9.20) is conver-
gent. It is easily seen from Lemma 9.1 that limk→∞ υ◦k(x) = 1 independent
of x and therefore
P (x, 0) = P (1, 0) + P (0, 0)
∑
k≥1
(υ◦k(x)− 1). (9.21)
We determine P (1, 0) by setting x = 0 in (9.21). Since
υ◦k(0)− 1 = −1− ρ
ρ
ρk+1
1− ρk+1 , (9.22)
we get
P (0, 0) = P (1, 0)− P (0, 0)1− ρ
ρ
∑
k≥1
ρk+1
1− ρk+1 , (9.23)
which, by P (0, 0) = (1− ρ)ρ, indicates that
P (1, 0) = (1− ρ)2
∑
k≥1
ρk
1− ρk . (9.24)
Substituting the expressions for P (1, 0) and P (0, 0) into (9.21) yields
P (x, 0) = (1− ρ)
(
(1− ρ)
∑
k≥1
ρk
1− ρk + ρ
∑
k≥1
(υ◦k(x)− 1)
)
. (9.25)
Define
Υ(x) :=
∑
k≥1
(υ◦k(x)− 1) (9.26)
and substitute P (x, 0), P (y, 0) and P (0, 0) into (9.13) to find that P (x, y)
satisfies
P (x, y) =
(1− ρ)ρ
h(x, y)
(
Υ(y)−Υ(x) + y − 1)
=
(1− ρ)ρυ(x)
υ(x)− y
(
1− y + Υ(x)−Υ(y)). (9.27)
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Since Υ(x) = Υ(υ(x))− 1 + υ(x) we can write the expression for P (x, y) as
P (x, y) = (1− ρ)ρυ(x)
(
1 +
Υ(υ(x))−Υ(y)
υ(x)− y
)
. (9.28)
The fraction is
Υ(υ(x))−Υ(y)
υ(x)− y =
∑
k≥1
υ◦(k+1)(x)− υ◦k(y)
υ(x)− y , (9.29)
where the k-th summand is equal to
(1− ρ)2ρk 1υ(x)
(1− ρk+2)(1− ρk+1)
1
1− xρ 1−ρk+1
1−ρk+2
1
1− yρ 1−ρk
1−ρk+1
. (9.30)
If we substitute k = 0 into (9.30) we get 1. So, we find from (9.28) that
P (x, y) =
∑
k≥0
(1− ρ)3ρk+1
(1− ρk+2)(1− ρk+1)
1
1− xρ 1−ρk+1
1−ρk+2
1
1− yρ 1−ρk
1−ρk+1
. (9.31)
Expanding the terms (1−xρ(1−ρk+1)/(1−ρk+2))−1 and (1−yρ(1−ρk)/(1−
ρk+1))−1 as geometric series shows that P (x, y) is given by, for |x|, |y| ≤ 1,
∑
i≥0
∑
j≥1
∑
k≥0
(1− ρ)3ρk+1
(1− ρk+2)(1− ρk+1)
(
ρ
1− ρk+1
1− ρk+2
)i(
ρ
1− ρk
1− ρk+1
)j−1
xiyj−1.
(9.32)
Comparing (9.32) with the definition of P (x, y) in (9.9) shows that the equi-
librium probabilities are explicitly given by
p(i, j) =
∑
k≥0
ckα
i
kβ
j−1
k , i ≥ 0, j ≥ 1 (9.33)
with
αk = ρ
1− ρk+1
1− ρk+2 , βk = ρ
1− ρk
1− ρk+1 , ck =
(1− ρ)3ρk+1
(1− ρk+2)(1− ρk+1) . (9.34)
9.3 Matrix-geometric method
The two-dimensional Markov process {X(t)}t≥0 is a Markov process that
is QSF to the right (also called a G/M/1-type Markov process) with levels
Li = {(i, 1), (i, 2), . . .}, i ≥ 0. We ignore state (0, 0) since it does not appear
in the balance equations (9.2), (9.4) and (9.6). Consistent with the indexing
of levels, in this section the indexing of vectors and matrices starts at 1.
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The infinite-dimensional transition matrix Q can be partitioned into levels
as
Q =

Λ
(0)
0 Λ1
Λ−1 Λ0 Λ1
Λ−2 Λ0 Λ1
Λ−3 Λ0 Λ1
...
. . . . . .
 , (9.35)
where Λ−k has zeroes everywhere, except (Λ−k)1,k = µ, Λ1 = λI, with I the
infinite-dimensional identity matrix,
Λ0 = −(λ+ µ)I +

0
µ 0
µ 0
. . . . . .
 (9.36)
and
Λ
(0)
0 = Λ0 +
µ 0 · · ·0 0
...
. . .
 . (9.37)
Define the vectors pi :=
[
p(i, 1) p(i, 2) · · ·]. The rate matrix R satisfies
the matrix equation
RΛ0 + Λ1 = 0 (9.38)
and the equilibrium probabilities follow from
pi+1 = piR, i ≥ 0, (9.39)
where the boundary probabilities are computed as
p0Λ
(0)
0 +
∑
k≥1
pkΛ−k = 0 ⇔ p0
(
Λ
(0)
0 +
∑
k≥1
RkΛ−k
)
= 0 (9.40)
and the normalization condition is p0(I − R)−11 = ρ since p(0, 0) = 1 − ρ,
where 1 is a vector of ones.
A highly accurate approximation of the equilibrium distribution can be
obtained by truncating all matrices in (9.38) to size K × K with K large
and using successive substitutions to determine R (see Algorithm 6.1). To
determine p0 from (9.40) both the matrices and the infinite sum must be
truncated. However, we can do better than that by exploiting the specific
structure of the transition rate diagram.
Since the transitions between the levels are not upward, we know from the
probabilistic interpretation of the elements of the rate matrix (see Section 6.5)
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that
R =

r0
r1 r0
r2 r1 r0
...
...
...
. . .
 . (9.41)
The elements of R can be determined explicitly. Component-wise the equa-
tions (9.38) read
−(λ+ µ)r0 + λ = 0, (9.42)
−(λ+ µ)rk + µrk−1 = 0, k ≥ 1, (9.43)
so we obtain
rk =
( µ
λ+ µ
)k λ
λ+ µ
, k ≥ 0. (9.44)
Determining p0 exactly is difficult. The balance equations (9.40) for level
L0 involve infinite-dimensional matrices and an infinite sum. We propose the
following approximation scheme for p0: truncate the vector and all matrices
in (9.40) to have dimension K; truncate the infinite sum to K; replace one
equation with the normalization condition p0(I−R)−11 = ρ; and numerically
solve for p0. The inverse of I−R can be calculated exactly, see Section 6.5.2.
The vectors pi, i ≥ 1 follow from (9.39), which reads as
p(i+ 1, j) =
∑
k≥0
p(i, j + k)rk. (9.45)
Unfortunately, also this expression involves an infinite sum. Truncating the
sum once more to K finally gives an approximation for the equilibrium prob-
abilities.
Algorithm 9.1 shows how to derive the approximate equilibrium distribu-
tion using the matrix-geometric method. The parameter K determines the
accuracy of the obtained approximate equilibrium probabilities: the dimen-
sion of all matrices and infinite sums are truncated to K. So, increasing
K increases the accuracy of the results, but also requires more computation
time.
Recall that the total number of jobs behaves like an M/M/1 queue and
therefore we have the exact equilibrium probabilities in (9.7). Clearly, for
k ≥ 1,
p(k) =
k−1∑
i=0
p(i, k − i). (9.47)
In Table 9.1 we compare p(k) obtained using Algorithm 9.1 with the exact
values of (9.7).
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Algorithm 9.1 Matrix-geometric method
1: Pick a large positive integer K
2: Calculate {rk}0≤k≤K from (9.44)
3: Construct the K ×K matrix R using (9.41)
4: Determine (I −R)−1 using the theory of Section 6.5.2
5: Construct the matrix
A = Λ
(0)
0 +
K∑
k=1
RkΛ−k, (9.46)
replace any column (say column i) of A by (I −R)−11 and construct the
vector b with zeroes everywhere, except (b)i = ρ
6: Solve p0 from p0A = b using a standard numerical solver
7: Compute pi, 1 ≤ i ≤ K from (9.39)
k
K 1 3 5 10 time (ms)
10 0.17049075 0.10911408 0.06983301 0.02288288 1.09
20 0.16084709 0.10294214 0.06588296 0.02158853 3.43
30 0.16007624 0.10244879 0.06556722 0.02148506 6.71
40 0.16000709 0.10240454 0.06553890 0.02147578 32.8
50 0.16000067 0.10240043 0.06553627 0.02147492 48.4
∞ 0.16000000 0.10240000 0.06553600 0.02147483
Table 9.1: Comparing p(k) obtained using Algorithm 9.1 for various values
of K and k with the exact values (9.7). Parameter values are λ = 0.8 and
µ = 1.
9.4 Compensation approach
We make the educated guess that p(i, j) is of the form αiβj−1. Substitute
this guess into the balance equations (9.2) and divide by common powers to
obtain
(ρ+ 1)α = ρ+ αβ ⇒ α = ρ
ρ+ 1− β =: f(β). (9.48)
Any pair (α, β) that satisfies (9.48), satisfies the balance equations (9.2).
Moreover, any linear combination of product-form solutions that each, by
itself, satisfies (9.48) also satisfies (9.2), which is a crucial property that we
shall exploit. Since the equilibrium distribution must be normalized, only
solution pairs (α, β) with |α|, |β| < 1 are of interest.
We will construct a linear combination of solutions that satisfy the balance
equations for the states in the interior to also satisfy the balance equations
(9.4) on the vertical axis. If both (9.2) and (9.4) are satisfied, then the
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remaining balance equation (9.6) is automatically satisfied, since the balance
equations are dependent.
Rearrange (9.4) to
(ρ+ 1)p(0, j)− p(0, j + 1) = p(j, 1), j ≥ 2. (9.49)
Let us take as initial term p(i, j) = c0αi0β
j−1
0 with β0 = 0, α0 = f(β0) =
ρ/(ρ+ 1) and c0 > 0 some constant. The choice β0 = 0 is essential; we argue
why in Remark 9.2. Since the pair (α0, β0) satisfies (9.48), the initial term
p(i, j) satisfies the balance equations of the interior, but does it also satisfy
(9.49)? Substitute p(i, j) = c0αi0β
j−1
0 into (9.49) to get
0 = c0α
j
0. (9.50)
It is clear that the above equality does not hold, however, in this section we
will abuse notation and write ‘=’ anyway. Clearly, p(i, j) does not satisfy
(9.49). Let us therefore add another product-form term to compensate for
the error c0α
j
0. Set p(i, j) = c0α
i
0β
j−1
0 + c1α
i
1β
j−1
1 and substitute this into
(9.49) to get
c1(ρ+ 1)β
j−1
1 − c1βj1 = c0αj0 + c1αj1. (9.51)
Since we want to compensate for the error introduced by the initial term, we
chose c1 and β1 such that
c1(ρ+ 1)β
j−1
1 − c1βj1 = c0αj0. (9.52)
Equation (9.52) must hold for all j ≥ 1 and it is therefore immediate that
we must choose β1 = α0. We want the pair (α1, β1) to satisfy (9.48) and
therefore conclude that
β1 = α0, α1 = f(β1), c1 = c0
α0
ρ+ 1− α0 . (9.53)
By compensating once and choosing c1, α1 and β1 as in (9.53) we have in-
troduced a new error on the right-hand side of (9.49), namely c1α
j
1. We
compensate a second time: add a product-form term to the solution to get
p(i, j) = c0α
i
0β
j−1
0 + c1α
i
1β
j−1
1 + c2α
i
2β
j−1
2 and compensate for the error term
c1α
j
1 introduced by the previous compensation step. Similarly as for the pre-
vious compensation step, we set
β2 = α1, α2 = f(β2), c2 = c1
α1
ρ+ 1− α1 . (9.54)
Substituting this three-term solution p(i, j) into (9.49) gives zero on the left-
hand side, but an error term c2α
j
2 on the right-hand side.
The procedure is clear: compensation step k adds a term ckαikβ
j−1
k to
the current solution to compensate for the error term ck−1α
j
k−1 introduced
during compensation step k − 1. The terms are chosen according to
βk = αk−1, αk = f(βk), ck = ck−1
αk−1
ρ+ 1− αk−1 . (9.55)
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Now, if the error terms ckα
j
k tend to zero sufficiently fast as k →∞, then
the linear combination of product-form solutions
p(i, j) =
∑
k≥0
ckα
i
kβ
j−1
k , i ≥ 0, j ≥ 1, (9.56)
is finite and satisfies (9.2) and (9.4). From αk = f(αk−1) and βk = αk−1 it
can be verified that
αk = ρ
1− ρk+1
1− ρk+2 , βk = ρ
1− ρk
1− ρk+1 , (9.57)
ck = c0
k−1∏
l=0
αl
ρ+ 1− αl = c0ρ
k 1− ρ2
1− ρk+2
1− ρ
1− ρk+1 . (9.58)
From these explicit expressions it is clear that ckα
j
k → 0 for k → ∞. In
fact, the error terms ckα
j
k tend to zero geometrically fast (with rate ρ). Since
0 < αk, βk < 1 and ck > 0, we know that (9.56) is maximal if i = 0 and
j = 1. Therefore, if (9.56) is finite for i = 0 and j = 1, then it is finite for all
i ≥ 0, j ≥ 1. We have
p(0, 1) =
∑
k≥0
ck = c0
∑
k≥0
ρk
1− ρ2
1− ρk+2
1− ρ
1− ρk+1 < c0
∑
k≥0
ρk <∞. (9.59)
The constant c0 follows from the normalization condition (9.8):
ρ =
∑
i≥0
∑
j≥1
∑
k≥0
ckα
i
kβ
j−1
k =
∑
k≥0
ck
1
1− αk
1
1− βk = c0
1− ρ2
(1− ρ)2 . (9.60)
So,
c0 = ρ
(1− ρ)2
1− ρ2 (9.61)
and therefore
ck =
(1− ρ)3ρk+1
(1− ρk+2)(1− ρk+1) . (9.62)
Figure 9.2 shows how the compensation parameters αk and βk are generated.
Remark 9.2. (Alternative β0) From Figure 9.2 it is clear that if β0 > ρ
then αk → 1 and βk → 1 for k → ∞. This in turn means that by (9.58)
ck →∞ as k →∞ and the error terms ckαjk →∞. Hence, it is clear that β0
must satisfy 0 ≤ β0 < ρ. However, we have made the specific choice β0 = 0.
We demonstrate why that choice is essential.
Let us fix an alternative β0 with 0 < β0 < ρ. In that case, substituting
the initial term p(i, j) = c0αi0β
j−1
0 in (9.49) results in two error terms: the
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ρ
ρ+1
ρ 1
α0 =
ρ
ρ+1
ρ
1
α = β
α = f(β)
β0
β1
α1
β2
α2
β3
α3
α
β
Figure 9.2: Generating the compensation parameters αk and βk.
ρ 1
ρ
1
α = β
α = f(β)
β0
Figure 9.3: Generating the compensation parameters with initial value 0 <
β0 < ρ.
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term c0α
j
0 on the right-hand side and the term (ρ+ 1)β
j−1
0 − βj0 on the left-
hand side. So, we would need to add two terms to compensate for the two
errors. Figure 9.3 shows that an infinite sequence of αk and βk is generated
in two directions, where in one direction αk and βk tend to −∞, thus leading
to a divergent infinite series expression. Continuing in this way leads to a
divergent infinite series expression for the equilibrium probabilities.
On the contrary, the choice β0 = 0 results in only one error term, which
generates a convergent infinite series. As an edge case, choosing β0 = f◦k(0)
for some k, the sequence that is generated in the left- and downward direction
terminates when the coordinate (0, 0) is hit (the correct initial value!). 4
We have seen that the compensation approach solves the balance equa-
tions by inserting a linear combination of product-form solutions. The linear
combination contains a countably infinite number of product-form solutions
and therefore a procedure is required to select the right product-form terms.
These product-form solutions all have one thing in common: they satisfy the
balance equations (9.2) of the states in the interior of the state space.
For numerical purposes the infinite sum expression must be truncated. We
outline a simple procedure to determine an approximation of any equilibrium
probability in Algorithm 9.2. Just as for the matrix-geometric approach, we
compare the values obtained for p(k) from Algorithm 9.2 and the exact values
in (9.7). Comparing Table 9.2 with Table 9.1, it seems that the compensa-
tion approach produces better approximations of the equilibrium probabilities
while requiring less computation time.
Algorithm 9.2 Compensation approach
1: Pick a large positive integer K
2: Calculate {αk}0≤k≤K from (9.57).
3: Set β0 = 0 and βk = αk−1, 1 ≤ k ≤ K
4: Calculate {ck}0≤k≤n from (9.62)
5: Compute any p(i, j) from (9.56) with the infinite sum truncated to K
9.5 Takeaways
The Markov process associated with the gated single-server system has no
upward transitions in the interior of the state space. However, it does have
transition from the states on the horizontal axis to states on the vertical
axis, a property that makes the analysis of the gated single-server system
challenging.
For the generating function approach, the transitions from the horizontal
axis to the vertical axis ensured that both P (x, 0) and P (y, 0) appear, while
P (0, y) did not appear in the functional equation for P (x, y). Substituting
the root υ(x) into the functional equation led to an expression of P (x, 0) in
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k
K 1 3 5 10 time (ms)
10 0.15704838 0.09683680 0.05971004 0.01782644 0.14
30 0.15996828 0.10233911 0.06547107 0.02143230 0.21
50 0.15999963 0.10239929 0.06553525 0.02147434 0.31
100 0.15999999 0.10239999 0.06553599 0.02147483 0.78
200 0.16000000 0.10240000 0.06553600 0.02147483 0.94
∞ 0.16000000 0.10240000 0.06553600 0.02147483
Table 9.2: Comparing p(k) obtained using Algorithm 9.2 for various values
of K and k with the exact values (9.7). Parameter values are λ = 0.8 and
µ = 1.
terms of the same generating function evaluated in a different point, namely
P (υ(x), 0). By iteratively substituting P (υ(x), 0), P (υ(υ(x)), 0), . . . an infinite
sum expression was obtained for P (x, 0). In our case the function υ(x) was
easy to work with and allowed for an explicit determination of P (x, 0). Finally,
an explicit expression involving three infinite summations was obtained for
P (x, y). The expression for P (x, y) revealed that each equilibrium probability
has an explicit expression in terms of an infinite sum of product-form terms.
Even though the elements of the rate matrix R of the matrix-geometric
method were determined explicitly, it seems that this method suffered the
most from the complex balance equations of the states on the vertical axis.
We had to resort to numerical approximations of the equilibrium probabilities
by truncating relevant matrices, vectors and infinite summations.
The compensation approach was well-suited for Markov processes with
this structure in the transition rate diagram. The approach identified that
a product-form solution satisfies the balance equations of the states in the
interior of the state space. These product-form solutions were then linearly
combined to also satisfy the balance equations of the states on the vertical
axis. Finally, we showed that the error terms tend to zero and that the
infinite sum expression is convergent so that the infinite sum expression indeed
described the equilibrium probabilities.
The generating function approach and the compensation approach both
led to the same product-form solution. Whereas the generating function ap-
proach can be used to obtain the generating function of the equilibrium prob-
abilities for a broad class of Markov processes, the compensation approach is
more limited in scope. However, if the compensation approach can be applied,
then it leads to an explicit expression for the equilibrium probabilities. We
consider another model where the compensation approach can be applied in
Chapter 11.
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Notes
1. Rietman and Resing [92] study the gated system with general service times
using the generating function approach. In the exponential case that we
consider in this chapter, we are able to develop an explicit expression for the
equilibrium distribution in terms of an infinite sum of product forms.
2. Resing and Rietman [90] introduced the gated single-server system and deter-
mined the equilibrium distribution using the compensation approach of Adan,
Wessels and Zijm [8].

Chapter 10
Production systems
In this chapter we consider three production systems that give rise to two-
dimensional Markov processes. The first system produces standard items to
stock and non-standard items to demand. The second system produces items
in two phases. When all demand for items is fulfilled, the system is allowed to
complete the first phase of the production and place these half-finished items
on stock.1 The third system is a production line with two machines and three
processing steps. The first and last step are both executed by machine one.
Machine one works on step one items and immediately switches to items that
require processing in the last step whenever they become available.2 For each
system we present a tailor-made solution method to obtain the equilibrium
distribution.
10.1 Stocking standard items
Consider a single-server system that produces both standard items to stock
and non-standard items to demand. When there is no unfulfilled demand
for either product, the server (machine or worker) produces standard items
to stock in anticipation of future demand. We assume that at most J units
of standard items can be placed on stock. Demand for standard items are
delivered from stock. However, if there is no stock, then the server produces
standard items to satisfy the demand. Non-standard items are never deliv-
ered from stock, but are produced to order. Demand for standard and non-
standard items arrives according to Poisson processes with rates λ1 and λ2.
We denote λ := λ1 + λ2. The production times for both items are exponen-
tially distributed with rate µ. Producing items to satisfy demand preempts
the production of standard items to stock. The sample paths of this system
alternate between the server producing as many standard items to stock as
possible in its otherwise idle time and the server satisfying demand for both
standard and non-standard items.
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X2(t)
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µ
Figure 10.1: Structure of the transition rate diagram of the Markov process
associated with the first cyclic production system.
Let X1(t) be the total number of unfulfilled demand (both standard and
non-standard items) at time t and let X2(t) be the number of standard items
on stock. Denote the state of the system by X(t) := (X1(t), X2(t)). Then
{X(t)}t≥0 is a Markov process with state space
S := {(i, j) ∈ N20 : 0 ≤ j ≤ J}. (10.1)
It is apparent from the transition rate diagram in Figure 10.1 that the state
space is irreducible. To guarantee positive recurrence and the existence of the
equilibrium distribution we require that
ρ := λ/µ < 1. (10.2)
Let p(i, j) denote the equilibrium probability of being in state (i, j).
The Markov process {X(t)}t≥0 is a QBD process with levels
Li := {(i, 0), (i, 1), . . . , (i, J)}, i ≥ 0. (10.3)
We use the matrix-geometric method to determine the equilibrium distribu-
tion. To that end, define the vectors
pi :=
[
p(i, 0) p(i, 1) · · · p(i, J)] . (10.4)
We display the balance equations in vector-matrix notation. The balance
equations for the interior levels Li, i ≥ 1 are
pi−1Λ1 + piΛ0 + pi+1Λ−1 = 0, (10.5)
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where Λ−1 = µI,
Λ1 = λ2I +

λ1 0 · · · 0
0 0
...
. . .
0 0
 (10.6)
and
Λ0 = −(λ+ µ)I +

0
λ1 0
λ1 0
. . . . . .
λ1 0
 . (10.7)
For the boundary level L0 we have the balance equation
p0Λ
(0)
0 + p1Λ−1 = 0, (10.8)
where
Λ
(0)
0 = Λ0 +

0 µ
0 µ
. . . . . .
0 µ
0
+

0 0
. . .
...
0 0
0 · · · 0 µ
 . (10.9)
The rate matrix R satisfies the matrix-quadratic equation
R2Λ−1 +RΛ0 + Λ1 = 0, (10.10)
and the equilibrium probabilities follow from
pi+1 = piR, i ≥ 0. (10.11)
The boundary probabilities p0 are computed from (10.8) by inserting p1 =
p0R:
p0
(
Λ
(0)
0 +RΛ−1
)
= 0 (10.12)
and from either the normalization condition p0(I − R)−11 = 1 or using
p(0, J) = 1−ρ. Clearly, we can use successive substitutions, see Algorithm 6.1,
to determine the rate matrix R from (10.10). However, we can do better and
obtain exact expressions by exploiting the structure of the transition rate
diagram.
In all levels except L0 the process cannot move upwards. So, from the
probabilistic interpretation (see Section 6.5) we know that the rate matrix R
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is a lower triangular matrix. We have seen this before in Section 8.4 and Sec-
tion 9.3. Moreover, many of its elements are identical due to the homogeneous
transition structure for phases 1 until J . In particular, we can write
R =

b0
b1 r0
b2 r1 r0
b3 r2 r1 r0
...
. . .
bJ rJ−1 · · · r0

. (10.13)
With this representation in mind, the system of equations (10.10) can be
written component-wise as
µb20 − (λ+ µ)b0 + λ = 0, (10.14)
µr20 − (λ+ µ)r0 + λ2 = 0, (10.15)
and
µ
(
bib0 +
i∑
k=1
ri−kbk
)
+ λ1ri−1 − (λ+ µ)bi = 0, 1 ≤ i ≤ J, (10.16)
µ
i∑
k=j
ri−krk−j + λ1ri−(j+1) − (λ+ µ)ri−j = 0, 1 ≤ j < i ≤ J. (10.17)
Since R is the minimal non-negative solution, we get that b0 = ρ and
r0 =
λ+ µ−√(λ+ µ)2 − 4λ2µ
2µ
. (10.18)
Many of the equations (10.17) are identical. We introduce d = i−j in (10.17)
and find
µ
d∑
k=0
rd−krk + λ1rd−1 − (λ+ µ)rd = 0, 1 ≤ d ≤ J − 1. (10.19)
Starting from the initial values b0 and r0 we can solve for rd for 1 ≤ d ≤ J−1
using (10.19) and then solve for bi for 1 ≤ i ≤ J using (10.16). Finally, we
construct the matrix R according to (10.13).
We still need to solve for the boundary probabilities p0. The balance
equations (10.12) can be solved iteratively. Component-wise these equations
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read, for 1 ≤ j ≤ J − 1,
0 = µp(0, J − 1)− λp(0, J) + µp(0, J)r0, (10.20)
0 = µp(0, j − 1)− (λ+ µ)p(0, j) + λ1p(0, j + 1)
+ µ
J−j∑
k=0
p(0, j + k)rk, (10.21)
0 = −(λ+ µ)p(0, 0) + λ1p(0, 1) + µ
J∑
k=0
p(0, k)bk. (10.22)
Using p(0, J) = 1− ρ we can solve for all boundary probabilities by starting
with the equation of phase J and working our way down. Since we have the
additional equation p(0, J) = 1 − ρ, equation (10.22) is redundant, since we
can determine p(0, 0) from (10.21) for j = 1.
Algorithm 10.1 summarizes the matrix-geometric method for the model
that combines production of standard items to stock and non-standard items
to demand.
Algorithm 10.1 Matrix-geometric method
1: Set b0 = ρ and r0 according to (10.18)
2: for d = 1, 2, . . . , J − 1 do
3: Calculate rd from (10.19)
4: end for
5: for i = 1, 2, . . . , J do
6: Calculate bi from (10.16)
7: end for
8: Set p(0, J) = 1− ρ and calculate p(0, J − 1) from (10.20)
9: for j = J − 1, J − 2, . . . , 0 do
10: Calculate p(0, j) from (10.21)
11: end for
12: Construct the matrix R according to (10.13)
13: All equilibrium probabilities now follow from pi = p0Ri
The number of unfulfilled demand in equilibrium is denoted by X1. Using
Algorithm 10.1 we can determine key performance indicators such as the
expected number off unfulfilled demand E[X1] and the probability P(X1 ≥
2) that two or more unfulfilled orders are in the system. We show both
performance indicators in Figure 10.2 as a function of the maximum stock
level J . Clearly, increasing J when J is relatively small has a larger positive
impact on these indicators than when J is already relatively large.
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Figure 10.2: Performance indicators based on the number of unfulfilled de-
mand X1. Computed using Algorithm 10.1.
10.2 Stocking half-finished items
The next production system that we consider is one that produces items in
two phases. The first and second phases take an exponential amount of time
with parameters µ1 and µ2. There is a single server (machine or worker) that
produces the items. The first phase is identical for all items. Therefore, some
half-finished items (items for which only the first phase is completed) can be
placed on stock in anticipation of future demand. We assume that at most J
units of half-finished items can be placed on stock. Demand for a single item
arrives according to a Poisson process with rate λ. When demand arrives,
the server immediately takes a half-finished item from stock and finishes its
second phase, or, if there is no stock, starts immediately with the first phase.
The behavior of the production system is cyclical: the server produces as
much stock as possible in its otherwise idle time and then satisfies demand as
it comes in until all demand is satisfied and the server returns to producing
stock.
Let X1(t) be the number of unfulfilled demand at time t and let X2(t) be
the number of half-finished items in the system at time t. Denote the state of
the system by X(t) := (X1(t), X2(t)). Then {X(t)}t≥0 is a Markov process
with state space
S := {(i, j) ∈ N20 : 0 ≤ j ≤ J}. (10.23)
Figure 10.3 shows the transition rate diagram. The state space is irreducible
because from each state all other states can be reached. The Markov process
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Figure 10.3: Structure of the transition rate diagram of the Markov process
associated with the second cyclic production system.
is positive recurrent if
ρ := λ(
1
µ1
+
1
µ2
) < 1 (10.24)
and then the equilibrium distribution exists. Let p(i, j) denote the equilibrium
probability of being in state (i, j).
The Markov process {X(t)}t≥0 is a QBD process with levels as in (10.3).
We use generating functions to determine the equilibrium distribution. Since
it is a QBD process, also other approaches such as the matrix-geometric or
matrix-analytical methods are applicable, but we do not demonstrate them.
The balance equations for the interior levels Li, i ≥ 1 are
(λ+ µ2)p(i, J) = λp(i− 1, J), (10.25)
(λ+ µ2)p(i, j) = λp(i− 1, j) + µ2p(i+ 1, j + 1), 2 ≤ j ≤ J − 1, (10.26)
(λ+ µ2)p(i, 1) = λp(i− 1, 1) + µ2p(i+ 1, 2) + µ1p(i, 0), (10.27)
(λ+ µ1)p(i, 0) = λp(i− 1, 0) + µ2p(i+ 1, 1). (10.28)
For L0 we have the balance equations
λp(0, J) = µ1p(0, J − 1), (10.29)
(λ+ µ1)p(0, j) = µ1p(0, j − 1) + µ2p(1, j + 1), 1 ≤ j ≤ J − 1, (10.30)
(λ+ µ1)p(0, 0) = µ2p(1, 1). (10.31)
Define the generating functions
Pj(z) :=
∑
i≥0
p(i, j)zi, |z| < 1, j = 0, 1, . . . , J (10.32)
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associated with the equilibrium probabilities of phase j. We derive expressions
for these generating functions, starting with phase J and working our way
down.
Multiplying (10.25) by zi and summing over all i ≥ 1 yields
(λ+ µ2)
∑
i≥1
p(i, J)zi = λ
∑
i≥1
p(i− 1, J)zi. (10.33)
Adding and subtracting (λ+ µ2)PJ(0) on the left-hand side and bringing all
PJ(z) terms to one side allows us to write
PJ(z) = PJ(0)
λ+ µ2
λ+ µ2 − λz = PJ(0)
1
1− λλ+µ2 z
. (10.34)
Since PJ(0) = p(0, J) = 1− ρ, we obtain an explicit expression for PJ(z). In
(10.34) we recognize the geometric series
p(i, J) = (1− ρ)( λ
λ+ µ2
)i
. (10.35)
Next, we multiply (10.26) by zi+1 and sum over all i ≥ 1 to obtain, for
2 ≤ j ≤ J − 1,
(λ+ µ2)z
∑
i≥1
p(i, j)zi
= λz2
∑
i≥1
p(i− 1, j)zi−1 + µ2
∑
i≥1
p(i+ 1, j + 1)zi+1. (10.36)
Using definition (10.32) we can write this as
(λ+ µ2)z(Pj(z)− Pj(0))
= λz2Pj(z) + µ2
(
Pj+1(z)− Pj+1(0)− z ddyPj+1(y)
∣∣∣
y=0
)
. (10.37)
Equation (10.37) for Pj(z) involves Pj(0), which is unknown at this point. We
derive an additional equation to eliminate Pj(0) from (10.37). Define the set
of states in phase j as Aj = {(0, j), (1, j), . . .} and the union of the sets in the
first j phases as A≤j =
∑j
k=0Ak. Since the Markov process is in equilibrium,
the rate at which the process enters and leaves the set of states A≤j is equal.
For 1 ≤ j ≤ J − 1, this balance equation reads
µ1p(0, j) = µ2
∑
k≥1
p(k, j + 1), (10.38)
or, in terms of the generating functions,
µ1Pj(0) = µ2(Pj+1(1)− Pj+1(0)). (10.39)
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Using (10.39) to eliminate Pj(0) from (10.37) yields
(λ+ µ2 − λz)zPj(z) = µ2
(
Pj+1(z)− Pj+1(0)− z ddyPj+1(y)
∣∣∣
y=0
)
+ (λ+ µ2)
µ2
µ1
z(Pj+1(1)− Pj+1(0)). (10.40)
As a result, the generating function Pj(z) is expressed in terms of Pj+1(z)
evaluated at some points.
We continue by examining (10.27). Multiply both sides by zi+1 and sum
over all i ≥ 1 to obtain
(λ+ µ2)z
∑
i≥1
p(i, 1)zi = λz2
∑
i≥1
p(i− 1, 1)zi−1 + µ2
∑
i≥1
p(i+ 1, 2)zi+1
+ µ1z
∑
i≥1
p(i, 0)zi. (10.41)
Adding (10.30) for j = 1 and simplifying using the definition (10.32) yields
(λ+ µ2 − λz)zP1(z) = (µ2 − µ1)zP1(0) + µ2(P2(z)− P2(0))
+ µ1zP0(z). (10.42)
Eliminate P1(0) using (10.39) to derive
(λ+ µ2 − λz)zP1(z) = (µ2 − µ1)z µ2
µ1
(P2(1)− P2(0))
+ µ2(P2(z)− P2(0)) + µ1zP0(z). (10.43)
We derive a second expression for P1(z) and P0(z). Multiply both sides
of (10.28) by zi+1, sum over all i ≥ 1 and add (10.31) to obtain
(λ+ µ1)z
∑
i≥0
p(i, 0)zi = λz2
∑
i≥1
p(i− 1, 0)zi−1
+ µ2
∑
i≥0
p(i+ 1, 1)zi+1. (10.44)
Simplify this expression by using definition (10.32) and balance equation
(10.39):
(λ+ µ1 − λz)zP0(z) = µ2P1(z)− µ
2
2
µ1
(P2(1)− P2(0)). (10.45)
Substituting (10.45) into (10.43) then completes the system of equations
for Pj(z), 0 ≤ j ≤ J . Starting from the explicit expression of PJ(z) in (10.34)
we iteratively solve Pj(z) for j = J − 1, J − 2, . . . , 0 from (10.40), (10.43) and
(10.45).
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J 2 4 6 8 10
P(X2 ≤ J/2) 0.777778 0.652778 0.556424 0.477322 0.410824
Table 10.1: Probability to be low on stock for λ = 1, µ1 = 2 and µ2 = 3.
Computed from the generating functions Pj(z), 0 ≤ j ≤ J/2.
It must be noted here that it seems that the terms PJ−j(z), 0 ≤ j ≤ J−2
can be written as a polynomial of degree j+1 in 1/(1−λ/(λ+µ2)z). However,
an explicit expression of the coefficients in each polynomial is difficult to
obtain, so we do not that discuss this here.
The equilibrium probabilities can be determined by taking derivatives, or
by using a standard inversion algorithm for univariate generating function
such as the one we presented in Algorithm 3.1.
Let X2 be the number of half-finished items on stock in equilibrium. As
a performance indicator of the system, we can compute, for J even,
P(X2 ≤ J/2) =
J/2∑
j=0
Pj(1), (10.46)
which is the probability to be low on stock. No inversion algorithm is required
to determine P(X2 ≤ J/2), since Pj(1) can easily be computed from the
solution Pj(z). In Table 10.1 we show this probability for various values of
J . By increasing J , P(X2 ≤ J/2) decreases, which indicates that for a larger
fraction of orders, only the second processing phase remains at the arrival
instant.
10.3 Re-entrant line
The third system is a re-entrant line consisting of two machines that produce
items. Each item undergoes three processing steps. In the first step it is
processed by the first machine, in the second step by the second machine
and it finally returns to the first machine for its third processing step. As
is typical in a manufacturing environment, there are always items that can
be processed in the first step. We therefore assume that there is an infinite
number of items awaiting the first processing step. Service times in each step
are exponentially distributed with rates µ1, µ2 and µ3. Figure 10.4 shows the
re-entrant line.
Since the first machine processes items for the first step and for the third
step, we need a policy that dictates which item the first machine should serve
whenever there are items in both queues. The policy we study here prioritizes
processing the items in the third queue. More precisely, we assume that this
priority is preemptive: whenever an item arrives in the third queue, machine
1 will stop processing an item from queue 1 and start processing the item
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machine 1
µ1
µ3
machine 2
µ2∞
queue 1 queue 2
queue 3
Figure 10.4: A re-entrant line with an infinite number of items in the first
queue.
from queue 3, only to resume processing items in queue 1 when queue 3 is
empty. So, machine 1 will undergo cycles of work on items in queue 1, which
are called push periods (pushing items into the system), and work on items in
queue 3, which are called pull periods (pulling items from the system). The
re-entrant line is therefore also sometimes called a push-pull system [6].
Let X2(t) and X3(t) be the number of items at the second and third queue
at time t. Denote the state of the system by X(t) := (X2(t), X3(t)). Then
{X(t)}t≥0 is a Markov process with state space S := N20. The transition rate
diagram in Figure 10.5 shows that the state space is irreducible. The states
are positive recurrent if
1
µ1
+
1
µ3
>
1
µ2
. (10.47)
The intuition behind this condition is that if it does not hold, then the arrival
rate to machine 2 will be 1/(1/µ1 + 1/µ3), which exceeds its service rate µ2.
The proof of (10.47) is shown in [109]. For now we assume that the condition
holds and we prove that it is a sufficient condition later. Let p(i, j) denote
the equilibrium probability of being in state (i, j).
The balance equations for the interior states are
(µ2 + µ3)p(i, j) = µ3p(i, j + 1) + µ2p(i+ 1, j − 1), i, j ≥ 1. (10.48)
On the vertical axis we have the balance equations
µ3p(0, j) = µ2p(1, j − 1) + µ3p(0, j + 1), j ≥ 1. (10.49)
The balance equations on the horizontal axis are
(µ1 + µ2)p(i, 0) = µ1p(i− 1, 0) + µ3p(i, 1), i ≥ 1, (10.50)
and at the origin we have
µ1p(0, 0) = µ3p(0, 1). (10.51)
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Figure 10.5: Structure of the transition rate diagram of the Markov process
associated with the re-entrant line model.
We solve for the equilibrium probabilities by directly working with the
balance equations. We attempt to solve the balance equations by inserting
a product-form solution αiβj with 0 < |α|, |β| < 1 to ensure that we can
normalize the solution. Substituting this product form in both (10.48) and
(10.50) and dividing by common powers results in the following system of
equations:
(µ2 + µ3)β = µ3β
2 + µ2α, (10.52)
(µ1 + µ2)α = µ1 + µ3αβ. (10.53)
We determine α and β by solving this system of equations. From (10.53) we
have that
α =
µ1
µ1 + µ2 − µ3β . (10.54)
Substituting (10.54) in (10.52) and multiplying both sides by µ1 + µ2 − µ3β
yields a cubic equation in β:
f(β) := µ23β
3−µ3(µ1+2µ2+µ3)β2+(µ1+µ2)(µ2+µ3)β−µ1µ2 = 0. (10.55)
One of the roots of this equation is β = µ2/µ3. We can therefore factorize
(10.55) as
f(β) = (µ3β − µ2)
(
µ3β
2 − (µ1 + µ2 + µ3)β + µ1
)
= 0. (10.56)
Let us study the function f(β) in more detail, see also Figure 10.6. We know
that f(0) = −µ1µ2 < 0 and limβ→∞ f(β) = ∞. At β = µ2/µ3 we compute
the derivative f ′(β):
f ′
(µ2
µ3
)
= µ1µ3 − µ1µ2 − µ2µ3 = µ1µ2µ3
( 1
µ2
− 1
µ3
− 1
µ1
)
< 0, (10.57)
10.3. Re-entrant line 215
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) < 0
lim
β→∞
f(β) =∞
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β
Figure 10.6: Cubic function f(·) for µ1 = 1, µ2 = 2 and µ3 = 3/2.
due to the stability condition (10.47). Because of these properties and the
fact that f(β) = 0 is a cubic equation, we know that f(β) = 0 has three
positive roots: one at µ2/µ3, and one smaller and one larger than µ2/µ3. We
now show that the smallest root is in (0, 1).
Define
g(β) := −(µ1 + µ2 + µ3)β, h(β) := µ3β2 + µ1. (10.58)
Clearly, g(β) has a single root in |β| < 1. Now, for |β| = 1, we have |g(β)| =
(µ1+µ2+µ3)|β| = µ1+µ2+µ3 and |h(β)| = |µ3β2+µ1| ≤ µ3|β2|+µ1 = µ1+µ3.
So, for |β| = 1, we know that |g(β)| > |h(β)| and according to Rouché’s
theorem, see Theorem 3.11, g(β) + h(β) has a single root in |β| < 1. This
root is given by
β =
µ1 + µ2 + µ3 −
√
(µ1 + µ2 + µ3)2 − 4µ1µ3
2µ3
. (10.59)
Substituting the root β presented in (10.59) into (10.54) yields after some
manipulations
α =
µ1
µ2
(1− β). (10.60)
Since the root β satisfies both 0 < β < 1 and β < µ2/µ3, we know from the
latter condition and (10.54) that also 0 < α < 1.
At this point we have a solution for the balance equations of the states
(i, j) with i ≥ 1 and j ≥ 0. We substitute this solution in (10.50) to get
µ3p(0, j) = µ2αβ
j−1 + µ3p(0, j + 1), j ≥ 1. (10.61)
Since this equation holds for all j ≥ 1, we must have p(0, j) = cβj , j ≥ 1,
where c follows from substituting this solution in (10.61):
c =
µ2α
µ3β(1− β) =
µ1
µ3β
. (10.62)
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The remaining (not yet normalized) equilibrium probability p(0, 0) is de-
termined from (10.51) and can be seen to equal 1.
At this point we return to the stability condition (10.47). The solution of
the balance equations is non-zero and since it is geometric, it is immediately
seen to be absolutely convergent. So, as a result of Theorem 2.18, the Markov
process is positive recurrent. Since we assumed (10.47) to hold, we know that
it is a sufficient condition for positive recurrence.
The solutions that we have obtained are not yet normalized. By multiply-
ing them by the normalization constant C, we obtain
p(i, j) =

C, i = j = 0,
C µ1µ3 β
j−1, i = 0, j ≥ 1,
Cαiβj , i ≥ 1, j ≥ 0.
(10.63)
The normalization condition reads
1 =
∑
i≥0
∑
j≥0
p(i, j) = C
(
1 +
µ1
µ3
1
1− β +
α
1− α
1
1− β
)
. (10.64)
Using (10.60) we write
1 = C
(
1 +
µ1
µ2
1
1− α +
µ1
µ3
1
1− β
)
= C
1
µ2
1
µ3
1
1− α
1
1− β
·
(
µ2µ3(1− α)(1− β) + µ1µ3(1− β) + µ1µ2(1− α)
)
. (10.65)
We focus on the term in parentheses. Eliminate α using (10.60) to obtain
µ2µ3(1− µ1
µ2
(1− β))(1− β) + µ1µ3(1− β) + µ1µ2(1− µ1
µ2
(1− β))
= µ2µ3(1− β) + µ1µ3(β − β2) + µ1µ2 − µ21(1− β)
= µ2µ3(1− β) + µ1(−µ3β2 + (µ1 + µ3)β − µ1 + µ2). (10.66)
Since β satisfies (10.56), we can simplify (10.66) and finally obtain
C =
µ3
µ1 + µ3
(1− α). (10.67)
In conclusion, provided (10.47) holds, the Markov process associated with
the re-entrant line has the equilibrium probabilities
p(i, j) =

µ3
µ1+µ3
(1− α), i = j = 0,
µ1
µ1+µ3
(1− α)βj−1, i = 0, j ≥ 1,
µ3
µ1+µ3
(1− α)αiβj , i ≥ 1, j ≥ 0,
(10.68)
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where α and β are given in (10.60) and (10.59).
From the explicit expression (10.68) we can easily determine other key
performance indicators. For example, the marginal distribution p2(·) of the
number of items at machine 2 is given by
p2(i) =
∑
j≥0
p(i, j) =
{
µ3
µ1+µ3
(1− α)(1 + 11−β ), i = 0,
µ3
µ1+µ3
(1− α) αi1−β , i ≥ 1.
(10.69)
10.4 Takeaways
The three production systems in this chapter shared the common property
that they produce items whenever they would otherwise be idle. For the first
and second model this was clear: if the server would otherwise be idle, then in
the first case standard items are produced to stock and in the second case the
first phase of the production process is completed. In the third production
system, machine one produces items from queue one whenever there are no
items awaiting their third processing step.
The Markov processes associated with the first and second production
system both led to two-dimensional Markov processes with one finite dimen-
sion and only nearest-neighbor transitions, which made them QBD processes.
The transition rate diagrams of both systems had no upward transitions in
all levels except for level 0. This structure was exploited to obtain exact
expressions for the equilibrium distribution. In the first model we used the
matrix-geometric method to determine the equilibrium distribution. But,
instead of using the successive substitutions algorithm to determine R, we
noticed that R must be lower triangular and that many of its elements must
be identical. We have seen this before in Sections 8.4 and 9.3. However, in
this case the transition structure in phase 0 was different from the transition
structure in all other phases, which made that the boundary elements of R
are different from the other elements.
For the second model we again exploited the downward transition struc-
ture. By introducing a generating function for each phase, we could recur-
sively determine all generating functions, starting from the known generating
function for phase J . This approach allowed for an easy determination of the
probability that there are j half-finished items on stock, since this is equal to
Pj(1).
Both the first and the second model could be analyzed in multiple ways.
The matrix-geometric (and matrix-analytic) method of the first model could
be used to determine the equilibrium distribution of the second model. In
[5], the two production systems are analyzed using the difference equations
approach outlined in Section 8.2. Instead of starting in phase 0 as in the
priority systems of Chapter 8, we started with phase J and worked our way
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down to phase 0. This is in line with the two approaches that we have seen
in this chapter.
The third system has two infinite dimensions. To determine the equilib-
rium distribution of this model, we showed that the balance equations in the
interior and on the horizontal axis were satisfied by a product-form solution.
This product-form solution could be extended to also hold on the vertical axis
and the origin by suitably multiplying it by a constant, see also [6].
Notes
1. The first and second system are hybrid systems that combine two production
disciplines: make-to-order and make-to-stock. The analysis of these two sys-
tems is presented in Adan and van der Wal [5]. Williams [112], Van Donk
[104] and Carr et al [19] treat hybrid systems and answer questions such as
which item to stock and which item to produce to order and what capacity
is required.
2. The third model is called a re-entrant line model and is analyzed in Adan and
Weiss [6] using the same techniques as in this book. The stability condition
is derived in Weiss [109]. Similar re-entrant line models (without the infinite
supply of work) can be found in Chen and Meyn [21, 22] and Dai and Weiss
[31].
Chapter 11
Join the shortest queue
In this chapter we consider a system consisting of two exponential single-
server queues in parallel. Jobs arrive to the system according to a Poisson
process and join the shortest of the two queues. If the queue lengths are equal,
then the job joins either queue with equal probability. Once a job has joined
one of the two queues, it stays there until it has completed service. We are
interested in the joint distribution of the number of jobs in both queues.
This join the shortest queue system1 gives rise to a Markov process in
two dimensions describing the joint queue-length distribution. However, this
state description leads to a transition rate diagram that is inhomogeneous in
the interior of the state space and thus, is difficult to analyze. We therefore
transform the state space and create a Markov process on the positive half-
plane, where we can eliminate one of the two quadrants due to symmetry.
This leaves us to analyze a Markov process on the positive quadrant with a
homogeneous transition rate diagram in the interior of this quadrant. We then
use the compensation approach to determine the equilibrium distribution of
this process in the form of an infinite series of product forms.
11.1 Model description and balance equations
Jobs arrive according to a Poisson process with rate 2ρ to two parallel queues.
Each job requires an exponentially distributed service time with rate 1. Due
to symmetry, ρ is the average amount of work brought into each queue per
time unit.
Let X1(t) and X2(t) be the number of jobs at the first and second queue at
time t. Denote the state of the system of the system byX(t) := (X1(t), X2(t)).
Then {X(t)}t≥0 is a Markov process with state space S := N20. It is apparent
from the transition rate diagram in Figure 11.1 that the state space is irre-
ducible. To guarantee positive recurrence and the existence of the equilibrium
distribution we assume that ρ < 1.
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Figure 11.1: Structure of the transition rate diagram of the Markov process
{X(t)}t≥0 associated with the join the shortest queue system.
Figure 11.1 shows that the states on the diagonal (i, i), i ≥ 0 divide the
state space into regions with different transition structures. In each state
below the diagonal the first queue has more jobs and an arriving job joins
the second queue. For the states above the diagonal the situation is reversed.
This is why the Markov process has an inhomogeneous transition structure,
which complicates the analysis of the equilibrium distribution. We make the
analysis easier by moving to a different state description and using a symmetry
argument. Define Y1(t) := min(X1(t), X2(t)) as the minimum queue length
at time t and Y2(t) := X2(t)−X1(t) as the difference between the two queue
lengths at time t. The state of the system is now Y (t) := (Y1(t), Y2(t)) and
the process {Y (t)}t≥0 is a Markov process on the state space S ′ := N0 × Z.
Each element of S corresponds to exactly one element of S ′ and vice versa.
For example, the state (m,n) ∈ S ′ corresponds to the state (m,m+n) ∈ S if
n > 0 and to (m − n,m) if n ≤ 0. The state space S ′ is irreducible because
S is irreducible and {Y (t)}t≥0 is positive recurrent if ρ < 1. So, determining
the equilibrium distribution of the Markov process {Y (t)}t≥0 gives us the
equilibrium distribution of the Markov process {X(t)}t≥0. Let p(m,n) denote
the equilibrium probability of {Y (t)}t≥0 being in state (m,n) ∈ S ′.
The join the shortest queue policy does not favor any of the two servers
in particular and the servers are identical, which makes the queue index in-
terchangeable. As a result, the equilibrium probability that there are i jobs
in the first queue and j jobs in the second queue is equal to the equilibrium
probability that there are j jobs in the first queue and i jobs in the second
queue. Hence, p(m,n) = p(m,−n), n > 0 by symmetry. If we can calculate
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Figure 11.2: Structure of the transition rate diagram of the Markov process
{Y (t)}t≥0 associated with the join the shortest queue system.
p(m,n) for m,n ≥ 0, then we know the complete equilibrium distribution.
The transition rate diagram of {Y (t)}t≥0 is shown in Figure 11.2. No-
tice that the transition structure in each quadrant is homogeneous. Since
determining p(m,n), m, n ≥ 0 is enough to obtain the complete equilibrium
distribution, we only present the balance equations for the states in the posi-
tive quadrant ((m,n) with m,n ≥ 0). To that end, we exploit the symmetry
property p(m,n) = p(m,−n), n > 0 and consider balance equations that only
involve the equilibrium probabilities p(m,n), m, n ≥ 0. For m ≥ 1, n ≥ 2,
2(1 + ρ)p(m,n) = 2ρp(m− 1, n+ 1) + p(m,n+ 1) + p(m+ 1, n− 1), (11.1)
and for m ≥ 1,
2(1 + ρ)p(m, 1) = 2ρp(m− 1, 2) + p(m, 2) + ρp(m, 0) + p(m+ 1, 0). (11.2)
For the vertical axis we have, for n ≥ 2,
(1 + 2ρ)p(0, n) = p(0, n+ 1) + p(1, n− 1), (11.3)
and
(1 + 2ρ)p(0, 1) = p(0, 2) + p(1, 0) + ρp(0, 0). (11.4)
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The balance equations for the horizontal axis are, for m ≥ 1,
(1 + ρ)p(m, 0) = 2ρp(m− 1, 1) + p(m, 1), (11.5)
and at the origin
ρp(0, 0) = p(0, 1). (11.6)
Substituting (11.5) and (11.6) into (11.2) and (11.4) gives, for m ≥ 1,
2(1 + ρ)p(m, 1) = 2ρp(m− 1, 2) + p(m, 2)
+
ρ
1 + ρ
(
2ρp(m− 1, 1) + p(m, 1))
+
1
1 + ρ
(
2ρp(m, 1) + p(m+ 1, 1)
)
, (11.7)
(1 + 2ρ)p(0, 1) = p(0, 2) +
1
1 + ρ
(
2ρp(0, 1) + p(1, 1)
)
+ p(0, 1). (11.8)
The equations (11.1), (11.3), (11.7) and (11.8) together form the balance
equations of the states (m,n) with m ≥ 0, n ≥ 1. These equations only
involve the equilibrium probabilities p(m,n), m ≥ 0, n ≥ 1. If we can
determine these equilibrium probabilities as a solution to (11.1), (11.3), (11.7)
and (11.8), then, through (11.5) and (11.6) and the symmetry p(m,n) =
p(m,−n), n ≥ 0, we obtain p(m,n) for all (m,n).
Remark 11.1. (Terminology) We adopt the following terminology for bal-
ance equations in three subsets of the state space {(m,n) : m ≥ 0, n ≥ 1}.
We refer to the balance equations (11.1) as the balance equations of the inte-
rior ; to (11.3) as the balance equations of the vertical boundary ; and to (11.7)
as the balance equations of the horizontal boundary. 4
Define the bivariate PGF
P (x, y) :=
∑
m≥0
∑
n≥0
p(m,n)xmyn, |x| ≤ 1, |y| ≤ 1. (11.9)
We can obtain an expression for P (x, y) by manipulating the balance equa-
tions (11.1)–(11.6). Multiplying the balance equation of state (m,n), m, n ≥
0 by xmyn and summing over all m,n ≥ 0 produces the functional equation
h1(x, y)P (x, y) = h2(x, y)P (x, 0) + h3(x, y)P (0, y) (11.10)
with
h1(x, y) := (1 + 2ρx)x− 2(1 + ρ)xy + y2, (11.11)
h2(x, y) := (1 + 2ρx)x− (1 + ρ)xy − ρxy2, (11.12)
h3(x, y) := (y − x)y. (11.13)
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We will not use the functional equation to determine P (x, y), but instead
work directly with the balance equations to determine p(m,n), m, n ≥ 0 using
the compensation approach. The functional equation will appear to be useful
later on to determine the normalization constant, see also Kingman [66].
11.2 Compensation approach
We have already seen the compensation approach2 in Chapter 9. Recall that
the compensation approach linearly combines product-form solutions αmβn.
Each product-form solution is chosen such that it satisfies the balance equa-
tions (11.1) of the interior. In each compensation step a single product-form
solution is added.
In a vertical compensation step a product-form solution is added such
that the resulting linear combination of product-form solutions satisfies the
balance equations of both the states in the interior (11.1) and on the vertical
boundary (11.3). However, in doing so, the resulting linear combination does
not satisfy the balance equations (11.7) on the horizontal boundary.
Each vertical compensation step is followed by a horizontal compensation
step. In this step, a product-form solution is added such that the resulting
linear combination of product-form solutions satisfies the balance equations
of both the states in the interior (11.1) and on the horizontal boundary (11.7).
Similarly to the vertical compensation step, the horizontal compensation step
results in a linear combination that does not satisfy the balance equations
(11.3) on the vertical boundary.
The procedure is repeated and each horizontal compensation step is fol-
lowed by a vertical compensation step. We ultimately obtain two countably
infinite linear combinations of product-form solution (one series each for the
horizontal and vertical compensation steps). If the two series converge ab-
solutely, then the error terms on each boundary converge sufficiently fast to
zero. Finally, if the sum of the equilibrium probabilities is absolutely con-
vergent, then by Theorem 2.18, the solution can be normalized to obtain the
equilibrium distribution.
11.2.1 Constructing the equilibrium distribution
We make the educated guess that p(m,n) in the interior is of the form αmβn.
Substitute this guess into the balance equations (11.1) and divide by common
powers to obtain
0 = α2 + 2ρβ2 + αβ2 − 2(1 + ρ)αβ. (11.14)
We have the following result regarding roots of (11.14).
Lemma 11.2.
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(i) For every fixed α with |α| ∈ (0, 1), equation (11.14) has exactly one root
β inside the open circle of radius |α|.
(ii) For every fixed β with |β| ∈ (0, 1), equation (11.14) has exactly one root
α inside the open circle of radius |β|.
Proof. (i) Divide (11.14) by α2 and set z = β/α to obtain the second-degree
polynomial
0 = (2ρ+ α)z2 − 2(1 + ρ)z + 1. (11.15)
Define f(z) := −2(1+ρ)z, g(z) := (2ρ+α)z2 +1 and the region U as the unit
disk with the unit circle as the boundary ∂U . Clearly, f(z) has a single root
in U . Now, for z ∈ ∂U , or equivalently |z| = 1,
|f(z)| = 2(1 + ρ)|z| = 2 + 2ρ, (11.16)
|g(z)| = |(2ρ+ α)z2 + 1| ≤ (2ρ+ |α|)|z|2 + 1 = 2ρ+ |α|+ 1. (11.17)
Since |α| < 1 we conclude that |f(z)| > |g(z)| for z ∈ ∂U . Then, by Rouché’s
theorem, see Theorem 3.11, f(z)+g(z) has a single root inside the unit circle.
This proves that (11.14) has a single root β inside the circle with radius |α|.
(ii) Divide (11.14) by β2 and set z = α/β to obtain the second-degree poly-
nomial
0 = z2 + (β − 2(1 + ρ))z + 2ρ. (11.18)
Define f(z) := (β − 2(1 + ρ))z, g(z) := z2 + 2ρ and the same U and ∂U as
in (i). Clearly, f(z) has a single root in U . Now, for z ∈ ∂U , or equivalently
|z| = 1,
|f(z)| = |β − 2(1 + ρ)||z|2 ≥ ||β| − 2(1 + ρ)| > 1 + 2ρ, (11.19)
|g(z)| = |z2 + 2ρ| ≤ |z|2 + 2ρ = 1 + 2ρ, (11.20)
where the last inequality for f(z) follows from |β| ∈ (0, 1). So, |f(z)| > |g(z)|
for z ∈ U and Rouché’s theorem proves the claim.
Let us, for now, further assume that the equilibrium probabilities along the
horizontal and vertical boundary are also satisfied by a product-form solution
p(m,n) = αmβn. We can substitute this solution in the balance equations for
the horizontal boundary (11.7):
0 = α2 + α
(
β(1 + ρ) + 3ρ− 2(1 + ρ)2)+ 2ρ(β(1 + ρ) + ρ) (11.21)
and for the vertical boundary (11.3):
0 = β2 − β(1 + 2ρ) + α. (11.22)
In Figure 11.3 we show the curves (α, β) satisfying (11.14), (11.21) and
(11.22), respectively. Wherever two curves intersect, we know that that pair
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0
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interior
horizontal
vertical
α = β = 1
α = β = 0
α = 1,
β = 1
1+2ρ
α = ρ2,
β =
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β
Figure 11.3: Under the assumption p(m,n) = αmβn for all m ≥ 0, n ≥ 1 and
ρ = 1/2, we plot the (solid) curve (α, β) (11.14), the (dashed) curve (11.21),
and the (dotted) curve (11.22).
(α, β) satisfies those balance equations simultaneously. We find four of such
pairs. Three of them are not useful since they do not satisfy 0 < |α|, |β| < 1.
The remaining fourth pair satisfies simultaneously the balance equations of
the interior (11.14) and the horizontal boundary (11.21). In general we can
state that there is no pair (α, β) with 0 < |α|, |β| < 1 that satisfies simulta-
neously the balance equations of the interior and the vertical boundary, but
there is a single pair (α, β) that satisfies simultaneously the balance equations
of the interior and the horizontal boundary. It is easy to derive this pair from
the system of equations (11.14) and (11.21): (α, β) = (ρ2, ρ2/(2 + ρ)). In
Table 11.1 we numerically verify that this pair dictates the tail behavior of
the equilibrium probabilities for m and n large.
We see that if m and n are large, then p(m,n) ≈ h0αm0 βn0 for some
coefficient h0, and parameters α0 and β0. We have simulated a join the
shortest queue model with ρ = 0.8 to determine α0 and β0 from the ratios
p(m+ 1, n)/p(m,n) and p(m,n+ 1)/p(m,n), see Table 11.1. The simulation
confirms that α0 = ρ2 and β0 = ρ2/(2+ρ) describe the tail behavior for large
m and n. A rigorous derivation of α0 and β0 is given in, e.g., [66, Theorem 5],
but we do not show it here. Since normalization follows at the end of the
compensation procedure, we can now set h0 = 1.
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m
n 0 1 2 3 4 5 6
0
1 0.73 0.66 0.64 0.64 0.64 0.64 0.64
2 0.57 0.62 0.64 0.64 0.64 0.64 0.64
3 0.55 0.62 0.64 0.64 0.64 0.64 0.64
4 0.54 0.62 0.63 0.64 0.64 0.64 0.64
5 0.54 0.62 0.63 0.64 0.64 0.64 0.64
6 0.54 0.62 0.63 0.64 0.64 0.63 0.65
(a) p(m+ 1, n)/p(m,n)
m
n 0 1 2 3 4 5 6
0
1 0.31 0.24 0.23 0.23 0.23 0.23 0.23
2 0.24 0.23 0.23 0.23 0.23 0.23 0.23
3 0.23 0.23 0.23 0.23 0.23 0.23 0.23
4 0.23 0.23 0.23 0.23 0.23 0.23 0.23
5 0.23 0.23 0.23 0.23 0.23 0.23 0.23
6 0.23 0.23 0.23 0.23 0.23 0.23 0.23
(b) p(m,n+ 1)/p(m,n)
Table 11.1: Simulated equilibrium probabilities for ρ = 0.8.
The pair (α0, β0) = (ρ2, ρ2/(2 + ρ)) is the only pair that satisfies simul-
taneously the balance equations of the interior and the horizontal boundary.
In fact, this property characterizes the initial product-form solution h0αm0 βn0 .
Since the initial solution does not satisfy the balance equations (11.3) on the
vertical boundary—as we have already concluded from Figure 11.3—we need
to compensate for the error introduced on the vertical boundary. It is impor-
tant that in each compensation step—vertical or horizontal—the correction
term that is added should be small compared to h0αm0 βn0 in order to not
disturb the asymptotic behavior for large m or n.
In the vertical compensation step we add a single product-form term to
the initial solution and construct h0αm0 βn0 + vαmβn. We refer to vαmβn as
the compensation term. We will choose v, α and β such that this linear
combination satisfies both the balance equations of the interior (11.1) and
the vertical boundary (11.3). Inserting it into (11.3) gives for all n ≥ 2,
(1 + 2ρ)
(
h0β
n
0 + vβ
n
)
= h0β
n+1
0 + vβ
n+1 + h0α0β
n−1
0 + vαβ
n−1. (11.23)
Since this equation holds for all n ≥ 2, we must have that β = β0. We further
want the pair (α, β0) to satisfy the balance equations of the interior, so we
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pick α = α1 as the root of (11.14) for fixed β = β0 satisfying |α1| < |β0|.
There also exists the root α0 of (11.14) for fixed β = β0 satisfying |β0| < |α0|,
but that would turn the compensation term into the initial term, which makes
that root not useful. By choosing α = α1 and β = β0, we know that the linear
combination h0αm0 βn0 + vαm1 βn0 satisfies the balance equations of the interior.
What remains is to choose v = v0 in such a way that the linear combination
h0α
m
0 β
n
0 + v0α
m
1 β
n
0 satisfies (11.3). We now describe the method of choosing
this coefficient in a general setting.
Lemma 11.3. (Vertical compensation step) Consider the product form
hαmβn with 0 < |β| < |α| < 1 and some coefficient h, that satisfies the balance
equations (11.1) of the interior and stems from a solution that satisfies the
balance equations of the interior and the horizontal boundary. For this fixed
β, let αˆ be the root that satisfies (11.14) with |αˆ| < |β|. Then there exists a
coefficient v such that
p(m,n) = hαmβn + vαˆmβn (11.24)
satisfies (11.1) and (11.3). The coefficient v is given by
v = − αˆ− β
α− β h. (11.25)
Proof. Notice that both (α, β) and (αˆ, β) satisfy (11.14). So, the linear com-
bination hαmβn + vαˆmβn satisfies (11.1) for any h and v.
Inserting the linear combination into (11.3) and dividing by common pow-
ers yields
(h+ v)
(
2(1 + ρ)β − β2 − β) = hα+ vαˆ. (11.26)
Since (α, β) and (αˆ, β) both satisfy (11.14) we know that α+αˆ = 2(1+ρ)β−β2.
Substituting this relation into (11.26) proves the claim.
We apply Lemma 11.3 to find that we must choose
v0 = −α1 − β0
α0 − β0h0. (11.27)
With these choices for the coefficient and the parameters of the compen-
sation term, the linear combination h0αm0 βn0 + v0αm1 βn0 satisfies (11.1) and
(11.3). However, adding the term v0αm1 βn0 introduces an error on the hori-
zontal boundary for which we need to compensate.
In a horizontal compensation step we add a compensation term to com-
pensate for the error introduced during the vertical compensation step. So,
we form the linear combination h0αm0 βn0 + v0αm1 βn0 + hαmβn. We will choose
h, α and β such that this linear combination satisfies both the balance equa-
tions of the interior (11.1) and on the horizontal boundary (11.7). We know
that h0αm0 βn0 already satisfies (11.1) and (11.7), so we do not need to take
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this term into account. Substituting the sum of the remaining two terms into
(11.7) gives for m ≥ 1,
2(1 + ρ)
(
v0α
m
1 β0 + hα
mβ
)
= 2ρ
(
v0α
m−1
1 β
2
0 + hα
m−1β2
)
+ v0α
m
1 β
2
0 + hα
mβ2
+
ρ
1 + ρ
(
2ρ
(
v0α
m−1
1 β0 + hα
m−1β
)
+ v0α
m
1 β0 + hα
mβ
)
+
1
1 + ρ
(
2ρ
(
v0α
m
1 β0 + hα
mβ
)
+ v0α
m+1
1 β0 + hα
m+1β
)
. (11.28)
Since this equation holds for all m ≥ 1, we must have that α = α1. We want
the pair (α1, β) to satisfy the balance equations of the interior, so we pick
β = β1 as the root of (11.14) for fixed α = α1 satisfying |β1| < |α1|. Just as
in the vertical compensation step, we can discard the other root of (11.14).
So, by choosing α = α1 and β = β1, we know that the linear combination
h0α
m
0 β
n
0 + v0α
m
1 β
n
0 + hα
m
1 β
n
1 satisfies the balance equations of the interior.
What remains is to choose h = h1 in such a way that the linear combination
h0α
m
0 β
n
0 + v0α
m
1 β
n
0 + h1α
m
1 β
n
1 satisfies (11.7). We now describe the method
of choosing this coefficient in a general setting.
Lemma 11.4. (Horizontal compensation step) Consider the product form
vαmβn with 0 < |α| < |β| < 1 and some coefficient v, that satisfies the balance
equations (11.1) of the interior and stems from a solution that satisfies the
balance equations of the interior and the vertical boundary. For this fixed α,
let βˆ be the root that satisfies (11.14) with |βˆ| < |α|. Then there exists a
coefficient h such that
p(m,n) = vαmβn + hαmβˆn (11.29)
satisfies (11.1) and (11.7). The coefficient h is given by
h = − (ρ+ α)/βˆ − (1 + ρ)
(ρ+ α)/β − (1 + ρ)v. (11.30)
Proof. Notice that both (α, β) and (α, βˆ) satisfy (11.14). So, the linear com-
bination vαmβn + hαmβˆn satisfies (11.1) for any v and h.
Inserting the linear combination into (11.7) and dividing by common pow-
ers yields
v
(
2(1 + ρ)αβ − 2ρβ2 − αβ2)+ h(2(1 + ρ)αβˆ − 2ρβˆ2 − αβˆ2)
=
ρ
1 + ρ
(
2ρ(vβ + hβˆ) + vαβ + hαβˆ
)
+
1
1 + ρ
(
2ρ(vαβ + hαβˆ) + vα2β + hα2βˆ
)
. (11.31)
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· · · hiαmi βni viαmi+1βni hi+1αmi+1βni+1 vi+1αmi+2βni+1 · · ·
vertical
compensation
horizontal
compensation
vertical
compensation
Figure 11.4: Indexing of the terms of the compensation procedure.
Since (α, β) and (α, βˆ) satisfy (11.14) we can simplify the coefficients of v and
h on the left-hand side to obtain
vα2(1 + ρ) + hα2(1 + ρ) = ρ
(
2ρ(vβ + hβˆ) + vαβ + hαβˆ
)
+
(
2ρ(vαβ + hαβˆ) + vα2β + hα2βˆ
)
. (11.32)
So,
h = −β(2ρ+ α)(ρ+ α)− α
2(1 + ρ)
βˆ(2ρ+ α)(ρ+ α)− α2(1 + ρ)v. (11.33)
Since β and βˆ are roots of (11.14) we have the relation ββˆ(2ρ + α) = α2.
Using this relation proves the claim.
Applying Lemma 11.4 shows that we must choose
h1 = − (ρ+ α1)/β1 − (1 + ρ)
(ρ+ α1)/β0 − (1 + ρ)v0 (11.34)
to ensure that the linear combination h0αm0 βn0 + v0αm1 βn0 + h1αm1 βn1 satis-
fies (11.1) and (11.7). Adding the compensation term h1αm1 βn1 , however,
introduces an error on the vertical boundary for which another vertical com-
pensation step needs to be performed.
It is clear how the compensation procedure works: after an initial product-
form solution is constructed, it alternates between horizontal and vertical
compensation steps to compensate for the error introduced on the vertical
or horizontal boundary in the previous compensation step. In every vertical
compensation step we just need to compensate for the error introduced by the
compensation term of the previous horizontal compensation step; the linear
combination of product-form solutions at the time of the previous vertical
compensation step namely already satisfies the balance equations of the in-
terior and on the vertical boundary! Obviously, the same statement can be
made for the horizontal compensation step.
Figure 11.4 shows the indexing of the terms of the compensation proce-
dure. Algorithm 11.1 can be used to generate a finite number of compensation
parameters and Figure 11.5 shows how the compensation parameters αi and
βi are generated.
230 Chapter 11. Join the shortest queue
Algorithm 11.1 Generating the compensation parameters
1: Pick a large positive integer K
2: Set h0 = 1, α0 = ρ2 and β0 = ρ2/(2 + ρ)
3: Calculate α1 from (11.14) with fixed β = β0 and |α1| < |β0|
4: Calculate v0 using Lemma 11.3 with h0αm0 βn0 as the original product form
and αˆ = α1
5: for i = 1, 2, . . . ,K do
6: Calculate βi from (11.14) with fixed α = αi and |βi| < |αi|
7: Calculate hi using Lemma 11.4 with vi−1αmi βni−1 as the original
product form and βˆ = βi
8: Calculate αi+1 from (11.14) with fixed β = βi and |αi+1| < |βi|
9: Calculate vi using Lemma 11.3 with hiαmi βni as the original product
form and αˆ = αi+1
10: end for
ρ2
2+ρ
1
ρ2
1
α0
β0
α1
β1
α
β
Figure 11.5: Generating the compensation parameters αi and βi.
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The compensation procedure ultimately leads to a series expression for
the equilibrium probabilities:
p(m,n) =
∑
i≥0
hiα
m
i β
n
i +
∑
i≥0
viα
m
i+1β
n
i , m ≥ 0, n ≥ 1. (11.35)
If the errors terms converge sufficiently fast to zero, then the series converges.
Moreover, if the sum of p(m,n) over all states is absolutely convergent, then
it can be normalized to produce the equilibrium distribution and the balance
equation (11.8) in state (0, 1) is also satisfied by this series expression, because
we can sum over all other balance equations—which are already satisfied—to
produce the balance equation in state (0, 1). Hence, what remains to be done
is (i) to show that the two series in (11.35) converge absolutely and that∑
m≥0
∑
n≥1
|p(m,n)| <∞; (11.36)
and (ii) to determine the normalization constant.
11.2.2 Proving convergence of the series
We will study the absolute convergence of the two series in (11.35) by deter-
mining, for m ≥ 0, n ≥ 1,
R1(m,n) := lim
i→∞
∣∣∣∣hi+1αmi+1βni+1hiαmi βni
∣∣∣∣, R2(m,n) := limi→∞
∣∣∣∣vi+1αmi+2βni+1viαmi+1βni
∣∣∣∣. (11.37)
The coefficients hi and vi and the roots αi and βi are non-zero for all i, which
allows us to divide by these quantities in (11.37). The coefficients cannot be
zero, since this would indicate that there exists a product-form solution that
satisfies the balance equations of the interior, horizontal boundary and the
vertical boundary. From Figure 11.3 we know that such solution does not
exist. By inspecting (11.14) we know that all roots αi and βi are non-zero.
If the limits (11.37) exist and are strictly less than one, then we have
proven that the two series in (11.35) converge absolutely. We can rewrite
(11.37) as
R1(m,n) = lim
i→∞
∣∣∣∣
hi+1
vi
αmi+1
βmi+1
βm+ni+1
αm+ni+1
hi
vi
αmi
βmi
βm+ni
αm+ni+1
∣∣∣∣, R2(m,n) = limi→∞
∣∣∣∣
vi+1
hi+1
αmi+2
βmi+1
βm+ni+1
αm+ni+1
vi
hi+1
αmi+1
βmi
βm+ni
αm+ni+1
∣∣∣∣. (11.38)
If we can determine the limits of the fractions present in (11.38) as i → ∞,
then we can also determine R1(m,n) and R2(m,n).
First, let us study the sequence of α’s and β’s in greater detail. Each αi
generates a βi through (11.14) that satisfies |βi| < |αi| and each βi generates
an αi+1 through (11.14) that satisfies |αi+1| < |βi|. So, we have the ordering
|α0| > |β0| > |α1| > |β1| > · · · (11.39)
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This indicates that αi and αi+1 are the two roots of (11.14) for a fixed β = βi
with |αi+1| < |βi| < |αi| and βi and βi+1 are the two roots of (11.14) for a
fixed α = αi+1 with |βi+1| < |αi+1| < |βi|. We therefore have that αi and
αi+1 satisfy
αiαi+1 = 2ρβ
2
i , αi + αi+1 = 2(1 + ρ)βi − β2i (11.40)
and βi and βi+1 satisfy
βiβi+1 =
α2i+1
2ρ+ αi+1
, βi + βi+1 =
2(1 + ρ)
2ρ+ αi+1
αi+1. (11.41)
Since α0, β0 > 0 it follows from (11.40) and (11.41) by induction that all αi
and βi are positive. More importantly, the parameters αi and βi decrease
geometrically fast, which we establish now.
Lemma 11.5. There exists c ∈ (0, 1) such that 0 < αi, βi < ci, i ≥ 0.
Proof. For a fixed α, let β be the root of (11.14) satisfying β < α. Define
t(α) := β/α. In Lemma 11.6 we show that limα↓0 t(α) exists and is less than
1, so that t(α) < 1 for α ∈ [0, ρ2] by Lemma 11.2. Since the interval [0, ρ2]
is closed and bounded, we have that c1 := maxα∈[0,ρ2] t(α) < 1. Perform the
same procedure for a fixed β to obtain a second bound c2. So, βi < αic1 and
αi+1 < βic2. Set c := c1c2 to prove the claim.
A consequence of Lemma 11.5 is that αi → 0 and βi → 0 as i→∞.
The following results on the asymptotic behavior of βi/αi and αi+1/βi
will be used to evaluate (11.38).
Lemma 11.6. (Asymptotic ratios α and β)
(i) For a fixed αi, let βi be the root of (11.14) with βi < αi. Then, as
i→∞ the ratio βi/αi → γ− with γ− < 1 the smaller root of
0 = 2ργ2 − 2(1 + ρ)γ + 1, (11.42)
where the roots are
γ± =
1 + ρ±
√
1 + ρ2
2ρ
. (11.43)
(ii) For a fixed βi, let αi+1 be the root of (11.14) with αi+1 < βi. Then, as
i→∞ the ratio αi+1/βi → 1/γ+ with γ+ > 1 the larger root of (11.42).
Proof. (i) In (11.14), set α = αi and β = βi, divide by α2i , set γ = βi/αi and
let i→∞ to obtain (11.42). It is easy to see that γ+ > 1/(2ρ) for 0 < ρ < 1
and since γ−γ+ = 1/(2ρ) we conclude that γ− < 1.
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(ii) In (11.14), set α = αi+1 and β = βi, divide by β2i , set ζ = αi+1/βi and
let i→∞ to obtain
0 = ζ2 − 2(1 + ρ)ζ + 2ρ. (11.44)
We are interested in the root of (11.44) smaller than one, which is 1/γ+, since
ζ satisfies the same equation as 1/γ.
We can also determine vi/hi and hi+1/vi as i → ∞. This is the final
ingredient in the evaluation of (11.38).
Lemma 11.7. (Asymptotic ratios coefficients h and v)
(i) Consider the setting of Lemma 11.3. Then, as i→∞,
vi
hi
→ 1/(2ρ)− γ−
γ+ − 1/(2ρ) . (11.45)
(ii) Consider the setting of Lemma 11.4. Then, as i→∞,
hi+1
vi
→ −γ+
γ−
. (11.46)
Proof. (i) Using the indexing of the compensation parameters, (11.25) be-
comes
vi = −αi+1 − βi
αi − βi hi. (11.47)
Divide both sides of (11.47) by hi and multiply by βi/βi to obtain
vi
hi
=
1− αi+1/βi
αi/βi − 1 . (11.48)
For i→∞, we have by Lemma 11.6 that αi+1/βi → 1/γ+ and αi/βi → 1/γ−.
So, for i→∞,
vi
hi
→ 1− 1/γ+
1/γ− − 1 =
γ−γ+ − γ−
γ+ − γ−γ+ , (11.49)
and then γ−γ+ = 1/(2ρ) proves the claim.
(ii) Using the indexing of the compensation parameters, (11.30) becomes
hi+1 = − (ρ+ αi+1)/βi+1 − (1 + ρ)
(ρ+ αi+1)/βi − (1 + ρ) vi. (11.50)
Divide both sides of (11.50) by vi and multiply by βi/βi to obtain
hi+1
vi
= − (ρ+ αi+1)βi/βi+1 − (1 + ρ)βi
(ρ+ αi+1)− (1 + ρ)βi . (11.51)
For i → ∞ we have that αi+1 → 0, βi → 0 and βi/βi+1 = βi/αi+1 ·
αi+1/βi+1 → γ+/γ−, which proves the claim.
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We can now determine the limits (11.38). Applying Lemmas 11.6 and 11.7
produces
R1(m,n) = R2(m,n) =
1/(2ρ)− γ−
γ+ − 1/(2ρ)
(γ−
γ+
)m+n−1
. (11.52)
If we define θ± := 2ργ± = 1 + ρ±
√
1 + ρ2, then it is easy to see that θ− < 1
and θ+ > 1 for 0 < ρ < 1. More importantly, for m ≥ 0, n ≥ 1,
R1(m,n) = R2(m,n) =
1− θ−
θ+ − 1
(θ−
θ+
)m+n−1
< 1, (11.53)
because, for 0 < ρ < 1,
1− θ−
θ+ − 1 = 1 + 2ρ
(
ρ−
√
1 + ρ2
)
< 1. (11.54)
Since R1(m,n) and R2(m,n) are both less than one, we know that the two
series in (11.35) converge absolutely. For a series to converge, its summands
must tend to zero. So, for m ≥ 0, n ≥ 1,
lim
i→∞
hiα
m
i β
n
i = 0, lim
i→∞
viα
m
i+1β
n
i = 0. (11.55)
This shows that the error terms introduced in each vertical and horizontal
compensation step indeed tend to zero.
The continuous-time analog of a result from Foster [40, Theorem 1], shown
in Theorem 2.18, states that if the solution p(m,n) satisfies all balance equa-
tions, is non-zero, and∑
m≥0
∑
n≥1
|p(m,n)| ≤
∑
m≥0
∑
n≥1
(∑
i≥0
|hiαmi βni |+
∑
i≥0
|viαmi+1βni |
)
<∞, (11.56)
then the solution can be normalized to produce the equilibrium distribution.
The solution is non-zero because
p(m,n) = αm0 β
n
0 + O(α
m
1 β
n
0 ), m ≥ 0, n ≥ 1, (11.57)
and for m large p(m,n) is positive. We prove that (11.56) holds. Since
the summands in (11.56) are positive, we can interchange the order of the
summations to obtain∑
m≥0
∑
n≥1
(∑
i≥0
|hiαmi βni |+
∑
i≥0
|viαmi+1βni |
)
=
∑
i≥0
|hi|
1− |αi|
|βi|
1− |βi| +
∑
i≥0
|vi|
1− |αi+1|
|βi|
1− |βi| . (11.58)
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We show that the two series converge. To that end, define
R3 := lim
i→∞
∣∣∣∣ |hi+1|1−|αi+1| |βi+1|1−|βi+1||hi|
1−|αi|
|βi|
1−|βi|
∣∣∣∣, R4 := limi→∞
∣∣∣∣ |vi+1|1−|αi+2| |βi+1|1−|βi+1||vi|
1−|αi+1|
|βi|
1−|βi|
∣∣∣∣, (11.59)
which can be written as
R3 = lim
i→∞
∣∣∣∣ |hi+1||vi| 11−|αi+1| 11−|βi+1| |βi+1||αi+1||hi|
|vi|
1
1−|αi|
1
1−|βi|
|βi|
|αi+1|
∣∣∣∣, (11.60)
R4 = lim
i→∞
∣∣∣∣ |vi+1||hi+1| 11−|αi+2| 11−|βi+1| |βi+1||αi+1||vi|
|hi+1|
1
1−|αi+1|
1
1−|βi|
|βi|
|αi+1|
∣∣∣∣. (11.61)
By applying the results of Lemmas 11.6 and 11.7 and the fact that αi → 0
and βi → 0 as i→∞, we find
R3 = R4 =
1− θ−
θ+ − 1 < 1, (11.62)
so that (11.56) holds.
In conclusion, due to Theorem 2.18, the series in (11.35) is the unique
(up to a multiplicative constant) solution to the balance equations (11.1),
(11.3), (11.7) and (11.8) and can be normalized to produce the equilibrium
distribution. Divide (11.35) by the normalization constant C and merge the
two series to obtain
p(m,n) = C−1
∑
i≥0
(hiα
m
i + viα
m
i+1)β
n
i , m ≥ 0, n ≥ 1. (11.63)
11.2.3 Normalization constant
We use the PGF P (x, y) to determine the normalization constant C. First,
eliminate the p(m, 0), m ≥ 0 in the definition of P (x, y) using (11.5) and
(11.6) to get
P (x, y) = p(0, 0) +
∑
m≥1
p(m, 0)xm +
∑
m≥0
∑
n≥1
p(m,n)xmyn
=
1
ρ
p(0, 1) +
1
1 + ρ
∑
m≥1
(
2ρp(m− 1, 1) + p(m, 1))xm
+
∑
m≥0
∑
n≥1
p(m,n)xmyn. (11.64)
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Second, substituting the series expression (11.63) into (11.64) gives
P (x, y) = C−1
[ 1
ρ
∑
i≥0
(hi + vi)βi
+
1
1 + ρ
∑
m≥1
∑
i≥0
(
hi(2ρ+ αi)α
m−1
i + vi(2ρ+ αi+1)α
m−1
i+1
)
βix
m
+
∑
m≥0
∑
n≥1
∑
i≥0
(hiα
m
i + viα
m
i+1)β
n
i x
myn
]
. (11.65)
Third, changing the order of the summations and simplifying the geometric
series finally gives
P (x, y) = C−1
[ 1
ρ
∑
i≥0
(hi + vi)βi
+
1
1 + ρ
∑
i≥0
(
hi
(2ρ+ αi)x
1− αix + vi
(2ρ+ αi+1)x
1− αi+1x
)
βi
+
∑
i≥0
(
hi
1
1− αix + vi
1
1− αi+1x
) βiy
1− βiy
]
. (11.66)
Notice that the PGF P (x, y) is valid for |x| < 1/α0 and |y| < 1/β0. The ex-
pression (11.66) is called a partial fraction decomposition of the PGF P (x, y).
This decomposition shows that x = 1/αi and y = 1/βi are the simple poles
of P (x, y), which implies that the function P (x, y) approaches infinity as x
approaches 1/αi or y approaches 1/βi.
We determine the normalization constant by deriving two expressions for
the leading term in the asymptotic expansion of P (x, 0) as x ↑ 1/α0. To that
end, we set y = 0 in (11.66) to obtain
P (x, 0) = C−1
[ 1
ρ
∑
i≥0
(hi + vi)βi
+
1
1 + ρ
∑
i≥0
(
hi
(2ρ+ αi)x
1− αix + vi
(2ρ+ αi+1)x
1− αi+1x
)
βi
]
. (11.67)
Now, as x ↑ 1/α0 = 1/ρ2,
P (x, 0) = C−1
1
1 + ρ
h0
(2ρ+ α0)
1
ρ2
1− α0x β0 + O(1)
=
1
Cρ(1 + ρ)( 1ρ2 − x)
+ O(1), (11.68)
where we used that h0 = 1 and β0 = ρ2/(2 + ρ) and property (11.39).
11.2. Compensation approach 237
For a second expression for the leading term, we investigate the functional
equation (11.10). If we pick the pair (x, y) such that h1(x, y) = 0 and |x| <
1/α0, |y| < 1/β0, then we find that P (x, 0) and P (0, y) are related according
to
0 = h2(x, y)P (x, 0) + h3(x, y)P (0, y). (11.69)
Apply relation (11.69) to three pairs (x, y) in the following order: (1/(2ρ), 1),
(1/(2ρ), 1/ρ) and (1/ρ2, 1/ρ). All three pairs satisfy h1(x, y) = 0. For the
first pair (x, y) = (1/(2ρ), 1) we have
0 = h2(
1
2ρ
, 1)P (
1
2ρ
, 0) + h3(
1
2ρ
, 1)P (0, 1). (11.70)
Notice that P (0, 1) is the fraction of time the first server is idle. The offered
load to the system is 2ρ per unit time, so that by symmetry we know that
P (0, 1) = 1 − ρ. So, from (11.70) we obtain that P (1/(2ρ), 0) = 1 − ρ. For
the second pair (x, y) = (1/(2ρ), 1/ρ) we have
0 = h2(
1
2ρ
,
1
ρ
)P (
1
2ρ
, 0) + h3(
1
2ρ
,
1
ρ
)P (0,
1
ρ
) (11.71)
and find P (0, 1/ρ) = (1−ρ)(2−ρ). Now, for the third pair (x, y) = (1/ρ2, 1/ρ),
we let x ↑ 1/ρ2 and y → 1/ρ. To that end, we need the solution of h1(x, y) = 0
for a fixed x. This solution is given by y = υ(x) with
υ(x) = (1 + ρ)x−
√
x(x(1 + ρ2)− 1). (11.72)
Observe that if x ↑ 1/ρ2, then υ(x) → 1/ρ. Substituting the pair (x, y) =
(x, υ(x)) into (11.69) gives the relation
P (x, 0) = −h3(x, υ(x))
h2(x, υ(x))
P (0, υ(x)). (11.73)
Then, as x ↑ 1/ρ2 we find that P (0, υ(x)) → P (0, 1/ρ) = (1 − ρ)(2 − ρ),
h3(x, υ(x))→ h3(1/ρ2, 1/ρ) = (1− 1/ρ)/ρ2, and
h2(x, υ(x)) = − (1− ρ)(2 + ρ)
2ρ
(
x− 1
ρ2
)
+ o(x− 1
ρ2
). (11.74)
By combining these asymptotic results, we obtain from (11.73) a second ex-
pression for the leading term in the asymptotic expansion of P (x, 0). For
x ↑ 1/ρ2,
P (x, 0) =
2(1− 1ρ )(2− ρ)
ρ(2 + ρ)(x− 1ρ2 )
+ O(1). (11.75)
Finally, combining (11.68) and (11.75) gives, as x ↑ 1/ρ2,
1
Cρ(1 + ρ)( 1ρ2 − x)
=
2(1− 1ρ )(2− ρ)
ρ(2 + ρ)(x− 1ρ2 )
. (11.76)
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Solving this relation for C gives the explicit expression
C =
ρ(2 + ρ)
2(1− ρ2)(2− ρ) . (11.77)
11.3 Comparison with random routing
The compensation procedure allows us to easily calculate the equilibrium
distribution using Algorithm 11.1. From the equilibrium distribution we can
determine performance measures such as the expected number of jobs in the
system. Let X denote the total number of jobs in the system in equilibrium.
Then,
P(X = 0) = p(0, 0), (11.78)
P(X = x) =
x∑
m=0
p(m,x−m) +
x−1∑
m=0
p(m,m− x)
= p(x, 0) + 2
x−1∑
m=0
p(m,x−m), x ≥ 1, (11.79)
where we used p(m,x−m) = p(m,m− x) by symmetry, and therefore
E[X] =
∑
x≥0
x
(
p(x, 0) + 2
x−1∑
m=0
p(m,x−m)). (11.80)
For numerical purposes the number of compensation steps needs to be
finite and the infinite summation in (11.80) should be truncated. We first
present a simple method to perform an appropriate number of compensation
steps, see Algorithm 11.2. Essentially, Algorithm 11.2 is the same as Algo-
rithm 11.1, but now selects the number K according to some preset target
level: when the relative change in the equilibrium probability p(m,n) goes
below a certain threshold , the compensation procedure is terminated.
One way to choose the truncation level of the infinite series (11.80) is
described in Algorithm 11.3. We base the truncation level on the criterion
that almost all probability mass is captured in the distribution of X.
Algorithms 11.2 and 11.3 allow us to determine E[X] to any prescribed
accuracy. We can compare these results with a naive random routing policy
and demonstrate that the join the shortest queue routing policy is superior.
Random routing means that each job joins either queue with equal prob-
ability, irrespective of the number of jobs at each server. Due to the Poisson
splitting, random routing ensures that each queue operates as an M/M/1
queue with arrival rate ρ and equilibrium probabilities (1− ρ)ρi. We denote
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Algorithm 11.2 Number of compensation steps
1: Select  small and positive and a state (m,n), m ≥ 0, n ≥ 1
2: Set h0 = 1, α0 = ρ2, β0 = ρ2/(2 + ρ)
3: Perform a vertical compensation step
4: Calculate p0(m,n) = (h0αm0 + v0αm1 )βn0
5: Perform a horizontal and vertical compensation step
6: Calculate p1(m,n) =
∑1
i=0(hiα
m
i + viα
m
i+1)β
n
i
7: K = 1
8: while (|pK(m,n)− pK−1(m,n)|)/(|pK−1(m,n)|) >  do
9: K = K + 1
10: Perform a horizontal and vertical compensation step
11: Calculate
pK(m,n) = pK−1(m,n) + (hKαmK + vKα
m
K+1)β
n
K
=
K∑
i=0
(hiα
m
i + viα
m
i+1)β
n
i (11.81)
12: end while
Algorithm 11.3 Truncation level E[X]
1: Select  small and positive
2: Use Algorithm 11.2 to construct the required equilibrium probabilities
3: K = 0
4: Calculate P(X = 0) using (11.78)
5: while
∑K
x=0 P(X = x) < 1−  do
6: K = K + 1
7: Calculate P(X = K) using (11.79)
8: end while
by XRR the total number of jobs in the system with random routing and
derive
P(XRR = x) =
x∑
k=0
(1− ρ)ρx−k(1− ρ)ρk = (x+ 1)(1− ρ)2ρx. (11.82)
Then, we get that
E[XRR] =
∑
x≥0
xP(XRR = x) = (1− ρ)2
∑
x≥0
x(x+ 1)ρx =
2ρ
1− ρ . (11.83)
This result is also easily derived from the fact that under random routing
both servers have independent Poisson input and the expected total number
of jobs is the sum of the expected number of jobs in each queue (ρ/(1− ρ)).
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Figure 11.6: Comparison of join the shortest queue routing and random rout-
ing with ∆ = (E[X]− E[XRR])/E[XRR] · 100%. We use Algorithm 11.2 with
 = 10−10 and (m,n) = (0, 1) and Algorithm 11.3 with  = 10−10.
Figure 11.6 compares join the shortest queue routing to random routing
for various values of ρ. In terms of the expected number of jobs in the system,
join the shortest queue routing is superior to random routing. For small ρ,
an arriving job usually finds an empty system. In that case, both routing
policies operate equally well. For larger ρ, join the shortest queue routing
outperforms random routing. This routing policy balances the number of
jobs at each server, and therefore utilizes the servers more efficiently than the
random routing policy. Moreover, as ρ ↑ 1 the join the shortest queue system
behaves as a pooled system, which means that it behaves as if there is a single
queue served by two servers instead of two separate queues with one server
each.
11.4 Takeaways
The straightforward choice of taking the number of jobs at each queue as the
dimensions of the Markov process led to an inhomogeneous transition rate
structure. By performing a simple coordinate transformation and using the
symmetry of the two servers and the join the shortest queue routing we were
able to formulate a Markov process that did have a homogeneous transition
rate structure in the interior. Due to this symmetry, we only needed to
determine the equilibrium probabilities for the states (m,n) with m ≥ 0 and
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n ≥ 1.
The compensation approach worked by linearly combining product-form
solutions to satisfy all balance equations. These product-form solutions all
satisfied the balance equations of the interior. In each step of the compensa-
tion procedure, a single product-form solution was added to the linear combi-
nation so that the resulting linear combination satisfied the balance equations
on one of the two boundaries. In the next step, a single product-form solution
was added to satisfy the balance equations on the other boundary. This pro-
cess was repeated and finally led to an infinite sum of product-form solutions.
Then, showing that this infinite sum converged, established that it was the
unique equilibrium distribution.
For the gated single-server system in Chapter 9, compensation was only
necessary on a single boundary. For the join the shortest queue model, how-
ever, we had to compensate on two boundaries. This creates two different,
alternating compensation steps. The compensation approach applied to the
gated single-server system is therefore inherently ‘simpler’, which was demon-
strated by the fact that the parameters αi and βi can be obtained explicitly,
whereas this was not possible for the join the shortest queue system. Further-
more, for the gated single-server system αi, βi did not tend to zero, while the
coefficients ci did, and for the join the shortest queue system this is reversed:
αi, βi tended to zero, while the coefficients hi, vi did not.
The compensation approach is not limited to the join the shortest queue
system. It applies to a more general class of models, which we now briefly
describe. For a Markov process in the positive quadrant, the compensation
approach can be applied when it obeys the following conditions: (i) there
should be only transitions to neighboring states; (ii) in the interior of the state
space, there should be no transitions to the North, North-East, and East; and
(iii) there should a homogeneous structure in terms of the transitions, i.e., the
transition structure and the rate at which these transitions occur should be
the same for all states in the interior, for all states on the vertical boundary,
and for all states on the horizontal boundary. It can be shown that these
conditions imply that αi, βi → 0, which, as we saw in Chapter 9, is not
necessary for convergence of the series expression for p(m,n). For the gated
single-server system of Chapter 9, the first and second condition are violated,
but in this case convergence of the infinite sum of product forms is guaranteed
by convergence to zero of the coefficients.
The compensation approach is also applied in [7], which considers a system
with Erlang-r distributed service times and arriving jobs joining the queue
with the least number of remaining service phases. The Markov process asso-
ciated with this queueing system has transitions in the interior that are not
restricted to neighboring states, but the compensation approach can be still
be applied to determine the equilibrium probabilities. Hence, we know that
the compensation approach also applies to some models that do not fit within
the above class of models.
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Notes
1. The join the shortest queue system is a classical topic in queueing theory
and can be analyzed in various ways. Haight [46] originally introduced the
problem. Kingman [66] uses generating functions and complex analysis to
determine the equilibrium distribution. Cohen [28] and Cohen and Boxma
[29] reduce the analysis of the equilibrium distribution to finding a solution
of a boundary value problem. Hooghiemstra, Keane and Van De Ree [50]
introduce a power-series method to calculate the equilibrium distribution for
a more general class of queueing systems. Blanc [14] applies this numerical
algorithm to obtain results for the join the shortest queue model. Halfin [48]
obtains bounds for the equilibrium distribution by using linear programming
techniques.
2. Adan, Wessels and Zijm [8, 9] develop the compensation approach which can
be used to analyze the join the shortest queue model, but also many related
models with state-dependent routing [3, 7, 98].
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Notation index
Vectors are denoted by bold lowercase letters or numbers. Matrices are de-
noted by uppercase letters. Unless stated otherwise, indexing of vectors and
matrices starts at 0. Aside from the named number sets, all sets are denoted
by calligraphic letters such as A.
:= defined as
d
= equal in distribution
0 vector of zeros of appropriate dimension
1{A} indicator function of the event A
1 vector of ones of appropriate dimension
(A)i,j element (i, j) of matrix A
A−1 or (A)−1 inverse of a matrix A
Ac complement of a set A
C set of complex numbers
det(A) determinant of a matrix A
ei vector of zeros of appropriate dimension with a 1 at po-
sition i
E[X] expectation of a random variable X
Ex[f(X)] expectation of a functional of a process {X(t)}t≥0 given
X(0) = x
Erln(λ) Erlang-n distribution with parameter λ
Exp(λ) exponential distribution with parameter λ
fX(·) probability density function of a random variable X
FX(·) cumulative distribution function of a random variable X
Geo(p) geometric distribution with failure probability p and sup-
port N0 (or sometimes N)
Im(z) imaginary part of z ∈ C
i complex unit
Λn transition rate submatrices in a QBD or QSF process
from level i to level i+ n, independent of i
Λ
(i)
n transition rate submatrices in a QBD or QSF process
from level i to level i+ n
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252 Notation index
LX(ω) Laplace-Stieltjes transform of the random variable X
evaluated at the point ω
N, N0 N = {1, 2, 3, . . .}, N0 = {0} ∪ N
PX(z) probability generating function of the random variable
X evaluated at the point z
Poi(λ) Poisson distribution with parameter λ
P(A) probability of event A
P(A | B) conditional probability
Px(f(X)) probability of a functional of a process {X(t)}t≥0 given
X(0) = x
Q transition rate matrix of a Markov process
R set of real numbers
Re(z) real part of z ∈ C
S state space of a Markov process
σ(X) standard deviation of a random variable X
U , ∂U closed unit disc and unit circle
vᵀ transpose of a vector v
Var(X) variance of a random variable X
X ∼ µ the random variable X has distribution µ
Z set of integer numbers
Abbreviation index
BD birth–and–death
iff if and only if
i.i.d. independent and identically distributed
LST Laplace-Stieltjes transform
LT Laplace transform
PASTA Poisson arrivals see time-averages
PGF probability generating function
QBD quasi-birth–and–death
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