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TILTING MODULES AND CELLULAR CATEGORIES
HENNING HAAHR ANDERSEN
Abstract. In this paper we study categories of tilting modules in “quasi-hereditary-
like” categories, extending joint work with Stroppel and Tubbenhauer. We show that
such categories form strictly object-adapted cellular categories. Then we use this fact to
specify a subset of our cellular basis elements, which generates all morphisms. We describe
our methods in details for tilting modules of a reductive algebraic group G over a field of
characteristic bigger than 2, and also of its subgroup schemes GrT . As concrete examples
we exemplify our constructions for G = SL2, and for tilting modules in the ordinary BGG
category O.
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1. Introduction
Let G be a reductive algebraic group over a field k of characteristic p > 0. We shall use
the same methods as those developed in [8] to explore the tilting modules for G. Note that
in [8] we focus on the quantum case. However, the results (we shall mainly need those in
Section 3 of [8]) carry over verbatim to the modular case. In particular the analogue of
[8], Theorem 3.9 proves that for each tilting module Q for G the endomorphism algebra
EndG(Q) carries a natural cellular structure. The present paper explores this fact and
proves further results about category T (G) of tilting modules for G, more precisely about
the morphisms in T (G).
Our first result is a generalization of [8], Theorem 3.9: We prove that the additive
category T (G) consisting of all tilting modules for G is an object-adapted cellular category
in the sense of [25] and [13]. Using the terminology in [10] this means that T (G) is the
module category for an upper finite based quasi-hereditary algebra. A very simple but
nevertheless useful consequence of the cellularity of T (G) enable us then to single out a
collection of special cellular basis elements in the Hom-spaces between indecomposable
tilting modules which generates all morphisms in T (G).
Secondly, we extend these results to include the case where G is replaced by the subgroup
scheme GrT . Here Gr denotes the r-th Frobenius kernel in G and T is a maximal torus.
A module is tilting for GrT if and only if it is projective, so in this case we get a similar
cellular structure on the category Pr of projective GrT -modules. The periodicity in this
category allows us in this case to exhibit a finite set of special cellular basis elements, which
generates all morphisms in Pr.
It is well-known that the projective modules for Gr (we may even take r = 1) contain
the secrets of how to find the simple characters for G, see e.g. [5], [20], and [21]. This fact
together with the close connection (at least for p not too small, see Remark 4.2) between
the categories T (G) and Pr made us interested in studying the properties of the morphisms
in these two categories.
Our approach to these results works quite generally for “quasi-hereditary-like” categories,
for instance to tilting modules in the BGG category O = O(g) for a complex semisimple
Lie algebra g, and to tilting modules for the quantum group Uq(g) at a root of unity q. We
have (except for a short section dealing with category O) chosen to formulate and prove
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our results in the modular case. The transition to tilting modules for a quantum group at
a root of unity is straightforward.
Once we have a set of generators for the morphisms in T (G) and Pr we want to find the
relations among them. As we shall point out some relations are rather obvious. However,
to get the full set of such relations is a much harder problem. We illustrate the complexity
of this problem by giving some examples: We treat first the tilting modules in category
O for sl3, and then in some details the projective GrT -modules (especially for r = 1, 2)
when G = SL2. In both these cases the indecomposable tilting modules are multiplicity
free. This simplifies considerably the problem but as we shall see even in these categories
to get the relations among our generating modules requires rather detailed analysis of the
structures of indecomposable tilting modules.
The group SL2 is a natural starting point as well as a good test case, cf. [7] which
describes the category of tilting modules for the quantum group for sl2 at a complex root
of unity as the module category for a quotient of the zigzag quiver algebra. The recent
preprint [24] which contains a deep analysis of the tilting category for SL2 going much
further than we do here (exploring for instance natural transformations between modular
Jones–Wenzl projectors) was one of the motivating factors for me to undertake the present
work.
The paper is organized as follows. In Section 2 we deal with the category T (G) of tilting
modules for a reductive algebraic group G. We introduce basic notations and collect the
various results on representations of G that we need to establish the cellularity of T (G).
As already pointed out all ingredients needed for this can be found in [8]. But since we did
not actually state the result in the generality we need here (in [8] we focused on proving
that endomorphism rings of tilting modules are cellular algebras), we have carefully given
the cellular data for T (G) and proved that the list of required properties are all satisfied.
We also check that with a little more care in our choice of bases we can obtain that T (G) is
a strictly object-adapted cellular category, a concept introduced in [13]. Finally, we exhibit
among our cellular basis elements a set of special ones and prove that they generate all the
morphisms in T (G).
Section 3 takes us on a detour to characteristic zero: We show that our procedure applies
to the category of tilting modules in the BGG category O. In particular this gives a set
of generators for the morphisms in the principal block T (0) of this category. We take the
opportunity to explain how we can significantly refine this set of generators in the case
where all tilting modules in T (0) are multiplicity free. As an illustrative example we treat
the case g = sl3. In this example we furthermore find the relations satisfied by our (refined)
set of generators.
In Sections 4 and 5 we return to the modular case but now we fix an r ≥ 1 and consider
the subgroup scheme GrT of G. The tilting category for GrT coincides with the category
Pr of projective GrT -modules. We check that this category is cellular. It is also a strictly
object-adapted cellular category except that the poset involved do not satisfy dcc (as is
required in the definition given in [13]). This means that it is the module catogory for an
essentially finite based quasi-hereditary algebra, cf. [10]. Again we get a set of generators
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for the morphisms in Pr, and in this case, up to tensoring with 1-dimensional GrT -modules,
our set of generators is finite.
The final section is devoted to the case G = SL2. Here the principal block in the
category P1 is a quotient of the zigzag quiver algebra with nodes parametrized by Z. The
relations are the same as the ones describing the tilting modules for the quantum group
Uq(sl2) with parameter equal to a complex root of unity, cf. [7]. Now the complexity of Pr
grows rapidly with r. However, for G = SL2 the indecomposable tilting modules for GrT
are multiplicity free for all r. This allows us to describe a procedure for giving a nice set
of generators for the morphisms in Pr. We treat the case P2 in some details and in this
case we also work out the relations among the generators.
Acknowledgements: I would like to thank D. Tubbenhauer for several email discussions
and for making me aware of the paper [13]. I’m also grateful to the referee for his/her
many useful comments and suggestions.
2. Reductive algebraic groups and their finite dimensional modules
We start by introducing some basic notations. The readers can find details in [17],
Chapters II.1-3, II.11, and II.E (we point out the few instances where we deviate for the
notation used there).
2.1. Basic Notation. Throughout this paper G will denote a connected reductive alge-
braic group over an algebraically closed field k. We assume that p = char k is positive.
We choose a maximal torus T in G and denote by X = X(T ) its character group. In
the root system R ⊂ X for (G, T ) we fix a set of positive roots R+ and denote by X+ ⊂ X
the corresponding cone of dominant characters. Then R+ defines an ordering ≤ on X and
X+. It also determines uniquely a Borel subgroup B whose roots are the set of negative
roots −R+. The opposite Borel subgroup of B will be denoted B+. We have B = UT and
B+ = U+T , where U , respectively U+, is the unipotent radical of B, respectively B+.
Denote by S the set of simple roots in R+. If α is a root we set α∨ equal to the
corresponding coroot. Then the dominant cone X+ is given by
X+ = {λ ∈ X|〈λ, α∨〉 ≥ 0 for all α ∈ S}.
We set ρ = 1
2
∑
α∈R+ α and assume that ρ ∈ X . The fundamental alcove in X
+ is
A = {λ ∈ X|0 < 〈λ+ ρ, α∨〉 < p for all α ∈ R+}.
The closure A¯ is the corresponding set with the inequalities replaced by ≤.
We set C(G) equal to the category of finite dimensional G-modules. If K is a closed
subgroup (or subgroup scheme) of G we write similarly C(K) for the category of finite
dimensionalK-modules. The elements ofX identifies with the set of 1-dimensional modules
in C(T ). These modules all extend uniquely to B as well as to B+. If λ ∈ X we abuse
notation and write also λ for the 1-dimensional T , B, or B+-module determined by λ .
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Recall that the category C(T ) is semisimple, i.e. each M ∈ C(T ) splits into a direct sum
of λ’s. We set
Mλ = {m ∈ M |tm = λ(t)m, t ∈ X},
and call this the λ weight space of M . We say that λ is a weight of M if Mλ 6= 0. Then
we have
M = ⊕λMλ,
with the sum running over all weights of M . We denote by Z[X ] the group algebra of the
additive group X and define the character of M by
chM =
∑
λ
dimMλ e
λ ∈ Z[X ].
Here the sum again runs over all weights of M .
2.2. Standard, costandard and simple modules in C(G). Let H ≤ K be closed
subgroup schemes in G and let IndKH : C(H) → C(K) denote the corresponding induction
functor. In general this functor does not preserve finite dimensionality, but we shall only
consider cases where it does. This in particular includes the case where H = B and K = G,
which we now consider.
Let λ ∈ X . Then we set
∇(λ) = IndGBλ.
Recall that ∇(λ) 6= 0 if and only if λ ∈ X+. When λ ∈ X+ the socle of ∇(λ) is simple and
we shall write
L(λ) = socG∇(λ).
Then the set (L(λ))λ∈X+ is a complete set of pairwise non-isomorphic simple objects in
C(G). Moreover, by construction we have for λ ∈ X+
L(λ)λ = ∇(λ)λ = k,
and all weights µ of ∇(λ) (and hence also of L(λ)) satisfy µ ≤ λ.
If M ∈ C(G) we denote by [M : L(λ)] the composition factor multiplicity of L(λ) in M .
Then the above shows that
[∇(λ) : L(λ)] = 1 and if [∇(λ) : L(µ)] 6= 0 then µ ≤ λ.
Recall from [17] II.1.16 that there is antiautomorphism τ of G, which is an involution,
restricts to the identity on T and takes each root subgroup Uα into U−α, α ∈ R. Then we
define τM to be the linear dual M∗ of M with G-action given by
gh : m 7→ h(τ(g)m) for all g ∈ G, h ∈M∗, m ∈M.
The duality functor M 7→ τM on C(G) preserves weights and dimensions of weight spaces
(i.e. chM = ch τM). Therefore we see that τL(λ) ≃ L(λ) for all λ ∈ X+.
Define now
∆(λ) = τ∇(λ).
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This is often called the Weyl module (with highest weight λ) because its character is
given by ch∆(λ) = χ(λ), where χ(λ) is the Weyl character, i.e. the character of ∆(λ) is
independent of p and the same as in characteristic 0.
A Weyl module is usually not simple (in contrast with what happens in characteristic
zero). However, for some special weights the corresponding Weyl module is selfdual and
simple. This includes the following cases:
(2.1) If λ ∈ A¯ ∩X+ or if λ = (pr − 1)ρ for some r ≥ 1 then ∇(λ) = ∆(λ) = L(λ).
This follows from the strong linkage principle, [1], Theorem 1.
We set Str = L((p
r − 1)ρ) and call this module the r-th Steinberg module. Note that
by (2.1) we have also Str = ∆((p
r − 1)ρ) = ∇((pr − 1)ρ).
2.3. Tilting modules for G. A crucial relation between Weyl and dual Weyl modules is:
(2.2) Let λ, µ ∈ X+. Then ExtiG(∆(λ),∇(µ)) =
{
k if µ = λ and i = 0,
0 otherwise.
A module M ∈ C(G) is said to have a ∇-, respectively a ∆-filtration, if there exists a
sequence of submodules
0 = M0 ⊂ M1 ⊂ · · · ⊂Mr = M
with Mi/Mi−1 ≃ ∇(λi), respectively ∆(µi), for some λi, µi ∈ X
+, i = 1, 2, · · · , r.
If M has a ∇-filtration as above we set
(M : ∇(λ)) = |{i|λi = λ}|,
and in case of a ∆-filtration we define (M : ∆(µ)) analogously. It follows from (2.2) that
we have:
(2.3) If M has a ∇-filtration then (M : ∇(λ)) = dimk HomG(∆(λ),M) for all λ ∈ X
+.
Likewise:
(2.4) If M has a ∆-filtration then (M : ∆(µ)) = dimk HomG(M,∇(µ)) for all µ ∈ X
+.
We say that Q ∈ C(G) is tilting if Q has both a ∇- and a ∆-filtration. It is easy to check
that if Q is tilting then
(Q : ∇(λ)) = (Q : ∆(λ)) for all λ ∈ X+.
Recall that we have the following classification of indecomposable tilting modules in
C(G): For each λ ∈ X+ there is a unique (up to isomorhisms) indecomposable tilting
module T (λ) with T (λ)λ = k and T (λ)µ = 0 unless µ ≤ λ, and this accounts for all
indecomposable tilting modules.
Hence if Q ∈ C(G) is tilting we have unique non-negative integers (Q : T (λ)) such that
Q =
⊕
λ∈X+
T (λ)⊕(Q:T (λ)).
Of course, (Q : T (λ)) = 0 for all but finitely many λ ∈ X+.
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Example 1. Note that (2.1) implies
(1) T (λ) = L(λ) for all λ ∈ A¯ ∩X+.
(2) T ((pr − 1)ρ) = Str for all r ∈ Z≥0.
For later use we record the following easy consequence of (2.2), see [2], Proposition 2.5
(or rather its proof):
Proposition 2.1. Let Q ∈ T (G) and λ ∈ X+. Suppose λ is a maximal weight of Q and
φ : T (λ)→ Q is a homomorphism, which is non-zero on T (λ)λ. Then φ is a split injection.
2.4. The category of tilting modules for G. Let T (G) be the full subcategory of C(G)
consisting of all tilting modules for G. Clearly, T (G) is an additive (but not abelian)
category. It is a non-trivial fact, see [19], Theorem 2, or alternatively [17], Proposition
II.E.7, that the tensor product of two tilting modules is again tilting. In this way T (G)
thus becomes a monoidal category.
It is clear that the dual of a tilting module is also tilting, i.e. the duality functor
M 7→ τM on C(G) restricts to an endofunctor on T (G). Moreover, since this functor
preserves characters we see that τT (λ) ≃ T (λ) for all λ ∈ X+.
We now choose for each λ ∈ X+ an isomorphism φλ : T (λ) →
τT (λ). Let Q ∈ T (G).
As Q is a direct sum of T (λ)’s these isomorphims give us an isomorphism φQ : Q →
τQ.
We say that φQ is symmetric if it satisfies φQ(v)(v
′) = φQ(v
′)(v) for all v, v′ ∈ Q.
Define then a contravariant functor † : T (G) → T (G) by letting it be the identity on
objects and given by the following recipe on morphisms.
f † = φ−1P ◦ f
∗ ◦ φQ for any f ∈ HomG(Q,P ), P, Q ∈ T (G).
Here f ∗ denotes the linear dual of f . Clearly, f ∗ ∈ HomG(
τQ, τP ). It is clear that this
functor is contravariant. Indeed, let P,Q,R ∈ T (G). The definition immediately gives
that if f ∈ HomG(P,Q) and g ∈ HomG(Q,R) then
(g ◦ f)† = f † ◦ g†.
Proposition 2.2. Suppose φλ is symmetric for every λ ∈ X
+. Then † is an involution.
Proof. Let P ∈ T (G). We claim
(2.5) φP = φ
∗
P ◦ EvP .
This claim says that φP (v)(v
′) = φP (v
′)(v) for all v, v′ ∈ P , i.e. that φP is symmetric. So
it follows from our assumption.
Let also Q ∈ T (G) and take f ∈ HomG(P,Q). To see that f
†† = f we have to check
φ−1Q ◦ φ
∗
Q ◦ f
∗∗ ◦ (φ−1P )
∗ ◦ φP = f . Using (2.5) this is equivalent to the commutativity of the
diagram
P Q
P ∗∗ Q
f
EvP EvQ
f∗∗
and this is obvious. 
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Remark 2.3. If p > 2 it is easy to satisfy the assumption on symmetry in Proposition
2.2. In fact, if φλ : T (λ)→
τT (λ) is an arbitrary isomorphism we define φ˜λ by φ˜λ(t)(t
′) =
φλ(t)(t
′)+φλ(t
′)(t), t, t′ ∈ T (λ). Then φ˜λ is clearly a symmetric homomorphism. It follows
from Proposition 2.1 that it is an injection (and hence an isomorphism since dim T (λ) =
dim τT (λ)) if it is non-zero on T (λ)λ. However, if v 6= 0 belongs to this 1-dimensional
weight space, then φ˜(v)(v) = 2φ(v)(v) 6= 0.
2.5. Cellular categories. By the modular analogue of [8], Theorem 3.9 we know that
if Q ∈ T (G) then the endomorphism algebra EndG(Q) has a natural structure making
it into a cellular algebra (in the sense of [14], Definition 1.1). We shall now prove more
generally that T (G) is a cellular category (see [25], Definition 2.1 for the definition of a
cellular category or alternatively read it off from the proof of the following theorem). As
will become clear all the necessary work for proving this result was already done in [8],
Section 3.
Proposition 2.4. Suppose p > 2. Then T (G) is a cellular category.
In the proof of this proposition we shall need the following families of morphisms in C(G).
Let λ ∈ X+ and suppose ϕ : M → N is a morphism in C(G). Then ϕ is in particular a
T -homomorphism, i.e. it maps Mµ into Nµ for all µ ∈ X . Let us denote by ϕµ : Mµ → Nµ
the restriction of ϕ to Mµ. We then say that ϕ ∈ C
<λ(G) if ϕµ = 0 unless µ < λ.
We define C≤λ(G) similarly. Of course, we also have the analogous families T <λ(G) and
T ≤λ(G) of morphisms in the category T (G).
Proof. In Subsection 2.4 we equipped T (G) with an anti-involution †.
We shall now define what will be our cell datum in T (G). It consists firstly of the poset
Λ = (X+,≤), see Section 2.1. Secondly, we need for each Q ∈ T (G) and each λ ∈ X+ to
give a finite set K(Q, λ). We set
K(Q, λ) = {1, 2, · · · , (Q : ∆(λ))}.
Recall that (Q : ∆(λ)) = dimk HomG(∆(λ), Q). We choose a basis {g
λ
1 (Q), g
λ
2 (Q), · · · , g
λ
r (Q)}
for HomG(∆(λ), Q) (so r = (Q : ∆(λ))), and for each i we lift g
λ
i (Q) to g¯
λ
i (Q) ∈
HomG(T (λ), Q). This is possible, since by (2.2) we have Ext
1
G(T (λ)/∆(λ), Q) = 0. Then
we set fλi (Q) = g
λ
i (Q)
† ∈ HomG(Q,∇(λ)) and f¯
λ
i (Q) = g¯
λ
i (Q)
†.
These choices allow us now to give the third ingredient of our datum for T (G), namely
for each pair P,Q ∈ T (G) and each λ we define the injection
Cλ(P,Q) : K(P, λ)×K(Q, λ)→ HomG(P,Q)
by the recipe Cλ(P,Q)(i, j) = cλij(P,Q) := g¯
λ
i (Q) ◦ f¯
λ
j (P ).
We claim: The datum (Λ, {K(Q, λ)|Q ∈ T (G), λ ∈ Λ}, {Cλ(P,Q)|P,Q ∈ T (G), λ ∈ Λ})
satisfies the following three properties (named C-I, C-II and C-III in [25], Definition 2.1):
(1) The images of the maps Cλ(P,Q), λ ∈ Λ give a basis for HomG(P,Q) for all P,Q ∈
T (G).
This is the content of [8], Theorem 3.1.
TILTING MODULES AND CELLULAR CATEGORIES 9
(2) cλij(P,Q)
† = cλji(Q,P ) for all λ, i, j, P,Q.
This is clear from the definitions together with the fact that † is an anti-involution.
(3) Let again P,Q,R ∈ T (G), λ ∈ Λ, i ∈ K(P, λ), j ∈ K(Q, λ). Take ϕ ∈ HomG(Q,R).
Then
ϕ ◦ cλij(P,Q) =
∑
m∈K(R,λ)
rϕ(i,m)c
λ
m,j(P,R) (mod T
<λ(G))
for some scalars rϕ(i,m) ∈ k which are independent of j.
To see this we express for each i ∈ K(Q, λ) the composite ϕ ◦ gλi (Q) in the basis
(gλm(R))m∈K(R,λ) for HomG(∆(λ), R), i.e. we find rϕ(i,m) ∈ k such that ϕ◦g
λ
i (Q) =∑
m rϕ(i,m)g
λ
m(R). Then we have ϕ ◦ g¯
λ
i (Q)−
∑
m rϕ(i,m)g¯
λ
m(R) ∈ T
<λ(G). This
proves the desired equality.

Remark 2.5. (1) The proof of this proposition works just as well in the quantum case
considered in [8]. Hence the category of tilting modules for the quantum group Uq,
q a root of unity in any field of characteristic different from 2, is also a cellular
category. In particular, the endomorphism algebras of tilting modules are cellular
algebras as proved in [8], Theorem 3.9.
(2) Clearly, the argument used in Remark 2.3 does not work in characteristic 2 and at
the moment we have no replacement. Therefore Proposition 2.4, Theorem 2.6 below
and the consequences we derive of these results all need the assumption p 6= 2. The
same goes for [8], Theorem 3.9.
If we are a little more careful with the choices made in the proof of Proposition 2.4 we can
strengthen the result to get that T (G) is in fact a strictly object-adapted cellular category”
(or an SOACC for short). We refer to [13], Definition 2.4 for the definition of SOACC.
This result should also be compared to [10], Definition 5.1 and Remark 5.5, where instead
of SOACC the terminology ’module category for an upper finite based quasi-hereditary
algebra (with duality)’ is used.
Theorem 2.6. Suppose p > 2. Then T (G) is a strictly object-adapted cellular category.
Proof. We consider the poset (X+,≤) as a subset of the objects in T (G) by identifying
λ ∈ X+ with T (λ). So now T (λ) ≤ T (µ) iff λ ≤ µ. Going through the points in [13],
Definition 2.4 we let λ ∈ X+ and P ∈ T . Then we identify our set K(P, λ) with the set
M(T (λ), X), respectively E(X, T (λ)), occurring in that definition by associating to each
i ∈ K(P, λ) the lift g¯λi (P ) ∈ HomG(T (λ), P ), respectively its dual f¯
λ
i (P ) ∈ HomG(P, T (λ)).
The only thing we then need to do to make sure that our cellular datum in Theorem 2.4
satisfies the conditions in this definition is to observe that, since λ is the highest weight
in T (λ) and occurs with multiplicity 1, see Subsection 2.3, any basis vector gλ(T (λ)) ∈
HomG(∆(λ), T (λ)) ≃ k is an inclusion. We can therefore choose as lift of g
λ(T (λ)) the
identity g¯λ(T (λ)) = id ∈ EndG(T (λ)) for any λ ∈ X
+. 
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Remark 2.7. It will turn out that it is convenient for the results in the following to always
work with the identity on T (λ) as our lift of the inclusion of ∆(λ) →֒ T (λ) as in the above
proof. So in the rest of this paper we will fix this choice. We will also assume p 6= 2 from
now on.
2.6. Generators for tilting homomorphisms. Set now
B(G) = {g¯λi (T (µ))|λ, µ ∈ X
+, λ ≤ µ, i = 1, 2, · · · , (T (µ) : ∆(λ))}.
By our choice in Remark 2.7 we see that g¯λi (T (µ)) = c
λ
i1(T (λ), T (µ)) (note thatK(T (λ), λ) =
{1} so that the only possible second index here is 1), i.e. the elements of B(G) are certain
special elements of our cellular bases.
With this notation we have.
Theorem 2.8. The tuple ({T (λ) | λ ∈ X+}, B(G)) generates T (G) as an additive, k-
linear category with duality. On the level of morphisms this means that every morphism
in T (G) is obtained from B(G) by taking direct sums, duals and compositions.
Proof. As we recalled in Subsection 2.3 the modules in T (G) split into direct sums of T (λ)’s.
Hence to prove the theorem we have only left to check that the cellular basis elements
cλij(T (ν), T (µ)) from Proposition 2.4 all belong to the set of morphisms generated by B(G)
for all λ, ν, µ ∈ X+. Furthermore, since (in our notation in Section 2.5) cλij(T (ν), T (µ)) =
g¯λi (T (µ))◦ f¯
λ
j (T (ν)) and f¯
λ
j (T (ν)) by definition is the dual of g¯
λ
j (T (ν)) we see that elements
in HomG(T (µ), T (ν)) are indeed linear combinations of composites of elements from B(G)
with duals of such. 
3. Category O
This section deals with the BGG category O for a semisimple Lie algebra g over C. We
refer to [15] for a thorough treatment of this category. Actually, we shall only consider
a small subcategory inside O, namely the principal block, see [15], 1.13. We denote this
block O(0). It turns out that the arguments used in Section 2 applies just as well to the
tilting modules in O(0). Let us, however, point out right away that neither O nor O(0)
are monoidal categories (if we a module in O by a finite dimensional g-module we stay
inside O, but this is not the case if we tensor two arbitrary modules in O. Moreover, the
block O(0) is not stable under tensoring by finite dimensional modules). Nevertheless,
the arguments from Section 2 still leads to a set of generators for the morphisms in the
subcategory consisting of tilting modules in O(0). We first establish this in general, then
demonstrates how we can refine this set of generators in the multiplicity free case. Finally
we show that for g = sl3, we can write down the relations among the (refined set of)
generators.
3.1. The subcategory of tilting modules in O(0). First we fix notation: We let h be
a Cartan subalgebra in the semisimple comlex Lie algebra g. Denote by ∆(λ) the Verma
module (with respect to a Borel subalgebra b containing h) with highest weight λ ∈ h∗,
and by T (λ) the corresponding indecomposable tilting module in O, cf. [15], 11.2. We let
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T (0) be the subcategory of tilting modules in O(0), i.e. T (0) is the additive category in
which the indecomposable objects are {T (w · 0)|w ∈ W}. Here W is the Weyl group for
g. We shall denote the Bruhat order on W ([15], 5.2) by ≤. Then for y, w ∈ W we have
y ≤ w if and only if y · 0 ≥ w · 0, where the latter ordering is induced by the set of positive
roots in the root system for (g, h) determined by b.
Using notation similar to Section 2 and writing x instead of x · 0 we define
B(0) = {g¯xi (T (y))|x, y ∈ W,x ≥ y, i = 1, 2, · · · , (T (y) : ∆(x))}.
Then we get exactly as in Theorem 2.8:
Theorem 3.1. Every morphism in the additive category T (0) is obtained from B(0) by
taking direct sums, duals and compositions.
3.2. The multiplicity free case. We say that T (0) is multiplicity free if (T (y) : ∆(x)) ≤
1 for all x, y ∈ W . In this case we can refine the set of generators as follows. We denote
by g¯x(y) a lift of the unique (up to scalar) element of HomO(∆(x), T (y)) and set
B′(0) = {g¯x(y)|y ≤ x, y and x are neighbors in the Bruhat graph for W}.
Then we have.
Theorem 3.2. Suppose T (0) is multiplicity free. Then every morphism in T (0) is obtained
from the set B′(0) by taking direct sums, duals, and compositions.
Proof. It is well-known that whenever x ≥ y we have a unique (up to scalar) homomorphism
in HomO(∆(x),∆(y)), that this is a composite of homomorphisms between Verma modules
corresponding to any sequence x = x0 < x1 < · · · < xr = y in the Bruhat graph, and
that these homomorphisms are all injections, see [15], 4.2 It follows that we we may take
g¯x(y) = g¯xr−1(xr)◦g¯
xr−2(xr−1)◦· · ·◦g¯
x0(x1). Hence we can refine the set B(0) from Theorem
3.2 to the smaller set B′(0). 
3.3. g = sl3. In this subsection we consider g = sl3. It is easy to check that in this case
T (0) is multiplicity free, so that Theorem 3.2 applies. We shall use this result together with
some brute force calculations to obtain a presentation of the tilting category in terms of
a quiver algebra with relations. Our calculations will also demonstrate that this approach
will not generalize to higher rank.
Let g = sl3. Denote by s and t the simple reflections inW so thatW = {1, s, t, st, ts, w0}
where w0 = sts = tst. If w ∈ W we denote by ew ∈ EndO(T (w)) the identity on T (w).
Moreover, we set (using the notation from Theorem 3.2)
u1 = g¯
w0(st), u2 = g¯
w0(ts), u3 = g¯
st(s), u4 = g¯
st(t),
u5 = g¯
ts(s), u6 = g¯
ts(t), u7 = g¯
s(1), u8 = g¯
t(1).
Then {u1, u2, · · · , u8} is the set B
′(0) defined in Subsection 3.2 for sl3.
We can picture these elements as arrows in the Bruhat graph for the Weyl group for
type A2 as follows:
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1
s t
st ts
w0
u7 u8
u3
u4 u5
u6
u1 u2
We let di be the dual of ui for all i. In the above figure di is the reverse arrow of ui.
With this notation we have.
Theorem 3.3. The morphisms in the category T (0) for sl3 are generated by the set
{ew|w ∈ W} ∪ {ui|i = 1, 2, · · · , 8} ∪ {di|i = 1, 2, · · · , 8}
subject to the following relations
(1) u3u1 = u4u2, u4u1 = u6u2, u7u3 = u8u4, u8u6 = u7u5,
(2) d1d3 = d2d4, d4d1 = d2d6, d3d7 = d4d8, d6d8 = d5d7,
(3) d1u1 = d2u2 = d4u4 = d5u5 = 0,
(4) d3u3 = au1d1, d6u6 = au2d2, d6u4 = −au2d1, d3u5 = −au1d2, d4u6 = −au1d2, d5u3 =
−au2d1 for some a ∈ C
×,
(5) d7u7 = bu5d5, d8u8 = bu4d4, d8u7 = bu4d3 + bu6d5 + ru6u2d1d3, d7u8 = bu3d4 +
bu5d6 + ru3u1d2d6 for some b ∈ C
×, r ∈ C.
In the proof of this theorem we will use the translation functors in O defined in [15], 7.1.
We shall in particular make use of their values on Verma modules and simple modules as
described in [15], 7.6-7. We will also need wall-crossing functors. These are the composites
of two translation functors, namely the translation functor from our regular block B(0) to
the block determined by a semiregular weight on a wall of the dominant chamber, and the
corresponding adjoint translation functor.
We can determine all the indecomposable tilting modules T (w) by applying such wall-
crossing functors: First we observe that T (w0) = ∆(w0) = L(w0). Applying the wall
crossing functor with respect to the s-wall to T (w0) we obtain T (st) as a non-trivial exten-
sion of ∆(st) by ∆(w0). Then applying the wall-crossing functor with respect to the t-wall
to T (st) gives us T (s) with ∆-factors ∆(s),∆(st),∆(ts), and ∆(w0). Finally, applying the
first wall crossing functor to T (s) gives T (1) ⊕ T (st) showing that for each w ∈ W the
Verma module ∆(w) occurs exactly once as a ∆-factor in T (1). Interchanging s and t we
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obtain analogous statements about T (ts) and T (t). We observe that the socle of T (w)
equals L(w0) for all w.
Proof. We first observe that (2) is dual to (1). Likewise, the last two relations in (4) are
duals of the previous 2, and the last two relations in (5) are dual to each other.
The relations (1) follow from the choices we made in the proof of Theorem 3.2.
The map u1 takes T (w0) = L(w0) to the socle of T (st), and d1 maps T (st) onto its head
L(w0) = T (w0). Hence d1u1 = 0. Similarly d2u2 = 0, so that we have established the first
two equalities in (3).
To see that d4u4 = 0 we observe that if θ denotes the wall-crossing functor with respect
to the wall separating the w0-chamber and the st-chamber, then θ takes the complex
L(w0) = T (w0) →֒ T (ts)։ L(w0) = T (w0),
(in which the maps come from the natural transformations 1 → θ and θ → 1 induced by
adjointness of the two translation functors defining θ), into the complex
T (st) →֒ T (t)։ T (st).
It is clear from the construction that the maps in this last complex are non-zero multiples
of u4 and d4, respectively. Hence d4u4 = 0. An analogous argument gives d5u5 = 0 and we
are done with (3).
The properties of the cellular bases immediately show that the relations in (4) hold up to
some scalars in C. We now check that these scalars are non-zero. To see this choose a weight
µ on the common wall of the 1-chamber and the s-chamber. Set µ′ = t · µ and µ′′ = s · µ′.
Then the translation functor T µ0 takes u3 into an inclusion T (µ
′′)⊕T (µ′′) →֒ T (µ)⊕T (µ′′).
Likewise, T µ0 takes d3 into a surjection in the other direction. In other words, T
µ
0 u3 identifies
T (µ′′)⊕ T (µ′′) with the socle of T (µ)⊕ T (µ′′) and T µ0 d3 is mapping T (µ)⊕ T (µ
′′) onto its
head. We see that the composite is non-zero and hence so is d3u3. The non-vanishing of the
remaining scalars is checked by similar translations onto appropriate walls. By symmetry
(coming from swapping s and t) the first two, respectively the middle two, scalars in (3)
coincide. We shall see later that the two scalars involved sum to 0.
We now turn to the relations in (5). Here we choose a weight µ on the wall between
the t-chamber and the 1-chamber and set µ′ = s · µ and µ′′ = t · µ′. Then we have an
injection T (µ′) →֒ T (µ) and a dual surjection T (µ) ։ T (µ′). The composite of these
maps have image T (µ′′) = L(µ′′). Applying the translation functor T 0µ we obtain an
injection T (s) →֒ T (1) and a surjection T (1)։ T (s). By our construction the injection is
proportional to u7 and the surjection to d7. The image of the composite d7u7 is therefore
equal to T 0µ applied to T (µ
′′), i.e. to T (ts). This means that the diagram
T (s) T (1)
T (ts) T (s)
u7
d5 d7
u5
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commutes up to a non-zero scalar in C, i.e. that the first identity in (5) holds. A symmet-
rical argument gives the second relation in (5). Again by symmetry the scalars in the two
first identities in (5) coincide.
We now prove the third relation in (5). First write d8u7 as a linear combination of the
3 cellular basis elements in HomO(T (s), T (t))
d8u7 = cu4d3 + c
′u6d5 + c
′′u6u2d1d3.
Applying d4, respectively d6, to this equation gives via the relations proved so far the
identities
c′a′ = ba′, respectively ca′ + c′a = 0.
Here we have named the second scalar in (4) by a′ (because we haven’t yet seen that it is
−a). Likewise, precomposing with u3, respectively u5, leads to
ca + c′a′ = 0, respectively ca′ = ba′.
This implies (5) and shows also that a′ = −a.
Now the only thing left to prove is that (1)-(5) are all relations among the given gener-
ators. To see this we need to show that any path (string of u’s and d’s, say from x to y)
may be written via the above relations as a linear combination of the known cellular basis
elements in HomO(T (x), T (y)). In such a path we claim that the relations (1)-(5) allow us
to move all the dj to the right of all ui. In fact, suppose djui occurs somewhere in our path.
If it is one of the combinations in relation (3) then the path is zero. Otherwise, it occurs
in (4) or (5) and these relations say that djui is a linear combination of certain ui′dj′ or
at worst also a term which is a product of two u’s and two d’s. So by repeated use of this
argument we achieve the claim. This means that our path equals a linear combination of
u d, where u, respectively d, is a path involving only u’s, respectively d’s. But by our choice
of generators ud is therefore one of the cellular basis elements of HomO(T (x), T (y)). 
Remark 3.4. (1) Stroppel, [23], 5.1.2, and Marko, [18], Theorem 4.1, have obtained
similar results on the endomorphism rings for projectives in O(0) for sl3(C).
(2) The above proof reveals that the difficulty in the multiplicity free case in giving a
presentation of the morphisms in T (0) by generators and relations is to find the
relations, i.e. to determine the coefficients when writing elements of the form djui
as a linear combination of the elements from B′(0). Cellularity of this basis limits
which basis vectors occur with non-zero coefficients. However, even in the sl3 case
we did not determine the 3 scalars a, b, r (see relations (4) and (5) in Theorem
3.3). Moreover, our proof of Theorem 3.3 relies on ad hoc calculations. Outside the
multiplicity free case we have even bigger difficulties. So clearly the methods used
in this section are insufficient to achieve such a presentation for T (0) in general.
4. Frobenius kernels and module categories for related subgroup schemes
In this and the next section we shall prove results for the subgroup schemes GrT in
G similar to those in Section 2. Recall that if K is a subgroup scheme of G then C(K)
denotes the category of finite dimensional representations of K. We begin by recalling the
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definitions and main properties of GrT and its module category C(GrT ). Again we refer
to [17] (mainly Chapters II. 9 and 11) for details.
4.1. Subgroup schemes arising from Frobenius homomorphisms. Let F : G → G
denote the Frobenius endomorphism on G. Then for each r ≥ 1 we denote by Gr the
kernel of F r considered as a closed subgroup scheme of G. Likewise we have corresponding
subgroup schemes Tr, Br, etc. In addition, we shall also need the subgroup schemes
GrT = (F
r)−1(T ) and GrB = (F
r)−1(B).
If M ∈ C(G) we denote by M (r) the r-th Frobenius twist of M . This means that
M (r) =M as k-vector space and that the action of G onM (r) is given by gm = F r(g)m, g ∈
G,m ∈ M . Note that Gr acts trivially on M
(r). Moreover, λ is a weight of M if and only
if prλ is a weight of M (r). More precisely, chM (r) =
∑
λ dimMλe
prλ, where the sum runs
over the weights of M .
We define the Frobenius twists of modules in C(T ), C(B), etc. similarly.
4.2. Steinberg’s tensor product theorem and simple modules in C(Gr). Let r ≥ 1
and set
Xr = {λ ∈ X
+|〈λ, α∨〉 < pr for all α ∈ S}.
The elements in Xr are called the r-restricted weights. Note that 1-restricted weights are
also just called restricted weights.
Let λ ∈ X . We can then write a p-adic expansion λ = λ0 + pλ1 + · · ·+ prλr of λ with
λi ∈ X1 for all i. In this notation Steinberg’s tensor product theorem, [22], Theorem 1.1,
says
L(λ) = L(λ0)⊗ L(λ1)(1) ⊗ · · · ⊗ L(λr)(r).
The simple modules in C(Gr) are given by a theorem due to Curtis [11]. It says
(4.1)
L(λ)|Gr is simple for all λ ∈ Xr and thus Xr parametrizes the set of simple Gr-modules.
4.3. GrT -modules. Again we take r ≥ 1. We write Cr short for C(GrT ), the category of
finite dimensional GrT -modules. If λ ∈ X we write
λ = λ0 + prλ1
with λ0 ∈ Xr, λ
1 ∈ X . Of course λ0 and λ1 depend heavily on r, but we have omitted r
from the notation. It will always be clear from the context which r we are working with.
We set Lr(λ) = L(λ
0)|GrT ⊗ p
rλ1. It follows from Section 4.2 (see [17] Proposition II.9.6
for details) that the simple modules in Cr are (Lr(λ))λ∈X .
The standard and costandard objects in Cr may be defined similarly to the way we
defined such objects in C(G) in Section 2. Namely, we set for each λ ∈ X
∇r(λ) = Ind
GrT
BrT
λ and ∆r(λ) = Ind
GrT
B+r T
(λ− 2(pr − 1)ρ).
Alternatively, we have
∇r(λ) = Ind
GrB
B λ and ∆r(λ) = Ind
GrB
+
B+
(λ− 2(pr − 1)ρ),
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i.e. ∇r(λ) and ∆r(λ) are restrictions to GrT of corresponding GrB-, respectively GrB
+-
modules.
The simple module Lr(λ) ∈ Cr is now realized as the socle of ∇r(λ) or dually as the head
of ∆r(λ).
Remark 4.1. Note that [17], Section II.9.1 uses a different notation for the standard and
costandard modules.
As T -modules (in fact as U+r T -, respectively UrT -modules) we have ∇r(λ) ≃ k[U
+
r ]⊗ λ
and ∆r(λ) ≃ k[Ur] ⊗ (λ − 2(p
r − 1)ρ). It follows that we have isomorphisms ∇r(λ) ≃
∇r(µ) ⊗ (λ − µ) in C(T ) for all λ, µ ∈ X . In the special case λ = (p
r − 1)ρ we have
isomorphisms of GrT -modules
(4.2) ∇r((p
r − 1)ρ) ≃ Str ≃ ∆r((p
r − 1)ρ).
It follows that
(4.3) ch∇r(λ) = ch∆r(λ) = χ((p
r − 1)ρ)eλ−(p
r−1)ρ.
Note that the antiautomorphism τ we used in Section 2 to define our duality in C(G)
restricts to an antiautomorphism on GrT . Hence it gives us a duality on Cr as well. It is
then a fact (which gives another explanation for the first equality in (4.3)) that in Cr we
have
∇r(λ) ≃
τ∆r(λ)
for all λ ∈ X , see [17], II.9.3(5).
4.4. Projective GrT -modules. A notable difference between C(G) and Cr is that the
first contains no projective objects whereas the second has enough projectives. Moreover,
in the category Cr to be projective is the same as to be injective, see [17] Lemma.II.9.4.
As we shall recall shortly, to be projective in Cr is also the same as being tilting.
Let λ ∈ X and denote by Qr(λ) the projective cover of Lr(λ) in Cr. Then Qr(λ) is also
injective and since it is indecomposable it must be the injective envelope of some simple
module in Cr. As explained in [17], Section II.11.5 this simple module is Lr(λ).
By construction ∆r(λ) is projective for Br. In fact, Br = UrTr and as a Ur-module
we have ∆r(λ) ≃ k[Ur]. Likewise ∇r(λ)|
U
+
r
≃ k[U+r ] so that ∇r(λ) is projective as a
B+r -module.
It follows from these observations that ifM ∈ Cr has a ∆r-filtration thenM is projective
for Br, while if M has a ∇r-filtration then M is projective for B
+
r . It turns out that the
converse is also true ([17], Proposition II.11.2), i.e. we have for M ∈ Cr
(4.4) M is Br-projective (equivalently injective) if and only if M has a ∆r-filtration,
and
(4.5) M is B+r -projective (equivalently injective) if and only if M has a ∇r-filtration.
In analogy with the definition of tilting modules in C(G) we say that Q ∈ Cr is tilting if
Q has both a ∆r- and a ∇r-filtration. The multiplicities in such filtrations are denoted
(Q : ∆r(λ)) and (Q : ∇r(λ)).
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By (4.4) and (4.5) we see that Q is tilting if and only if Q is projective for both Br and
B+r . As Gr = UrB
+
r we conclude that
(4.6) Q ∈ Cr is tilting if and only if Q is projective if and only if Q is injective.
Now of course we have
(4.7) Q is projective if and only if Q = ⊕λ∈XQr(λ)
⊕nλ for some nλ ∈ Z≥0 (almost all 0).
4.5. The category Pr of projective GrT -modules. We let Pr denote the subcategory
of Cr consisting of all projective modules. By the results in the previous subsection this
category is the same as the subcategory consisting of all tilting modules. We shall now
deduce the exact relations between the PIM’s in Pr and the indecomposable tilting modules.
As in Section 4.3 we write λ = λ0 + prλ1 with λ0 ∈ Xr and λ
1 ∈ X . We now define
λ˜ = 2(pr − 1)ρ+ w0λ
0 + prλ1,
where w0 denotes the longest element in the Weyl group for G. Then the map λ 7→ λ˜ is a
bijection on X which fixes all elements of −ρ+ prX and carries the box prµ+Xr onto the
translated box pr(µ+ ρ)− ρ+Xr for any µ ∈ X .
Weight considerations (using e.g. (4.2)) show that the highest weight of Qr(λ) is λ˜. This
observation implies that the indecomposable tilting module Tr(λ˜) in Cr with highest weight
λ˜ is given by the following formula (see [17], II.11.3(1) for the second identity.
(4.8) Tr(λ˜) = Qr(λ) = Qr(λ
0)⊗ prλ1.
Example 2. Consider the special weight (pr − 1)ρ ∈ Xr. For this weight we have
Tr((p
r − 1)ρ) = Qr((p
r − 1)ρ) = Lr((p
r − 1)ρ) = ∇r((p
r − 1)ρ) = ∆r((p
r − 1)ρ).
In fact, these equations holds for all special weights, i.e. for all weights in −ρ+ prX .
Remark 4.2. There are some interesting partially proved conjectures which connect in-
decomposable objects in Pr with objects in C(G) and T (G):
(1) (The Humphreys-Verma conjecture, [16], Theorem A) Let λ ∈ Xr. There exists an
object Q¯r(λ) ∈ C(G) such that Qr(λ) = Q¯r(λ)|GrT .
This conjecture is known to hold for p ≥ 2h−2 in which case Q¯r(λ) is the injective
envelope of L(λ) in a certain bounded subcategory of C(G), see [17] II.11.11.
(2) (Donkin’s tilting conjecture, [12] Conjecture (2.2)) Let λ ∈ Xr. In the above
notation Qr(λ) = T (λ˜)|GrT , or equivalently Tr(λ˜) = T (λ˜)|GrT .
This conjecture was proved by Donkin (in [12], Section 2) for p ≥ 2h− 2. It was
recently shown to fail for p = 2 for G of type G2, see [9], Theorem 4.1.1.
4.6. Reciprocity laws. In analogy with (2.2) we have
(4.9) Let λ, µ ∈ X. Then ExtiGrT (∆r(λ),∇r(µ)) =
{
k if i = 0 and µ = λ,
0 otherwise.
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We then also get analogues of (2.3) and (2.4) in Cr. This implies in particular the
following reciprocity law.
(4.10) Let λ, µ ∈ X . Then (Qr(λ) : ∆r(µ)) = [∇r(µ) : Lr(λ)].
In fact, according to (4.9) the left-hand side equals dimHomG(Qr(λ),∇r(µ)). This equals
the right-hand side, because Qr(λ) is the projective cover of Lr(λ).
Using (4.8) we can also formulate this reciprocity in terms of indecomposable tilting
modules: Let λ, µ ∈ X . Then
(4.11) (Tr(λ˜) : ∆r(µ)) = [∇r(µ) : Lr(λ)].
5. Homomorphisms in Pr
5.1. Cellularity of Pr. Arguing as in Section 2.4 we can now prove:
Theorem 5.1. Pr is a cellular category.
Proof. Set Λ = X and define for each P ∈ Pr and λ ∈ Λ the set K(P, λ) = {1, 2, · · · , (P :
∆r(λ))}. If also Q ∈ Pr define
cλij(P,Q) = g¯
λ
i (Q) ◦ f¯
λ
j (P ),
where g¯λi (Q), respectively f¯
λ
j (P ), is a lift of a basis element g
λ
i (Q) ∈ HomGrT (∆r(λ), Q),
respectively of a “dual basis” element fλj (P ) ∈ HomGrT (P,∇r(λ)) (obtained by applying
the †-functor analogous to the G-case from Subsection 2.4). This gives us exactly as in the
proof of Theorem 2.4 a cellular datum for Pr. 
.
Remark 5.2. In contrast to the cellular datum for T (G) presented in Theorem 2.4 the
poset (X,≤) appearing in the cellular datum for Pr in Theorem 5.1 is not lower (nor upper)
finite. If we ignore this and remember our choice g¯λ(Tr(λ)) = idTr(λ), see Remark 2.7, then
Pr is also an SOACC (cf. Theorem 2.6), i.e. it satisfies all the other requirements in [13],
Definition 2.4. In the general framework treated in [10] it fits into the case of a module
category for an ’essentially finite based quasi-hereditary algebra’ in [10], Subsection 5.2
5.2. Weight bounds. Let P,Q ∈ Pr. Then, by (4.6) above, P and Q are tilting modules
and hence direct sums of certain Tr(λ)’s. The vector space HomGrT (P,Q) is therefore a
sum of certain HomGrT (Tr(λ), Tr(µ))’s. To be precise
HomGrT (P,Q) ≃
⊕
λ,µ∈X
HomGrT (Tr(λ), Tr(µ))
⊕(P :Tr(λ))(Q:Tr(µ)).
We shall now prove that if λ and µ are sufficiently far apart then HomGrT (Tr(λ), Tr(µ)) =
0. Recall the definition of λ˜ from Subsection 4.5.
Lemma 5.3. Let λ, ν ∈ X . If (Tr(λ˜) : ∆r(ν)) 6= 0 then λ ≤ ν ≤ λ˜.
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Proof. Clearly, if (Tr(λ˜) : ∆r(ν)) 6= 0 then ν is a weight of Tr(λ˜). This implies that ν ≤ λ˜.
Moreover, by the reciprocity (4.11) we have (Tr(λ˜) : ∆r(ν)) = [∇r(ν) : Lr(λ)]. This gives
the other inequality ν ≥ λ. 
Remark 5.4. The proof of Lemma 5.3 shows that (Tr(λ˜) : ∆r(λ˜)) = 1 = (Tr(λ˜) : ∆r(λ)).
Consequently, the inequalities therein are as good as possible.
Proposition 5.5. Let λ, µ ∈ X . If HomGrT (Tr(λ˜), Tr(µ˜)) 6= 0 then µ ≤ λ˜ and λ ≤ µ˜.
Proof. We have HomGrT (Tr(λ˜), Tr(µ˜)) 6= 0 if and only if there exists ν ∈ X such that
(Tr(λ˜) : ∆r(ν)) and (Tr(µ˜) : ∆r(ν)) are both non-zero. Then by Lemma 5.3 the non-
vanishing of HomGrT (Tr(λ˜), Tr(µ˜)) implies that µ ≤ ν ≤ λ˜ and λ ≤ ν ≤ µ˜. 
Remark 5.6. (1) The bounds in Proposition 5.5 are always achieved: Suppose µ = λ˜.
Then HomGrT (Tr(λ˜), Tr(µ˜)) = HomGrT (Tr(µ), Tr(µ˜)) = HomGrT (Tr(µ), Qr(µ)) =
k, because [Tr(µ) : Lr(µ)] = 1. Likewise, if λ = µ˜ then HomGrT (Tr(λ˜), Tr(µ˜)) =
HomGrT (Tr(λ˜), Tr(λ)) = k.
(2) Suppose λ ∈ −ρ+ prX . Then λ = λ˜ so that in this case the proposition says that
HomGrT (Tr(λ˜), Tr(µ˜)) =
{
k if µ = λ,
0 otherwise.
This can also be seen via Example 2.
(3) The proposition implies that if HomGrT (Tr(ν), Tr(η)) 6= 0 then −2(p
r − 1)ρ ≤
ν − η ≤ 2(pr − 1)ρ. Note that there exists weights η and µ for which these bounds
are realized: It is easy to check that for instance HomGrT (Tr(0), Tr(2(p
r−1)ρ)) = k.
(4) Combined with the fact that Tr(ν+p
rη) ≃ Tr(ν)⊗(p
rη) for all ν, η ∈ X , Proposition
5.5 reduces the problem of finding all homomorphism spaces in Pr to a finite one:
It is enough to determine HomGrT (Tr(λ˜), Tr(µ˜)) for the finite set of pairs (λ, µ),
where λ ∈ Xr and µ satisfies µ ≤ λ˜ and λ ≤ µ˜.
5.3. A set of generators. The results in Section 5.2 combined with the cellularity of Pr
allow us now to single out a finite set of generators for the family of homomorphisms in
Pr. Using notation as in the proof of Theorem 5.1 we set
Bλr (µ) = {g¯
λ
i (Tr(µ))|i ∈ K(Tr(µ), λ)}
for all λ, µ ∈ X . Note that by definition the lift f¯λ(Tr(λ)) of the basis element f
λ(Tr(λ) ∈
HomGrT (Tr(λ),∇r(λ)) = k is the dual of g¯
λ(Tr(λ)), which we in accordance with Remark
2.7 choose to be the identity on Tr(λ). Thus B
λ
r (µ) consists of cellular basis elements.
Set now
Br =
⋃
λ∈Xr ;λ≤µ≤λ˜
Bλr (µ).
Then we have the following analogue of Theorem 2.8.
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Theorem 5.7. The tuple ({Tr(λ) | λ ∈ Xr}, Br) generates Pr as an additive, k-linear
category with duality. On the level of morphisms this means that every morphism in Pr
is obtained from Br by taking direct sums, duals and compositions, and by tensoring with
elements of prX .
Proof. Just like in the proof of Theorem 2.8 we see that we are done if we check that every
cellular basis element cλij(Tr(ν), Tr(µ)) is generated by Br (in this case it means: obtained
from Br by taking direct sums, duals and compositions, and by tensoring with elements of
prX) for all λ, ν, µ ∈ X . Furthermore, since cλij(Tr(ν), Tr(µ)) = g¯
λ
i (Tr(µ)) ◦ f¯
λ
j (Tr(ν)) we
are done if we check that all g¯λi (Tr(µ)) belong to the set generated by Br. Note that here
µ ≥ λ. By tensoring with an appropriate element of prX we may assume λ ∈ Xr. Finally,
Proposition 5.5 ensures that K(Tr(µ), λ) is empty unless µ ≤ λ˜. 
5.4. The strong linkage principle in Cr and Tr. If α ∈ R then the reflection sα acts on
X by sαλ = λ−〈λ, α
∨〉α, λ ∈ X . For each m ∈ Z we have a corresponding affine reflection
sα,m given by sα,mλ = sαλ +mpα. The affine Weyl group Wp is the group generated by
these affine reflections for α ∈ R,m ∈ Z. The dot action of Wp on X is then the above
action shifted by −ρ, i.e. w · λ = w(λ+ ρ)− ρ, w ∈ Wp, λ ∈ X .
Let µ, λ ∈ X . We say that µ is strongly linked to λ (this is the order relation denoted
↑ in [17], II.6.4) if there exists a sequence µ = µ0 ≤ µ1 ≤ · · · ≤ µr = λ in X with µi+1
obtained (via the dot action) from µi by an affine reflection in Wp. Note that strongly
linked weights are in particular linked in the sense that they belong to the same orbit of
Wp under the dot action.
The strong linkage principle in Cr may be formulated as follows, see [17], II.9.15.
(5.1) Let λ, µ ∈ X. If [∆r(λ) : Lr(µ)] 6= 0 then µ is strongly linked to λ.
Here we can of course replace ∆r by ∇r.
When we combine (5.1) with (4.11) we get (using notation as in Section 4.5)
(5.2) Let λ, ν ∈ X . If (Tr(λ˜) : ∆r(ν)) 6= 0 then λ is strongly linked to ν.
We immediately get.
Proposition 5.8. Let λ, µ ∈ X . If HomGrT (Tr(λ˜), Tr(µ˜)) 6= 0 then µ ∈ Wp · λ.
Remark 5.9. Note that λ˜ = w0 · λ + p
r(λ1 − w0 · λ
1) so that since λ1 − w0 · λ
1 ∈ ZR we
have λ˜ ∈ Wp · λ. Hence we can replace λ˜ and µ˜ by λ and µ in this proposition.
5.5. The translation principle in Cr and Pr. It follows from the results in the previous
subsection that all composition factors of an indecomposable tilting module Tr(λ) have
highest weights in Wp ·λ. This is more generally true (e.g. because tilting modules are the
same as projective modules) for the composition factors of any indecomposable module in
Cr. In other words, since A¯ is a fundamental domain for the action by Wp on X we can
split any module M ∈ Cr as
M =
⊕
λ∈A¯
prλ(M).
TILTING MODULES AND CELLULAR CATEGORIES 21
Here prλ(M) is the largest submodule of M such that its composition factors all have
highest weights in Wp ·λ. This allows us for each λ, µ ∈ A¯ to define translation functors T
λ
µ
on Cr and Pr, see [17], II.9.22. We set C
λ
r = prλ(Cr). If λ, µ ∈ A then T
λ
µ is an equivalence
between Cµr and C
λ
r . A special consequence of this is:
Proposition 5.10. Let λ, µ ∈ A. Then HomGrT (Tr(x · λ), Tr(y · λ)) ≃ HomGrT (Tr(x ·
µ), Tr(y · µ)) for all x, y ∈ Wp.
Note that A = ∅ if p is less than the Coxeter number for R. Hence this proposition is
empty for small primes.
Another well known result (see [17] II.11.10(1)) is.
Proposition 5.11. Let λ ∈ A¯ and µ ∈ X . Then T λ−ρTr(−ρ+ p
rµ) ≃ Tr(λ+ p
rµ).
Note that by (4.2) we have that Tr(−ρ + p
rµ) = ∆r(−ρ + p
rµ). From the well known
behavior of translation functors on standard modules in Cr we get
Corollary 5.12. Let λ ∈ A¯ and µ ∈ X . Then
(Tr(λ+ p
rµ) : ∆r(ν)) =
{
1 if ν ∈ −ρ+ prµ+Wλ,
0 otherwise.
In fact, Proposition 5.11 and Corollary 5.12 are special cases of the following more general
result.
Proposition 5.13. Let λ ∈ A and µ ∈ A¯. Suppose w is an element of Wp for which w · λ
is maximal in the set {wx · λ|x · µ = µ}. Then
(1) T λµTr(w · µ) ≃ Tr(λ).
(2) (Tr(w · λ) : ∆r(y · λ)) = (Tr(w · µ) : ∆r(y · µ)) for y ∈ Wp.
Proof. (1) is the infinitesimal analogue of [3], Proposition 5.2. Then we get (2) from the
adjointness of T λµ and T
µ
λ as follows: (Tr(w ·λ) : ∆r(y ·λ)) = dimk HomGrT (∆r(y ·λ), Tr(w ·
λ)) = (Tr(w ·µ) : T
µ
λ∆r(y ·λ)) = (Tr(w ·µ) : ∆r(y ·µ)) because T
µ
λ∆r(y ·λ) ≃ ∆r(y ·µ). 
Using Proposition 5.13 we can now strengthen the conditions in (5.2).
Let λ ∈ X be p-regular, i.e. λ ∈ Wp · A. If A
′ is an arbitrary alcove, then we denote by
λA′ the unique element in A
′ ∩Wp · λ. Then we have.
Proposition 5.14. If (Tr(λ˜) : ∆r(ν)) 6= 0 for some ν ∈ X then λ is strongly linked to ν
and ν is strongly linked to λ˜.
Proof. We have left to check that if (for arbitrary λ, ν ∈ X) we have (Tr(λ) : ∆r(ν)) 6= 0
then ν is strongly linked to λ. By tensoring with an appropriate element of prX we may
assume λ ∈ Xr. Denote by A
′ the alcove containing λ. If A′ = A we are done by Corollary
5.12. So suppose λ > λA and assume inductively that the statement holds for all weights of
the form λA′′ for which A
′′ ⊂ Xr and λA′′ < λ. Choose now A
′′ to be an alcove in Xr which
shares a wall with A′ and satisfies λA′′ < λ. Let µ be a weight in the interior of the common
wall of A′′ and A′. By Proposition 5.13 we see that Tr(λ) is a summand of T
λ
µT
µ
λ Tr(λA′′).
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Then (Tr(λ) : ∆r(ν)) ≤ (T
λ
µT
µ
λ Tr(λA′′) : ∆r(ν)) = (Tr(λA′′) : ∆r(ν)) + (Tr(λA′′) : ∆r(ν
′))
where ν ′ is the weight different from ν for which ∆r(ν
′′) is a ∆r-factor of T
λ
µT
µ
λ∆r(ν). The
statement now follows from the induction hypothesis. 
Let Pr(0) denote the principal block in Pr corresponding to 0 ∈ A, i.e. Pr(0) is the
subcategory of Pr whose indecomposable modules are (Tr(w · 0))w∈Wp. Set Λ(0) = Wp · 0
and let ≤SL denote the ordering on Λ(0) given by λ ≤SL µ iff λ is strongly linked to µ.
Then we get from the above.
Corollary 5.15. (1) Pr(0) is a cellular category with weight poset (Λ(0),≤SL).
(2) Br(0) = {g¯
x·0
i (Tr(y · 0))|x, y ∈ Wp, x · 0 ≤SL y · 0, i = 1, 2, · · · , (Tr(y · 0) : ∆r(x · 0))}
generates the morphisms in Pr(0).
5.6. The Steinberg linkage class in Cr and Pr. In this subsection we shall carry over to
GrT some of the results in [4]. Consider the special weight (p−1)ρ ∈ X . As sα · (p−1)ρ =
(p− 1)ρ− pα for all simple roots α we see that the linkage component in Cr corresponding
to (p − 1)ρ consists of all M ∈ Cr whose composition factors have highest weights in
(p − 1)ρ + pZR. For the purposes in this paper it will be convenient to consider the
(possibly bigger) subcategory consisting of all M ∈ Cr with composition factors belonging
to {Lr(λ)|λ + ρ ∈ pX}. We shall denote this component of Cr by Str, and by PStr the
subcategory of Pr consisting of those M ∈ Pr which belong to Str.
If r = 1 then we have:
St1 is a semisimple category with simple modules L1(−ρ+ pλ), λ ∈ X.
Note that in fact L1(−ρ+ pλ) ≃ St1 ⊗ (p(λ− ρ)) ≃ ∆r(−ρ+ pλ) = T1(−ρ + pλ), so that
St1 is contained in P1, i.e. PSt1 = St1.
Suppose r > 1. The Frobenius homomorphism on G restricts to a homomorphism
Gr → Gr−1. Via this homomorphism we can make any M ∈ Cr−1 into a Gr-module. The
resulting module in Cr is denoted M
(1). We then define a functor
Φr−1 : Cr−1 → Cr by Φr−1(M) = St1 ⊗M
(1).
We observe that Φr−1 takes values in Str. In fact, it gives an equivalence of categories
(5.3) Φr−1 : Cr−1 → Str
with inverse functor HomG1(St1,−), cf. [4], Theorem 3.1. This equivalence of categories
carries simple modules to simple modules, (co)standard modules to (co)standard modules,
and tilting modules to tilting modules. In particular, we see that the restriction of Φr−1
to Pr−1 gives an equivalence between Pr−1 and the subcategory PStr of Pr.
Let us also record the following consequences of the above.
Proposition 5.16. Let r > 1 and take λ ∈ X . Then the functor Φr−1 carries the tilting
module Tr−1(λ) ∈ Pr−1 to Tr((p−1)ρ+pλ) ∈ Pr, and if also µ ∈ X we get an isomorphism
of k-vector spaces
HomGr−1T (Tr−1(λ), Tr−1(µ)) ≃ HomGrT (Tr((p− 1)ρ+ pλ), Tr((p− 1)ρ+ pµ)).
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Finally, we observe that for r > 1 we have a sequence of full subcategories of Str
Strr ⊂ St
r−1
r ⊂ · · · ⊂ St
2
r ⊂ Str
defined inductively by letting Stir denote the subcategory of Cr, which via Φr−1 is equivalent
to the subcategory Sti−1r−1 of Cr−1.
The smallest of these, Strr, is a semisimple category with simple objects Lr(−ρ + p
rλ),
λ ∈ X , compare Remark 5.6(2).
6. The SL2-case
In this section we take G = SL2. Then X = Z, R = {±2} and we choose R
+ = {2}
so that X+ = Z≥0. We shall describe the corresponding categories Pr, in particular the
homomorphisms in these, by using the cellular structures discussed in the previous sections.
Note that in this case the affine Weyl group Wp is the infinite dihedral group with
generators s and t, the reflections (with respect to the dot actions) in −1 and p − 1,
respectively. The alcove A is the interval [0, p− 2].
6.1. r=1. There are only two different components of P1, namely the one corresponding
to the orbit Wp · 0 and the one corresponding to Wp · (−1)∪Wp · (p− 1), respectively. The
first orbit equals 2pZ ∪ (−2 + 2pZ) and the corresponding block P1(0) in P1 is equivalent
to any other regular block (corresponding to another weight in A). The second component
is St1, i.e. the semisimple subcategory of P1 with simple modules (L1(−1 +mp))m∈Z.
As we have nothing more to say about St1 let us turn to the regular block P1(0) asso-
ciated to 0 ∈ A. By Proposition 5.13 we have T1(0) = T
0
−1T1(−1) = T
0
−1∆1(−1). Likewise
T1(2p− 2) = T
0
p−1T1(p− 1) = T
0
p−1St1. So we see that both T1(0) and T1(2p− 2) have two
∆1-factors, namely ∆1(0) and ∆1(−2), respectively ∆1(2p− 2) and ∆1(0). This allows us
to determine all morphisms in P1(0) by using the general results from Section 5:
Set Pm = T1(0)⊗ 2mp and Qm = T1(2p− 2)⊗ 2pm. Write P = P0 and Q = Q0. Then
any indecomposable tilting module in P1(0) is either isomorphic to Pm or to Qm for some
m ∈ Z. Using that the dimension of the Hom-space between two tilting modules in P1(0)
is the number of common ∆1-factors in their respective ∆1-filtrations (all multiplicities are
≤ 1), we get
(6.1) HomG1T (Pm, Pm′) ≃ HomG1T (Qm, Qm′) =
{
k2 if m = m′,
0 otherwise.
and
(6.2) HomG1T (Pm, Qm′) ≃ HomG1T (Qm′ , Pm) =
{
k if |m−m′| = 1,
0 otherwise.
Let now u0, respectively u1, be a basis element in HomG1T (P,Q), resp. HomG1T (Q,P1),
(in our notation from Section 4 we have u0 = g¯
0(T1(2p− 2)) ∈ HomG1T (T1(0), T1(2p− 2))
and u1 = g¯
2p−2(T1(2p)) ∈ HomG1T (T1(2p − 2), T1(2p))). Then for any m ∈ Z we set
u2m = u⊗ 2pm ∈ HomG1T (Pm, Qm) and u2m+1 = u1 ⊗ 2pm ∈ HomG1T (Qm, Pm+1). We let
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d2m and d2m+1 denote their duals. Note that un, respectively dn, is the map which takes
the top ∇1-, respectively ∆1-, factor of its source to the bottom ∇1-, respectively ∆1-,
factor in its target. So we have the following two exact sequences in P1(0):
(6.3) · · ·
u−3
−→P−1
u−2
−→ Q−1
u−1
−→P0
u0−→Q0
u1−→P1
u2−→Q1
u3−→· · · ,
and its dual
(6.4) · · ·
d−3
←−P−1
d−2
←−Q−1
d−1
←−P0
d0←−Q0
d1←−P1
d2←−Q1
d3←−· · · .
Moreover, un ◦ dn = dn+1 ◦ un+1 for all n (both these composites map head to socle).
Note that un ◦ dn is a cellular basis element in its endomorphism ring.
We sum up these findings as follows (using the above notations).
Proposition 6.1. The two homomorphisms u0 and u1 generate via formation of direct
sums, compositions, taking duals, and tensoring by ±2p all morphisms in the regular block
P1(0) of P1. The relations satisfied by these generators are:
u1u0 = 0 = (u0 ⊗ 2p)u1 and u0d0 = d1u1, u1d1 = (d0u0)⊗ 2p.
Here u0 ⊗ 2p = u2, d0 ⊗ 2p = d2, and hence (d0u0)⊗ 2p = d2u2.
Remark 6.2. The statement in this proposition about generators for morphisms in P1(0)
is the easiest case, namely G = SL2 and r = 1, of Theorem 5.7 (restricted to the principal
block). The proposition should also be compared to [7], Proposition 2.30, which deals
with the somewhat similar situation of tilting modules for Uq(sl2), q a root of unity in a
characteristic zero field.
6.2. r ≥ 2. First we shall prove that for SL2 we always have the following multiplicity
freeness. This result is easy to prove (cf. also the Remark 6.4(1) below) but will nevertheless
be important in our approach to finding generators (and when r = 2 also relations, cf.
Subsection 6.3).
Proposition 6.3. Let r ∈ Z>0. Then (Tr(m) : ∆r(n)) ∈ {0, 1} for all m,n ∈ Z.
Proof. We shall use induction on r. The case r = 1 is taken care of in the previous
subsection. So assume r > 1. As the subcategory PStr in Pr is equivalent to Pr−1 we
conclude that the proposition holds for m ∈ −1 + pZ. So we may assume m = m1p +m0
with 0 ≤ m0 ≤ p − 2. Then Proposition 5.13 shows that we may obtain the ∆r-factors
of Tr(m) from the ∆r-factors of Tr(m1p− 1) as follows. For each ∆r(np− 1) occurring in
Tr(m1p − 1) (this will be with multiplicity 1 as we have just seen) we get two ∆r-factors
of Tr(m), namely those with highest weights in the two alcoves np + A and (n− 1)p+ A.
By the strong linkage principle, see Subsection 5.4, we get that if ∆r(np − 1) occurs in
Tr(m1p− 1) then ∆r((n± 1)p− 1) do not. Hence ∆r(m
′) cannot occur twice in Tr(m) for
any m′ ∈ Z. 
Corollary 6.4. Let r ∈ Z>0 and suppose m,n ∈ Z. Then HomGrT (∆r(n),∆r(m)) has
dimension 0 or 1.
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Proof. This follows immediately from Proposition 6.3: Notice that since ∆r(m) ⊂ Tr(m) we
have HomGrT (∆r(n),∆r(m)) ⊂ HomGrT (∆r(n),∆r(m)) and dimk(HomGrT (∆r(n),∆r(m)) =
(Tr(m) : ∆r(n)). 
Remark 6.5. (1) The composition factor multiplicities [∆r(m) : Lr(n)] are all 0 or 1.
This follows from the proposition by the reciprocity law (4.11). Alternatively, it
follows from the observation that all weights of ∆r(m) have multiplicity 1.
(2) We could turn the arguments around and use (1) (and its alternative proof) to
prove the proposition. The proof we have given has the advantage that it gives a
recipe for finding the ∆r-factors of all Tr(m).
As a consequence of Proposition 6.3 we get that if (Tr(n) : ∆r(m)) 6= 0 then there is
exactly one cellular basis element in HomGrT (Tr(m), Tr(n)) of weight m, namely (in our
usual notation) g¯m(Tr(n)). Its dual will be denoted f¯
n(Tr(m)) ∈ HomGrT (Tr(n), Tr(m)).
We shall write
ur(m,n) = g¯
m(Tr(n)).
Recall that by our convention from Remark 2.7 we have ur(m,m) = idTr(m). We set
Br = {ur(m,n)|0 ≤ m < p
r, m ≤ n ≤ 2pr − 2−m}.
With this notation the result in Theorem 5.7 reads as follows for G = SL2.
Theorem 6.6. The tuple ({Pr(m) | 0 ≤ m < p
r − 1}, Br) generates Pr as an additive,
k-linear category with duality. On the level of morphisms this means that every morphism
in Pr is obtained from Br by taking direct sums, duals and compositions, and by tensoring
with pr.
If we restricts ourselves to the principal block Pr(0) in Pr associated with 0 ∈ A then
this theorem combined with the strong linkage principle give.
Corollary 6.7. The set
Br(0) = {ur(m,n)| 0 ≤ m < p
r, m ≤ n ≤ 2pr − 2−m and n,m ≡(2p) 0,−2}
generates the morphisms in Pr(0).
6.3. r = 2. In this last subsection we shall refine the set of generators coming from the
r = 2 case of Corollary 6.7. Then we go on to find the set of relations satisfied by these
generators. Our method will be brute force and it not clear how to generalize to higher r.
In analogy with the case r = 1 the strong linkage principle implies that we have the
following components of P2.
(1) The Steinberg component PSt2.
(2) The p-regular blocks P2(n) associated to n ∈ A.
By (5.3) the Steinberg component is equivalent to P1. Therefore case (1) is taken care
of by Subsection 6.1.
So let us consider (2). As all p-regular blocks are equivalent we shall only consider P2(0).
We set
P0 = T2(0), P1 = T2(2p− 2), P2 = T2(2p), · · · , P2p−1 = T2(2p
2 − 2),
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and if j = i+ 2ap with 0 ≤ i ≤ 2p− 1, a ∈ Z
Pj = Pi ⊗ 2ap
2.
Using the methods in the proof of Proposition 6.3 we can now determine the ∆2-factors of
all Pi. By the above it is enough to consider 0 ≤ i < 2p:
(P0 : ∆2(m)) = 1 if m ∈ {0,−2} and (Pp : ∆2(m)) = 1 if m ∈ {p
2 + p− 2, p2 − p}.
If 0 < i < p then
(Pi : ∆2(m)) = 1 if
{
i is even and m ∈ {ip, ip− 2,−ip,−ip− 2},
i is odd and m ∈ {(i+ 1)p− 2, (i− 1)p,−(i− 1)p− 2,−(i+ 1)p}.
If p < i < 2p then
(Pi : ∆2(m)) = 1 if
{
i is even and m ∈ {ip, ip− 2, (2p− i)p, (2p− i)p− 2},
i is odd and m ∈ {(i+ 1)p− 2, (i− 1)p, (2p− i+ 1)p− 2, (2p− i− 1)p}.
All other ∆2-multiplicities in Pi are zero.
For each i ∈ Z we let λi denote the highest weight of Pi, i.e.
λi =
{
ip if i is even
(i+ 1)p− 2 if i is odd.
The above formulas for the ∆2-factors of Pi enable us to find the homomorphisms between
any two Pj and Pj′. Among these we shall now single out the following:
ui = g¯
λi
i (Pi+1), i = −p,−p + 1, · · · ,−2, 0, 1, · · · , p− 2,
u′i = g¯
λi
i (P2p−i), i = −p + 1,−p+ 2, · · · ,−1, 1, 2, · · · , p− 1,
We denote by di and d
′
i the corresponding dual elements. Then we have.
Proposition 6.8. The above homomorphisms
{ui| − p ≤ i ≤ p− 2, i 6= −1} ∪ {u
′
i| − p+ 1 ≤ i ≤ p− 1, i 6= 0}
generate by taking of direct sums, compositions, duals, and by tensoring with ±2p2 all
morphisms in P2(0).
Proof. We shall prove that any cellular basis vector in any HomG2T (Pj, Pj′) may be ex-
pressed - if necessary after tensoring with ±2p2 a number of times - as a product of the
ui, u
′
i (and their duals di, d
′
i) listed in the proposition. We may assume that −p ≤ j < p.
Consider first the case 0 ≤ j < p. Dualizing if necessary we can assume j ≤ j′. We now
use the general results from Theorem 5.7 combined with the above detailed knowledge of
which ∆2-factors occur in Pj = T2(λj). Via the above list of ∆2-factors of Pj we see that
B
λj
2 (λj′) is empty except for j
′ = j, j + 1, 2p− j − 1, 2p− j, 2p − j + 1 (if j = 0 only the
first three j′ occur, and if j = p− 1 there are only four different such j′). We analyze each
of these possibilities and claim:
(1) B
λj
2 (λj) = {idPj , uj−1dj−1, u
′
−jd
′
−j, u
′
−ju−j−1d−j−1d
′
−j}.
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(2) B
λj
2 (λj+1) = {uj, u
′
−j−1d−j−1d
′
−j}.
(3) B
λj
2 (λ2p−j−1) = {u
′
j+1uj}.
(4) B
λj
2 (λ2p−j) = {u
′
j, u
′
juj−1dj−1)}.
(5) B
λj
2 (λ2p−j+1) = {u
′
j−1dj−1}.
Most of the basis vectors listed in these claims come directly from our construction of
cellular basis elements. This is the case for the first 3 vectors in (1), the first vector in (2)
and (4), and the vector in (5). To see that the remaining vectors are indeed cellular basis
vectors we just have to show that
(6.5) u′i+1ui 6= 0 for all i,
because then these composites as well as their duals are bases for the 1-dimensional Hom-
spaces to which they belong. For instance, the fourth element listed in (1) is (up to a
non-zero scalar) equal to g¯λ−j−1(T2(λj))f¯
λj(T2(λ−j−1)).
To check (6.5) we assume 0 ≤ i < p − 1. Note that ui is chosen as an extension of
gλi(T2(λi+1)). This homomorphism factors through the inclusion ∆2(λi+1) →֒ T2(λi+1),
because HomG2T (∆2(λi),∆2(λi+1)) = HomG2T ((∆2(λi), T2(λi+1)) (both these Hom-spaces
being 1-dimensional). Likewise, u′i+1 is an extension of g
λi+1(T2(λ2p−i−1)). It will there-
fore be enough to prove that the composite gλi+1(T2(λ2p−i−1)) g
λi(T2(λi+1)) is non-zero.
As L2(λi) is the head of ∆2(λi), it is also the head of the image of g
λi(T2(λi+1)). Now
gλi+1(T2(λ2p−i−1)) cannot kill this composition factor because the image of g
λi+1(T2(λ2p−i−1))
must contain the socle of P2p−i−1, which is L2(λi) (note that P2p−i−1 = T2(λ2p−i−1) ≃ Q2(λi)
because λ˜i = λ2p−i−1).
The arguments for i < 0 are analogous. 
Theorem 6.9. The relations satisfied by the generators ui, di, u
′
i, d
′
i in Proposition 6.8 are
the following.
(1) uiui−1 = 0, u−i−1u−i−2 = 0 and di−1di = 0, d−i−2d−i−1 = 0 for i = 1, · · · , p− 2.
(2) u′iu
′
−i = 0, d
′
−i−1d
′
−i = 0 and u
′
2p−iu
′
i = 0, d
′
id
′
2p−i = 0 for i = 1, 2, , · · ·p− 1.
(3) diui = ui−1di−1, d−i−1u−i−1 = u−i−2d−i−2 for i = 1, 2, · · · , p− 2.
(4) d′iu
′
i = u
′
−id
′
−i, u
′
id
′
i = d
′
2p−iu
′
2p−i for i = 1, 2, · · · , p− 1.
(5) Up to non-zero scalars in k we have for 0 < i < p− 1
d2p−i−1u
′
i = u
′
i+1ui, d
′
iu2p−i−1 = did
′
i+1 and diu
′
−i−1 = u
′
−iu−i−1, d
′
−i−1ui = d−i−1d
′
−i.
(6) Up to non-zero scalars in k we have for 0 < i < p− 1
u2p−i−1u
′
i+1 = u
′
idi, d
′
i+1d2p−i−1 = uid
′
i and uiu
′
−i = u
′
−i−1d−i−1, d
′
−idi = u−d−1d
′
−i−1.
Before giving the proof we illustrate the quiver we are dealing with. In the figure below
we have chosen p = 7. Note that horizontally this quiver is infinite periodic: The first two
coulums are obtained from the last two by tensoring with the 1-dimensional G2T -module
−2p2 (remember that p = 7 in the figure). The next two coulumn to the left are obtained
by tensoring with one more copy of −2p2 and so on. In the same way the figure extends
to the right by tensoring the last two coulumns with 2p2 repeatedly.
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P−14 P0
· · · P−13 P−1 P1 P13 · · ·
· · · P−12 P−2 P2 P12 · · ·
· · · P−11 P−3 P3 P11 · · ·
· · · P−10 P−4 P4 P10 · · ·
· · · P−9 P−5 P5 P9 · · ·
· · · P−8 P−6 P6 P8 · · ·
P−7 P7
u−14 u0
u′
−13
u−13
u′
−1 u
′
1
u1
u′
−12
u−12
u−2
u′
−2 u
′
2
u2
u12
u′
−11
u−11
u−3
u′
−3 u
′
3
u3
u11
u′
−10
u−10
u−4
u′
−4 u
′
4
u4
u10
u′
−9
u−9
u−5
u′
−5 u
′
5
u5
u9
u′
−8
u−6
u′
−6 u
′
6
u8
u−7 u7
Quiver for P2(0) with p = 7
Let us call ui and u
′
i uparrows while di and d
′
i are called downarrows. Then in terms of the
above diagram relations (1) and (2) say that the composite of two consecutive horizontal
uparrows are 0 and that the same is true vertically as well as when we replace up by down.
Relations (3) means that horizontal loops at a vertex (paths of length two with the vertex
as starting and ending point) are identical, and (4) expresses the same for vertical loops.
The first relations in (5) say that the diagrams
Pi P2p−i
Pi+1 P2p−i−1
u′i
ui d2p−i−1
u′i+1
commute. The other relations in (5) and (6) are equivalent to the commutativity of similar
diagrams.
Proof. The relations (1) and (2) follow from the fact that the corresponding Hom-spaces
are zero, cf. Proposition 5.5 and the above determinations of ∆2-factors of the Pi’s.
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The relations in (3) come from the corresponding relations among theG1T -homomorphisms
discussed in Subsection 6.1: We have T2(mp) ≃ T (p) ⊗ T1(m − 1)
(1) and T2(mp − 2) ≃
T (2p− 2)⊗ T1(m− 2)
(1) for all m ∈ Z. Here T (p) and T (2p− 2) are the indecomposable
tilting modules for G with highest weights p and 2p − 2. As G1T -modules they identify
with T1(p) ≃ T1(0)⊗p and T1(2p−2), respectively. As G1 acts trivially on twisted modules
we therefore have for all m not divisible by p the following G1-isomorphisms.
Pm|G1 ≃
{
(T (p)⊗ T1(m− 1)
(1))|G1 ≃ T1(0)|G1 ⊗ k
2p if m is even,
(T (2p− 2)⊗ (T (m− 1)(1))|G1 ≃ T1(2p− 2)|G1 ⊗ k
2p if m is odd.
Consider the even case. It follows from the above identifications that the restriction to G1
of um : Pm → Pm+1 is 2p copies of the map u : T1(0)→ T1(2p−2) considered in Subsection
6.1. Analogously its dual dm restricts to 2p copies of d, the dual of u. Similar arguments
applies to the restrictions of um−1 and dm−1. As the odd case is completely analogous we see
that (3) is a consequence of the relation du = u−1d−1, which holds because of Proposition
6.1.
To prove the relations in (4) we first recall from (5.3) that the indecomposable tilting
modules in St2 have the form T2(p− 1+ pm) ≃ St1⊗ T (m)
(1), m ∈ Z. If we only consider
those with m ∈ Wp · 0 we see from (6.3) that they fit into a long exact sequence
(6.6) · · · → T2(p−1−2p
2)→ T2(p−1−2p)→ T2(p−1)→ T2(p−1+ p(2p−2))→ · · · .
When we apply the translation functor onto the block B2(0) to T2(p− 1 + pm) we obtain
T2(2p− 2+ pm) if m is even, and T2(p(m+1)) when p is odd. In the notation used in this
section this means that the sequence (6.6) gives rise to the long exact sequence
· · · → P−2p+1 → P−1 → P1 → P2p−1 → · · · .
The homomorphisms occurring in this sequence are · · ·u′−2p−1, u
′
−2p+1, u
′
−1, u
′
1, u
′
2p−1, · · ·
and in the dual sequence they are the corresponding d′j. When i = 1 the relations in (4)
are therefore a consequence of the corresponding relations in P1(0), see the relation in the
paragraph following (6.3) and (6.4).
If in this argument we replace Wp · 0 by Wp · m we obtain in the exact same way the
relations in (4) for i = m+ 1 = 2, 3, · · · , p− 1.
Let us now prove the first relation in (5): In (6.5) we saw that u′i+1ui 6= 0. We shall see
that also d2p−i−1u
′
i 6= 0. This will prove the relation because HomG2T (Pi, P2p−i−1) ≃ k. Our
proof of (4) shows that the image of u′i is the submodule E ⊂ P2p−i with∇2-factors∇2(λi−1)
and ∇2(λi). So if d2p−i−1 kills this image then it must belong to HomG2T (P2p−i/E, P2p−i−1).
However, the socle L(λi) of P2p−i−1 occurs only once as a composition factor of P2p−i/E, so
this means that the image of d2p−i−1 consists only of the two composition factors L2(λi) and
L2(λi−1) (the latter being the head of P2p−i). But this is inconsistent with the construction
of d2p−i−1 which says that its composition with the surjection P2p−i−1 → ∇2(λ2p−i−1) is
non-zero. This forces L2(λ2p−i−1) to be a composition factor of the image of d2p−i−1.
The second relation in (5) is the dual of the first. The third relation is proved in the
same way as the first, and finally the fourth relation is dual to the third.
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Finally we prove the first relation in (6) (then the remaining relations in (6) are - just
like for (5) - either proved analogously or by duality): We will argue similarly as for the
first relation in (5). The image of u′i+1 is the submodule E ⊂ P2p−i−1 consisting of the
two ∇2-factors ∇2(λi) and ∇2(λi+1). If u2p−i−1 kills this image then it must belong to
HomG2T (P2p−i−1/E, P2p−i). Since the socle of P2p−2, namely L2(λi−1), occurs only once in
P2p−i−1/E the image of any non-zero map in HomG2T (P2p−i−1/E, P2p−i) must have com-
position factors just L2(λi−1) and L2(λi). This contradicts the fact that L2(λ2p−i−1) must
occur in the image of u2p−i−1, because u2p−i−1 is non-zero on ∆2(λ2p−i−1).
Having established the relations (1) - (6) we have left to show that they suffice, i.e. that
any path p in the uparrows and downarrows can be rewritten by these relations in terms
of the known basis vectors for the morphisms in P2(0). First we observe that relations (3),
(4) and (5) allow us to move all downarrows in p to the right of all the uparrows. Suppose
now that there are no downarrows in p. Then p has length at most 3. In fact, by (1) and
(2) the path will be zero unless it changes direction at all vertices, i.e. it has to alternate
between u’s and u′’s. Suppose it starts at vertex i. Then its first arrow is either ui of u
′
i.
Assume that 0 ≤ i ≤ p− 1 We claim that this leads to the following possibilities
(1) u0, u
′
1u0 if i = 0,
(2) ui, u
′
i, u
′
i+1ui, u2p−iu
′
i, u2p−i−1u
′
i+1ui if 0 < i < p− 1,
(3) u′p−1, up+1u
′
p−1 if i = p− 1.
Consider the “generic” case 0 < i < p − 1. Note that the first 3 paths in the list here
are cellular basis elements. So is the 4’th according to the first relation in (6). The 5’th
path can be rewritten as follows via the first relations in (6) and (3): u2p−i−1u
′
i+1ui =
u′idiui = u
′
iui−1di−1. The last expression is a cellular basis element. On the other hand,
we cannot extend u2p−iu
′
i non-trivially: by the third relation in (5) (shifted by 2p) we get
u′2p−i+1u2p−iu
′
i = d2p+iu
′
2p+iu
′
i = 0. A similar argument shows that the 5’th path cannot be
extended. So the 5 listed paths exhaust all possibilities. In the two “non-generic” cases,
i = 0 and i = p − 1 the two given paths clearly are cellular basis elements. The last one
cannot be extended, so there are no other paths.
Dualizing these uparrow paths we get the corresponding list of downarrow paths end-
ing at vertex i. In the case 0 < i < p − 1 the list contains the following 5 paths:
di, d
′
i, did
′
i+1, d
′
id2p−i, did
′
i+1d−2p−i−1. We have to show that if we take any of these 5 dow-
narrow paths and compose with any of the 5 uparrow paths we get via relations (1)-(6)
either 0 or a path that represents a (linear combination of) cellular basis element(s). We
leave this task to the reader (as well as the corresponding “non-generic” cases) giving only
the following 2 examples:
Consider u′i+1uididi+1. This is a cellular basis element in EndG2T (P2p−i−1). In fact, by
(6.5) we know that u′i+1ui 6= 0. Hence it equals (up to a non-zero scalar) g¯
λi(T2(λ2p−i−1)).
The dual element did
′
i+1 is therefore proportional to f¯
λ2p−i−1(T2(λi)) and hence u
′
i+1uididi+1
represents the cellular basis element g¯λi(T2(λ2p−i−1))f¯
λ2p−i−1(T2(λi)).
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As the second example we choose u2p−iu
′
idid
′
i+1d−2p−i−1. The first relation in (6) allow
us to rewrite our path as u′i−1di−1did
′
i+1d−2p−i−1. But this is 0 because di−1di = 0 according
to relation (1).
In the process of checking the remaining 23 cases the reader may observe that all paths
of length more than 4 are 0. Moreover, a non-zero paths of length 4 is a loop and may be
rewritten as a path around any of the four squares in the diagram containing the vertex of
the loop.

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