The combination of acoustic models or features is a standard approach to exploit various knowledge sources. This paper investigates the concatenation of different bottleneck (BN) neural network (NN) outputs for tandem acoustic modeling. Thus, combination of NN features is performed via Gaussian mixture models (GMM). Complementarity between the NN feature representations is attained by using various network topologies: LSTM recurrent, feed-forward, and hierarchical, as well as different non-linearities: hyperbolic tangent, sigmoid, and rectified linear units. Speech recognition experiments are carried out on various tasks: telephone conversations, Skype calls, as well as broadcast news and conversations. Results indicate that LSTM based tandem approach is still competitive, and such tandem model can challenge comparable hybrid systems. The traditional steps of tandem modeling, speaker adaptive and sequence discriminative GMM training, improve the tandem results further. Furthermore, these "old-fashioned" steps remain applicable after the concatenation of multiple neural network feature streams. Exploiting the parallel processing of input feature streams, it is shown that 2-5% relative improvement could be achieved over the single best BN feature set. Finally, we also report results after neural network based language model rescoring and examine the system combination possibilities using such complex tandem models.
Introduction and Related Work
In practice, different knowledge sources are available for automatic speech recognition (ASR) which usually are complementary. Thus, combination can lead to improvements in performance. In ASR, ensemble combination can be carried out on multiple levels: on feature level, e.g. by simple feature concatenation [1, 2, 3] ; on model level, e.g. via linear or loglinear combination of acoustic and/or language model scores [4, 2, 5, 6] ; or on system level, e.g. by recognizer output voting error reduction (ROVER) [7] or confusion network combination (CNC) [8] . The recent advances in neural network (NN) based deep learning techniques led to large variations in models which represent similar learning capacities. Recently, several investigations have demonstrated that new state-of-the-art recognition results can be achieved by simple score fusion of multiple deep models [9, 10, 11] . The way to introduce diversity in the ensemble and how to combine them to improve the classification accuracy has been an active research field for several decades, e.g. [12, 13, 14, 15, 16, 17] .
In the hybrid approach, neural networks are used to model tied-triphone HMM state posterior probabilities. The hybrid approach attracted much attention and recently evolved into a de facto standard [18] . However, with the tandem approach an equally powerful method to introduce neural networks into acoustic modeling (AM) still coexists. Though being introduced later than the hybrid approach, the tandem approach was the first to lead to considerable improvements over the former state-ofthe-art Gaussian mixture HMM approach using neural networks. In the tandem approach [19, 20] , neural networks trained on phonetic targets are used as input to Gaussian mixture HMMs. Exploiting its complementarity, the tandem modeling technique can be used in score combination with the hybrid approach [21] . The tandem approach also allows the use of the well established speaker adaptation frame-work [22, 23] . Furthermore, in recent keyword search evaluations (the task is only implicitly related to minimizing word error rate) the tandem models usually resulted in better performance than the hybrid ones [24] . In a previous study it also has been shown, that Gaussian models can be seen as a generalized softmax output layer, thus allowing for joint end-to-end optimization of NN and GMM.
Simple score fusion of hybrid and/or tandem acoustic models have been investigated in the literature already, e.g. in [21, 9, 10, 11] . In a recent evaluation, we observed that bottleneck (BN) representations of two feed-forward NNs could successfully be combined within the tandem approach [25] . Thus, in this paper we extend our investigation and aim at incorporating various BN feature extractors into the GMM by simple concatenation. Integrating the GMM into the hybrid framework, our approach can also be seen as a late fusion of the hidden representation of neural networks in contrast to early fusion e.g. of [26] . Diversity of the BN representations is achieved by various signal processing techniques, non-linearities, hierarchical structures, as well as feed-forward and recurrent neural network topologies. The study also re-investigates the tandem approach with state-of-the-art, deep, bi-directional long short-term memory (LSTM) neural networks [27, 28, 29] . Feature space speaker adaptation on top of the feature concatenation is also considered which can also be interpreted as speaker dependent fusion of the BN features. Furthermore, comparative investigations on the effect of NN language model (NNLM) based lattice rescoring and system combination are provided for better comprehension of the proposed BN combination method. Based on [30] , this work can also be considered as an initial step towards a complex speaker adaptively trained neural network based acoustic model.
Speech Recognition Tasks
In order to carry out our research we trained and tested our acoustic models on the following corpora. From the Quaero project we chose the German data set, which we still actively use in the International Workshop on Spoken Language Translation (IWSLT) evaluations [31, 25] . Besides broadcast news and European parliamentary sessions, the training corpus also contains talk shows and interviews which also include spontaneous speech. The 150-hour training corpus was recorded at 16 kHz sampling rate. We report word error rates (WER) on the 3-hour Moreover, recognition performance is also measured on the 3.5-hour development and evaluation set of the German ASR track of IWSLT 2016. These Microsoft Speech Language Translation (MSLT) test data contain bilingual Skype calls. Our second set of experiments were carried out on the narrow band telephone conversation task of Switchboard which needed some adjustment of the feature extraction pipeline. The acoustic models were trained on the 300-hour SWB training corpus, the lexicon size was limited to 30k words, and the language model was trained only on the transcription of the acoustic training data and the Fisher corpora. The developed models were optimized on Hub5'00, and evaluated on Hub5e'01, RT'03s. For further details we also refer to [32, 25] and [30] . In both tasks, 10% of the training data was selected for cross-validation purpose.
Acoustic Modeling and Features

Cepstral Features
Depending on the recognition task, we extracted 16-dimensional Mel-frequency cepstral coefficients (MFCC) or 15-dimensional Gammatone (GT [33] ) features. The features were segmentwise mean-and-variance normalized and also appended with voicedness (V) [2] , and tone features (T).
NN Features
In this study we experimented with three neural networks presented below, and also shown in Fig. 1 . The 12-layer feedforward ReLU (ReLU-FF) and the bidirectional recurrent LSTM (LSTM-RNN) networks were also used as hybrid model for comparison. The NNs were trained on the same Viterbi alignment as the mixture models using cross-entropy criterion. On the German task, the feed-forward networks were initialized multilingually using four Quaero languages (Polish, German, English, French) and then fine-tuned to German.
Hierarchical Feed-Forward MRASTA NN (HMRAS-FF)
Similar to [34, 35] , a deep hierarchical BN feature extractor was trained on a concatenation of modulation spectrum of three different critical band energy (CRBE) streams. The input to the networks was also augmented with the central CRBE frame and 9 frames of voicedness (V) and tone (T) features. The three CRBE streams were extracted from GT [33] , PLP [36] , and MFCC pipelines (20-dimensional for Quaero, 15-dimensional for Switchboard data). The hierarchy was built from two 6-layer networks, and additional sigmoid-BN layers were inserted before the last hidden layer at each level. The BN layers contain 62 nodes and the other hidden layers have 2000 sigmoidal units. This model always estimated 1500 tied-triphone classes, and the hierarchy was also jointly optimized. Unless otherwise stated, in the tandem experiments the LDA transformed BN output of the hierarchy was always concatenated with the cepstral features of Sec. 3.1.
Feed-Forward NN with Rectified Linear Units (ReLU-FF)
To train this model, high-resolutional (50-dimensional for Quaero, 40-dimensional for Switchboard) GT cepstral features were also extracted. Here, we used a square DCT transformation matrix similar to [30] . The neural network was trained on 17-frame context of GT voicedness and tone features. Its 12 hidden layers contain 2000 nodes each and use rectified linear unit (ReLU) non-linearities [37] . The last layer was low-rank factorized by a 512-dimensional linear bottleneck [38] . This linear BN output was used in the tandem experiments after PCA transformation. Using the same target as the GMM, during the training l2 = 0.05 regularization and classical momentum was applied.
LSTM Recurrent MLP (LSTM-RNN)
LSTM recurrent neural networks have resulted in significant gains and achieve state-of-the-art results in many tasks [29, 39, 40, 41] . Our bi-directional recurrent network consists of five LSTM layers. Each layer has 500 and 600 nodes in the English and German tasks, respectively, for each direction. Training was performed by Adam optimization with incorporated Nesterov momentum, using the RETURNN toolkit [42] . We used an l2 normalization parameter of 0.01, and employed a dropout rate of p = 0.05 on the outputs of the hidden nodes. The rest of the training setup is the same as for ReLU-FF. The tandem model was trained on the PCA transformed output of the (1000 or 1200-dimensional) final hidden layer. 
Gaussian Mixture HMM
The acoustic models were based on the standard 3-state left-toright Hidden Markov Model (HMM) topology. The German and Switchboard systems used 4500 and 9000 generalized tiedtriphone states, respectively. The acoustic models were trained on the Viterbi alignment generated by the previous systems: [43, 30] . Speaker adaptive training was carried out using the constrained version of the MLLR transformation (CMLLR) [44] . The CMLLR matrices for the test data were estimated unsupervised on the speaker independent recognition output. The final speaker adaptive models were also enhanced by minimum phone error (MPE) discriminative training [45] . 
Language Modeling
For the German recognition tasks, 5-gram Kneser-Ney smoothed language models were trained. On the broadcast news domain, the vocabulary consisted of a mixture of 300k full words and word fragments [31] , and the language model contained about 180M n-grams. The LM developed for the IWSLT task modeled the distribution of 377k different full words. For the IWSLT evaluation, we also trained an LSTM language model on a subset of the LM data [25] . The embedding layer mapped the input into a 300-dimensional space, the two LSTM layers contained 300 nodes. Due to the large vocabulary size, 200 word-classes were used to speed up the training. For Switchboard, a single-layer LSTM network was trained. The embedding and the hidden layer size was set to 1000, and word class approximation was not used. In addition, a 20-gram ReLU feed-forward network was also trained similar to [46] . The embedding had a size of 128 and the network contained four 1024-dimensional hidden layers which were low-rank factorized by 256-dimensional linear bottlenecks. During recognition, the lattices were rescored using the rwthlm [47] toolkit.
Experimental Results
Speaker Independent Baseline Results
In the first set of experiments we trained speaker independent tandem models on each of the aforementioned MLP features, and compared their performance to the hybrid approach in Table 1 . Obviously, the LSTM network performed best. On the German task, the multilingual initialization of the ReLU-FF network accounts for about 5% rel. improvement of Quaero and IWSLT results. As can be seen, the tandem approach lags slightly behind the hybrid one, except for the CallHome test. The 0-2% relative performance gap between them might be bridged by frame-wise discriminative training of the Gaussian models, as demonstrated in [30] . The two feed-forward BN features showed mixed results. Whereas ReLU-FF performed better on English telephone speech, the HMRAS-FF clearly outperformed it on the German Quaero and IWSLT tasks. MPE training of the best hybrid models resulted in 14.9% and 22.7% WER on the eval sets of Quaero and IWSLT tasks. On Hub'00 the sequence discriminatively trained LSTM model achieved 10.5% and 20.5% WER on the SWB and CHM subsets. 
Speaker Adaptive Training and Feature Combination
In the second set of experiments we concatenated the MLP features and also switched to speaker adaptive Gaussian model training. The results are summarized in Table 2 . We observed that in general the ML-SAT tandem models are on par with the speaker independent hybrid models. Speaker independent results show that concatenation of the two feed-forward BNs resulted in 2% relative improvement over the best single one. On Hub5'00, we overall observed improvement which concentrated only on the CallHome part (3% relative improvement). We measured a similar range of improvements after speaker adaptive training. Providing also the LSTM features for the concatenation (HMRAS+ReLU+LSTM), further gains were observed. 5-7% relative improvement was observed over the single best (LSTM) features after speaker adaptive training on the German tasks. On the Hub5'00 we measured on average 2% relative improvement. Concatenation of only the HMRAS-FF and LSTM-RNN resulted in similar but slightly less improvements, see Fig. 2 . We also carried out an investigation for the optimal size of the various feature streams, results are presented in Table 4 . In these experiments the transformation of the cepstral features (GT+V+T) and BN part of HMRAS-FF was optimized separately. Experiments revealed that larger feature space might result in better speaker independent results, but speaker adaptation is more sensitive to the input feature size. Optimizing the mixture splitting showed that usually the larger models are the better independent of the feature space dimension, cf. Fig. 2 .
Effect of NNLM Lattice Rescoring
Next, we carried out lattice rescoring experiments using the MPE trained acoustic models. The rescored results also include confusion network (CN) decoding [48] . After the MPE training of the German models, HMRAS+ReLU concatenation achieved 23.4%, and 20.9% WER on the IWSLT dev and eval sets, whereas HMRAS+ReLU+LSTM resulted in 22.6% and 20.5% WER (2-3% relative better). After NNLM rescoring and CN decoding, the performance difference between the two combinations were still 1-3% relative. Overall, the MRAS+ReLU+LSTM resulted on the dev and eval set of the IWSLT task in 21.4% and 19.1% WER. On the Quaero dev and eval sets, the best combined features (MRAS+ReLU+LSTM) achieved 12.5% and 14.0% after SAT+MPE. Compared to the acoustic model developed in [31] , it is 2.5% absolute better using the same test conditions. Experimenting with the concatenated BN features, we also observed that the improved feature space decreased the effect of sequencediscriminative training on the tandem model.
The rescoring experiments on Switchboard are presented in Table 3 . It can be observed that the effect of NNLM rescoring and feature combination is not additive. E.g. rescoring improved the WER on RT'03s more than 10% relative using the LSTM tandem acoustic model. However, rescoring resulted in only 8% relative improvement using the combined HMRAS+ReLU+LSTM features. Overall, on the evaluation sets (Hub5e'01 and RT03s) we measured 3-5% relative WER reduction even after rescoring with the combined feed-forward ReLU and LSTM-RNN LMs. We also note that the performance difference between feed-forward and recurrent NNLM also reduces with stronger AM. In order to improve the CMLLR estimation multi-pass rescoring was also investigated with HMRAS+ReLU+LSTM system. Applying rescoring on the speaker independent recognition output we indeed could improve the adaptation and obtained 0.5% lower WER on Hub5'00 after the second decoding pass. However, as can be seen in Table 3 , in the end the second rescoring step showed only small improvement over the single pass rescoring approach. An additional experiment was carried out where the feed-forward networks (HMRAS-FF and ReLU-FF) were multilingually initialized on about 1800 hours of speech of 28 languages and fine-tuned on the 300-hour SWB corpus. The detail of the language resources can be found in [35, 24, 49] . On average additional 2-5% relative improvement was measured on all three test sets (Hub5'00, Hub5e'01, RT'03s) but not on all subsets. For comparison with results of other groups we kindly refer the reader to e.g. [10, 50, 39, 51, 11] .
System combination experiment
In the final experiment carried out on the German IWSLT task, we tested the improved tandem system in combination with other systems developed for the IWSLT'16 evaluation campaign. In [25] , four systems were developed using two different acoustic models (hybrid, tandem) and two language models (full-word, hybrid sub-word). As can be seen in Table 5 , the feature combined tandem alone is already better than the CN combined submission. Adding this new tandem system to the CN combination, we still observed 1% absolute gain on the evaluation set which indicates strong complementarity between the systems.
Conclusions
Similar to other combination techniques, it was demonstrated that efficient combination of complementary knowledge sources is possible also within the tandem framework. Combination through concatenation of several neural networks lead to consistent improvement over the best single system. Our approach also demonstrated that the speaker adaptive transformation and fusion of the multiple NN features is also possible and further improves the results. The combined system outperformed the best single system even after strong neural network language model rescoring, by 2-5% relative. Having possibly heterogeneous networks available, the proposed method is especially attractive due to the quite efficient training of the subsequent GMM, e.g. when developing an ASR system for a new language using existing NN features from other tasks. Besides score fusion with hybrid acoustic models, in the future we plan to investigate data augmentation, I-vectors, and more diverse neural networks which might improve our tandem and hybrid results further. We will also carry out joint training of the hierarchy similar to [30] .
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