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The main objective of this paper is to formulate a generalization of block 
diagonal dominance, which can be used to establish nonsingularity of matrices via 
overlapping diagonal blocks. A number of stability results are derived in the new 
setting by exploiting the well-known M-matrix properties, as well as extensions of 
the normalization, scaling, and alternative norm utilization. A link between 
generalized block diagonal dominance and vector Liapunov functions is 
established, which can be applied in the stability analysis of interconnected ynamic 
systems. (’ 1985 Academx Press, Inc 
1. INTRODUCTION 
Diagonally dominant matrices play an important role in studies of con- 
vergence properties of dynamic processes arising in diverse fields of 
numerical solutions of partial differential equations [ 151, mathematical 
economics [9], and a wide variety of mathematical models of complex 
dynamic systems [14]. The important fact in these applications, is the 
familiar Hadamard’s result that a diagonally dominant matrix is non- 
singular. From this fact, convergence (stability) of the related process 
follows directly via the standard argument involving Gerschgorin circles 
ClU. 
A significant dimension to the range of applications of diagonal 
dominance has been added by the notion of block diagonal dominance 
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introduced independently by Fiedler [4], Feingold and Varga [3], and 
Pearce [ 121. Instead of comparing the size of the diagonal elements with 
the sum of magnitudes of the remaining elements in the row or column, the 
matrix is partitioned into a number of blocks and the blocks on the main 
diagonal dominate in magnitude the respective sums of the off-diagonal 
blocks. It has been shown [3,4, 12, 131 that block diagonal dominance 
implies nonsingularity. With a normalization and additional negative 
definiteness restriction on the diagonal blocks, Pearce [12] has shown 
using the observations made earlier by Conlisk [2], that block diagonal 
dominance implies negativity of the real parts of all eigenvalues of the given 
matrix, that is, stability of the corresponding dynamic process. Further 
improvements of the concept have been offered by Okuguchi [lo], who 
has introduced scaling of the blocks and has increased the flexibility of the 
concept by including alternative matrix norms in the definition of block 
diagonal dominance, and using the M-matrix properties for the diagonal 
blocks as proposed by Feingold and Varga [3]. 
The main objective of this paper is to broaden further the concept of 
block diagonal dominance by introducing the notion of ooerlapping 
diagonal blocks. In this way, an additional freedom is introduced in the 
partitioning of the matrix, which is shown to be helpful in establishing non- 
singularity and stability where the ordinary block diagonal dominance fails. 
The motivation for this development has come from the similar notion of 
generalized ecompositions in the stability studies of dynamic systems via 
vector Liapunov functions [6, 7, 141. We derive a number of stability 
results for linear and nonlinear dynamic systems using both concepts 
including the M-matrix properties used by Feingold and Varga, further 
generalizations of Pearce’s normalization process, and Okuguchi’s scaling 
and alternative norm utilization. An important result in this joint approach 
is the conclusion that stability properties of a dynamic system, when 
established by generalized block diagonal dominance are robust in that they 
can tolerate a wide range of nonlinear and time-varying elements in the 
system matrix. 
2. NOTATION AND PRELIMINARIES 
With obvious exceptions, Greek letters denote scalars, lower case Roman 
letters denote vectors, and capital Roman letters denote matrices. 9’” 
stands for the real and %Y’ for the complex n-dimensional vector space, with 
99, being the nonnegative real line, %?+ denoting the closed right half of the 
complex plane, and 4, being the complement of 9+ . ,9Yxm and gnxrn are 
the real and complex n x m-dimensional spaces of matrices. For vector and 
matrix norms we use the same symbol 11 . I/. 0 stands for everything that is 
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zero, and I is the identity matrix. For a matrix A EP~“, o(A) stands for 
the spectrum, and p(A) is its spectral radius. When A is Hermitian, J,(A) 
is the minimum eigenvalue of A. For any A E @’ xm and BE 9”” m, A 3 B 
means component-wise inequality. A matrix A E qnx” is denoted by 
A = (A,) when A is a block matrix, and the dimension of each block A, is 
obvious from the context. 
Let us consider a complex matrix A E V’ x ’ which is decomposed as 
A=A,+A, (2.1) 
where 
A, = diag{A,, A, ,..., AN}, (2.2) 
A,, An .*. Al, 
A,= (2.3) . . . . . . . . . . . . . . . . . . . . 
and Ai~Vtxnt, Ago%? ‘lx” for all i,jE~V={l,2 ,..., N}, n=Cy=rrrni, are 
submatrices of A, and A,, respectively. 
(2.4) DEFINITION. A matrix A is said to be quasi-block diagonal 
dominant (Q.B.D.D.) if 
(i) there exist nonsingular matrices L = diag(l,, Lz,..., LN} and 
R = diag( R, , R2 ,..., RN} for the factorization Ai= L,R, for all in M; 
(ii) there exists a set of matrix norms 52 = { 11 . Ilii: 5Px”~ --t 9?+ ;
i, j E JV” } such that 
lIFikFkjIIijd lIFi;.klliklIFkjIIkj Vi,j, keN (2.5) 
where F= (F,)E%“~” and F,EVP~~ for all i, jEN; 
(iii) the matrix W = (w,) E &?“x n with elements 
wii= 1 - IIL;‘AiiR;lI\ii, i=j 
= -I1L,‘A,R,-‘ll,, i#j (2.6) 
is an M-matrix. 
For simplicity, in the following developments, we drop the subscripts of 
1) . llii and denote the elements of a as II . (I. 
Given a set of matrix norms B and let G: 59” + WN X N be a matrix 
function G(F) = [Gti(Fii)] of a matrix F= (F,), where G,(F,) = llF,ll. Note 
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that the matrix W defined by (2.6), can be represented by W= I- G(A,), 
where dc= L-‘AcR-‘. For convenience, we denote A,= L;‘A,Rl:‘, and 
A, = (A,). 
From the properties of M-matrices (e.g., [S, 14]), it is easy to get the 
following: 
(2.7) LEMMA. The following conditions are equivalent: 
(i) There exist a monotone matrix norm 11 . I[,,, such that 
IIG(~c)IIm< 1; 
(ii) pCG(Ac)I < 1; 
(iii) I- G(A,) is an M-matrix; 
(iv) There exist positive numbers d,, jE JV, such that 
(2.8) 
(v) There exist positive numbers d,, i E .N, such that 
d;’ 2 d,I(A,II < 1 VjJjE. (2.9) 
J=I 
By I(*Ilm:%““xN + $J’+ we denote a monotone matrix norm: For any two 
matrices H = (h,), H’ = (hb), h, 2 IhJ implies llH[l, > IJH’l(,. 
We note that the function II * )I *: %Yxn -+ 3!+ defined by IIFJI * = IIG(F)II, 
is a matrix norm [2], and that A = L(Z+ A,) R. Then, from Lemma (2.7) 
the following result is automatic. 
(2.10) LEMMA. Zf A is Q.B.D.D., then A is nonsigular. 
Several remarks are in order: 
(i) In Definition (2.4), we allow for an arbitrary choice of matrix 
norms for each individual block 2, of 6, = L-‘AC R-’ separately, as long 
as (2.5) holds. Moreover, it should be stressed that elements of 0 need not 
be usual operator norms. 
(ii) The conditions (2.8) and (2.9) with di= 1 for all ie .N, define 
the notion of block diagonal dominance introduced by Robert [19] and 
Pearce [12]. Okuguchi [lo] generalized this notion by introducing the 
numbers di. Since basic to the notion of diagonal dominance is a nor- 
malization of A, by A,, Robert [19] and Pearce [12] adopted 
A,= A;’ A, or A,= A,A,‘. In Detinition (2.4), we proposed a more 
general normalization scheme whereby the normalized matrix is obtained 
as A, = L-~A~R-~, where LR=AD. Since L-‘&R-’ = 
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R(U) - ‘A c‘ R ’ = R(A; ’ A =) R ~ ‘, our definition of Q.B.D.D. is equivalent 
to that of Okuguchi [lo] save for the additional freedom provided by our 
definition of the set Sz. Moreover, our normalization scheme turns out to 
be useful when the choice of the matrix norm is fixed (see Section 4). 
(iii) Fiedler [4] defined the notion of block diagonal dominance as 
follows: A matrix A is said to be block diagonally dominant if there exist 
positive numbers dj, i E Jf, such that 
where I( . I( is a usual operator norm; if strict inequality holds in (2.11), then 
A is strictly block diagonally dominant. In [3], d, = 1 for all ic ~5’“. Since 
IIA,;‘li IlAJ > IJA,‘A,I\, this definition is more conservative than that of 
Okuguchi [lo] as long as we are interested in nonsingularity of A. 
However, the definition corresponding to (2.11) is useful when we consider 
stability of A in Lemma (2.23) and Corollary (2.27) below. 
In the remaining part of this section, we outline some results on stability 
of a given matrix A in the context of quasi-block diagonal dominance, 
which will be used in the subsequent sections. Obviously, A is stable, that 
is, a(A) c Q, , if A - 1J is nonsingular for all 3, E q+ . From Lemma (2.10) 
the following result is automatic: 
(2.12) LEMMA. Zj A -iZ is Q.B.D.D. for all LE%?+, then a(A)c@+. 
For convenience, in the subsequent developments, we say that a matrix 
is Q.B.D.D.S. if A -1-Z is Q.B.D.D. for all AE%?+ and, hence, A is stable. 
It is interesting to point out that our definition of Q.B.D.D.S. is not 
overly restrictive for stability of A. That is, o(A,) c@+ and Q.B.D.D. 
property of A alone, is not sufficient for o(A) ~4,. For example, the 
matrix 
Al, =0 
A= Az2=0 
(2.13) _---- 
proves the statement. Choosing L = diag{ A,, A*} and R = diag{Z, 1 }, and 
using n as a set of spectral norms, we can show that A is Q.B.D.D. 
Moreover, a(A,), cr(A2) c @+ However, a(A) d G?+. 
When a(A,) c 4,) we can factor A, - AZ as 
A, - II= L:(A) R(l+) VI+ E cfY+ (2.14) 
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where L(1) = diag{lr (A), L,(1),..., LN(A)} and R(1) = diag{R, (A), 
R,(~L, RN(n) > are nonsingular matrices. The test matrix W(L) = 
[w#)] E9PXN has the elements 
w,,(4= 1 - IlL;W A;,R,-l(j*)II, i=j 
= -llL,~‘(E.)A,R/‘(3,)1/, i#j (2.15) 
and if B’(L) is an M-matrix for all 1 E %‘+ , then A is Q.B.D.D.S. 
Since the test matrix w(1) is a function of the parameter 1 it may be dif- 
ficult to test if it is an M-matrix. A sufficient condition for B’(L) to be an 
M-matrix for all ,IE%‘+ is that W(L) is a quasi dominant diagonal matrix 
for all ,I E$?+ (e.g., [S, 141). More precisely, there exists a set of positive 
numbers d, independent of 3., such that 
w,,(A) + d;’ i d,w,(~~) >0 Vi E Jf, Q’1 E W+ (2.16) 
i#l 
or 
w,j(l)+d,-l i d,w,(I*)>O QjEE, Qlbtz%‘+. (2.17) 
r#i 
Two types of sufficient conditions for (2.16) and (2.17) has been derived 
by Pearce 1121, Feingold and Varga [3], and Okuguchi [lo]. We outline 
some modifications of their results. which we shall use in later sections. 
(2.18) LEMMA. Assume that A, is Hermitian and negative definite. If A 
is Q.B.D.D. with L = -R = ( - An)‘12 and f2 is a set of spectral norms, then 
A is Q.B.D.D.S. with L(1) = (-A.)“’ + A( - AD)--“* and R(2) = 
-(-A&‘*. 
Proof: Pearce [12] showed that 
ll(A,rlZ)p’A,lI d 1 QAEV+. (2.19) 
From (2.19), we get l(L;‘(A)L;l( as 
IIL(A)-1(-A,)1’2/) = Il(A,-Mp’ADII d 1 QAE%+. (2.20) 
Since llL;‘(A) A,R,-‘(I1)IJ < llL,:‘(i)Lill (lL,:‘A,R,:‘Il, (2.20) means 
WV(A) 2 w&l) Qi,jEN, Q~E%+. (2.21) 
Then, Q.B.D.D. of A implies (2.16) or (2.17). Q.E.D. 
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Pearce [12] obtained a similar result for L = AD, R = 1, or L= Z and 
R = A,. We also note that negative definiteness of A, alone is not suf- 
ficient for (2.19). This fact was used in constructing example (2.13). 
Given a matrix Q = (qu) E %?” xm, we define a comparison matrix 
Q= (cjii)EWmX” as 
40 = Retqii), i=j 
= 19iil9 i#j. (2.22) 
(2.23) LEMMA. Assume that L(I) and R(A) are given by 
L(A)=A.-1Z, R(I) = Z (2.24) 
and 
(i) For each i E JV, --A i is an M-matrix; 
(ii) The matrix S = (sii) E aN x Ndefined as 
S$= 1 - Il~~~‘Ilmll~~llmll~~~ll~ i=j 
= - II~;‘Ilmllljllmll~~ll, i#j 
is an M-matrix, where Ii is the n, x n identity matrix. 
Then, A is Q.B.D.D.S. 
Proof. By definition (2.22) of &, and (2.24) we have 
I CLi(~)lkkl 2 [4lkk? I CLi(A)lkll =- CwAilkl 
Qk, 1~4, QiEM, VIE%‘+ 
(2.25) 
(2.26) 
where [. Ikl denotes the (k, /)-element of the corresponding matrix, 
,y,‘= { 1, 2,..., n,}, and ni is the order of the square matrix Ai. Then, we get 
Cl11 
ICJv’(~)Ik,l G c(-Av%, Qk, lE4,QiEJf, VIE@?+. (2.27) 
From (2.27), and the properties of M-matrices (e.g., [S, 14]), we get (2.16). 
Q.E.D. 
In [3, 101, the result of Lemma (2.23) has been established for 
-A, = --AD and usual operator norms (induced by absolute norms) 
instead of II . 1) m. 
(2.28) COROLLARY. Assume that there exists a nonsingular matrix 
T = diag{ T, , T, ,..., TN} such that A’= T-‘AT satisfies the conditions of 
Lemma(2.23). Then, A is Q.B.D.D.S. 
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Proof: Suppose that Sz’ is used to establish conditions of Lemma (2.23) 
for A’. Define 52 using 11 . llii = 11 T,:’ (. ) T,ll k, where /I . 11’ is used in 52’. 
Then, obviously, llAiill = /lA;/l’ f or all i,j~M, and II(A,-AZ,)-‘II = 
II(A:-lZi)plII’< Il(-a;))lII’ for all iEJf and AE%+. The conclusion 
follows from the proof of Lemma (2.23). Q.E.D. 
In Corollary (2.28), T can always be chosen so that A’, = T-IA, T is in 
the Jordan canonical form. Then, -AL is an M-matrix if and only if 
a(A,)d+. 
3. GENERALIZED DECOMPOSITIONS 
The decomposition underlying the block diagonal dominance is disjoint, 
that is, the diagonal blocks of a given matrix have no common elements. 
Recently, in the context of vector Liapunov functions, generalized ecom- 
positions of dynamic systems have been introduced [6], which allow for 
sharing of elements among the diagonal blocks representing the sub- 
systems. It has been shown that the generalized decompositions can 
establish stability where disjoint decompositions fail. It is of interest to take 
advantage of this fact in the context of block diagonal dominance. For this 
reason, we start with the following: 
(3.1) DEFINITION. A matrix A” E $5”’ x A is said to be an expansion of 
AE%?“~~ if fi>n, and there exist matrices UE@“~‘, VE@~“, ME%?:“~” 
such that a= VAU+M, UV=Z, and 
uM’v=o vi = 1, 2 )...) fi. (3.2) 
The following result has been established in [6]: 
(3.3) THEOREM. Assume A” is an expansion of A. Then, 
det(AZ- 2) = I-” det(AZ- A) det(lZ- M). (3.4) 
From (3.4), we conclude that nonsingularity and stability of 2 imply 
nonsingularity and stability of A. Therefore, we introduce: 
(3.5) DEFINITION. A matrix A is said to be generalized block diagonal 
dominant (G.B.D.D.) if there exists an expansion A” which is Q.B.D.D. 
When we consider stability of A, we call A a generalized B.D.D.S., that 
is, G.B.D.D.S. matrix, if A” is Q.B.D.D.S. 
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To illustrate the use of the G.B.D.D. concept, let us consider a matrix A 
represented as 
A= 
A,, An 1A,, -I--- A,, r z ;A,, 
A-I-A-’ 31 I 32 A,, 
(3.6) 
where the dotted lines indicate an overlapping decomposition of A. Choos- 
ing 
we get the expansion 
(3.8) 
An important characteristic of A in (3.8) is that the disjoint decomposition 
along the dotted lines preserves the overlapping diagonal blocks of A in 
(3.6). Expansion A” in (3.8) is by no means unique, and other expansions of 
A (not necessarily overlapping) can be considered following [7]. 
To show the usefulness of G.B.D.D., we consider the matrix 
-1 i-26 6 
---- A= i -,:I,, A, A,, 13 1 = 6 1-26 -1 i --+-- 1 AZ,AI (3.9) 
which we decompose along the dotted lines, and choose A,, = 0, A,, = 0. 
Without loss of generality, we can select L, = A, = - 1, R, = 1. Let L, and 
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R, be any nonsingular matrices such that L,R2 = A,. Then, the test matrix 
W for nonsingularity of A, is 
(3.10) 
Since det W< 1- IIA,,R~‘L~‘AZIII and R,‘L,‘=A;‘, we have 
det W < 0 and W is not an A4 matrix regardless of Sz. It is easy to show 
that the three remaining disjoint decompositions of A lead to the same con- 
clusion. 
When we use an overlapping decomposition as 
-1 -26 ; 6. 
---- 
A= 3 r--20 I 3 
_--I---J 
6 i-26 -1, 
and form an expansion A” as in (3.8), we get 
r -1 -26) 0 61 
(3.11) 
Choosing z, = A,, i?, = 1, z, =lZ, ii, = I, and 52 is a set of spectral 
norms, we compute 
ip= 
[ 
1 - ll‘w&ll- 
- IIJWLII 1 
which is an M-matrix. Therefore A is G.B.D.D., and as a consequence of 
Theorem (3.3), it is nonsingular. We note that a choice of A,, and A,, 
other than zero matrices in the disjoint decomposition of A in (3.9), could 
have resulted in the same conclusion. However, at present, there is no 
rational way to make such a choice of A,, and A,,. 
(3.13) 
Finally, we illustrate the use of G.B.D.D. in the context of stability. We 
note that A of (3.9) is not Q.B.D.D.S. We can show, however, that the 
expansion A” of (3.12) is Q.B.D.D.S., which implies A is G.B.D.D.S. Let 
F= diag{ F1, FZ}, where 
1 26 13 
c=E 13 3 9 [ 1 +-’ 3 13 [ 1 13 13 26 (3.14) 
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Then, A”’ = FT- ‘AT is given as 
- 14 013 6 
o-710 0 A; ’ A;, A’= ------p----- = __ 1 I 1 . 0 01-7 0 [ /-, 21 ;a- ; 1 (3.15) 6 31 0 -14 
By choosing 2; (0) = 2;) R’, (0) = Z, 2; (0) = A”;, & (0) = Z, and Sz as a set 
of spectral norms, we get the test matrix 
3’ 1 
- 
617 = -6 7 1 1 ’ (3.16) 
which is an M-matrix. Therefore, by Corollary (2.28), A” is Q.B.D.D.S., 
which further implies that A is G.B.D.D.S. and from Theorem (3.3), we 
finally conclude that A is stable. 
4. VECTOR LIAPUNOV FUNCTIONS 
Let us consider a linear time-invariant system 
9’: i = Ax, (4.1) 
which is composed of N interconnected subsystems, 
Y:i,=A,x;+ f A,x,, iEAf” (4.2) 
,= I 
where XEW is the state of the system, X,E 9P is the state of the ith sub- 
system, and 99’ = 9”’ x 9”* x ... x &P. The decomposition (4.2) of the 
system (4.1) corresponds to the decomposition of the matrix in (2.1 t(2.3). 
To establish a relationship between the concepts of Q.B.D.D.S. and vec- 
tor Liapunov functions [S, 141 as applied to linear system 9, we assume 
that all Ai are stable, that is, a(A,) cQ+, iE JV. Then, if in the Liapunov 
matrix equation 
Apzj+HiAi=ai (4.3) 
we choose Ai as a symmetric negative definite matrix, the solution Hi of 
(4.3) is a symmetric positive definite matrix, and the function u, : WnE + W, , 
u, (Xi) = x:fzixi (4.4) 
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is a Liapunov function for the decoupled subsystem 
yl: i; = AiXi. (4.5) 
This process determines an N x N block matrix a = 2, + AC, where 
a, =diag{a,, a,,..., AN} and a,= (2H,Aii). 
We use the function (4.4) as the ith component of the vector Liapunov 
function v: @?‘--f WY so that u = (vl, vZ,..., v,)‘, and prove the following: 
(4.6) THEOREM. If the matrix a is Q.B.D.D. with respect to Q consisting 
of spectral norms and the factorization L = ( -Ao)l12, R = -L, then v(x) is 
a vector Liapunov function for the system 9. 
Proof: We choose a function v: A?’ + .!3+ defined by 
u(x)= f djui(xi) 
i= 1 
(4.7) 
as a candidate for Liapunov’s function for the system 9, where di, i E M, 
are all positive numbers, and v,(xi) are given by (4.4). Computing the time 
derivative bag with respect o (4.1) we get 
C$X),~= 2 2d,x;Hi A,x,+ f A,x, 
i= 1 ,=l 
= - i d;x,+x;-2Hi ; A,x,) 
i= 1 j=l 
< -24=(x)(@=D+Dl@4(x) trXE.G%Y (4.8) 
where D = diag{d,, d, ,..., dN}, the vector u = (u,, u2 ,..., tN)T has the com- 
ponents ui(xi) = [xT( -Ai) xi]“‘, and the test matrix W= (Gij) is defined 
as 
$= 1 - 211( -,i;')"2HiAii( -j;1)1/21/, i=j 
= -2)1(-a-1)1/2~.~..(-a-1)1/2/1 1 v J i#j. (4.9) 
Since A” is Q.B.D.D., I@ is an M-matrix, and there exists [ 1 ] a diagonal 
matrix D with positive elements so that &“D + OF&’ in (4.8) is positive 
definite, and u(x) is a vector Liapunov function for Y. Q.E.D. 
It is of interest to note that the test matrix W of (4.9) is equivalent to the 
test matrix of [ 1 ] only as far as the M-matrix property is concerned. In 
this context, it is also interesting to point out that no improvement in the 
majorization of (4.8) can be made by assuming ui(xi)= (xTQ~x~)“~ for 
409;1 I? 2.7 
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some symmetric positive definite matrix other than -aj, and testing the 
matrix IV’ = (wb) defined by 
w;=~,(-A~Q,~1)-2~((Q,‘)“2~iAii(Q;’)”2~~, i=j 
= -211(Q~~‘)“2HiAB(Q,-‘)“2~~, i#j. (4.10) 
Using the fact A,,,( -A^iQL:‘) = IIQ:/‘( -ai’)“21( P2, it is easy to show that 
the matrix D’W’D’ is element-by-element smaller than I&, where 
D’=diag{I~Q~~2(-~~‘)‘i2~l, ~Q~~2(-~~‘)‘~2~~,...,~~Q~2(-~~‘)’~2(~}. Then 
from properties of M-matrices (e.g., [S, 14]), we conclude that I@ is an M- 
matrix whenever IV’ is, and the best choice is Qi = -a, as made in the 
proof of Theorem (4.6). 
While the block diagonal dominance is restricted to linear time-invariant 
systems, vector Liapunov functions are suitable for stability analysis of 
nonlinear time-varying systems [7]. In particular, one can easily show 
using the vector Liapunov functions, that the block diagonal dominance is 
a robust concept in pretty much the same way as the standard diagonal 
dominance (e.g., [ 143). In fact, a similar condition to that of Theorem (4.6) 
implies global asymptotic stability of the equilibrium x = 0 of the system 
L-?I,=Aixi+ 2 A,(t,x)xj, iE,V (4.11) 
,= I 
where A,: !2P+’ + 9Px”~ is the interconnection matrix function from the 
subsystem $/ to the subsystem .$, which is defined, and continuous on 
9 ’ + ‘. In this context, we prove another result, which does not require use 
of spectral norms nor special factorization as in Theorem (4.6). 
(4.12) THEOREM. Assume that there exists a nonsingular matrix 
T=diag(T’, T,,..., TN} such that A:=Tim’A,Tj, and A:,(t,x)= 
T,: ’ AV( t, TX) T,, satisfy the conditions: 
(i) --/I: is an M-matrix for all iE N; 
(ii) There exist nonnegative numbers yi, such that 
IIA:,(t, XIII , G ~i,r Vi, ,j E -4” 
and 
(iii) The matrix 1;’ E aNX N with elements 
s&= l -Yiill(a~)F’ll’~ i=j 
= -Y~Il(Ai)~‘ll’~ i#j 
(4.13) 
(4.14) 
is an M-matrix. 
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Then, there exists a vector Liapunov function for the system 9. 
Prooj We offer a proof for T= Z since the general case can be proved 
similarly. 
For system 9, we propose a vector Liapunov function v E %?z 
uj(xi)= II(-a~)-lwi(xj)lll~ iEN (4.15) 
where Wi(Xi) = (Ix;l, IXizl,..., l~;~,l)‘, and xik are components of the state 
vector xi E GP. As a Liapunov function for 9, we choose the same form as 
in (4.7), 
u(x)= 2 djVi(Xi) (4.16) 
i=l 
and compute 
D+u(x),P = liy+$p k (0(x+ h[A’,x + A>(t, x) x]) -u(x) 
6-f d;(ll~ill~~ll~~~~~~lll~ f Y~llxjlll) 
i= I j= 1 
6 dTL’w(x) VXEF (4.17) 
where d=(d,, d, ,..., dN)T and w(x)=(IIxIII1, llxzlI1,..., IlxNlll)‘. Since L’ is 
an M-matrix, for any vector c E 8: with positive components, there exists 
a vector de S?‘“, with positive components uch that dTL’ = cT. Therefore, 
from (4.17) we conclude that v(x) defined by (4.15) is a vector Liapunov 
function for 9. Q.E.D. 
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