Abstract-Congestion caused by a large number of interacting TCP flows at a bottleneck network link is different from that caused by a lesser number of flows sending large amounts of data -the former would require cutting down the number of competing flows, while cutting down the data sending rate is sufficient for the latter. However, since existing congestion control schemes view congestion only from a packet-level perspective, they treat both to be the same, resulting in suboptimal performance.
Abstract-Congestion caused by a large number of interacting TCP flows at a bottleneck network link is different from that caused by a lesser number of flows sending large amounts of data -the former would require cutting down the number of competing flows, while cutting down the data sending rate is sufficient for the latter. However, since existing congestion control schemes view congestion only from a packet-level perspective, they treat both to be the same, resulting in suboptimal performance.
We propose two best effort, search-based, session (or flow)
level congestion control strategies for the Internet, to complement existing packet-level congestion control schemes. Our strategies control the number of competing flows to optimize for the flow completion rate and the flow completion time. Furthermore, our session control mechanisms do not require any per-flow state or computation at the routers, make no assumption about input traffic characteristics and requirements, avoid starvation of new flows when existing flows do not leave the system, and do not require any end host TCP modifications. Using evaluations under a wide variety of static and varying traffic load conditions, we demonstrate the significant performance and fairness gains that our session control mechanisms provide.
I. INTRODUCTION
In the current Internet, congestion is controlled only at the packet level. There is no mechanism to prevent the build up of a large number of flows at a router. The existing congestion control schemes use packet drops at the routers in conjunction with source back-off to control the number of packets sent towards a congested router link. They neither prevent a large number of flows from contending with each other, nor block new flows from joining the network and further increasing congestion. As a result of this imbalance in the granularity of congestion control, when a large number of flows gain admission into the network, each flow obtains very little bandwidth and stays in the network for a long time. This hurts the flow completion times of elastic applications and the interactivity of streaming applications. Furthermore, it has been shown in [17] , [21] , [22] that as the number of simultaneous flows increases to a high value, TCP's Additive Increase Multiplicative Decrease (AIMD) algorithm is no longer fair in sharing the bandwidth at a congested link. This is due to the increase in the packet drop rate which further reduces the throughput of flows from their fair share. There is a significant degradation in network goodput as well, because of the increased retransmissions.
This paper addresses the problem of controlling congestion Sneha Kumar Kasera School of Computing University of Utah Email: kasera@cs.utah.edu at the session (or flow') granularity in a best-effort manner.
The solution we propose is to complement, rather than substitute, packet-level congestion control mechanisms currently in place. As in the case of packet level congestion control, an effective session level control must drop new sessions at the routers in conjunction with session back-off at the sources. However, in this paper, we focus only on session level control at the routers, while relying on TCP's packet level exponential backoff mechanism2 at the sources. We do not propose any new session control at TCP sources.
The overall functional goals of our session-level control at the router are to maximize the flow completion rate and minimize flow completion time of elastic TCP flows during session overload at routers. Unlike the vast amount of research on flow admission control, our session control is best-effort and does not offer any performance guarantees. In addition to these functional goals, our session level control also meets the following logistical and engineering requirements to be practical and deployable.
. Routers do not maintain any per-flow state. * No a priori traffic (or flow) distribution is assumed and no characterization of incoming flows (such as using token bucket parameters, peak rate etc.) is required. . Our scheme is robust to changes in traffic patterns, both sudden and gradual. . In the worst case, the performance does not degrade below that obtained without any session control.
Traditionally, overload control is achieved by comparing one or more measures of system or network load against one or more specified load thresholds. The limitation of such threshold-based approaches is that, the specified thresholds, unless tuned, are not likely to result in optimal performance under all network and system conditions. In fact, the performance could be well below optimal when network and system conditions change significantly.
This paper proposes two novel search-based session control strategies that do away with load thresholds. The bottleneck router controls the rate at which new sessions are admitted 'We use the terms session and flow interchangeably throughout this paper.
However, we use the term session control to not confuse with flow control.
2TCP's packet level exponential backoff mechanism also applies to the first message of a TCP connection. Hence, when a TCP SYN is dropped, an exponential backoff effectively provides session control at the source.
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Our first strategy uses a unique combination of Golden Section Search (GSS) and Gradient Ascent (GA) to perform this search. However, we find that for Pareto distributed input flow sizes, maximizing the flow completion rate, using GSS + GA, can result in very high flow completion times. This is because, for Pareto distributed input flow sizes, the maximal flow completion rate is achieved at an admit rate that is higher than the maximum flow completion rate itself. This behavior causes higher flow completion times. Hence, to keep the flow completion time under check, we develop a second strategy that searches for an admit rate that maximizes the flow completion rate but does not exceed the completion rate.
The flow completion rate and hence the optimal admit rate are not fixed. These could change with variations in the flow arrival rate, flow size and available bandwidth. Both of our strategies detect such changes and converge to the new optimal admit rate. This makes our search-based schemes extremely adaptable to changing traffic patterns and network conditions. We evaluate our session control schemes using extensive ns2 [24] simulations under a variety of stationary and changing traffic loads and find that our schemes result in significant improvements in flow completion rate and flow completion time.
The rest of this paper is organized as follows. Section II reviews other recent work on admission control, specially for elastic flows, and discusses their drawbacks and limitations. In Section III, we motivate the need for session control and discuss some of the important aspects of session control, that lead to the session control algorithms detailed in Section IV. We follow it up with a detailed evaluation of our algorithms under a variety of static and varying load scenarios in Section V. Section VI discusses some of the issues involved with deploying such a scheme at the router. We conclude in Section VII with directions for future work.
II. RELATED WORK
Call admission control has been developed and used extensively in telephone [12] and ATM networks [1] , [8] , [19] , [20] , [23] . It has also developed as flow admission control in the IntServ [3] , [4] , [9] , [11] networks. The goal is to reserve (and police) resources as specified by the incoming flows and schedule access to resources to provide statistical or hard performance guarantees. However, because of the variations in demands of Internet applications and the complexity in specifying and policing the per-flow needs, these schemes have not been widely deployed in the Internet. Our session control is best-effort.
Arguments for admission control for elastic traffic were first made by Massoulif and Roberts [14] . Later, Roberts et al. [2] , [10] presented a measurement-based admission control mechanism for elastic traffic that estimates the "available bandwidth" in a bottleneck link and admits a new flow only if this estimate is greater than a minimum threshold which any new flow should achieve; else, all new flows are rejected till more bandwidth becomes available. They experimented with two different techniques for estimating the "available bandwidth" -one using a "phantom" TCP connection over the bottleneck link and measuring the bandwidth it receives; the second, measuring the loss probability over the bottleneck link and relating it to the TCP throughput.
Based on the work of estimating QoS parameters of traffic streams in ATM networks using theory of large deviations [5] , [7] , Mortier et al. proposed a measurement based admission control scheme in [18] for elastic traffic in the Internet. This is a threshold based scheme -the effective bandwidth of the traffic mix is estimated using the entropy of the input traffic and a new flow is admitted only if the packet drop rate does not exceed a certain threshold. Kumar et al. proposed a TCP admission control scheme [13] that uses a link occupancy threshold as the admission control criterion. In this scheme, new flows are admitted only if the link occupancy is below a set threshold.
All the above schemes make assumptions about the nature of incoming traffic in making their admission decision, or use loss thresholds. Although the assumption of knowing the nature of incoming traffic might hold for streaming flows, it does not necessarily hold for elastic flows that send data at variable rates and in an unpredictable manner. Moreover, all of the above schemes are threshold based and hence suffer from the drawback of not being robust against changing network and system conditions. Our work differs from the previous works in following significant ways. First, instead of using load thresholds, our scheme uses a search-based approach to find the optimal admit rate making the scheme more robust to changing traffic patterns. Second, it does not make any assumptions about the bandwidth requirements of network flows. Third, in addition to an increase in per-flow performance, we show significant improvement in the fairness between short and long lived flows. Last, our scheme does not starve new flows even if existing flows stay in the system for a long time.
III. MOTIVATING SESSION CONTROL
A. Effect of large number of simultaneous TCP flows When the number of simultaneous flows increases to a large value, the per-flow throughput is no longer proportionally less -it is worse. This, as we briefly mentioned in Section I, is because TCP's AIMD algorithm no longer emulates Processor Sharing (PS) when the number of competing flows grows to a large value [17] , [22] . When the number of TCP flows sharing a link is large (greater than the number of packets in the delay-bandwidth product [17] ), the ability of TCP to share the bottleneck link efficiently and fairly decreases. Qiu et al. [22] state that when this happens, only as many connections as the number of packets the network can hold, are active, or achieve goodput considerably larger than zero; the rest of the connections are practically shut-off due to constant timeouts. This implies that as the flow arrival rate increases, the average service rate (and hence, the average goodput) of the flows decreases to even less than the fair share.
B. Session control through rate-limiting
We perform a series of simulations using the ns2 simulator to test the above hypothesis and to motivate the need for session control. The simulation network topology consists of a single bottleneck topology (of bandwidth 10 Mbps and delay 100 ms) as shown in Figure 1 . There are 10 sources generating new file transfer TCP connections according to a Poisson process. The flow (file) sizes are drawn from a Pareto distribution with a shape parameter of 1.5 and mean of 10000 bytes (typical of web traffic [6] ). Though new flows are generated continuously, old flows continue to remain in the system until they complete their transfer. This might not be the case with a human in the loop, with user behavior (and impatience) playing a role in the longevity of a flow. However, for the scope of this work, we discount user behavioral patterns. It is to be noted however, that the arrival rate of new flows in to the system is not a strict function of the network performance, though there could be a loose coupling. The mean arrival rate of new flows at the router is fixed at 1000 flows per second, which corresponds to a high load in terms of the number of sessions. However, the router is engineered to admit flows only at a fixed rate in each experiment. Flows are admitted (or discarded) by allowing (or dropping) TCP SYN packets at the bottleneck router.
Flows that are dropped retry using the usual TCP retransmit mechanism. We now discuss the effect admission control has on different system parameters. (this corresponds to the value 1000 on the x-axis), the flow completion rate is less than half the maximum.
2) Per-flow performance: Table I shows the per-flow performance (in terms of average flow completion times and goodputs) of the flows that complete, for different admit rates at the router. As we decrease the rate of flow admission, both the average flow completion times and goodputs improve. This is obvious, since a lower rate of admission corresponds to lesser number of simultaneous flows sharing the bottleneck, and hence, a greater per-flow share.
TABLE I PER-FLOW PERFORMANCE AT DIFFERENT ADMIT RATES
3) Fairness between small and large flows: The flow sizes of the generated flows, as we said earlier, are drawn from a Pareto distribution with a mean of 10000 Bytes and shape parameter of 1.5. For these parameters, the mean corresponds to 81 percentile of the flow sizes; i.e., 81% of the flows are less than 10000 bytes in size. can significantly improve the flow completion rate, per-flow performance and the fairness between mice and elephant flows.
C. The effect of Pareto
We make an interesting observation from Figure 2 . We note that the maximum flow completion rate ( 110 flows/s) is achieved at a much higher admit rate (z 250 flows/s). This appears counter-intuitive since, even if the system reaches steady-state, the number of flows in the system is building continuously, putting the system under more and more strain. However, this phenomenon can be attributed to the Pareto nature of flow sizes. As mentioned in the experimental setup, the sizes of flows are Pareto distributed (with a mean of 10000 and shape parameter of 1.5). Examining the mean of our Pareto distribution, we find that it corresponds to 81 percentile of flow sizes. This implies that a large number of flows have a flow size below the mean and complete much faster (within a few round trip times). As a result, we can admit at a rate higher than the completion rate and still maintain a high overall flow completion rate.
D. Goals of our session control algorithm
We see that for Pareto flow size distributions, the flow completion rate is maximized at an admit rate that is higher than the completion rate. On the other hand, the per-flow performance (flow completion times and goodputs) is maximized for any admit rate that is less than or equal to the completion rate. These observations lead to two goals: (i) maximizing the flow completion rate, and (ii) minimizing the flow completion time. In this work, we develop two algorithms to meet these goals. GSS is quick to reduce the search space considerably by successively narrowing the bounds containing the optimum value by evaluating points on either side of the optimum. However we find that as the range of bracketing gets smaller, GSS causes a lot of fluctuations. To remove these fluctuations, our scheme shifts to the Gradient Ascent algorithm when the bracketing range is smaller than a threshold. Gradient Ascent (GA) is a simple hill climbing optimization algorithm that approaches the local maxima by taking steps proportional to the gradient of the function at the current point, until a peak is found. Since the gradient becomes smaller as the peak is approached, the step size also becomes smaller. Thus GA moves more steadily towards the optimal value and is much less affected by noise and oddities in the measurement of the flow completion rate. Our scheme is detailed in Algorithm 1.
IV. SESSION CONTROL ALGORITHMS
In brief, our algorithm performs the following actions.
1) Brackets the maximum:
When the algorithm starts, it must first bracket the peak before GSS takes over. 
end if end while llGradient Ascent while TRUE do at±1 <--at +d,t d,t1 * stepSize e wht-ilt end while rate under the constraint that the admit rate does not exceed the flow completion rate. Thus when the admit rate is greater than the completion rate, the algorithm must decrease it to bring it close to the completion rate. We refer to this stage of the algorithm as the 'closing' phase of the algorithm.
The flow admit rate always acts as an upper bound for the flow completion rate. As a result, even at very low admit rates, the completion rate will be equal to the admit rate. However, at such rates the system might perform sub-optimally because the bottleneck bandwidth might not be used to its full capacity. Hence our algorithm attempts to find the maximum flow admit rate at which the admit and completion rates are equal. When there is an increase in the available bandwidth of the bottleneck (due to a decrease in the background traffic), the system can admit and sustain a larger number of simultaneous flows. In order to detect such increases in the available bandwidth, the second stage of this algorithm is to 'probe' for additional bandwidth.
We use a Multiplicative Increase Multiplicative Decrease (MIMD)3 algorithm in order to 'close' and 'probe'. Algorithm 2 details our session control scheme. The decrease factor is proportional to the difference between the flow admit and completion rates. Furthermore, the algorithm smoothens the measured flow completion rate using a weighted moving average (with a weight Q) to prevent oscillations due to sudden changes in traffic.
4) Detects changes in traffic pattern:
The algorithm remains in GA unless it detects a sudden change in the traffic pattern. GA shifts automatically with small and smooth changes in the traffic pattern, thus keeping the algorithm very responsive. However, when the traffic change is sudden and significant, we find that GA does not converge quickly enough to the new peak. Hence, we enhance our heuristic such that, when the algorithm detects such sudden changes, it loops back to GSS and incorporates the faster procedure to localize the region around the new peak. In this section, we evaluate both our session control algorithms with the help of simulations using the ns2 simulator.
A. Performance metrics
We mainly concentrate on two metrics of performanceflow completion rate (or equivalently, the total number of flows 3Unlike, at the packet level, MIMD does not cause any unfairness at the session level. completing) and per-flow performance (indicated by average flow completion times and goodputs). In some experiments where it is necessary to show the functioning of our algorithm under changing traffic patterns, we also show the time behavior of the algorithm.
B. Experimental Setup
The simulation topology is as explained in Section III, Figure 1 . The bottleneck router buffer is set (in terms of packets) as a product of the bandwidth and the average delay of all flows passing through it. The stepSize and GSS-THRESHOLD used in Algorithm 1, are set to 20 
C. No change in traffic pattern
In this set of experiments, the traffic is kept stationary such that the optimal admit rate does not vary with time. We observe two important properties of our session control algorithmconvergence and optimality. 1) Increase in flow completion rate: Figure 3 compares the number of flows completing during the simulation run for four cases: no session control, optimal session control, session control using GSS + GA and session control using CP, for two different average flow sizes (10000 and 30000 bytes) and two different flow arrival rates (100 and 1000 flows/s). The optimal admit rates and the corresponding flow completion rates are obtained by trying a large range of admit rates using a brute force method.
There are four important observations to be made from Figure 3 . First, when there is session congestion (_ 1000 flows/s), there is a huge improvement in the number of flows completing with session control as opposed to no session control. Especially, when the average flow size is 30000 bytes, and the flow arrival rate is 1000 flows/s, the number of flows completed is -17 times more when using either of our session control schemes. Second, when there is no session-level congestion (_ 100 flows/s), neither session control algorithm performs any worse than having no session control. Third, our algorithms perform almost as good as optimal session control under all traffic loads. The last and most surprising observation is that even though the primary goal of GSS + GA is to maximize the flow completion rate, it does not perform better than CP. We believe this is because of two reasons. Firstly, the timebehavior of GSS + GA is not very stable. The reason for this is that, while CP always tends towards a known4 target, the target of GSS+GA (namely, the maximal flow completion rate), is not known and has to be searched. Secondly, as can be observed from Figure 2 , the difference between the maximum flow completion rate (target of GSS + GA) and the maximum flow completion rate that is equal to the flow admit rate (target of CP) is small. Put together, it is easy for GSS + GA to settle down at a suboptimal flow completion rate.
2) Increase in per-flow performance: Figure 4 shows the smoothened histogram of flow durations with and without session control. The average flow size used is 10000 bytes and the average flow arrival rate is 1000 flows/s. We observe that, with session control, a very high fraction of the completing flows have very small flow completion times as opposed to no session control. Note that this improvement is in addition to the increase in the total number of completing flows due to session control. Further, comparing our two algorithms, it is clear that the improvement is much more for CP than for GSS + GA -a much higher fraction of flows complete with a small flow completion time with CP. This is in tune with the goal of the CP algorithm to improve per-flow performance.
3) Time behavior of flow admit and completion rates: In order to study the working of our algorithms, we now plot (in Figure 5 ) the variation of the flow admit and flow completion rates for no session control, and session control using GSS + GA and CP.
The top plot shows the time-line behavior when no session control is being employed at the router. Note that even though the flow admit rate is much higher than the completion rate, the completion rate stabilizes at around 50 flows/s. The middle plot corresponds to that obtained when employing GSS + GA. The initial part of the GSS + GA algorithm (shown GSS+ GA admits at a rate higher than the completion rate, in an attempt to maximize the flow completion rate. The bottom plot shows the behavior of the CP algorithm. The flow admit rate plot is almost indistinguishable from the flow completion rate plot, hinting that the algorithm is doing a good job in finding the maximum admit rate closest to the completion rate. Also note the regular spikes in the admit rate that correspond to the algorithm trying to probe for additional bandwidth to admit more flows to check if the completion rate increases proportionally.
D. Effect of changes in traffic pattern
We also experiment with a variety of changing traffic patterns and network conditions to observe how our session control algorithm reacts to such changes. We vary three network and traffic parameters -flow arrival rate, average flow size and bottleneck capacity. For each of these three broad categories, we vary the rate at which the parameters are changing from sudden to gradual. Figure 6 shows the different load change scenarios considered for each traffic parameter. We also experiment with pulse-like variations ( Figure 6 , bottom right graph) in the three traffic parameters. However, due to lack of space, we are not able to present the results of those experiments in this paper. The details are presented in [25] . enlarged in the embedded figure) shows the Golden Section Search part of the algorithm. After sufficient reduction in the search space, Gradient Ascent takes over and the variation in the admit rate is smoother (though in this figure, the variation during the GA phase is higher than normal). Note that even shows the different rates of changes that we consider -from gradual (LOAD1) to sudden (LOAD3). The experiments are each run for 300 seconds and the flow arrival rate is varied from 100 to 1000 flows/s. Figure 7 and Table III compare, respectively, the number of flows completing and the average flow completion times, under different load scenarios. The benefit of employing session control is evident. Further, CP performs best, with respect to both criteria. Figure 6 shows the different load scenarios considered. The experiment is run for 300 seconds. The average flow size is changed from 10000 bytes to 30000 bytes. We experiment with two flow arrival rates -100 flows/s and 1000 flows/s. 1) Time behavior of the algorithm: Figure 8 compares the time behavior of the flow admit and completion rates with and without session control. The load-change condition is that of Load-3 -there is a sudden increase in the flow arrival rate from 100 flows/s to 1000 flows/s at time t = 125 s. The flow arrival rate jumps back to 100 flows/s at t = 175 s. Tables IV and V compare the number, and average flow completion times of flows completing with and without session control. A flow arrival rate of 100 flows/s does not load the system when the average flow size is 10000 bytes. However, when the average flow size triples to 30000 bytes, it puts the system under session congestion. Flow arrival rate of 1000 flows/s corresponds to session overload under both flow size distributions. As is expected, there is an overall improvement in performance in employing session control as opposed to no session control.
G. Changes in bottleneck capacity
The optimal admit rate for a given traffic mix would also depend on the available capacity at the bottleneck link. This is because the available bandwidth determines how many simultaneous flows can share the link and still maintain a high performance. Higher the background traffic, lower the available bandwidth, lower the maximum number of simultaneous flows possible and smaller is the optimal admit rate. To observe the effect background traffic has on the optimal admit rate (and the convergence of our algorithms), we experiment with changes (both increase and decrease) in the bottleneck capacity during the simulation run. Once again, we vary the rate at which the changes occur ( Figure 6 ). Since, in reality, background traffic takes up precious router buffer space also, in our experiments we change the buffer capacity along with changing the bottleneck link capacity. We experiment with both increase (10 to 20 Mbps) and decrease (10 to 5 Mbps) in the available bottleneck capacity. However, due to lack of space, we report results only for the more interesting case of decrease in capacity. Figure 9 shows the number of flows completing for a flow arrival rates of 100 and 1000 flows/s. 
VI. DEPLOYMENT ISSUES
In this section, we discuss some important issues pertinent to deploying our scheme at the routers. Since congestion is usually present at the access links (and not the links in the backbone of the network that are sufficiently overprovisioned), we envision deployment of our scheme mainly at border routers that connect companies / organizations with their ISP. However, our scheme is amenable to being deployed at the core routers also. As mentioned in Section I, our scheme has a lot of advantageous features making it suitable for deployment.
A. Admission Control
Admission control of TCP flows (i.e., blocking of new sessions) can be done in many ways [18] including dropping SYN packets, or sending RST or ICMP SourceQuench packets back to the source. We use dropping of TCP SYN packets5 for session control since it incurs smaller amount of overhead in comparison to creating and sending RST or ICMP packets. Routers in our scheme, measure the flow completion rate by tracking FIN packets traversing through them. However, a router may see the SYN of a connection but not the corresponding FIN, or vice versa. This would skew the flow completion rate measure at the router. However since such events are rare in the current Internet [16] , we believe that this will not pose a serious problem to the working of our scheme. Moreover, since we are measuring only the rate of connection departure (and not an absolute value of the current number of flows in the system), a skew incurred during one time interval, will not accumulate and increase with time.
Since our algorithms require to snoop into the transport header of each packet to check if it is a connection initiation (SYN) or termination (FIN) packet, they would obviously skip packets whose transport headers are encrypted (such as IPSec packets) or encapsulated (such as IP in IP). Currently, less 5In scenarios where data transfer is mainly from a server to a client dropping SYN+ACK might be more appropriate.
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'a 0-1( than 0.15 % of all packets are IPSec packets [15] ; hence this is not a very big hurdle for our scheme. However, it might become more important in the future with increase in IPSec traffic.
B. UDP Flows
In this work, we focus on session control for elastic TCP flows only and not for UDP flows. Since UDP flows are not bound by any packet level congestion control mechanisms, we believe that controlling congestion at the session-level alone would not yield any benefit. Moreover, since UDP flows do not necessarily have identifiable connection setup and teardown messages, keeping track of the arrival and departure of UDP flows will involve maintaining (and updating) per-flow state at the router. This is clearly undesirable. However, we do account for the impact of UDP traffic on the network, when dealing with TCP session control. The presence of UDP flows manifests itself as a reduction in the bottleneck link capacity and an increase in router buffer occupancy. We showed in Section V how our algorithm adapts to changing bottleneck capacity.
VII. CONCLUSION
In this paper, we have introduced two novel search-based session-level congestion control mechanisms (GSS + GA and CP) to complement existing packet level mechanisms. Detailed evaluations of both our session control algorithms under a variety of traffic scenarios and load changes showed that employing our session control algorithms has huge benefits over no session control during session congestion. Comparing both our algorithms, we find that overall, CP performs better than GSS+GA, not only in terms of significantly reducing the flow completion time, but also in terms of maximizing the flow completion rate. Furthermore, it is fairly robust to all changes in traffic patterns including pulse-like variations [25] . Hence, we recommend CP as a viable session control mechanism for the Internet.
An important aspect of session control which we believe will aid in significant performance improvement is "remote overload control", or session level control at the end hosts that works in conjunction with router session control. In existing mechanisms, the loss of a TCP SYN message results in a backoff of a few seconds before the SYN is retransmitted. This backoff time is increased when consecutive SYNs are lost. Surprisingly, there is no comprehensive study of the timescales of session level congestion or of the choice of these back-off intervals. We will study session level congestion timescales and research changes in the TCP SYN retransmission mechanism to make it more aware of the session level congestion in the network.
