The parameter domain for which the quasi-steady state assumption is valid can be considerably extended merely by a simple change of variable. This is demonstrated for a variety of biologically significant examples taken from enzyme kinetics, immunology, and ecology.
Introduction
Prototypical in biochemistry is the reversible reaction between enzyme E and substrate S to give complex C, which irreversibly yields product P:
,,! ,, k,1 C k2 ,,! E + P :
The classical Michaelis-Menten approximation for scheme (1a) is the archetypal example for the use of the quasi-steady state (QSS) approximation. This approximation is a major simplifying step throughout biology, with its enormous range of time scales, and indeed in many other branches of science. The quasi-steady state assumption (QSSA) often yields revealing analytic formulas and it frequently circumvents problems of stiffness in the numerical integration of systems of differential equations. It is thus of considerable utility to be able to characterize parameter domains wherein a QSSA provides a valid approximation.
Virtually all biochemistry texts discuss the application of the QSSA to scheme (1a) and its consequences, such as the use of the Lineweaver-Burk plot to obtain the maximum velocity of the reaction V max and the Michaelis constant K m . As far as we know, none of these texts indicates conditions under which the QSSA should be valid. Such conditions do appear in the literature, but only rather recently has it been shown [163, 189, 192] that the usually cited requirement E 0 S 0 is too strong; the classical QSSA is in fact valid providing that E 0 S 0 + K m ; (1b) where K m is the Michaelis constant. See the derivation of condition (11) below. This chapter examines scheme (1a) when there is an excess of enzyme, so that condition (1b) does not hold. The classical QSSA breaks down in these situations, which can be encountered in vivo [203, 206] or in biotechnological applications. Remarkably, a simple change of variable permits the validity of the classical QSSA to be considerably extended so that the new situations are covered in many instances.
Extending the quasi-steady state approximation We show that "enzyme excess" arises naturally in schemes of the form E + S k1 ,,! ,, k,1 C k2 ,,! E + 2 S :
One example of scheme (2) is the proliferation of T cells in response to antigen. Then S denotes a replicating T cell, E a site on an antigen-presenting cell (APC), and C a complex of a T cell bound to an APC. This scheme has been analysed by De Boer & Perelson [63] employing the classical Michaelis-Menten approach. We here improve upon this earlier analysis. Another instance of scheme (2) is one wherein E is a catalytic RNA molecule while S is another RNA molecule whose replication is catalysed by E [72] .
A major point of this chapter is to show that, paradoxically, the standard QSSA for the complex C in fact remains valid in a parameter domain that overlaps condition (1b), but also considerably extends condition (1b), provided merely that the free substrate concentration S is replaced by the total substrate concentration S S + C. In pursuing this goal, we employ and extend earlier considerations concerning the validity of the QSSA. Thus this chapter also serves as a brief and up to date primer and case study on how to estimate when the QSSA is applicable.
After discussing the "total QSSA" for the prototype example of scheme (1a), we present several models where the same basic idea leads to useful new approximate solutions: models for replication schemes such as scheme (2) and for certain predator-prey interactions.
The standard QSSA and its limits of validity
Differential equations corresponding to scheme (1a) can be written as dS dt = ,k 1 E 0 , CS + k ,1 C ;
The conservation law
yields E. Initial conditions are S0 = S 0 ;
(5b) C0 = 0 ;
(Note that the choice P 0 = 0 does not influence S; E or C.)
In the standard approach, one assumes that after a fast transient, C can be regarded as in equilibrium. From dC=dt = 0 it follows that C = E 0 S K m + S :
A differential equation for S, valid after the transient, can be most easily derived by realizing that if dC=dt is effectively zero, then equation (3b) can be added to equation
i.e.
It is conventional to assume that the substrate level changes negligibly during the fast transient so that equation (5b) can also serve as an "initial condition" for equation (7b). Differential equation (7b) and initial condition (5b) thus constitute the QSSA. One hopes that this QSSA will provide a good approximation for calculating the post-transient development of the system under consideration.
According to the procedure described by Segel [189] , the first step in attempting to determine the parameter ranges for which the QSSA is valid is to estimate two time scales. These are t C , the time that characterizes the duration of the fast transient, and t S , the magnitude of time required for a significant change in S during the post-transient period. To estimate the fast time scale t C we model the initial rapid accumulation of C by substituting S = S 0 in equation (3b). This transforms equation (3b) into a linear equation of which
is the time scale. Another way to obtain the same estimate of t C is to realize (from equation (6) with S = S 0 ) that during the fast transient the total change of the complex is approximately C = E 0 S 0 =K m + S 0 . At the maximum rate at which the complex increases (see equation (3b)) this indeed takes t C = C=k 1 E 0 S 0 time units. 
The first condition necessary for the QSSA is that the fast time scale t C is indeed much smaller than the slow time scale t S . This yields k 2 E 0
Secondly, to insure that equation (5b) can be taken as an "initial condition," we require that there be a small fractional depletion of substrate during the initial transient. This is ensured by demanding that the fractional change jS=S 0 j is small during the fast transient. We overestimate S by the product of the maximum rate of depletion of S, 
Since condition (10) can be written
we see that condition (11) is stronger than condition (10). Thus, condition (11) guarantees the accuracy of the classical QSSA.
The effects of replacing free by total substrate concentration
In conditions of enzyme excess, when condition (11) and hence the standard QSSA are not expected to be valid we introduce the total substrate concentration S, where S S + C : (12) S rather than S will now be our substrate variable. The total substrate S cannot be depleted by the formation of complex. Because the validity of the classical QSSA depends strongly on negligible initial depletion of substrate (see the derivation of equation (11)), this simple variable change is expected to have an important effect. We derive the conditions for the QSSA of this redefined "total substrate" model, which we term the tQSSA.
If we substitute S for S the governing equations become dS dt = ,k 2 C ;
with initial conditions S0 = S 0 ;
Assuming dC=dt = 0 as before, but now using equation (13b), we find that C should be replaced by a solution of the quadratic
The constraint C E 0 , which follows from the conservation law (5a) and the nonnegativity of E, implies that equation (15) 
respectively. Thus the Padé approximant is
Formula (17) can also be obtained by neglecting the C 2 term in equation (15). This is consistent if for any value of S,
This certainly holds if S is either large or small compared to E 0 . Even if S = E 0 , the right side of condition (19) is not less than 2 + K m =E 0 2 . Thus we conclude that neglecting the C 2 term in equation (15) to obtain equation (17) (17) as an approximation of equation (15). Cha [47] numerically shows that the approximation is generally good.
To obtain an estimate for the range of validity of the new tQSSA, let us first estimate the time scale for the fast transient. During this period the complex concentration C begins from an initial value of zero and remains relatively small. Thus, again neglecting the terms quadratic in C when adapting equation (13b) for our present purposes, we obtain
In equation (20) we have made the simplifying approximation, which should be well warranted during the brief transient, that St S 0 . From the solution of equation (20) it is clear that
Note that t C can again be derived by calculating C=jdC=dtj max as outlined just below
It is at first surprising that the time scale t C in equation (21) is not the same as its counterpart in equation (8). The "C" approach to calculating t C leads to the realization that the different values of t C can be traced to the different expressions of equations (6) and (17) for C. However, for equation (6) to be valid then it is necessary that E 0 S 0 + K m (condition (11)). If this is the case then the E 0 term is negligible in equation (17), at least until the considerable time elapses for S to drop below S 0 . Additionally, if the E 0 term is negligible, the alternative formulas for C and for t C are in fact identical.
Thus whenever the alternatives of the classical QSSA given by equations (8) and (6) are valid they give answers that are indistinguishable from the tQSSA counterparts given by equations (21) and (17); only when equations (8) and (6) are invalid are they truly different from equations (21) and (17).
In order to estimate the slow time scale t S we again consider the maximum change of S divided by the maximum rate of change of total substrate after the fast transient. From equation (13a) with C given by the Padé approximant of equation (17), and with
The necessary condition for the validity of the tQSSA, t C t S , thus takes the following form:
To check that initial condition (14a) is appropriate for our tQSSA, we require that the change of S is small during the fast transient. Paralleling the derivation of condition (11), we multiply the maximal value of jdS= dtj with the duration t C of the transient. By equation (13a) this maximum rate of change is k 2 C max . An upper limit for C max during the fast transient is the QSS value that the complex is approaching. Employing the Padé approximant (equation (17)), and substituting S = S 0 (which is also an overestimate),
we estimate C max . With this we find that condition (23) is also the condition that ensures that jS= S 0 j is small.
Thus condition (23) suffices for the validity of the tQSSA. Below we confirm numerically that if equation (23) is not satisfied we indeed find that (i) after the fast transient, trajectories fail to correspond to the QSSA and also that (ii) during the fast transient, total substrate is depleted by the formation of product.
Finally we observe that we can rewrite equation (23) in the form
The left side of condition (24a) is always greater than unity, so that we expect that the QSSA will always be at least roughly valid. Moreover, there are several different conditions any one of which guarantees that condition (24a) holds. These are
Note from condition (24d) the important finding that when the standard QSSA is valid, then so is the tQSSA. Thus it appears that our new approach considerably extends the parameter range for which a QSSA can be applied.
Comparing the standard QSSA with the tQSSA Conditions (11) and (23) can be plotted in parameter space to compare the regions of validity of the QSSA and the tQSSA. Note that this need not be a fair comparison because conditions (11) and (23) need not be equally strong for systems (3) and (13), respectively. Both conditions are of the form fE 0 ; S 0 1. For definiteness, we draw in Figure 1 the regions corresponding to fE 0 ; S 0 0:1. For k 1 = 10; k ,1 = 1, and k 2 = 0 :1 (i.e. K m = 0 :11) the standard QSSA is valid in the dotted region in Figure 1a .
The tQSSA is valid for any initial condition, by condition (24c). Upon increasing the rate of product formation to k 2 = 1 0 (i.e. K m = 1 :1), a relatively small curved region appears within which the tQSSA is not valid (see Figure 1b ; note the change in scale). The (dotted) validity region of the standard QSSA has remained almost the same. Thus Figure 1 illustrates that when the standard QSSA is valid, the tQSSA is valid also. Additionally, the figure suggests that the tQSSA is valid for a much larger domain of initial conditions. Generally, an analysis like that of Figure 1 can best be performed in terms of dimensionless parameters. We nevertheless show the original parameters because the figure would remain qualitatively the same if we were to employ the following three dimensionless parameters:
The dotted and shaded regions in Figure 1 would now, respectively, correspond to In Figure 2 we numerically compare the two QSS approximations in the S-C and the S-C phase planes. The solutions of dC=dt = 0 , given by equation (6) For E 0 = 1 the trajectory of the standard model in Figure 2a depicts strong and rapid depletion of substrate before the relatively slow QSS solution is attained. This is not the case in Figure 2b , with the change of variables, even if E 0 = 100. Thus the tQSSA is valid, where the classical QSSA fails.
For k 2 = 10 the expectation is more challenging. The standard QSSA should simply lose validity by increasing E 0 . The tQSSA however should become worse at intermediate values of E 0 but become accurate again at high values (by condition (24)). This is confirmed in Figures 2c and d . As expected the behaviour of the standard QSSA model in Figure 2c is comparable to that in Figure 2a . Moreover, the trajectories of the tQSSA model indeed show the strongest substrate depletion when E 0 = 1 . Additionally, when E 0 = 1 we see that after the fast transient the trajectory fails to approach the tQSS approximation. Remember that condition (23) pertains to both the difference in time scales and to the depletion of substrate.
The reverse QSSA
There is an alternative approach to simplifying the governing equations (3), by assuming that dS=dt = 0 rather than dC=dt = 0. This approach, termed the reverse QSSA (rQSSA for short), has been outlined by Segel & Slemrod [192] . Like the tQSSA, the rQSSA is valid when E 0 is "large," in contrast to the validity condition "E 0 small" for the classical QSSA. In the Appendix we show that in the parameter range where the rQSSA is valid, our new and simpler tQSSA is valid also, and that both approximations give similar results.
The replication model
Initial conditions with large E 0 are typical of the replication scheme (2). The differential equations corresponding to scheme (2) are dS dt = ,k 1 E 0 , CS + k ,1 + 2 k 2 C ;
where equation (26b) is identical to equation (3b), and the conservation law and initial conditions are identical to equations (5a-d).
The standard QSSA approach for this replication model proceeds analogously to the analysis of equations (6-11). Thus, setting dC=dt = 0 in equation (26b), we obtain equation (6), which upon substitution into equation (26a) gives
i.e. dS dt = k 2 E 0 S K m + S :
(27b) S0 = S 0 is assumed as an "initial condition." Note that in equation (27b) S increases by replication, in contrast to equation (3a) where S decreases by transformation into product.
Because the differential equations of the complex, i.e. equations (26b) and (3b) are the same for the standard and replication models, the fast time scale t C is also the same and is hence given by equation (8) (27) for S0 = S 0 , divide by S 0 , and take the inverse to obtain t S given by equation (9). Note that this modified estimate also applies to the product model of equations (3a-b), and that both approaches give the same estimate for the slow time scale.
For consistency we require that the substrate is hardly depleted during the fast transient.
From equation (26a) the maximum depletion rate is k 1 E 0 S 0 which maximally lasts t C time units. This again yields condition (11). Thus, we find equations (10) and (11) as the two conditions for the QSSA. We conclude that there is no difference in the QSSA conditions for the standard approaches to the product and replication models.
Replacing free by total substrate: the tQSSA
Defining S S + C as in equation (12) we write for scheme (2) dS dt = k 2 C;
where the equation for dC=dt is again identical to equation (13b) and the initial conditions are given by equations (14a-b).
Solving dC=dt = 0 we find equation (15) (17), and S = S 0 , to obtain equation (22) and hence equation (23). As before, equation (23) also guarantees the approximate initial condition (14a). Our finding that the QSS approximation is extended by making a tQSSA is illustrated for the present example in Figure 3 . The light lines depict the same QSS solutions as those in Figures 2a and b . The heavy lines again represent the exact trajectories for the same parameters and initial conditions. For E 0 = 0 :01 the trajectory has the required nearly vertical initial behaviour. For E 0 = 1 and E 0 = 100 the trajectories in Figure 3b have the required initial behaviour, whereas those in Figure 3a do not. (26a) with (6) or (28a) with the valid solution of equation (15), and P that of the Padé approximation, i.e. equation (28a) with (17). When E 0 = 0:01 S 0 = 0:1 the QSSA is valid in both models and all solutions are identical (not shown). If E 0 = 100 S 0 = 0:1 the two tQSS variants Q and P closely resemble the full solution F (Figure 4b ). However, there is a large difference between Q and F in the classical model of Figure 4a : the "approximation" Q incorrectly shows a rapid growth in free substrate S while in fact S initially decays rapidly, owing to complex formation, before replication causes rapid growth of S. This defect is absent when we change variables to S (see Figure 4b ), for S is not depleted by complex formation. 
T cell proliferation
De Boer & Perelson [63] modelled T cell growth on the basis of schemes similar to scheme (2). They derived the equivalent of equation (27), added a source and decay term, and proposed the following model of T cell growth, where "substrate" now means the free T cell density T:
Here A is the concentration of sites presenting antigen and is the source of naive T cells from the thymus. Equation (29) naturally implements competition between T cells for seeing antigen. The interesting implications of this model are discussed by De Boer & Perelson [63] . The main problem with this model is that it has an unbounded per capita rate of T cell growth. The growth rate of a T cell population increases without bound as A ! 1 . We are now able to solve this problem by changing variables to total T cells, T T + C, and using equations (17) 
Here represents the maximum proliferation rate for an individual T cell (which is formally achieved when A ! 1 ). This model is much more realistic and also accounts for competition between T cells for seeing antigen. 
Predator-prey interactions
The Lotka-Volterra model for a predator species feeding upon a prey species is classical in ecology. A general model for the interaction between a prey X and predator Y is dX dt = X1 , X , afX;Y ; 
where b is the growth rate of the predator due to eating prey. Changing variables to total prey X C +X and total predators Y C +Y and making a QSSA for C, we obtain dC dt = k 1 X , CY , C , K m C = 0 ;
In addition
Writing k 2 = a and K m = K we thus obtain FX ;Y = X Y K + X + Y
as a general interaction function. Because this saturates as a function of X, the parameter a in equations (31a-b) has the same interpretation as it has in the Holling type II response.
Having a general function, we observe that the Holling type II response is retrieved when we assume that there is an excess of prey, i.e. X Y , so that from equation (34b) X C. Equation (34a) then simplifies into
Similarly, assuming an excess of predators, i.e. Y ' Y , equation (34a) simplifies into
which allows for interference between predators. The parameter a however loses the above interpretation.
Our general function given by equation (36) has been proposed previously on intuitive grounds by DeAngelis et al. [67] and Beddington [20] . The fact that this function can now be formally derived supports its usage in ecological models, and provides clues and/or precautions for how to generalize equation (36) for a system with several predator and prey species (see [64] ). Functions like this have also been proposed in the context of ratio-dependent predator-prey interactions [9] . We think equation (36) is appropriate in this context because for X K it resembles the Holling function, with its maximum rate of predation per predator, whereas for X Y it allows for the interference between predators that is characteristic of models with ratio-dependent predation.
Summary and discussion
Rather remarkably, there is still more to say about the standard enzyme-substrate-complex scheme (1a), with its mathematical formulation given by equations (3)-(5). In the classical approach, the concentrations of free substrate S and the complex C are taken as dependent variables. The quasi-steady state assumption (QSSA) dC=dt = 0 is made, resulting in equation (6) We have explored a different approach, where the total substrate concentration S is employed instead of S. Again the assumption dC=dt = 0 is made, but now this results in the quadratic equation (15) for C as a function of S. We show that equation (17) offers an accurate Padé approximation for equation (15), which provides an explicit formula for C. An equation for dS=dt can now be written, which is solved subject to the initial condition S0 = S 0 . The validity of this total QSSA (tQSSA) is assured by condition (23).
By changing variables from free substrate S to total substrate S we have enlarged the domain of parameters for which it is permissible to employ the classical QSSA, dC=dt = 0 . It might be objected that this is getting something for nothing, for how can the same assumption be rendered more acceptable merely by a simple change of variables? However, recall (see [189] ) that the essential reason why the QSSA holds is that the QSS variable (here C) has a fast intrinsic rate of change compared to the "non-QSS variable" (here S). For the parameter range of interest, our new "non-QSS variable" S, the total substrate concentration, changes very much more slowly than S, and hence our change of variable should indeed lead to an improved approximation.
The classical QSSA loses its validity when condition (11) fails, i.e. when there is little substrate compared to enzyme. The allegedly slow (substrate) variable then becomes fast due to rapid formation of complex. This effect, which is particularly important during the initial transient, is evaded by the change of variables to total substrate, because total substrate can only change by the formation of product. This explains why k 2 appears in conditions (23) and (24).
When checking the validity of the classical QSSA, for example, we ascertained that the phase plane curve C = CS of equation (6) (7b) should yield a good approximation, provided that the basic problem is not ill conditioned (so that a small error in the problem can lead to a large error in the solution) and provided that integration has not been carried out so long that even large errors have had a chance to accumulate.
For definiteness, in this paragraph we continue to discuss general matters in the framework of the classical QSSA. We have stressed that justification of the QSSA requires demonstrating two things, for the parameter domain in question. Novel is delineation of the domains of validity of the various approximations, our central goal. Perhaps it should go without saying that the approach taken here can also be applied, at least in principal, to the many other kinetic equations where some type of QSSA could be appropriate.
Appendix: the reverse QSSA
We here present the reverse QSSA (rQSSA for short) of Segel & Slemrod [192] in a somewhat altered and extended form, since we wish to compare its results with those obtained above. Upon setting dS=dt = 0 in equation (3a) we obtain S = K C E 0 , C ;
where K = k ,1 =k 1 :
Substitution of equation (39) 
(Another way to obtain equation (41) is to add equation (3a) to (3b) after setting dS=dt = 0.) The complex concentration C typically decreases substantially during the transient, but nonetheless an appropriate initial condition for equation (41) can be derived [192] .
A necessary condition for the validity of the rQSSA is that the time scale t C for posttransient changes in C is long compared to the time scale t S for the rapid transient changes in S that occur before equation (39) is satisfied. From equation (41), t C = k ,1 2 .
To estimate t S we begin by employing equation (12) to replace S by S , C in equation (39) . Rearranging the resulting equation we obtain C 2 , E 0 + S + KC + E 0 S = 0 :
Equation (42) differs from equation (15) 
When both the tQSSA and the rQSSA are valid, that is when condition (46) holds, consistency demands that both approximations be virtually identical. Comparing equations (42) and (15), we see that this will be the case if E 0 + S + K m E 0 + S + K ;
or k 1 E 0 + k 1 S + k 2 + k ,1 k 1 E 0 + k 1 S + k ,1 :
However, condition (50) indeed holds, since condition (46) implies that k 2 k 1 E 0 .
Thus the tQSSA is to be preferred because it has a wider range of validity than the rQSSA and it does not require special derivation of a post-transient "initial condition."
