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Abstract. We study the Bose-Hubbard and Fermi-Hubbard model in the limit of
large coordination numbers Z (i.e., many tunnelling partners). Via a controlled
expansion into powers of 1/Z, we establish a hierarchy of correlations, which facilitates
an approximate analytic solution of the quantum evolution. For the Bose-Hubbard
model, we derive the growth of phase coherence after a quench from the Mott to the
superfluid phase. For a quench within the Mott phase, we find that various local
observables approach a quasi-equilibrium state after a finite period of time. However,
this state is not thermal, i.e., real thermalisation – if it occurs – requires much longer
time scales. For a tilted lattice in the Mott state, we calculate the tunnelling probability
and find a remarkable analogy to the Sauter-Schwinger effect (i.e., electron-positron
pair creation out of the vacuum due to a strong electric field). These analytical results
are compared to numerical simulations for finite lattices in one and two dimensions
and we find qualitative agreement. Finally, we generalise these studies to the more
involved case of the Fermi-Hubbard model.
PACS numbers: 67.85.-d, 05.30.Rt, 05.30.Jp, 71.10.Fd
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1. Introduction
The theoretical description of strongly interacting many-particle quantum systems in
condensed matter physics is a difficult undertaking in general. Even in those cases where
it is possible to derive a Hamiltonian which contains all relevant parts for a complete
description of the many-particle system under consideration, a complete solution of the
dynamics or an exact evaluation of the ground state is often out of reach.
However, essential features such as phase transitions or quasi-particle excitations are
already contained in drastically simplified models. One of the most studied models which
describes strongly interacting electrons in a solid is the Fermi-Hubbard model [1, 2, 3].
Although it describes only the physics of a single energy band without long-ranged
Coulomb-interactions, it is believed to exhibit various interesting phenomena such as
the metal-insulator transition, anti-ferromagnetism, ferrimagnetism, ferromagnetism,
Tomonaga-Luttinger liquid, and superconductivity [4]. The Fermi-Hubbard model was
first established by J. Hubbard in order to describe correlations of electrons in narrow
energy bands [1, 2, 3]. It connects the Heitler-London theory of strongly interacting
electrons on one side and the band theory, valid for weak interactions, on the other side.
Apart from electrons in solids, there are also other physical systems which can be
described (within suitable approximations) by the Fermi-Hubbard model, for example
ultra-cold atoms in optical lattices. Since optical lattice systems allow for a tuning
of the model parameters over a wide range (in contrast to most condensed matter
systems), they are predestinated for the study of the fermionic Hubbard model. This
has been experimentally realised by trapping fermionic Potassium atoms in an optical
lattice [5, 6, 7]. By increasing the on-site interaction among the atoms, the transition
from a metallic phase to a Mott insulating phase was deduced from compressibility
measurements and in situ imaging [7].
After replacing the fermionic by bosonic atoms, the optical lattice system
corresponds to the Bose-Hubbard model, which describes interacting bosons in periodic
potentials. The Bose-Hubbard model was first motivated by experimental realisations
such as Helium-4 absorbed in porous media or Cooper pairs in granular media [8].
Within the last decade, the Bose-Hubbard model has been attracting increasing
attention due to its experimental realisation with interacting bosons, for example
Rubidium atoms, in optical lattices [9, 10]. The phase diagram, which is much
better understood than in the fermionic case, contains (for vanishing disorder) a
superfluid regime and Mott insulating phases. The transition between the two phases is
characterised by a natural order parameter, such as the superfluid density. This second-
order quantum phase transition, which results from the competition between kinetic
energy and on-site interaction, has been observed for bosons in optical lattices [9].
Though at first glance seemingly very simple, the fermionic as well as the bosonic
lattice models are not exactly solvable in general, the only exceptions being the Fermi-
Hubbard model in one dimension [11, 12] and trivial situations, such as the case of
vanishing or infinitely strong interaction, or an empty lattice, for example. Thus,
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various analytical and numerical techniques have been developed to study their physical
properties. Widely used numerical methods, ignoring distance-dependent quantum
correlations between different lattice sites, are mean-field approaches such as the
dynamical mean-field theory (DMFT) [13, 14]. Exact diagonalisation (analytical or
numerical) is only possible for small system sizes [15, 16]. Monte Carlo methods can
improve the situation [17], but they can sample only a small part of the whole Hilbert
space and have problems with general time-dependent situations.
An important and widely used analytical approach is the Gutzwiller ansatz [18] –
for the bosonic and the fermionic case. However, a serious drawback of this Gutzwiller
mean-field approach is again the neglect of distance-dependent quantum correlations
between different lattice sites. This simplification leads sometimes to unphysical
behaviour – for example, the Mott-insulator state would not react to an external force
within the Gutzwiller mean-field approach.
The main goal of the present work is to study these non-local quantum correlations
in the Bose and Fermi-Hubbard models. To this end, we develop an analytical expansion
in powers of the inverse coordination number Z (i.e., the number of tunnelling partners
of a given lattice site). For comparison, we also calculated these non-local quantum
correlations by means of exact (numerical) diagonalisation for one and two-dimensional
lattices. Although exact diagonalisation is possible only for small systems, the results
are in good agreement with those obtained by the analytical expansion and the Density
Matrix Renormalisation Group technique (DMRG) [19, 20].
The paper is organised as follows. After a brief introduction into the Bose-
Hubbard model in Sec. 2, we present our analytical method for general Hubbard type
Hamiltonians in Section 3. With this method, the ground state properties of the bosonic
Mott insulator phase are derived in Sec. 4. Taking this Mott insulator as the initial state,
the temporal evolution of the correlations after a quantum quench to the superfluid
regime as well as within the Mott phase are studied in Sections 5 and 6. In Section 7, we
investigate particle-hole pair creation out of the (bosonic) Mott state induced by a weak
tilt of the lattice and establish a quantitative analogy to electron-positron pair creation
due to a strong electric field (Sauter-Schwinger effect) in Sec. 8. The results of Secs. 4–8
are derived in first order 1/Z (where Z is the coordination number). In Section 9, we
show how to extend our analytical method to higher orders in 1/Z. Subsequently, we
compare our analytical results with exact numerical studies of finite bosonic lattices in
Section 10 and find qualitative agreement.
In the second part of the paper, we consider similar problems for fermions. After
a brief introduction into the Fermi-Hubbard model in Section 11, we discuss its ground
state correlations (in the fermionic Mott state) and quench dynamics Secs. 12 and 13.
Section 14 is then devoted to particle-hole pair creation induced by a weak lattice tilt.
Finally, we address resonant tunnelling in the Bose and Fermi-Hubbard model due to a
large lattice tilt in Section 15.
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2. Bose-Hubbard Model
The Bose-Hubbard model is one of the most simple and yet non-trivial models in
condensed matter theory [8, 21, 22]. It describes identical bosons hopping on a lattice
with the tunnelling rate J . In addition, two (or more) bosons at the same lattice site
repel each other with the interaction energy U . The Hamiltonian reads
Hˆ = −J
Z
∑
µν
Tµν bˆ
†
µbˆν +
U
2
∑
µ
nˆµ(nˆµ − 1) . (1)
Here bˆ†µ and bˆν are the creation and annihilation operators at the lattice sites µ and ν,
respectively, which obey the usual commutation relations[
bˆν , bˆ
†
µ
]
= δµν ,
[
bˆ†ν , bˆ
†
µ
]
=
[
bˆν , bˆµ
]
= 0 . (2)
The lattice structure is encoded in the adjacency matrix Tµν which equals unity if µ and
ν are tunnelling neighbours (i.e., if a particle can hop from µ to ν) and zero otherwise.
The number of tunnelling neighbours at a given site µ yields the coordination number
Z =
∑
ν Tµν (we assume a translationally invariant lattice). Finally, nˆµ = bˆ
†
µbˆµ is the
number operator and we assume unit filling 〈nˆµ〉 = 1 in the following. Note that the
total particle number Nˆ =
∑
µ nˆµ is conserved [Hˆ, Nˆ ] = 0.
The Bose-Hubbard model is considered [23] one of the prototypical examples for a
quantum phase transition. If the interaction term dominates U ≫ J , the bosons are
pinned to their lattice sites and we have the Mott insulator state
|ΨMott〉J=0 =
⊗
µ
|1〉µ =
∏
µ
bˆ†µ |0〉 ❀ Hˆ |ΨMott〉J=0 = 0 , (3)
which is fully localised. If the hopping rate dominates U ≪ J , on the other hand, the
particles can propagate freely across the lattice and become completely delocalised
|Ψsuperfluid〉U=0 =
1√
N !
(
bˆ†
k=0
)N
|0〉 = 1√
N !NN
(∑
µ
bˆ†µ
)N
|0〉 , (4)
which is the superfluid phase. Obviously, the Mott state (3) does not have any
correlations, for example 〈bˆ†µbˆν〉Mott = δµν , whereas the superfluid state in (4) shows
correlations across the whole lattice 〈bˆ†µbˆν〉superfluid = 1. Furthermore, the Mott insulator
state is separated by a finite energy gap from the lowest excited state, while the
superfluid state possesses sound-like modes with arbitrarily low energies (for an infinitely
large lattice N ↑ ∞). Finally, the Bose-Hubbard model can be realised experimentally
(to a very good approximation) with ultra-cold atoms in optical lattices [24, 25, 26] and
it was even possible to observe the aforementioned phase transition in these systems [9].
In spite of its simplicity, the Bose-Hubbard model (1) cannot be solved analytically.
Numerical simulations are limited to reduced sub-spaces or small systems sizes, see
Section 10 below. Analytical approaches are based on suitable approximations. In order
to control the error of these approximations, they should be based on an expansion in
term of some large or small control parameter. For the Bose-Hubbard model (1), one
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could consider the limit of large 〈nˆµ〉 ≫ 1 or small 〈nˆµ〉 ≪ 1 filling [27, 28], for example,
or the limit of weak coupling U ≪ J or strong coupling U ≫ J [29, 30, 31]. However,
none of these limits is particularly well suited for studying the Mott–superfluid phase
transition. To this end, we consider the limit Z ≫ 1 in the following and employ an
expansion into powers of 1/Z as small control parameter. Note that an expansion in
powers of 1/Z was also used to derive bosonic dynamical mean-field equations (which
were then solved numerically) in [32, 33, 34].
3. Hierarchy of Correlations
Let us consider general Hamiltonians of the form
Hˆ =
1
Z
∑
µν
Hˆµν +
∑
µ
Hˆµ , (5)
which includes the Bose-Hubbard model (1) as a special case. The quantum evolution
of the density operator ρˆ describing the state of the full lattice can be written as
i∂tρˆ =
[
Hˆ, ρˆ
]
=
1
Z
∑
µν
[
Hˆµν , ρˆ
]
+
∑
µ
[
Hˆµ, ρˆ
]
=
1
Z
∑
µν
Lµν ρˆ+
∑
µ
Lµρˆ , (6)
where we have introduced the Liouville super-operators Lµν and Lµ as short-hand
notation. As the next step, we introduce the reduced density matrices for one or more
lattice sites via averaging (tracing) over all other sites
ρˆµ = tr6µ{ρˆ}
ρˆµν = tr6µ6ν{ρˆ} , (7)
and so on. Note that tr{ρˆ} = 1 implies trµ{ρˆµ} = 1 and trµν{ρˆµν} = 1 etc. Since we are
interested in the (quantum) correlations, we separate the correlated and uncorrelated
parts of the reduced density matrices via
ρˆµν = ρˆ
corr
µν + ρˆµρˆν
ρˆµνλ = ρˆ
corr
µνλ + ρˆ
corr
µν ρˆλ + ρˆ
corr
µλ ρˆν + ρˆ
corr
νλ ρˆµ + ρˆµρˆν ρˆλ , (8)
and analogously for more lattice sites. As a consequence, we obtain from (6) the
evolution equation for the on-site density matrix
i∂tρˆµ =
1
Z
∑
κ 6=µ
trκ
{LSµκ(ρˆcorrµκ + ρˆµρˆκ)}+ Lµρˆµ , (9)
where LSµν = Lµν+ Lνµ denotes the symmetrised form. Obviously, solving this equation
exactly requires knowledge of the two-point correlation ρˆcorrµκ . The time-evolution of this
quantity can also obtained from (6) and reads
i∂tρˆ
corr
µν = Lµρˆcorrµν +
1
Z
Lµν(ρˆcorrµν + ρˆµρˆν)−
ρˆµ
Z
trµ
{LSµν(ρˆcorrµν + ρˆµρˆν)}
+
1
Z
∑
κ 6=µ,ν
trκ
{LSµκ(ρˆcorrµνκ + ρˆcorrµν ρˆκ + ρˆcorrνκ ρˆµ)} + (µ↔ ν) . (10)
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As one would expect, this equation contains the three-point correlator ρˆcorrµνκ, and similarly
the evolution equation for ρˆcorrµνκλ contains the four-point correlator etc. Consequently,
one can never exactly solve this set of equations, truncated at any finite order.
However, the limit Z ≫ 1 facilitates an approximate solution: Let us imagine that
we start from an initial state ρˆin =
⊗
µ ρˆ
in
µ without any correlations (i.e., ρˆ
corr
µν = 0 and
ρˆcorrµνκ = 0, etc.) such as the Mott state (3). In this case, the right-hand side of (10)
is suppressed by O(1/Z) and thus the time evolution creates only small correlations
i∂tρˆ
corr
µν . Moreover, if these correlations are small initially ρˆ
corr
µν = O(1/Z), they remain
small – at least for a finite amount of time – because there is no term in (10) to
compensate the O(1/Z) suppression. Note that the sum ∑κ in (10) might scale with
Z, but this is compensated by the 1/Z factor in front of it. On the other hand, if we
insert ρˆcorrµν = O(1/Z) into (9), we find that we can neglect this term and arrive at an
approximate equation containing on-site density matrices only
i∂tρˆµ =
1
Z
∑
κ 6=µ
trκ
{LSµκρˆµρˆκ}+ Lµρˆµ + O(1/Z)
≈ 1
Z
∑
κ 6=µ
trκ
{LSµκρˆµρˆκ}+ Lµρˆµ , (11)
The approximate solution ρˆ0µ of this self-consistent equation is valid to lowest order in
1/Z, i.e., ρˆµ = ρˆ
0
µ+O(1/Z) and reproduces the well-known Gutzwiller ansatz [18, 21, 35].
If we now insert this approximate solution ρˆ0µ into (10), we get an approximate evolution
equation for the two-point correlator
i∂tρˆ
corr
µν = Lµρˆcorrµν +
1
Z
Lµν ρˆ0µρˆ0ν +
1
Z
∑
κ 6=µ,ν
trκ
{LSµκ(ρˆcorrµν ρˆ0κ + ρˆcorrνκ ρˆ0µ)}
− ρˆ
0
µ
Z
trµ
{LSµν ρˆ0µρˆ0ν} + (µ↔ ν) + O(1/Z2) . (12)
Note that we have assumed that the three-point correlations ρˆcorrµνκ do not spoil this line of
arguments and are suppressed by O(1/Z2) in complete analogy. This is indeed correct
and can be shown in basically the same way, see Appendix 17. More generally, we find
that ℓ-point correlations are suppressed as O(1/Zℓ−1), i.e.,
ρˆµ = O
(
Z0
)
ρˆcorrµν = O (1/Z)
ρˆcorrµνκ = O
(
1/Z2
)
ρˆcorrµνκλ = O
(
1/Z3
)
, (13)
and so on, see Appendix 17. This hierarchy (13) is related to the quantum de Finetti
theorem [36], the generalised cumulant expansion [37], and the Bogoliubov-Born-Green-
Kirkwood-Yvon (BBGKY) hierarchy [38], but we are considering lattice sites instead of
particles. As an example for the four-point correlator, let us consider observables Aˆµ,
Bˆν , Cˆκ, and Dˆλ at four different lattice sites, which have vanishing on-site expectation
values 〈Aˆµ〉 = 〈Bˆν〉 = 〈Cˆκ〉 = 〈Dˆλ〉 = 0. In this case, the hierarchy (13) implies
〈AˆµBˆνCˆκDˆλ〉 = 〈AˆµBˆν〉〈CˆκDˆλ〉+ 〈AˆµCˆκ〉〈BˆνDˆλ〉+ 〈AˆµDˆλ〉〈BˆνCˆκ〉
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+ O (1/Z3) , (14)
which resembles the Wick theorem in free quantum field theory (even though the
quantum system considered here is strongly interacting).
4. Mott Insulator State
Now let us apply the hierarchy discussed above to the Bose-Hubbard model (1). To
this end, we start with the factorising Mott state (3) at zero hopping rate J = 0 as our
initial state
ρˆin =
⊗
µ
ρˆinµ =
⊗
µ
|1〉µ〈1| . (15)
Then we slowly switch on the hopping rate J(t) until we reach its final value. In view
of the finite energy gap, the adiabatic theorem implies that we stay very close to the
real ground state of the system if we do this slowly enough. Of course, we cannot cross
the phase transition in this way (i.e., adiabatically) since the energy gap vanishes at the
critical point, see Section 5 below.
Since we have 〈bˆµ〉 = 0 in the Mott state, Eq. (11) simplifies to
i∂tρˆµ ≈ 1
Z
∑
κ 6=µ
trκ
{LSµκρˆµρˆκ}+ Lµρˆµ = 0 ❀ ρˆ0µ = |1〉µ〈1| . (16)
Thus, to zeroth order in 1/Z (i.e., on the Gutzwiller mean-field level), the Mott insulator
state ρˆ0µ for finite J has the same form as for J = 0. To obtain the first order in 1/Z,
we insert this result into (12). Again using 〈bˆµ〉 = 0, we find
i∂tρˆ
corr
µν = (Lµ + Lν) ρˆcorrµν +
1
Z
LSµν ρˆ0µρˆ0ν
+
1
Z
∑
κ 6=µ,ν
trκ
{LSµκρˆcorrνκ ρˆ0µ + LSνκρˆcorrµκ ρˆ0ν} + O(1/Z2) . (17)
Formally, this is an evolution equation for an infinite dimensional matrix ρˆcorrµν .
Fortunately, however, it suffices to consider a few elements only. If we introduce
pˆµ = |1〉µ〈2| and hˆµ = |0〉µ〈1| as local particle and hole operators‡, all the interesting
physics can be captured by their correlation functions (for µ 6= ν)
f 11µν = 〈hˆ†µhˆν〉 = tr
{
ρˆ hˆ†µhˆν
}
= trµν
{
ρˆcorrµν hˆ
†
µhˆν
}
,
f 12µν = 〈hˆ†µpˆν〉 = tr
{
ρˆ hˆ†µpˆν
}
= trµν
{
ρˆcorrµν hˆ
†
µpˆν
}
,
f 21µν = 〈pˆ†µhˆν〉 = tr
{
ρˆ pˆ†µhˆν
}
= trµν
{
ρˆcorrµν pˆ
†
µhˆν
}
,
f 22µν = 〈pˆ†µpˆν〉 = tr
{
ρˆ pˆ†µpˆν
}
= trµν
{
ρˆcorrµν pˆ
†
µpˆν
}
. (18)
To first order in 1/Z, these correlation functions form a closed set of equations
i∂tf
12
µν = −
J
Z
∑
κ 6=µ,ν
(
Tµκ(f
12
κν +
√
2f 22κν) +
√
2Tνκ(f
11
µκ +
√
2f 12µκ)
)
‡ These excitations are sometimes [19, 39, 40] called doublons and holons.
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+ Uf 12µν −
J
√
2
Z
Tµν (19)
i∂tf
21
µν = +
J
Z
∑
κ 6=µ,ν
(
Tνκ(f
21
κµ +
√
2f 11κµ) +
√
2Tµκ(f
22
κν +
√
2f 12κν)
)
− Uf 21µν +
J
√
2
Z
Tµν (20)
i∂tf
11
µν = i∂tf
22
µν = −
√
2J
Z
∑
κ 6=µ,ν
(
Tµκf
21
κν − Tνκf 12µκ
)
. (21)
This truncation is due to the fact that the correlation functions fmnµν involving higher
occupation numbers m ≥ 3 or n ≥ 3 do not have any source terms of order 1/Z
and hence do not contribute at that level. Exploiting translational symmetry, we may
simplify these equations by a spatial Fourier transformation with
Tµν =
Z
N
∑
k
Tke
ik·(xµ−xν) (22)
fabµν =
1
N
∑
k
fabk e
ik·(xµ−xν) , (23)
where N denotes the number of lattice sites (which equals the number of particles in
our case). Formally, in order to Fourier transform equations (19-21), one should add
the summands corresponding to κ = µ and κ = ν. Since these terms are of order 1/Z2,
they do not spoil our first-order analysis. However, when going to second order 1/Z2
(see Section 9 below), they have to be taken into account.
After the Fourier transformation (22) and (23), Eqs. (19-21) become
(i∂t − U + 3JTk)f 12k = −
√
2JTk(f
11
k + f
22
k + 1) , (24)
(i∂t + U − 3JTk)f 21k = +
√
2JTk(f
11
k + f
22
k + 1) , (25)
i∂tf
11
k = i∂tf
22
k =
√
2JTk(f
12
k − f 21k ) . (26)
From the last equation, we may infer an effective particle-hole symmetry f 11k = f
22
k
valid to first order in 1/Z. With this symmetry, any stationary state (such as the
ground state) with ∂tf
ab
k = 0 must obey the condition
f 12k = f
21
k =
√
2JTk(2f
11
k + 1)
U − 3JTk . (27)
The remaining unknown quantity f 11k can be obtained in the following way: The
evolution equations (24-26) leave the following bilinear quantity invariant
∂t
[
f 11k (f
11
k + 1)− f 12k f 21k
]
= 0 , (28)
which remains valid even for time-dependent J(t). Thus, starting in the Mott state
(3) at zero hopping rate J = 0 with vanishing correlations fabk (t = 0) = 0, we get the
additional condition f 11k (f
11
k + 1) = f
12
k f
21
k for all times t > 0. Thus, to first order in
1/Z, the ground state correlations read (for µ 6= ν)
〈hˆ†µhˆν〉ground = 〈pˆ†µpˆν〉ground =
1
N
∑
k
U − 3JTk − ωk
2ωk
eik·(xµ−xν) (29)
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〈hˆ†µpˆν〉ground = 〈pˆ†µhˆν〉ground =
1
N
∑
k
√
2JTk
ωk
eik·(xµ−xν) . (30)
Here we have used the abbreviation [41]
ωk =
√
U2 − 6JUTk + J2T 2k , (31)
which is just the (non-zero) eigenfrequency of the evolution equations (24-26) for non-
stationary states and will become important in the next Section.
The above equations (29) and (30) describe the correlations and are valid for µ 6= ν
only. The correct on-site density matrix ρµ can be obtained from (9) which shows that
non-vanishing correlations lead to small deviations from the lowest-order result ρ0µ. As
one would expect, the quantum ground-state fluctuations manifest themselves in a small
depletion of the unit-filling state ρˆ0µ = |1〉µ〈1| given by a small but finite probability for
a particle f2 = tr{ρˆµ|2〉µ〈2|} or a hole f0 = tr{ρˆµ|0〉µ〈0|}. To first order in 1/Z, we get
from (9)
i∂tf0 = i∂tf2 =
∑
k
√
2JTk
N
(f 12k − f 21k ) = i
1
N
∑
k
∂tf
11
k , (32)
where we used equation (26) in the last step. This equation can be integrated easily
and with the initial conditions f0(t = 0) = f2(t = 0) = 0 we find the 1/Z-corrections to
the one-site density matrix
〈pˆ†µpˆµ〉 = 〈hˆµhˆ†µ〉 = f0 = f2 =
1
N
∑
k
U − 3JTk − ωk
2ωk
. (33)
Note that, even though the right-hand side of the above equation looks like that of (29)
for µ = ν, one should be careful as they are derived from two different equations: (9)
and (10).
5. Mott–Superfluid Quench
After having studied the ground state properties of the Mott phase, let us consider a
quantum quench from the Mott state to the superfluid regime. This requires a time-
dependent solution of the evolution equations (24-26) which crucially depends on the
eigenfrequency (31). In view of the definition (22), Tk adopts its maximum value
Tk=0 = 1 at k = 0. Thus ωk=0 = ∆E corresponds to the energy gap of the Mott
state mentioned in Section 2. For J = 0, we have a flat dispersion relation ωk = U .
If we increase J , the dispersion relation ωk bends down and the minimum at k = 0
approaches the axis. Finally, at a critical value of the hopping rate [42]
Jcrit = U(3−
√
8) , (34)
the minimum ωk=0 touches the axis and thus the energy gap vanishes ∆E = 0. This
marks the transition to the superfluid regime and we cannot analytically or adiabatically
continue beyond this point. However, nothing stops us from suddenly switching J to
a final value Jout > Jcrit beyond this point. Of course, this would not be adiabatic
Correlations in the Bose & Fermi Hubbard Model 10
anymore and we would no longer be close to the ground state. For hopping rates J
which are a bit larger than the critical value J > Jcrit, the dispersion relation dives
below the axis and the ω2k become negative for small k. Thus, the eigenfrequencies ωk
become imaginary indicating an exponential growth of these modes, i.e., an instability.
This is very natural since the quantum system “feels” that the Mott state is no longer
the correct ground state.
If we consider even larger J , we find that the original minimum of the dispersion
relation ω2k at k = 0 splits into degenerate minima at finite values of k when J = 3U ,
while k = 0 becomes a local maximum. This local maximum even emerges ω2k=0 > 0
on the positive side again for J > U(3 +
√
8). Nevertheless, there are always unstable
modes for some values of k, see Fig. 1 and compare [43].
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Figure 1. Dispersion relation ω2k/U
2 in one dimension for different values of J/U .
After these preliminaries, let us study a quantum quench from the Mott state to
the superfluid phase. For simplicity, we consider a sudden change of J(t) = JΘ(t) from
J = 0 to the final value of J (but the calculation can easily be generalised to other
scenarios). Solving the evolution equations (24-26) for this case, we find
〈hˆ†µhˆν〉quench = 〈pˆ†µpˆν〉quench =
1
N
∑
k
4J2T 2k
1− cos(ωkt)
ω2k
eik·(xµ−xν) (35)
〈hˆ†µpˆν〉quench =
1
N
∑
k
√
2JTk(U − 3JTk)1− cos(ωkt)
ω2k
eik·(xµ−xν)
+
i
N
∑
k
√
2JTk
sin(ωkt)
ωk
eik·(xµ−xν) . (36)
The remaining correlation can simply be obtained via 〈pˆ†νhˆµ〉 = (〈hˆ†µpˆν〉)∗. The correlator
in terms of the original creation and annihilation operators bˆ†µ and bˆν is just a linear
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combination of these correlation functions
〈bˆ†µbˆν〉quench =
1
N
∑
k
4JUTk
1− cos(ωkt)
ω2k
eik·(xµ−xν) . (37)
Note that the momentum distribution
P (k) =
1
N2
∑
µν
eik·(xµ−xν)〈bˆ†µbˆν〉 (38)
which is basically the Fourier transform of 〈bˆ†µbˆν〉, can be measured by time-of-flight
experiments [9, 44] The quench J(t) can be realised experimentally by decreasing the
intensity of the laser field generating the optical lattice (which lowers the potential
barrier for tunnelling and thus increases J). Thus the above prediction should be testable
in experiments.
As explained above, after a quench to the superfluid regime, the frequencies ωk
become imaginary for some k and thus these modes grow exponentially. As a result, the
expectation value will quickly be dominated by these fast growing modes and so most
of the details of the initial state will become unimportant. Of course, this exponential
growth cannot continue forever – after some time, the 1/Z-expansion breaks down since
the quantum fluctuation are too strong and the growth will saturate.
6. Equilibration versus Thermalisation
Instead of a quench from the Mott to the superfluid phase, we can also study a quench
within the Mott regime. Again, we consider a sudden change of J from zero its final
value for simplicity – but now the final value J lies below the critical point J < Jcrit. In
this case, all frequencies are real ωk ∈ R and thus there is no exponential growth – all
modes oscillate. Apart from this point, we can use the same solution as in (35-37). For
an infinite (or at least extremely large) lattice, the oscillations in (35-37) average out for
sufficiently large times t and thus these observables approach a quasi-equilibrium value
〈hˆ†µhˆν〉equil = 〈pˆ†µpˆν〉equil =
1
N
∑
k
4J2T 2k
ω2k
eik·(xµ−xν) (39)
〈hˆ†µpˆν〉equil = 〈pˆ†µhˆν〉equil =
1
N
∑
k
√
2JTk
U − 3JTk
ω2k
eik·(xµ−xν) . (40)
The quasi-equilibrium values for the local (on-site) particle or hole probability can be
derived in complete analogy to the previous case
〈pˆ†µpˆµ〉equil = 〈hˆµhˆ†µ〉equil =
1
N
∑
k
4J2T 2k
ω2k
. (41)
Having found that the observables considered above approach a quasi-equilibrium state,
it is natural to ask the question of thermalisation. This is one of the major unsolved
questions (or rather a set of questions) in quantum many-body theory [45, 46, 47, 48, 49]
In one version, this question can be posed in the following way: Given an interacting
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Figure 2. Time-dependence of the depletion 〈pˆ†µpˆµ〉 and the nearest-neighbor
correlations functions 〈hˆ†µpˆν〉 and 〈pˆ†µpˆν〉 in three dimensions after the quench within
the Mott phase from J/U = 0 to J/U = 0.14 in comparison to their ground state
values. After quasi-equilibration, 〈pˆ†µpˆν〉quench and 〈pˆ†µpˆν〉ground as well as 〈pˆ†µpˆµ〉quench
and 〈pˆ†µpˆµ〉ground differ roughly by a factor of two.
quantum many-body system (for example the Bose-Hubbard model) on an infinite lattice
in a appropriately excited state (such as after a quench), do all localised observables
(e.g., 〈pˆ†µpˆµ〉 and 〈hˆ†µhˆν〉) settle down to a value which is consistent with a thermal state
described by a suitable temperature?
Even though we cannot settle this question here, we can compare the quasi-
equilibrium values obtained above with a thermal state. To this end, we derive the
thermal density matrix ρˆβ corresponding to a given (inverse) temperature kBT = 1/β.
Using the grand canonical ensemble, the thermal density operator is given by
ρˆβ =
e−β(Hˆ−µNˆ)
tr{e−β(Hˆ−µNˆ)} , (42)
where chemical potential µ will be chosen such that the filling is equal to unity. Since
we cannot calculate ρˆβ exactly, we employ strong-coupling perturbation theory, i.e., an
expansion in powers of J . It is useful to introduce the operator [51]
Rˆ(β) = eβHˆ0e−β(Hˆ0+Hˆ1) , (43)
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where Hˆ0 is the diagonal on-site part of the grand canonical Hamiltonian Hˆ − µNˆ and
Hˆ1 is the hopping term. This operator satisfies the differential equation
∂βRˆ(β) = −Hˆ1(β)Rˆ(β) , (44)
where Hˆ1(β) = e
βHˆ0Hˆ1e
−βHˆ0 . In analogy to time-dependent perturbation theory, the
operator Rˆ can be calculated perturbatively by integrating this equation with respect
to β. In first-order perturbation expansion, we have
ρˆβ =
e−βHˆ0
tr{e−βHˆ0}
(
1 +
J
Z
∑
µν
Tµν
eβU(nˆµ−nˆν−1) − 1
U(nˆµ − nˆν − 1) aˆ
†
µaˆν + O(J2)
)
. (45)
Obviously, the correction to first order in J does not affect the on-site density matrix
ρˆµ but the two-point correlations. Thus, we find that the quasi-equilibrium state of the
on-site density matrix ρˆµ can indeed be described by a thermal state provided that we
choose the chemical potential as µ = U/2 which gives
ρˆµ(β) ≈ e
−βU/2
2
|0〉µ〈0|+
(
1− e−βU/2) |1〉µ〈1|+ e−βU/22 |2〉µ〈2| . (46)
The particular value µ = U/2 of the chemical potential ensures that (in first order
thermal perturbation theory) we have on average one particle per lattice site and the
particle-hole symmetry 〈pˆ†µpˆµ〉 = 〈hˆ†µhˆµ〉. To obtain the correct probabilities, we have
to select the temperature according to
e−βU/2 = 2〈pˆ†µpˆµ〉equil =
2
N
∑
k
4J2T 2k
ω2k
= O(1/Z) , (47)
which can be deduced from (41) and (46). Since the depletion is small 〈pˆ†µpˆµ〉 = O(1/Z),
we obtain a low effective temperature which scales as T = O(U/ lnZ). Accordingly,
consistent with our 1/Z-expansion, we can neglect higher Boltzmann factors such as
e−βU .
Of course, the fact that the on-site density matrix ρˆµ can be described (within our
limits of accuracy) by a thermal state does not imply that the same is true for the
correlations. To study this point, let us calculate the thermal two-point correlator from
(45). To first order in J and 1/Z = O(e−βU/2), we find
〈hˆ†µpˆν〉β = 〈pˆ†µhˆν〉β =
√
2JTµν
ZU
+ O(J2) + O(1/Z2) , (48)
while 〈hˆ†µhˆν〉β and 〈pˆ†µpˆν〉β vanish (to first order in J). If we compare this to the quasi-
equilibrium value 〈hˆ†µpˆν〉equil in (40), we find that they coincide to first order in J
〈hˆ†µpˆν〉equil = 〈pˆ†µhˆν〉equil =
√
2JTµν
ZU
+ O(J2) + O(1/Z2) . (49)
This is perhaps not too surprising since the same value can be obtained from the ground
state fluctuations 〈hˆ†µpˆν〉ground = 〈pˆ†µhˆν〉ground in (30) after expanding them to first order
in J . Due to the low effective temperature T = O(U/ lnZ), the lowest Boltzmann
factor is suppressed by e−βU/2 = O(1/Z). As a consequence, because the correlations
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are small O(1/Z), their finite-temperature corrections are even smaller O(1/Z2), and
thus can be neglected.
The same is true for the other correlations 〈hˆ†µhˆν〉 = 〈pˆ†µpˆν〉. All of them: the ground
state correlators 〈hˆ†µhˆν〉ground = 〈pˆ†µpˆν〉ground in (29), the quasi-equilibrium correlators
〈hˆ†µhˆν〉equil = 〈pˆ†µpˆν〉equil in (39), as well as the thermal correlators 〈hˆ†µhˆν〉β and 〈pˆ†µpˆν〉β
vanish to first order in J . Therefore, to first order in J and 1/Z, the thermal state can
describe the observable under consideration. However, going to the next order in J , this
description breaks down. This failure can even be shown without explicitly calculating
Rˆ(β) up to second order. If we compare the quasi-equilibrium correlators in (39)
〈hˆ†µhˆν〉equil = 〈pˆ†µpˆν〉equil =
4J2
U2Z2
∑
κ
TµκTκν + O(J3) + O(1/Z2) , (50)
with the ground state correlations in (29), expanded to the same order in J
〈hˆ†µhˆν〉ground = 〈pˆ†µpˆν〉ground =
2J2
U2Z2
∑
κ
TµκTκν + O(J3) + O(1/Z2) , (51)
we find a discrepancy by a factor of two. I.e., after the quench, these correlations
settle down to a value which is twice as large as in the ground state. This factor of
two has already been found elsewhere in the context of standard time-dependent and
time-independent perturbation theory, see also [50]. This is incompatible with the small
Boltzmann factors e−βU/2 = O(1/Z) and would require a comparably large effective
temperature T = O(U) instead of T = O(U/ lnZ). However, such a large effective
temperature T = O(U) is inconsistent with the small on-site depletion (47).
In summary, the considered observables settle down to a quasi-equilibrium state
– but this state is not thermal. Thus, real thermalisation – if it occurs at all –
requires much longer times scales. This seems to be a generic feature and has been
discussed for bosonic [51, 52, 53] and fermionic systems [54, 55, 56, 57, 58, 59] and
is sometimes called “pre-thermalisation”. This phenomenon can be visualised via the
following intuitive picture: The excited state generated by the quench can be viewed
as a highly coherent superposition of correlated quasi-particles. During the subsequent
quantum evolution, these quasi-particles disperse and randomise their relative phases
– which results in a quasi-stationary state. However, the quasi-particles still retain
their initial spectrum (in energy and quasi-momentum), which could be approximately
described by a generalised Gibbs ensemble (i.e., a momentum-dependent temperature).
In this picture, thermalisation requires the exchange of energy and momentum between
these quasi-particles due to multiple collisions, which changes the one-particle spectrum
and takes much longer. Ergo, one would expect a separation of time scales – i.e.,
first (quasi) equilibration and only much later thermalisation – for many systems in
condensed matter, where the above quasi-particle picture applies.
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7. Tilted Mott Lattice
In the following, we study the impact of a spatially constant but possibly time-dependent
force on the particles, which could correspond to a tilt of the lattice, for example
[60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75]. This scenario can be
described by a generalisation of the Hamiltonian (1)
Hˆ = −J
Z
∑
µν
Tµν bˆ
†
µbˆν +
U
2
∑
µ
nˆµ(nˆµ − 1) +
∑
µ
Vµnˆµ . (52)
The external potential Vµ(t) = xµ · E(t) will be identified as an effective electric field
E(t) and will be time-dependent in general. If we insert this modified Hamiltonian into
(16), we find that the potential Vµ has no effect to zeroth order O(Z0), i.e., the solution
ρˆ0µ = |1〉µ〈1| remains the same. In other words, the Gutzwiller mean field is not affected
by the tilt in the Mott state (in the superfluid phase, this would be different). However,
the next-order O(1/Z) quantum correlations can lead to the creation of particle-hole
pairs via tunnelling over one or more lattice sites.
In order to study this effect, let us generalise the evolution equations (19) and (21)
in the presence of the potential Vµ
(i∂t + Vµ − Vν − U) f 12µν = −
J
Z
∑
κ 6=µ,ν
Tµκ
[
3f 12κν +
√
2f 22κν +
√
2f 11κν
]
− J
√
2
Z
Tµν , (53)
(i∂t + Vµ − Vν) f 11µν = −
√
2J
Z
∑
κ 6=µ,ν
Tµκ
(
f 21κν − f 12κν
)
, (54)
and the same for f 22µν , such that we again have an effective particle-hole operator
symmetry f 11µν = f
22
µν to lowest order in 1/Z. Here we have already used translational
invariance. The tunnelling probability can now be obtained by solving the above
equations. However, instead of solving them directly, we can simplify the problem by
effectively factorising these equations: If we introduce the effective differential equations
for hˆµ and pˆµ, [
i∂t − Vµ − U
2
]
pˆµ = − J
Z
∑
ν
Tµν
[
3
2
pˆν +
√
2 hˆν
]
,
[
i∂t − Vµ + U
2
]
hˆµ =
J
Z
∑
ν
Tµν
[
3
2
hˆν +
√
2 pˆν
]
, (55)
and exploit the initial conditions 〈hˆ†µhˆν〉0 = δµν and 〈hˆ†µpˆν〉0 = 〈pˆ†µhˆν〉0 = 〈pˆ†µpˆν〉0 = 0
valid in the Mott state, we exactly recover (53) and (54) to first order in 1/Z.
For potentials of the form Vµ(t) = xµ · E(t) it is possible to apply the Peierls
transformation and absorb the potential in a phase. After the Fourier transformations
hˆµ(t) = exp
{
−i
∫ t
0
dt′Vµ(t′)
}∑
k
hˆk(t) exp{ik · xµ} , (56)
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pˆµ(t) = exp
{
−i
∫ t
0
dt′Vµ(t′)
}∑
k
pˆk(t) exp{ik · xµ} , (57)
Tµν(t) =
Z
N
∑
k
Tk(t) exp
{
ik · (xµ − xν) + i
∫ t
0
dt′[Vµ(t′)− Vν(t′)]
}
, (58)
the effective evolution equations (55) become
i∂thˆk = +
1
2
[3JTk(t)− U ] hˆk +
√
2JTk(t)pˆk , (59)
i∂tpˆk = − 1
2
[3JTk(t)− U ] pˆk −
√
2JTk(t)hˆk . (60)
Note that Tk(t) explicitly depends on time here and this time-dependence encodes the
potential Vµ(t). Introducing the effective vector potential A(t) which generates the
effective electric field E(t) in Vµ(t) = xµ · E(t) via E(t) = ∂tA(t), this is equivalent to
the substitution k→ k +A(t) in complete analogy to the minimal coupling procedure
Tk(t) = Tk+A(t) known from electrodynamics.
The most general solution of (59) and (60) can be written as
hˆk = f
+
k (t)Aˆk + f
−
k (t)Bˆk , (61)
pˆk = g
+
k (t)Aˆk + g
−
k (t)Bˆk , (62)
where Aˆk and Bˆk are time-independent operators while f
±
k and g
±
k are time-dependent
c-number functions. In analogy to the previous case, we assume that we start in the
Mott state (3) with J = Vµ = 0. In this case, the equations (59) and (60) decouple and
we may choose Aˆk = hˆ
in
k and Bˆk = pˆ
in
k which imply 〈Aˆ†kAˆp〉0 = δk,p and 〈Bˆ†kBˆp〉0 = 0,
as well as, f+k (t) = exp(iUt/2) and g
−
k (t) = exp(−iUt/2) while the other two vanish.
Now we imagine the following sequence: First we switch on J adiabatically, then
we apply the potential Vµ(t) for a finite period of time, and finally we switch off J
adiabatically. Thus, at the very end, the equations (59) and (60) decouple again and
the final particle operator pˆoutk oscillates with positive frequencies exp(−iUt/2) while
the final hole operator hˆoutk oscillates with negative frequencies exp(+iUt/2). However,
during the time-evolution, positive and negative frequencies will get mixed in general
by the time-dependence of Tk(t) = Tk+A(t), i.e., the potential Vµ(t). Thus, the initial
and final particle/hole-operators will be connected by a Bogoliubov transformation
pˆoutk = αkpˆ
in
k + βkhˆ
in
k ,
hˆoutk = α
∗
khˆ
in
k + β
∗
kpˆ
in
k , (63)
where the Bogoliubov coefficients αk and βk satisfy the relation |αk|2 − |βk|2 = 1. In
view of the initial conditions 〈Aˆ†kAˆp〉0 = δk,p and 〈Bˆ†kBˆp〉0 = 0, we find
〈pˆ†kpˆk〉out = |βk|2 , (64)
which gives the probability to create a particle in the mode k. Since particles (i.e.,
doubly occupied lattice sites) and holes (i.e., empty lattice sites) are always created in
pairs, we get the same probability for the holes. Note that k is the canonical and not
necessarily the mechanical momentum due to the substitution k→ k+A(t) mentioned
above.
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8. Analogue of Sauter-Schwinger Tunnelling
The precise amount of mixing which determines the Bogoliubov coefficients αk and βk
can be derived from the evolution equations (59) and (60). Turning these two first-order
differential equations into one second-order equation, we get for g+k and f
+
k ,
∂2t f
+
k −
T˙k
Tk
∂tf
+
k +
(
ω2k
4
+ i
UT˙k
2Tk
)
f+k = 0 , (65)
∂2t g
+
k −
T˙k
Tk
∂tg
+
k +
(
ω2k
4
− iUT˙k
2Tk
)
g+k = 0 . (66)
With the substitutions f+k =
√
Tkuk and g
+
k =
√
Tkvk, we may eliminate the first-order
terms and arrive at
∂2t uk +
(
ω2k
4
+ i
UT˙k
2Tk
+
T¨k
2Tk
− 3T˙
2
k
4T 2k
)
uk = 0 ,
∂2t vk +
(
ω2k
4
− iUT˙k
2Tk
+
T¨k
2Tk
− 3T˙
2
k
4T 2k
)
vk = 0 . (67)
Now we consider a small tilt of the lattice, corresponding to a weak electric field |E| ≪ U .
In this case, we may approximate the above equations by neglecting the terms with T˙k
and T¨k since T˙k = O(E). Furthermore, for a weak tilt, the particles have to tunnel
across many lattice sites in order to gain enough energy and to be able to overcome
the energy gap before a particle-hole pair can be created. Thus, we may consider large
length scales, corresponding to small wavenumbers k and Taylor expand the Tk(t)
Tk(t) = Tk+A(t) = 1− ξ[k+A(t)]2 + O(k4) , (68)
where ξ is the stiffness. With these approximations, we find that (67) simplify to
∂2t φk +
(
m2effc
4
eff + c
2
eff [k+A(t)]
2
)
φk = 0 , (69)
which is just the Klein-Fock-Gordon equation describing charged scalar particles in an
external electromagnetic field, provided that we identify the effective speed of light
c2eff =
ξ
2
J(3U − J) , (70)
while the effective mass is given by half the energy gap ∆E
m2effc
4
eff =
1
4
(U2 − 6JU + J2) . (71)
Consequently, there is a quantitative analogy between the tilted Bose-Hubbard lattice
and the Sauter-Schwinger effect, i.e., electron-positron pair creation out of the quantum
vacuum due to an external electric field, sketched in Fig. 3 and the following table:
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Sauter-Schwinger effect Bose-Hubbard model
electrons & positrons particles & holes
Dirac sea Mott state
mass of electron/positron energy gap ∆E
electric field E lattice tilt Vµ
speed of light c velocity ceff
a)
c)
b)
d)
E
+mc2
−mc2
x
∆E
∆E
Figure 3. Sketch of the analogy: a) Dirac sea for E = 0, b) Sauter-Schwinger
tunneling for E 6= 0, c) Mott state with energy gap ∆E , d) tunneling in tilted lattice.
We can now use this analogy to apply our knowledge of the Sauter-Schwinger effect
[76, 77, 78, 79, 80, 81] to particle-hole creation in the tilted Bose-Hubbard model –
as Richard Feynman said: The same equations have the same solutions. For example,
consider a purely time-dependent electric field of the following form
E =
E0ez
cosh2 (t/τ)
. (72)
Such a profile is called Sauter pulse since F. Sauter was the first to realise (already in
1931) that the Dirac equation and the Klein-Fock-Gordon equation in the presence of
such a field can be solved exactly in terms of hypergeometric functions (although he
considered the form with t and x interchanged). From the exact solution of the scalar
field case, one obtains [82, 83]
|βk|2 =
cosh (πτ [ω+ − ω−]) + cosh
(
π
√
4E20c
2τ 4 − 1
)
2 sinh(πτω+) sinh(πτω−)
, (73)
with the abbreviations
ω± =
√
c2(kz ∓ E0τ)2 +m2ec4 + k2⊥c2 . (74)
Here k⊥ denotes the momentum perpendicular to the electric field and me is the mass of
the electron. Via the analogy established above, expression (73) yields the momentum
dependent particle-hole pair creation probability in a Mott state subject to a time-
dependent tilt according to Eq. (72). For various pulse lengths τ , this result plotted in
Fig. 14 and compared to numerical results for a one-dimensional Bose-Hubbard lattice.
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In the static limit τ →∞, Eq. (73) reproduces the well-known expression
|βk|2 = exp
(
−πm
2
ec
4 + k2⊥c
2
E0c
)
. (75)
As we see, the electron-positron pair creation probability is exponentially suppressed for
small electric fields E0. Inserting the translation formula (70) and (71), we get the same
exponential suppression for the particle-hole pair creation probability via tunnelling in
tilted Mott lattices. Thus, in order to actually verify this prediction experimentally, the
tilt should not be too small. In this case, the terms with T˙k and T¨k we have neglected
earlier due to T˙k = O(E) might start to play a role. Thus, let us estimate the impact
of these contributions. Including the terms involving T˙k and T¨k, we find
∂2t uk +
[
m2effc
4
eff + k
2
⊥c
2
eff + c
2
eff(kz − E0t)2
]
uk
+ξ
[−E20 + iE0U(kz − E0t)]uk = 0 , (76)
where we have assumed a constant field (τ →∞) for simplicity. The above differential
equation can be solved in terms of parabolic cylindrical functions from which the pair
creation probability is determined to be
|βk|2 ≈ exp
[
− π
E0ceff
(
m2effc
4
eff + c
2
effk
2
⊥ − ξE20 + ξ2
E20U
2
4c2eff
)]
. (77)
In Fig. 4, we depicted the dependence of the particle-hole creation probability 〈pˆ†µpˆµ〉 =∑
k |βk|2/N on the potential gradient.
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Figure 4. Dependence of − ln(〈pˆ†µpˆµ〉) on the lattice tilt for J/U = 0.1. The black
line represents the standard result (75) for the static Sauter-Schwinger effect while the
red curve deviates due to perturbative corrections in E0 given by the lattice structure,
see equation (77).
9. Second Order in 1/Z
So far, we have only considered the first order in 1/Z. Now let us discuss the effect of
higher orders by means of few examples. Let us go back to the derivation from (10)
to (12) and include 1/Z2 corrections. To achieve this level of accuracy, we should not
replace the exact on-site density matrix ρˆµ by it lowest-order approximation ρˆ
0
µ but
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include its first-order corrections in (33), i.e., the quantum depletion f0 = O(1/Z) of
the unit filling (Mott) state. This results in a renormalisation of the eigenfrequency
ωrenk =
√
U2 − 6JTk(1− 3f0) + J2T 2k(1− 3f0)2 , (78)
which indicates a shift of the Mott-superfluid transition to slightly higher values of J ,
J rencrit = U
3− 2√2
1− 3f0 > U(3− 2
√
2) , (79)
see Appendix 19. Since the net effect can roughly be understood as a reduction of the
effective hopping rate J ren = J(1 − 3f0), it is easy to visualise that this implies also a
decrease of the effective propagation velocity.
There are also other 1/Z2 corrections in (12) such as the three-point correlator ρˆcorrµνκ
but they act as source terms and do not affect the eigenfrequency (at second order).
However, there are other quantities where these source terms are crucial. In particular
we consider correlation functions which are of the form
FO(µ, ν) = 〈OˆµOˆν〉 − 〈Oˆµ〉〈Oˆν〉 , (80)
and vanish to first order in 1/Z, in contrast to the off-diagonal long-range order
〈aˆ†µaˆν〉 discussed above. One important example is the particle-number correlation,
i.e., 〈nˆµnˆν〉 − 1. After a somewhat lengthy calculation, we find for the ground state
correlations (see Appendix 19)
Fn(µ, ν) =
2
N2
∑
p,q
ei(p+q)·(xµ−xν)
(
f 11p f
11
q − f 12p f 21q
)
, (81)
where f 12p , f
21
p and f
11
p are given through equations (27) and (28). It is also possible to
calculate this quantity via a perturbation expansion into powers of J/U . Note, however,
that the above result is not perturbative in J/U , see, for example, the non-polynomial
dependence of ωk on J .
These predictions could be tested experimentally by site-resolved imaging, i.e.,
measurements on single lattice sites [10, 84, 85, 86]. In some of these experiments,
the particle number per site is not directly measured, but only the parity – i.e., whether
the number of particles on a given lattice site is even or odd [19]. The parity correlator
reads
F(−1)n(µ, ν) =
8
N2
∑
p,q
ei(p+q)·(xµ−xν)
(
f 11p f
11
q + f
12
p f
21
q
)
. (82)
Again, this result can be compared with a perturbative expansion into powers of J/U .
Assuming a hyper-cubic lattice ZD in D dimensions with nearest-neighbour hopping
(i.e., Z = 2D), we obtain up to quartic order in J
F(−1)n(µ, ν) =
(
J
ZU
)2
8n(n + 1) +
+
(
J
ZU
)4
2n(1 + n)
3
[
n(n + 1)(70− 208Z + 48Z2)+
+4− 22Z + 9Z2]+ O(J6) , (83)
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where µ and ν are nearest neighbours and n = 〈nˆµ〉 is an arbitrary (integer) filling.
Inserting n = 1 and keeping only the lowest-order 1/Z2 terms, we may compare this
result with (82), after an expansion into powers of J , and find perfect agreement.
However, there is an interesting observation regarding the above equation: In one
spatial dimension with Z = 2 nearest neighbours, the J4 contribution in the above
equation is negative. This suggests that the parity correlator assumes its maximum at
a finite value of J (in the Mott phase), which can indeed be confirmed by numerical
simulations, see, e.g., [20] and Section 10. In two or more spatial dimensions, the
situation is different. Even though the parity correlator should still assume its maximum
at some finite value of J , this value is quite close to the phase transition or already in
the superfluid regime. Thus, this maximum is not visible in our 1/Z-expansion starting
in the Mott state, which predicts a monotonously increasing parity correlation in its
region of applicability.
In analogy to Sections 5 and 6, we can also study the correlations after a quantum
quench with J(t) = JΘ(t). Again, there are no contributions to the particle-number
and parity correlations in first order 1/Z – but, to second order 1/Z, we find formally
the same expressions as in the static case (82) and (81)
Fn(µ, ν) =
2
N2
∑
p,q
ei(p+q)·(xµ−xν)
(
f 11p (t)f
11
q (t)− f 12p (t)f 21q (t)
)
, (84)
and
F(−1)n(µ, ν) =
8
N2
∑
p,q
ei(p+q)·(xµ−xν)
(
f 11p (t)f
11
q (t) + f
12
p (t)f
21
q (t)
)
, (85)
where f 12p (t),f
21
p (t) and f
11
p (t) are now given by equations (35) and (36). The parity
correlations after a quench have been experimentally observed in a one-dimensional
setup [19]. Although the hierarchical expansion relies on a large coordination number,
we find qualitative agreement between the theoretical prediction (85) for Z = 2 and the
results from [19]. For large times t and distances xµ−xν , we may estimate the integrals
over p and q in the expressions (84) and (85) via the stationary-phase or saddle-point
approximation. The dominant contributions stem from the momenta satisfying the
saddle-point condition
∇k [k · (xµ − xν)± ωkt] = 0 . (86)
Thus their structure is determined by the group velocity vk = ∇kωk. If the equation
xµ − xν = ±vkt has a real solution k, i.e., if the distance xµ − xν can be covered
in the time t with the group velocity vk, then we get a stationary-phase solution –
otherwise the integral will be exponentially suppressed (i.e., the saddle point k becomes
complex). For small values of J , the maximum group velocity is given by vmaxk ≈ 3J ,
which determines the maximum propagation speed of the correlations, i.e., the effective
light-cone.
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10. Numerical Simulations for the Bose-Hubbard model
In the following we analyze the Bose-Hubbard system (1) numerically in one and two
dimensions. All calculations are carried out on a finite lattice with L lattice sites and
N bosons.
10.1. General formalism for the one-dimensional Hubbard model
The eigenstates of lattice systems are calculated by means of exact numerical
diagonalisation of the Hamiltonian matrix [87, 88, 89, 90, 91, 92, 93, 94, 95] which
can be obtained from the Hamiltonian (1) using the basis of Fock states
|nΓ〉 =
L⊗
µ=1
|nΓµ〉 , Γ = 1, . . . ,D , D = (N + L− 1)!
N !(L− 1)! , (87)
where Γ labels the configuration of the bosons and the occupation numbers of individual
lattice sites nΓµ satisfy the condition
N =
L∑
µ=1
nΓµ . (88)
The matrix dimension can be reduced by factor L for homogeneous lattices with periodic
boundary conditions (bˆL+1 ≡ bˆ1). In this case the Hamiltonian commutes with the
unitary translation operator Tˆ which acts through cyclic permutation on the lattice
bosons. Due to the periodic boundary conditions, the operator satisfies Tˆ L = 1. As a
basis one can use linear combinations of the Fock states (87) in the form
|nKΓ〉 = NΓ
L∑
µ=1
(
Tˆ
τK
)µ−1
|nΓ〉 , (89)
which are eigenstates of the operator Tˆ for the eigenvalue τK = exp (iK). NΓ are
normalisation constants chosen such that 〈nKΓ|nK ′Γ′〉 = δΓΓ′δKK ′. Here the state |nΓ〉
cannot be obtained by cyclic permutations of |nΓ′〉 with Γ′ 6= Γ. The eigenstates of the
Hamiltonian have the following form
|KΩ〉 =
DK∑
Γ=1
CKΩΓ|nKΓ〉 , Ω = 1, . . . ,DK ,
L−1∑
K=0
DK = D , (90)
and the corresponding eigenenergies are denoted by EKΩ.
If the complete eigenvalue problem is solved, one can work out expectation value
of any operator Oˆ at arbitrary temperature in a canonical ensemble as
〈Oˆ〉T = 1Z(T )
∑
KΩ
〈KΩ|Oˆ|KΩ〉 exp
(
−EKΩ
T
)
(91)
with the partition function
Z(T ) =
∑
KΩ
exp
(
−EKΩ
T
)
. (92)
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Using the set of the basis states (89) we were able to solve numerically the complete
eigenvalue problem for N = L = 9.
In order to study zero-temperature properties of the system, it is sufficient to
calculate the ground state. This can be done exactly with the aid of iterative numerical
solvers for sparse matrices of large dimensions along the lines of [91]. We were able to
do this up to N = L = 14.
10.2. Energy spectrum
In the limit of vanishing hopping, J = 0, the basis states (89) are the eigenstates of the
Hamiltonian (1) which are, apart from the ground state, degenerate. The ground state
has equal occupation numbers at each lattice site, that is nΓµ ≡ n. It exists only at
K = 0 and has the energy
E01 = L
U
2
n(n− 1) . (93)
The energy eigenvalues of the degenerated excited states are given through
EKΓ =
L∑
µ=1
U
2
nΓµ (nΓµ − 1) (94)
and do not depend on K, corresponding to flat energy bands. The lowest band contains
L(L − 1) degenerate eigenstates with the energies EKΓ = E01 + U . These states
correspond to bosonic configurations with the same occupation numbers n at any site
except two, one of which contains n − 1 boson and the other one n + 1. The highest
band contains L degenerate states with all atoms sitting at one lattice site. These states
have the energy EKΓ = UN(N − 1)/2. A finite hopping rate J lifts the degeneracy,
the bands aquire finite widths and can even overlap if the tunneling parameter is large
enough.
The full energy spectrum calculated for N = L = 9 and J/U = 0.1, which
corresponds to the Mott-insulator state, is shown in Fig. 5(a). The lowest dot at K = 0
is the ground state energy E01, see also Fig. 5(b). Also the lowest excited state is located
at K = 0 and has the energy E02. Together with the energies EK2, where K 6= 0, they
form the lowest excitation branch shown by the black lines in Figs. 5(b,c). An increase
of the system size leads to more dense distribution of the points and the solid line
becomes smoother. We see that, at small momenta K, the lowest excitation branch can
be approximated by a pseudo-relativistic form
ω2K ≡ (EK2 − E01)2 = (∆E)2 +K2v2eff . (95)
Thus we can estimate the effective velocity veff using the numerically calculated values
of E01, E02 and E11. The results for different system sizes are shown in Fig. 5(d). With
the increase of J/U the energy bands become broader and the gap in the excitation
spectrum E02 − E01 becomes smaller.
The energy eigenvalues in the lowest band in Fig. 5 correspond to particle-hole
excitations of the form pˆ†kphˆkh|ΨMott〉 with the total momentum kp + kh = K. When
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discussing the ground-state properties or the dynamics after a quench in the previous
Sections, it was sufficient to consider translationally invariant states with K = 0, i.e.,
kp = −kh = k, where k corresponds to the relative momentum. In the discussion of
the Sauter-Schwinger analogue, we considered a spatially constant potential gradient
and absorbed it into the Fourier coefficients Tk(t) via a Peierls transformation, finally
arriving at the evolution equations (59) and (60) for particle and hole operators with
kp = −kh = k. However, for arbitrary potentials Vµ, this is no longer possible in this
simple form. In order to satisfy the equations of motion (19-21) for the correlation
functions for an arbitrary potential Vµ, one should employ the generalised evolution
equations (
i∂t − Vµ + U
2
)
hˆµ =
J
Z
∑
κ
Tµκ
(
hˆκ +
√
2pˆκ
)
, (96)
(
i∂t − Vµ − U
2
)
pˆµ = −
√
2J
Z
∑
κ
Tµκ
(
hˆκ +
√
2pˆκ
)
. (97)
Here the particle and hole-operators are fixed up to a kh,p-independent phase. For the
limiting case Vµ → 0 we find from Eqs. (96) and (97) the following eigenfrequencies
ωhkh = −
1
2
(JTkh + ωkh) , (98)
ωpkp = −
1
2
(JTkp − ωkp) , (99)
where ωk are the eigenfrequencies defined in (31). These excitations define the lowest
band with the energies
EKΩ = ω
p
kp
− ωhkh , (100)
where kh + kp = K. The spectrum is depicted in Fig. 6 and the effective velocity reads
veff =
1
2
√
J(3U − J) (101)
which has for J/U = 0.1 the numerical value veff/U = 0.269. Including the second order
corrections in 1/Z2 we have a slightly lower value veff/U = 0.264, compare Fig. 5(d).
10.3. Probability distribution of the occupation numbers
We calculate the ground state and then the probabilities p(nµ) to have nµ atoms at a
lattice site which satisfy the normalisation condition
N∑
nµ=0
p(nµ) = 1 . (102)
As in the previous Section, we consider the system with N = L. From Eqs. (3) and (4)
it follows that in the limit J = 0 we have p(nµ) = δnµ,1, and in the opposite limit U = 0
the probabilities are given by the binomial distribution
p(nµ) =
N !
(N − nµ)!nµ!
(
1
N
)nµ (
1− 1
N
)N−nµ
. (103)
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Figure 5. (a) Full energy spectrum and (b) its lowest part for N = L = 9.
(c) Lowest part of the spectrum for N = L = 13. (d) Effective velocity in a one-
dimensional lattice with n = 1 atom per site and J/U = 0.1.
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Figure 6. Boundaries of the lowest energy excitation band in the continuum limit
(solid lines) and energy excitations for L = 9 (points) from Eq. (100) in a one-
dimensional lattice with n = 1 and J/U = 0.1.
The result for N = 14 at arbitrary J/U and at zero temperature is shown in Fig. 7. One
can clearly see that the probability to have three particles or more at one lattice site is
very small which is consistent with the approximations used in the 1/Z expansion.
The particle-number distribution at finite temperature is shown in Fig. 8(b).
Comparison with the zero-temperature result for the same system size [Fig. 8(a)]
indicates that temperature has stronger influence at smaller values of J/U .
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Figure 7. Probabilities to have nµ = 0 (red), 1 (green), 2 (blue), 3 (magenta) atoms
at a lattice site in a one-dimensional lattice of L = 14 sites with n = 1 atom per site
at zero temperature.
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Figure 8. Probabilities to have nµ = 0 (red), 1 (green), 2 (blue), 3 (magenta) atoms
at a site in a lattice with n = 1 atom per site. (a) and (b): one-dimensional lattice
of L = 9 sites; (c) and (d): two-dimensional lattice of 3 × 3 sites; (a) and (c): zero
temperature; (b) and (d): T/U = 0.3.
10.4. Two-point correlation functions
In this Subsection, we consider two-point correlation functions which have been
discussed in Section 9. Due to the translational invariance, the correlation functions
depend on the distance s = |xµ − xν | and have the property FO(µ, ν) = FO(s) =
FO(L− s) in view of the periodic boundary conditions.
First we consider the parity correlation function F(−1)n(s). Its dependence on J/U
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Figure 9. Parity correlation [(a) and (b)] and density-density correlation [(c) and
(d)] in a one-dimensional lattice of L = 14 sites with n = 1 atom per site at zero
temperature. (a) and (c): dependence on J/U for s = 1 (red), 2 (green), 3 (blue),
4 (magenta); (b) and (d): Dependence on s for J/U = 0.1. Due to the periodic
boundary conditions correlation functions increase starting from s = 7.
as well as on the distance s is shown in Fig. 9. This result is in a very good quantitative
agreement with the DMRG-calculations [20]. Note that our definition of J differs by a
factor Z from that used in [20]. Fig. 9 shows the number correlation function Fn(s).
Fig. 10 shows matrix elements of the one-body density matrix 〈bˆ†µbˆµ+s〉 as well as
its momentum distribution (38). In a finite lattice the quasi-momentum takes discrete
values which are integer multiples of 2π/L. These allowed values are marked in Fig. 10(a)
by dots. The momentum distribution calculated in the first order of 1/Z is also shown
for comparison. We observe good quantitative agreement.
10.5. Particle-number distribution and correlation functions in 2D
The whole procedure of exact numerical diagonalisation described for one-dimensional
systems can be generalised to higher dimensions. We did numerical simulations for
two-dimensional square lattices of 3× 3 lattice sites with periodic boundary conditions.
Exact calculations for square lattices of the size 4×4 and larger were not possible due to
the problem with computer memory. Due to the fact that the size of the two-dimensional
system is very small one can expect strong finite-size effects. However, as we will see
later numerical calculations give qualitatively correct predictions valid for large systems.
The probability distribution of the occupation numbers is shown in Figs. 8(c) and
(d). It is very similar to the one-dimensional case. In a lattice of 3×3 sites with periodic
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Figure 10. (a): Momentum distribution (38) in a one-dimensional lattice with
n = 1 atom per site at J/U = 0.1 and zero temperature. The result obtained by
exact diagonalisation for a finite lattice of L = 14 is shown by dots. The solid line is
a calculation in the first order of 1/Z for an infinite lattice. (b): Correlation function
〈bˆ†µbˆµ+s〉 calculated by exact diagonalisation for a finite lattice with the same values
of parameters as in (a).
boundary conditions the distance s takes only three values s = 0, 1,
√
2 which makes
the study of the long-range behavior of the two-point correlation functions practically
impossible. Nevertheless some useful information can be obtained in the Mott-insulator
phase where the correlations decay exponentially. Fig. 11(a) shows the dependence of
the parity correlation function on J/U . As in the one-dimensional case, F(−1)n(s) has
a maximum at a finite value of J , which is, however, not in the Mott phase. The
results in Fig. 11 are in a good agreement with those obtained in [20] by DMRG
and MPS calculations for large systems. Correlations 〈nˆµnˆν〉 and 〈bˆ†µbˆν〉 are shown
in Figs. 11(b), 11(c), respectively. They become stronger for increasing values of J/U .
10.6. Time evolution after quench
If the complete set of the eigenvalues and eigenstates of the Hamiltonian is known, the
time evolution of an arbitrary initial state |ψ(0)〉 can be calculated exactly without
numerical integration, provided that the Hamiltonian does not depend explicitly on
time. The initial state can be decomposed into the eigenstates of the Hamiltonian as
|ψ(0)〉 =
∑
K
DK∑
Ω=1
cKΩ|KΩ〉 , cKΩ = 〈ψ(0)|KΩ〉 . (104)
If the parameters of the Hamiltonian do not depend on time, the evolution of the initial
state is given by
|ψ(t)〉 =
∑
K
DK∑
Γ=1
cKΓ(t)|nKΓ〉 (105)
with
cKΓ(t) =
DK∑
Ω=1
cKΩCKΩΓ exp (−iEKΩt) . (106)
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Figure 11. Parity correlation (a), density-density correlation (b) and elements of the
one-body density matrix (c) in a two-dimensional lattice of 3×3 sites with n = 1 atom
per site at zero temperature. s = 1 (red),
√
2 (green).
The time dependence of the expectation value of any operator Oˆ can be calculated as
〈Oˆ〉(t) =
∑
KΓ
∑
K ′Γ′
〈nKΓ|Oˆ|nK ′Γ′〉c∗KΓ(t)cK ′Γ′(t) . (107)
We will be dealing with operators Oˆ which have the property
〈nKΓ|Oˆ|nK ′Γ′〉 = 〈nKΓ|Oˆ|nKΓ′〉δKK ′ . (108)
Then the expectation value averaged over the evolution time is given by
〈Oˆ〉 = lim
t→∞
1
t
∫ t
0
〈Oˆ〉(t′)dt′
=
∑
K
∑
Γ
∑
Γ′
〈nKΓ|Oˆ|nKΓ′〉
DK∑
Ω=1
|cKΩ|2C∗KΩΓCKΩΓ′ . (109)
We study time evolution of the initial state with exactly one atom at each lattice site
which is the ground state with K = 0 of the Bose-Hubbard Hamiltonian in the limit
J = 0. Since the Hamiltonian after quench preserves the translational invariance, the
time evolution involves only states with K = 0. In Figs. 12 and 13 we present numerical
results for the particle-number distribution p(nµ) and correlation function 〈bˆ†µbˆν〉 in one
and two dimensions. The purpose of this study is to address the question of (quasi)
equilibration versus thermalisation in closed quantum systems. Time evolution of the
probabilities p(nµ) for one- and two-dimensional systems is shown in Figs. 12(a), 13(a),
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Figure 12. Quench and (quasi) equilibration in a one-dimensional lattice of L = 9
sites with n = 1 atom per site. (a) Time evolution of the probabilities to have nµ = 0
(red), 2 (blue) atoms at a lattice site after quench J/U = 0 → 0.1. (b) Probabilities
to have nµ = 0 (red), 2 (blue) atoms at a lattice site for J/U = 0.1 as a function of
temperature. Straight horizontal lines in both panels show the values of probabilities
averaged over the infinite evolution time. (c) Elements of the one-body density matrix
with s = 1 (red), 2 (green), after quench J/U = 0→ 0.1. (d) Elements of the one-body
density matrix with s = 1 (red), 2 (green), for J/U = 0.1 as a function of temperature.
respectively. On large time scales they oscillate around the averaged values shown by
straight horizontal lines. For the chosen value of J/U = 0.1, the behavior p(0) is almost
indistinguishable from that of p(2). Figs. 12(b), 13(b) show the dependence of the
probabilities on the temperature. Averaged values of the probabilities correspond to
the effective temperature which is slightly less than 0.15 U .
The time dependence of the correlation functions 〈bˆ†µbˆν〉 presented in
Figs. 12(c), 13(c) displays the same oscillating character. In the one-dimensional sys-
tem, the effective temperature corresponding to the averaged values of 〈bˆ†µbˆν〉 can be
defined but appears to be higher than that of the probabilities p(nµ). In contrast, in the
two-dimensional case, the correlation functions 〈bˆ†µbˆν〉 cannot be described by a ther-
mal state, see Fig. 13(d). The absence of effective temperature in the two-dimensional
system is consistent with the result obtained within the 1/Z expansion in Section 6.
10.7. Tilt in one dimension
In this Section, we calculate the probability to create a particle-hole excitation due to
the time-dependent tilt. Initial state of the system |ψ(0)〉 is the ground state of the
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Figure 13. Quench and (quasi) equilibration in a two-dimensional lattice of 3 × 3
sites with n = 1 atom per site. (a) Probabilities to have nµ = 0 (red), 2 (blue)
atoms at a lattice site after quench J/U = 0 → 0.1. (b) Probabilities to have n1 = 0
(red), 2 (blue) atoms at a lattice site for J/U = 0.1 as a function of temperature. (c)
Elements of the one-body density matrix with s = 1 (red),
√
2 (green) after quench
J/U = 0 → 0.1. (d) Elements of the one-body density matrix with s = 1 (red), √2
(green) for J/U = 0.1 as a function of temperature.
Hamiltonian (1) for finite value of J/U in the Mott-insulator phase. During the time
evolution the system is described by the Hamiltonian (52) with the on-site energies
Vµ = E0f(t/τ)xµ , (110)
where function f(s) has similar form as (72)
f(s) =
{
cosh−2
(
s− 5
2
)
− cosh−2
(
5
2
)}[
1− cosh−2
(
5
2
)]−1
, (111)
with 0 < s < 5, such that f(0) = f(5) = 0 and f(5/2) = 1.
In contrast to all the previous numerical calculation we do not impose anymore
periodic boundary conditions. Instead of that we consider the case when the particles
cannot tunnel between the lattice sites µ = 1 and µ = L and perform calculations using
the basis of Fock states (87). Numerical integration of the Schro¨dinger equation is done
by means of the fourth-order Runge-Kutta method. The accuracy of the numerical
integration is controlled by the conservation of norm of the state |ψ(t)〉.
The results for the excitation probability per unit time
Pexc =
1− |〈ψ(0)|ψ(5τ)〉|2
τ
, (112)
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Figure 14. a) Numerical results for the excitation probability per unit time in
logarithmic scales for N = L = 12 and J/U = 0.1. b) Analytical results (73) for
the excitation probability per unit time where the expressions for the effective mass
(71) and the effective velocity (70) have been used.
where 5τ is the total evolution time, are shown in Fig. 14(a). At short evolution times,
the excitation probability Pexc has a power-law dependence on ∆ǫ which corresponds to
the perturbative regime of the pair production. One should keep in mind that finite-size
effects start to play an important role if the evolution time exceeds L/veff , where veff
is an effective velocity for the propagation of excitations discussed in Section 10.2. For
L = N = 12 and J/U = 0.1 this leads to the requirement τU < 7. At much longer times
τ , the dynamics of a finite-size system will be adiabatic and the excitation probability
will tend to zero in contrast to the infinite system, where the excitation probability
remains finite in the limit τ →∞ as determined by Eq. (75).
In Fig. 14(b) we show the results of the same calculations obtained in Section 8
in the first order of the 1/Z-expansion where corrections due to time-derivatives of Tk
have been neglected, see Eq. (67). The excitation probability (112) and the particle-hole
creation rate are related via
Pexc =
1− 〈ΨMott|ρˆ(∞)|ΨMott〉
τ
≈ 1− (1− 2〈pˆ
†
µpˆµ〉)N
τ
≈ 2N 〈pˆ
†
µpˆµ〉
τ
,(113)
where 〈pˆ†µpˆµ〉 =
∑
k |βk|2 /N and βk is the Bogoliubov coefficient defined in equation
(73). We observe a very good qualitative agreement with the results of exact numerical
calculations, although the latter give somewhat smaller values of Pexc.
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11. Fermi-Hubbard Model
Now, after having studied the bosonic case, let us investigate the Fermi-Hubbard model
[1, 12, 96]. We shall find many similarities to the Bose-Hubbard model – but also crucial
differences. The Hamiltonian is given by
Hˆ = −J
Z
∑
µν,s
Tµν cˆ
†
µ,scˆν,s + U
∑
µ
nˆ↑µnˆ
↓
µ . (114)
The nomenclature is the same as in the bosonic case (1) but with an additional spin
label s which can assume two values s =↑ or s =↓. In the following, we consider the
case of half-filling 〈nˆ↑µ + nˆ↓µ〉 = 1 where half the particles are in the s =↑ state and the
other have s =↓. Note that the total particle numbers Nˆ↑ = ∑µ nˆ↑µ and Nˆ↓ = ∑µ nˆ↓µ
for each spin species are conserved separately [Hˆ, Nˆ↑] = [Hˆ, Nˆ↓] = 0. The creation and
annihilation operators satisfy the fermionic anti-commutation relations{
cˆν,a, cˆ
†
µ,b
}
= δµνδab , {cˆν,a, cˆµ,b} =
{
cˆ†ν,a, cˆ
†
µ,b
}
= 0 . (115)
The fermionic nature of the particles has important consequences. For example, let
us estimate the expectation value of the hopping Hamiltonian HˆJ . Introducing the
“coarse-grained” operator
cˆΣµ,s =
1√
Z
∑
ν
Tµν cˆν,s , (116)
we may write the expectation value of the tunnelling energy HˆJ per lattice site for one
spin species s as −J〈cˆ†µ,scˆΣµ,s〉/
√
Z. This expectation value can be interpreted as a scalar
product of the two vectors cˆµ,s |Ψ〉 and cˆΣµ,s |Ψ〉 and hence it is bounded by∣∣〈Ψ| cˆ†µ,scˆΣµ,s |Ψ〉∣∣ ≤ ||cˆµ,s |Ψ〉 || · ||cˆΣµ,s |Ψ〉 || . (117)
Inserting ||cˆµ,s |Ψ〉 ||2 = 〈Ψ| cˆ†µ,scˆµ,s |Ψ〉 = 〈Ψ| nˆµ,s |Ψ〉, we get the expectation value of
the number operator nˆµ,s. In contrast to the bosonic case, this operator is bounded
and thus we find ||cˆµ,s |Ψ〉 || ≤ 1. Furthermore, the operator cˆΣµ,s in (116) obeys the
same anti-commutation relations (115) and thus we find ||cˆΣµ,s |Ψ〉 || ≤ 1 in complete
analogy. Consequently, the absolute value of the tunnelling energy per lattice site is
below 2J/
√
Z, i.e., decreases for large Z.
The above result implies that the interaction term ∝ U always dominates (except
in the trivial case U = 0) in the limit Z → ∞ under consideration. Hence, we are in
the strongly interacting Mott regime and do not find anything analogous to the Mott–
superfluid transition as in the bosonic case. Note that often [97, 98] a different Z-scaling
is considered, where the hopping term scales with J/
√
Z instead of J/Z as in (114).
Using this J/
√
Z scaling, one can study the transition from the Mott state to a metallic
state which is supposed to occur at a critical value of J where – roughly speaking –
the hopping term starts to dominate over the interaction term. However, this transition
is not as well understood as the Mott–superfluid transition in the bosonic case. With
our J/Z-scaling in (114), we study a different corner of the phase space where we can
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address question such as tunnelling in tilted lattices and equilibration vs thermalisation
etc.
11.1. Symmetries and Degeneracy
In addition to the usual invariances already known from the bosonic case, the Fermi-
Hubbard model has some more symmetries. For example, the particle-hole symmetry
cˆ†µ,s ↔ cˆµ,s and thus nˆµ,s = cˆ†µ,scˆµ,s ↔ ˆ¯nµ,s = cˆµ,scˆ†µ,s = 1 − nˆµ,s is no longer an effective
approximate symmetry, but becomes exact (for the case of half-filling considered here).
Furthermore, there is an effective SU(2)-symmetry corresponding to the spin
degrees of freedom. To specify this, let us introduce the effective spin operators
Sˆzµ =
1
2
∑
ab
cˆ†µ,a σ
z
ab cˆµ,b =
1
2
(
nˆ↑µ − nˆ↓µ
)
, (118)
and analogously Sˆxµ =
∑
ab cˆ
†
µ,aσ
x
abcˆµ,b/2 as well as Sˆ
y
µ =
∑
ab cˆ
†
µ,aσ
x
abcˆµ,b/2 where σ
x,y,z
ab
are the usual Pauli spin matrices. These operators satisfy the usual spin, i.e., SU(2),
commutation relations and the Fermi-Hubbard Hamiltonian (114) is invariant under
global SU(2) rotations generated by the total spin operators Sˆtot =
∑
µ Sˆµ.
In the case of zero hopping J = 0, this global SU(2) invariance even becomes a
local symmetry, i.e., we may perform a spin rotation at each site without changing the
energy. As a result, the ground state (at half filling) is highly degenerate for J = 0 in
contrast to the Bose-Hubbard model (at integer filling). This degeneracy can be lifted
by an additional staggered magnetic field (see Appendix 18) and is related to the spin
modes which become arbitrarily soft for small J . In this limit J ≪ U , their dynamics
can be described by an effective Hamiltonian, which is basically the Heisenberg model
Hˆ =
2J2
Z2U
∑
µν
Tµν Sˆµ · Sˆν , (119)
with an effective anti-ferromagnetic coupling constant of order 1/Z2. This effective
Hamiltonian describes the Fermi-Hubbard Hamiltonian (114) for half-filling in the low-
energy sub-space where we have one particle per site, but with a variable spin Sˆµ.
In order to avoid complications such as frustration for the anti-ferromagnetic
Heisenberg model (119), we assume a bipartite lattice – i.e., we can divide the total
lattice into two sub-lattices A and B such that, for each site in µ ∈ A, all the
neighbouring sites ν belong to B and vice versa. In this case, the ground state of
the Heisenberg model (119) approaches the Ne´el state for large Z
ρˆNeel =
⊗
µ∈A
⊗
ν∈B
nˆ↓µ ˆ¯n
↑
µ nˆ
↑
ν
ˆ¯n
↓
ν , (120)
which is just the state with exactly one particle per site, but in alternating spin states,
i.e., s =↓ for µ ∈ A and s =↑ for ν ∈ B. Note that nˆ↓µ is the projector on the |1〉↓µ
state nˆ↓µ =
∣∣1↓〉
µ
〈
1↓
∣∣ while ˆ¯n↑µ projects on the |0〉↑µ state etc. As usual, this state (120)
breaks the original symmetry group of the Hamiltonian (114) containing particle-hole
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symmetry, SU(2) invariance, and translational symmetry, down to a sub-group, which
includes invariance under a combined spin-flip and particle-hole exchange etc.
Let us stress that the Ne´el state (120) is only the lowest-order approximation of the
real ground state of the Heisenberg model (119), there are quantum spin fluctuations of
order O(1/Z). These quantum spin fluctuations do not vanish in the limit J → 0 since
J only appears in the overall pre-factor in front of the Heisenberg Hamiltonian (119)
while the internal structure remains the same. Only after adding a suitable staggered
magnetic field (see Appendix 18), the Ne´el state (120) is the exact unique ground state
(for J → 0). Either way, in analogy to the bosonic case, we can now use this fully
factorising state (120) as the starting point for our 1/Z-expansion.
12. Charge Modes
Starting with the Ne´el state (120) as the zeroth order in 1/Z, let us now derive the
first-order corrections. To this end, let us consider the Heisenberg equations of motion
i∂tcˆµs = − J
Z
∑
κ 6=µ
Tµκcˆκs + Ucˆµsnˆµs¯ (121)
i∂tcˆ
†
µs = +
J
Z
∑
κ 6=µ
Tµκcˆ
†
κs − Ucˆ†µsnˆµs¯ (122)
i∂tnˆµs = − i∂t ˆ¯nµs = J
Z
∑
κ 6=µ
Tµκ
(
cˆ†κscˆµs − cˆ†µscˆκs
)
, (123)
where s¯ denotes the spin label opposite to s, i.e., either (s, s¯) = (↑, ↓) or (s, s¯) = (↓, ↑).
If we now insert these evolution equations into the correlation functions 〈cˆ†µacˆνbnˆµa¯nˆνb¯〉,
〈cˆ†µacˆνb ˆ¯nµa¯nˆνb¯〉, 〈cˆ†µacˆνbnˆµa¯ ˆ¯nνb¯〉, and 〈cˆ†µacˆνb ˆ¯nµa¯ ˆ¯nνb¯〉, we find that they form a closed set of
equations to first order in 1/Z, where we can neglect three-point correlations
i∂t〈cˆ†µacˆνbnˆµa¯nˆνb¯〉 = +
J
Z
〈nˆµa¯〉0
∑
κ 6=µ,ν
Tµκ〈cˆ†κacˆνb(nˆκa¯ + ˆ¯nκa¯)nˆνb¯〉
− J
Z
〈nˆνb¯〉0
∑
κ 6=µ,ν
Tνκ〈cˆ†µacˆκbnˆµa¯(nˆκb¯ + ˆ¯nκb¯)〉
+
J
Z
Tµν〈cˆ†νacˆνbnˆµa¯nˆνb¯〉0 −
J
Z
Tµν〈cˆ†µacˆµbnˆµa¯nˆνb¯〉0 , (124)
where the expectation values 〈nˆµa¯〉0 and 〈nˆνb¯〉0 as well as those in the last line are taken
in the zeroth-order Ne´el state (120). In complete analogy, we obtain for the remaining
three correlators
i∂t〈cˆ†µacˆνbnˆµa¯ ˆ¯nνb¯〉 = +
J
Z
〈nˆµa¯〉0
∑
κ 6=µ,ν
Tµκ〈cˆ†κacˆνb(nˆκa¯ + ˆ¯nκa¯)ˆ¯nνb¯〉
− J
Z
〈ˆ¯nνb¯〉0
∑
κ 6=µ,ν
Tνκ〈cˆ†µacˆκbnˆµa¯(nˆκb¯ + ˆ¯nκb¯)〉
− U〈cˆ†µacˆνbnˆµa¯ ˆ¯nνb¯〉
Correlations in the Bose & Fermi Hubbard Model 36
+
J
Z
Tµν〈cˆ†νacˆνbnˆµa¯ ˆ¯nνb¯〉0 −
J
Z
Tµν〈cˆ†µacˆµbnˆµa¯ ˆ¯nνb¯〉0 , (125)
as well as
i∂t〈cˆ†µacˆνb ˆ¯nµa¯nˆνb¯〉 = +
J
Z
〈ˆ¯nµa¯〉0
∑
κ 6=µ,ν
Tµκ〈cˆ†κacˆνb(nˆκa¯ + ˆ¯nκa¯)nˆνb¯〉
− J
Z
〈nˆνb¯〉0
∑
κ 6=µ,ν
Tνκ〈cˆ†µacˆκb ˆ¯nµa¯(nˆκb¯ + ˆ¯nκb¯)〉
+ U〈cˆ†µacˆνb ˆ¯nµa¯nˆνb¯〉
+
J
Z
Tµν〈cˆ†νacˆνb ˆ¯nµa¯nˆνb¯〉0 −
J
Z
Tµν〈cˆ†µacˆµb ˆ¯nµa¯nˆνb¯〉0 , (126)
and finally
i∂t〈cˆ†µacˆνb ˆ¯nµa¯ ˆ¯nνb¯〉 = +
J
Z
〈ˆ¯nµa¯〉0
∑
κ 6=µ,ν
Tµκ〈cˆ†κacˆνb(nˆκa¯ + ˆ¯nκa¯)ˆ¯nνb¯〉
− J
Z
〈ˆ¯nνb¯〉0
∑
κ 6=µ,ν
Tνκ〈cˆ†µacˆκb ˆ¯nµa¯(nˆκb¯ + ˆ¯nκb¯)〉
+
J
Z
Tµν〈cˆ†νacˆνb ˆ¯nµa¯ ˆ¯nνb¯〉0 −
J
Z
Tµν〈cˆ†µacˆµb ˆ¯nµa¯ ˆ¯nνb¯〉0 . (127)
We observe that the spin structure is conserved in these equations, i.e., the four
correlators containing cˆ†µ↑cˆν↑ decouple from those with cˆ
†
µ↑cˆν↓ etc. Thus we can treat the
four sectors separately. Let us focus on the correlators containing cˆ†µ↓cˆν↓ and introduce
the following short-hand notation: If µ ∈ A and ν ∈ B, we denote the correlations
by 〈cˆ†µ↓cˆν↓nˆµ↑nˆν↑〉 = f 1A1Bµν , and 〈cˆ†µ↓cˆν↓ ˆ¯nµ↑nˆν↑〉 = f 0A1Bµν , etc. Inserting the zeroth-order
Ne´el state (120), we find four trivial equations which fully decouple
i∂tf
1A0B
µν = − Uf 1A0Bµν ,
i∂tf
0B1A
µν = + Uf
0B1A
µν ,
i∂tf
0B0B
µν = 0 ,
i∂tf
1A1A
µν = 0 . (128)
Thus, if these correlations vanish initially, they remain zero (to first order in 1/Z).
Setting these correlations (128) to zero, we get four pairs of coupled equations
i∂tf
0A0B
µν = +
J
Z
∑
κ 6=µ,ν
Tµκf
1B0B
κν ,
i∂tf
1B0B
µν = +
J
Z
∑
κ 6=µ,ν
Tµκf
0A0B
κν − Uf 1B0Bµν , (129)
i∂tf
0B0A
µν = −
J
Z
∑
κ 6=µ,ν
Tκνf
0B1B
µκ
i∂tf
0B1B
µν = −
J
Z
∑
κ 6=µ,ν
Tκνf
0B0A
µκ + Uf
0B1B
µν , (130)
i∂tf
1B1A
µν = +
J
Z
∑
κ 6=µ,ν
Tµκf
0A1A
κν
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i∂tf
0A1A
µν = +
J
Z
∑
κ 6=µ,ν
Tµκf
1B1A
κν + Uf
0A1A
µν , (131)
i∂tf
1A1B
µν = −
J
Z
∑
κ 6=µ,ν
Tκνf
1A0A
µκ
i∂tf
1A0A
µν = −
J
Z
∑
κ 6=µ,ν
Tκνf
1A1B
µκ − Uf 1A0Aµν . (132)
Again, since these equations do not have any non-vanishing source terms (to first order in
1/Z), they can be set to zero if we start in an initially uncorrelated state (see Appendix
18). Note that they would acquire non-zero source terms if we go away from half-filling.
The positive and negative eigenfrequencies of these modes behave as
ω±k =
U ±√U2 + 4J2T 2k
2
. (133)
Thus we have soft modes which scale as ω−k ∼ J2/U for small J and hard modes ω+k ≈ U .
These modes are important for making contact to the t-J model [99] which describes
the low-energy excitations of the Fermi-Hubbard Hamiltonian (114) for small J away
from half-filling. However, at half-filling, we can set them to zero. After doing this, we
are left with four coupled equations, which do have non-vanishing source terms
i∂tf
0A0A
µν =
J
Z
∑
κ 6=µ,ν
{
Tµκf
1B0A
κν − Tκνf 0A1Bµκ
}
, (134)
i∂tf
0A1B
µν =
J
Z
∑
κ 6=µ,ν
{
Tµκf
1B1B
κν − Tκνf 0A0Aµκ
}
+ Uf 0A1Bµν −
J
Z
Tµν , (135)
i∂tf
1B0A
µν =
J
Z
∑
κ 6=µ,ν
{
Tµκf
0A0A
κν − Tκνf 1B1Bµκ
}− Uf 1B0Aµν + JZTµν , (136)
i∂tf
1B1B
µν =
J
Z
∑
κ 6=µ,ν
{
Tµκf
0A1B
κν − Tκνf 1B0Aµκ
}
. (137)
Due to the source terms JTµν/Z, these modes will develop correlations if we slowly (or
suddenly) switch on the hopping rate J , even if there are no correlations initially. The
eigenfrequencies of these modes behave as
ωk =
√
U2 + 4J2T 2k . (138)
A similar dispersion relation can be derived from a mean-field approach [96]. In contrast
to the bosonic case, the origin of the Brillouin zone at k = 0 does not have minimum
but actually maximum excitation energy ωk. The minimum is not a point but a hyper-
surface where Tk = 0 (or, more generally, T
2
k assumes its minimum). After Fourier
transformation of (134)-(137) we find that the equations of motion conserve a bilinear
quantity, that is
∂t
[(
f 1B1Bk − 1
)
f 1B1Bk + f
0A1B
k f
1B0A
k
]
= 0 . (139)
This relation holds, as in the bosonic case, also for time-dependent J(t).
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13. Mott State
13.1. Ground state correlations
In complete analogy to the bosonic case, we now imagine switching J adiabatically
from zero (where all the charge fluctuations vanish) to a finite value. Thus we find the
following non-zero ground-state correlations
f 1B1Bµν,ground = − f 0A0Aµν,ground =
1
N
∑
k
1
2
(
1− U
ωk
)
ei(xµ−xν)·k , (140)
f 1B0Aµν,ground = f
0A1B
µν,ground =
1
N
∑
k
JTk
ωk
ei(xµ−xν)·k . (141)
Somewhat similar to the Bose-Hubbard model, the symmetric combination (140) scales
with J2 for small J while the other (141) starts linearly in J . Other correlators such as
〈cˆ†µ↓cˆν↓〉 can be obtained from these expressions. For example, if µ and ν are in A, we
find, using nˆµ↑ + ˆ¯nµ↑ = 1 and nˆν↑ + ˆ¯nν↑ = 1
〈cˆ†µ↓cˆν↓〉 = f 1A1Aµν + f 0A1Aµν + f 1A0Aµν + f 0A0Aµν = f 0A0Aµν . (142)
13.2. Quantum depletion
In the zeroth-order Ne´el state (120), we have 〈nˆµ↑nˆµ↓〉 = 0. Thus this quantity
〈nˆµ↑nˆµ↓〉 measures the deviation from this zeroth-order Ne´el state (120) due to quantum
charge fluctuations. In order to calculate 〈nˆµ↑nˆµ↓〉, we also need some of the other
sectors discussed after (127). Obviously, the correlators containing cˆ†µ↑cˆν↑ behave in the
same way as those with cˆ†µ↓cˆν↓ after interchanging the sub-lattices A and B. Thus a
completely analogous system of differential equations exists for the correlations of the
form 〈cˆ†µ↑cˆµ↑nˆµ↓nˆν↓〉 = g1A1Bµν etc. If we insert (123) in order to calculate i∂t〈nˆµ↑nˆµ↓〉,
we find that these two sectors are enough for deriving 〈nˆµ↑nˆµ↓〉. Assuming µ ∈ B for
simplicity, we find
i∂t〈nˆµsnˆµs¯〉 = − J
Z
∑
κ 6=µ
Tκµ
{
g1B1Aµκ + g
1B0A
µκ + f
1B1A
µκ + f
1B0A
µκ
− g1A1Bκµ − g0A1Bκµ − f 1A1Bκµ − f 0A1Bκµ
}
. (143)
Setting the correlations with vanishing source terms to zero, we find
i∂t〈nˆµsnˆµs¯〉 = − J
Z
∑
κ 6=µ
Tκµ
{
f 1B0Aµκ − f 0A1Bκµ
}
= − 1
N
∑
k
JTk
{
f 1B0Ak − f 0A1Bk
}
=
i
N
∑
k
∂tf
1B1B
k . (144)
Thus, in the ground state, the quantum depletion reads
〈nˆµsnˆµs¯〉 = 〈ˆ¯nµs ˆ¯nµs¯〉 = 1
N
∑
k
1
2
(
1− U
ωk
)
. (145)
As one would expect, this quantity scales with J2 for small J .
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Figure 15. Time-dependence of the quantum depletion, the nearest-neighbour
correlation function f1B0Aµν , and the next-to-nearest-neighbour correlation function
f1B1Bµν in three dimensions after a quench within the Mott phase from J/U = 0 to
J/U = 0.5 in comparison to their ground state values.
13.3. Quench
Now we consider a quantum quench, i.e., a sudden switch from J = 0 to some finite
value of J , where we find the following non-vanishing correlations
f 1B1Bµν,quench = −f 0A0Aµν,quench =
1
N
∑
k
2J2T 2k
1− cos(ωkt)
ω2k
ei(xµ−xν)·k , (146)
f 1B0Aµν,quench =
(
f 0A1Bµν,quench
)∗
=
1
N
∑
k
JTkU
1− cos(ωkt)
ω2k
ei(xµ−xν)·k
− i
N
∑
k
JTk
sin(ωkt)
ωk
ei(xµ−xν)·k . (147)
Again, these correlations equilibrate to a quasi-stationary value, which is, however, not
thermal. For some of these correlations, this quasi-stationary value lies even below the
ground-state correlation, see Fig. 15. The probability to have two or zero particles at a
site reads
〈nˆµsnˆµs¯〉quench = 〈ˆ¯nµs ˆ¯nµs¯〉quench = 1
N
∑
k
2J2T 2k
1− cos(ωkt)
ω2k
. (148)
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This quantity also equilibrates to a quasi-stationary value of order 1/Z. In analogy
to the bosonic case, this quasi-stationary value could be explained by a small effective
temperature – but this small effective temperature then does not work for the other
observables, e.g., the correlations.
13.4. Spin modes
So far, we have considered expectations values such as 〈cˆ†µacˆνbnˆµa¯nˆνb¯〉, where – apart
from the number operators nˆµa¯ and nˆνb¯ – one particle is annihilated at site ν and one is
created at site µ. These operator combinations correspond to a change of the occupation
numbers and are thus called charge modes. However, as already indicated in Section 11,
there are also other modes which leave the total occupation number of all lattice sites
unchanged. Examples are 〈cˆ†µscˆµs¯cˆ†νs¯cˆνs〉 or 〈nˆµanˆνb〉 or combinations thereof. Many of
these combinations can be expressed in terms of the effective spin operators in (118) via
〈SˆiµSˆjν〉. As one would expect from our study of the Bose-Hubbard model, the evolution
of these spin modes vanishes to first order in 1/Z
∂t〈SˆiµSˆjν〉 = O(1/Z2) , (149)
consistent with the Heisenberg Hamiltonian (119). In analogy to the 〈nˆµnˆν〉-correlator
in the bosonic case, one has to go to second order O(1/Z2) in order to calculate these
quantities. Fortunately, the charge modes discussed above do not couple to these spin
modes to first order in 1/Z and hence we can omit them to this level of accuracy.
14. Tilted Fermi-Hubbard Lattice
Motivated by the bosonic case, we now study particle-hole pair creation via tunnelling
in a tilted lattice. Again, we assume a spatially constant but possibly time-dependent
force on the particles which acts on both spin species in the same way. Accordingly, we
modify our Hamiltonian via
Hˆ = −J
Z
∑
µν,s
Tµν cˆ
†
µ,scˆν,s + U
∑
µ
nˆ↑µnˆ
↓
µ +
∑
µ
Vµ(nˆ
↑
µ + nˆ
↓
µ) , (150)
where Vµ(t) = E(t)·xµ denotes the additional potential. Performing the same procedure
as before, we find modified equations of motion for the charge modes
i∂tf
0A0A
µν = +
J
Z
∑
κ 6=µ,ν
(
Tµκf
1B0A
κν − Tκνf 0A1Bµκ
)
, (151)
i∂tf
0A1B
µν = +
J
Z
∑
κ 6=µ,ν
(
Tµκf
1B1B
κν − Tκνf 0A0Aµκ
)
+ (U + Vν − Vµ)f 0A1Bµν −
J
Z
Tµν , (152)
i∂tf
1B0A
µν = −
J
Z
∑
κ 6=µ,ν
(
Tκνf
1B1B
µκ − Tµκf 0A0Aκν
)
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− (U − Vν + Vµ)f 1B0Aµν +
J
Z
Tµν , (153)
i∂tf
1B1B
µν = +
J
Z
∑
κ 6=µ,ν
(
Tµκf
0A1B
κν − Tκνf 1B0Aµκ
)
. (154)
In complete analogy to the bosonic case it is possible to factorise the differential
equations for the correlation functions. We define effective particle and hole operators
such that we have for the correlations functions without source terms
〈pˆ†µ,Ahˆν,B〉 = f 1A0Bµν , 〈hˆ†µ,B pˆν,A〉 = f 0B1Aµν , (155)
〈hˆ†µ,Bhˆν,B〉 = f 0B0Bµν , 〈pˆ†µ,Apˆν,A〉 = f 1A1Aµν , (156)
〈hˆ†µ,Ahˆν,B〉 = f 0A0Bµν , 〈pˆ†µ,Bhˆν,B〉 = f 1B0Bµν , (157)
〈hˆ†µ,Bhˆν,A〉 = f 0B0Aµν , 〈hˆ†µ,B pˆν,B〉 = f 0B1Bµν , (158)
〈pˆ†µ,Bpˆν,A〉 = f 1B1Aµν , 〈hˆ†µ,Apˆν,A〉 = f 0A1Aµν , (159)
〈pˆ†µ,Apˆν,B〉 = f 1A1Bµν , 〈pˆ†µ,Ahˆν,A〉 = f 1A0Aµν , (160)
and for the correlation functions with source terms
〈hˆ†µ,Apˆν,B〉 = f 0A1Bµν , 〈hˆ†µ,Ahˆν,A〉 = f 0A0Aµν + δµν , (161)
〈pˆ†µ,Bhˆν,A〉 = f 1B0Aµν , 〈pˆ†µ,Bpˆν,B〉 = f 1B1Bµν . (162)
This allows us to effectively factorise the equations for the correlation functions
i∂tpˆµ,B = − J
Z
∑
κ 6=µ
Tµκ
(
hˆκ,A + pˆκ,A
)
+
(
U
2
+ Vµ
)
pˆµ,B (163)
i∂thˆµ,A = − J
Z
∑
κ 6=µ
Tµκ
(
hˆκ,B + pˆκ,B
)
+
(
−U
2
+ Vµ
)
hˆµ,A (164)
i∂tpˆµ,A =
(
U
2
+ Vµ
)
pˆµ,A (165)
i∂thˆµ,B =
(
−U
2
+ Vµ
)
hˆµ,B . (166)
Due to the initial conditions, we can set the operators hˆµ,B and pˆµ,A to zero. After
Fourier and Peierls transformation (58), we find the symmetric form
i∂tpˆk,B = +
U
2
pˆk,B − JTk(t)hˆk,A , (167)
i∂thˆk,A = − U
2
hˆk,A − JTk(t)pˆk,B , (168)
where the Tk(t) are time-dependent. Now the line of reasoning is analogous to the
Bose-Hubbard model. Initially, the operators evolve according to
hˆk,A = e
+iUt/2Aˆk , (169)
pˆk,B = e
−iUt/2Bˆk , (170)
with 〈Aˆ†kAˆp〉 = 0 and 〈Bˆ†kBˆp〉 = δk,p. At the end of the evolution, we find
hˆk,A =
(
αkAˆk + βkBˆk
)
e+iUt/2 (171)
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pˆk,B =
(
β∗kAˆk − α∗kBˆk
)
e−iUt/2 . (172)
In contrast to the bosonic case (where |αk|2−|βk|2 = 1), we have |αk|2+ |βk|2 = 1. This
difference reflects the fermionic nature of the quasi-particles and will have consequences
for the case of resonant hopping (see below). The number of created particle-hole pairs
then yields the depletion
〈nˆµsnˆµs¯〉 = 〈ˆ¯nµs ˆ¯nµs¯〉 = 1
N
∑
k
|βk|2 . (173)
Note that the equations (167) and (168) are analogous to the Dirac equation in 1+1
dimensions, if we consider a small effective electric field E. In this case, particle-hole
pair creation will occur predominantly in the vicinity of those points in k-space, where
Tk vanishes, i.e., where the energy gap ωk in (138) assumes it minimum. Inserting
k = k0 + δk with Tk0 = 0, we may approximate Tk(t) via
Tk(t) ≈ [δk+A(t)] · [∇kTk]k0 . (174)
Inserting this approximation into the equations (167) and (168), we get
i∂t
(
pˆk,B
hˆk,A
)
=
(
U
2
σz − J [∇kTk]k0 · [δk+A(t)]σx
)
·
(
pˆk,B
hˆk,A
)
. (175)
This is precisely the same form as a Dirac equation in 1+1 space-time dimensions if we
identify the effective speed of light via
ceff = J [∇kTk]k0 , (176)
and the effective mass according to
meffc
2
eff =
U
2
. (177)
Note, however, that ceff depends on k0 in general, i.e., the analogy only works if we single
out a specific direction. In contrast to the bosonic case, we do not find a full analogy
valid for all k-directions, since the dispersion relation is not isotropic near the minimum
in the fermionic case. Nevertheless, we may use the analogy to the 1+1 dimensional
Dirac equation in order to estimate the pair creation probability via
|βk≈k0|2 ∼ exp
{
−πm
2
effc
4
eff
ceff · E
}
= exp
{
−π U
2
4J [∇kTk]k0 ·E
}
, (178)
where we have assumed a slowly varying field E. This result should be relevant for
the investigations of the dielectric break-down in the Fermi-Hubbard model, see, e.g.,
[100, 101, 102].
15. Resonant Tunnelling
In the previous Section, we have studied the case of small potential gradients, i.e., small
effective electric fields Vµ(t) = E(t) · xµ, for which we have obtained a quantitative
analogy to the Sauter-Schwinger effect, which describes tunnelling from the negative
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continuum (i.e., the Dirac sea) to the positive continuum. Now let us investigate the
case of strong potential gradients. In this case, the lattice structure becomes important
and resonance effects play a role. For simplicity, we assume a small hopping rate J ≪ U
where we can solve the equations for the charge modes (151-154) via time-dependent
perturbation theory. In this case, Eq. (152) simplifies to
(i∂t − U − Vν + Vµ) f 0A1Bµν = −
J
Z
Tµν + O(J2) , (179)
as the other terms J(Tµκf
1B1B
κν − Tκνf 0A0Aµκ ) are of higher order in J . We see that this
equation becomes resonant if Vµ − Vν = U , i.e., if the energy gained by tunnelling from
site µ to site ν compensates the gap U + O(J2). In this resonance case, the correlation
grows linearly with time f 0A1Bµν = iJtTµν/Z + O(J2). Of course, Eq. (153) has the same
structure, but becomes resonant for the opposite case Vµ − Vν = −U . Either way, the
other two correlators
i∂tf
0A0A
µν =
J
Z
∑
κ 6=µ,ν
(
Tµκf
1B0A
κν − Tκνf 0A1Bµκ
)
, (180)
and similarly f 1B1Bµν , grow quadratically f
0A0A
µν ∝ J2t2.
The same perturbative analysis can be done for the bosonic case, if we start from
equations (19-21). Alternatively, we could employ the equations (24-26) in Fourier space
[i∂t − U + 3JTk(t)] f 12k = −
√
2JTk(t)(f
11
k + f
22
k + 1) ,
[i∂t + U − 3JTk(t)] f 21k = +
√
2JTk(t)(f
11
k + f
22
k + 1) ,
i∂tf
11
k = i∂tf
22
k =
√
2JTk(t)(f
12
k − f 21k ) ,
where we have inserted the time-dependent hopping matrix Tk(t) after the Peierls
transformation (58). Since Tk is periodic in k (the k-space is a periodic repetition of the
Brillouin zone), the time-dependent hopping matrices Tk(t) are oscillating harmonically§
for constant potential gradients. Thus the above set of equations corresponds to
parametric resonance and can be analysed with Floquet theory. For simplicity, let
us assume that the Tk(t) behave after the Peierls transformation as
Tk(t) =
1
Z
(
eiE0tχk + e
−iE0tχ∗k
)
. (181)
In order to solve equations (24-26) we make the Floquet ansatz
f 12k =
∞∑
n=−∞
ei(ν+n)E0tf 12n , (182)
f 11k = f
22
k =
∞∑
n=−∞
ei(ν+n)E0tf 11n −
1
2
, (183)
f 21k =
∞∑
n=−∞
ei(ν+n)E0tf 21n , (184)
§ For non-interacting particles, this behaviour is the basis for the well-known Bloch oscillations.
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where ν denotes the Floquet exponent and the fabn are discrete Fourier coefficients of
the correlation functions fabk . In order to satisfy equations (24-26), the functions f
ab
n
have to fulfill the linear system of equations
Mˆ · f = 0 , (185)
where we defined the infinite-dimensional matrix
Mˆ =


.... .... ....
χkM−1 1 χ∗kM−1
χkM0 1 χ
∗
kM0
χkM1 1 χ
∗
kM1
.... .... ....

 (186)
with
Mn =
J
ZE0


− 3
ν+n+U/E0
− 2
√
2
ν+n+U/E0
0
2
ν+n
0 −
√
2
ν+n
0 2
√
2
ν+n−U/E0
3
ν+n−U/E0

 , (187)
and the vector
f = (..., f 12−1, f
11
−1, f
21
−1, f
12
0 , f
11
0 , f
21
0 , f
12
1 , f
11
1 , f
21
1 , ...)
T . (188)
The set of equations (185) has only nontrivial solutions if the determinant of the infinite-
dimensional matrix vanishes, that is
∆(ν) = Det(Mˆ) = 0 . (189)
The above relation determines the Floquet exponent ν up to multiples of 2π and it can
be shown that ν satisfies the equality [103]
sin2(πν) = sin2
(
πU
E0
)
∆(0) . (190)
If the hopping rate is much smaller than the potential gradient, that is J ≪ E0, we may
expand ∆(0) in powers of J/E0. Using the matrix-identity
Det(Mˆ) = exp(tr{ln Mˆ}) , (191)
we find up to forth order in J/E0
sin2 (πν) = sin2
(
πU
E0
)[
1 +
16J2|χk|2πU
Z2E0(E20 − U2)
cot
(
πU
E0
)
+
8J4|χk|4πU
Z4 sin2
(
πU
E0
) 1
E20(E
2
0 − U2)3(4E20 − U2)
×
{
8πU
(
4E40 − 5E20U2 + U4
)
cos
(
2πU
E0
)
+ E0
(−19E40 + 76E20U2 − 33U4) sin
(
2πU
E0
)}]
. (192)
Two cases need to be distinguished. In the first case, the right hand side of (192)
is between zero and unity, the Floquet exponent is real and the correlation functions
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are bounded. In the second case, the right hand side of (192) is bigger than unity or
smaller than zero, the Floquet exponent acquires an imaginary part and the correlation
functions grow exponentially, fabk ∼ exp(ℑνtE0), corresponding to a Floquet resonance.
We find the first resonance being located at U = E0 with a width of ∆U =
2(ℑν)maxE0 = 4
√
2J |χk|/Z. The second resonance is located at U = 2E0 +
16J2|χk|2/(3E0Z2) and has the width ∆U = 2(ℑν)maxE0 = 12
√
2J2|χk|2/(Z2E0). In
principle, there are resonances when E0/U adopts higher integer values but they become
smaller for increasing E0/U .
In contrast, the correlation functions in the Fermi-Hubbard model do not grow
exponentially. This distinction between the bosonic and the fermionic case can already
be deduced from the difference of the conserved quantities (28) and (139). While the
relation (28) allows in principle arbitrary large values of the correlation functions, we
find from (139) that f 1B1Bk cannot exceed unity and is therefore bounded.
16. Conclusions & Outlook
For the Bose and the Fermi-Hubbard model, we studied the quantum correlations
analytically by using the hierarchy of correlations obtained via a formal expansion into
powers of 1/Z. Starting deep in the Mott regime J/U → 0 with exactly one particle per
lattice site, we derived the correlations in the ground state for a finite value of J and
after a quantum quench (i.e., suddenly switching on J). From these correlations, we can
also infer the quantum depletion, i.e., the probability of having zero (“holon”) or two
(“doublon”) particles at a given lattice site. It turns out that these observables approach
a quasi-equilibrium state some time after the quench – but this quasi-equilibrium state is
not thermal. Furthermore, we derived the particle-hole (“doublon-holon”) pair creation
probability via tunnelling in tilted lattices and found remarkable analogies to the Sauter-
Schwinger effect (i.e., electron-positron pair creation out of the quantum vacuum by an
external electric field) in the case of weak tilts. For strong tilts, one obtains resonant
tunnelling reminiscent of the Bloch oscillations for non-interacting particles.
For the Bose-Hubbard model, we also studied a quench from the Mott state to the
super-fluid regime and calculated the growth of phase coherence. Going up to second
order in 1/Z, we derived the correlations of the number and parity operators, again
in the ground state and after a quench. For the Fermi-Hubbard model, we found that
the spin and charge modes decouple to first order in 1/Z. The dynamics of the charge
modes (particle-hole excitations) already contributes to first order in 1/Z whereas the
time-evolution of the spin modes requires going up to the second order in 1/Z, similar
to the number and parity correlations in the bosonic case.
Comparing our analytical results to numerical simulations for bosons on finite-
size lattices in one and two spatial dimensions, we found qualitative agreement. Thus,
although our analytical approach is formally based on the limit Z ≫ 1, we expect that
our results apply – at least qualitatively – to lattices in three (Z = 6), two (Z = 4),
or even one (Z = 2) spatial dimension. There are only a few properties which strongly
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depend on the dimensionality of the system, one example being the maximum of the
parity correlator well within the Mott regime, which occurs in one spatial dimension
only. In view of the tremendous experimental progress regarding ultra-cold atoms in
optical lattices, for example, most of our predictions should be testable experimentally.
In this paper, we used the zero-temperature Mott phase as our initial state – but
the presented method can easily be applied to other initial states. For example, finite
initial temperatures can be incorporated as well because our approach is based on density
matrices. Even at zero temperature, it should be interesting to study other initial states.
In the bosonic case, we could start with U = 0 (instead of J = 0), i.e., in the super-fluid
phase, where we may use ρ0µ = |α〉µ〈α| with the coherent state bˆµ |α〉µ = α |α〉µ, see,
e.g., [41]. In this way, an order parameter 〈bˆκ〉 6= 0 is introduced at the expense of
making the total particle number ill-defined [Nˆ , ρˆµ] 6= 0. As another possibility, one
could assume non-integer filling 〈nˆµ〉 6∈ N, where one has a non-vanishing super-fluid
component even for arbitrarily small J . For example, taking 〈nˆµ〉 < 1, the initial state
would be ρ0µ = |ψ〉µ〈ψ| with |ψ〉 = α |0〉+ β |1〉. In these cases, the time-dependence of
ρ0µ will be non-trivial in general. In the fermionic case, an analogous initial state would
be ρ0µ = |ψ〉µ〈ψ| with |ψ〉 = α
∣∣0↑0↓〉 + β ∣∣1↑1↓〉, which could describe a Bose-Einstein
condensate of Cooper-like pairs, which may be stabilised by an attractive interaction
U < 0, for example.
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17. Appendix: Derivation of the hierarchy
In this Appendix, we derive the hierarchical set of equations for the correlation functions.
The quantum evolution of the one-site density matrix can be derived by tracing von
Neumann’s equation (6) over all lattice sites but µ and exploiting the invariance of the
trace under cyclic permutations
i∂tρˆµ =
1
Z
tr 6µ
{∑
α,β 6=µ
Lαβρˆ+
∑
α6=µ
LSαµρˆ
}
+ tr6µ
{∑
α6=µ
Lαρˆ+ Lµρˆ
}
=
1
Z
∑
α6=µ
LSµα trα{ρˆµκ}+ Lµρˆµ . (193)
Using the definition of the two-point correlations given in (8), we arrive at (9). Similarly,
the differential equation for the two-particle density matrix can be deduced by tracing
over all lattice sites but µ and ν,
i∂tρˆµν = i
(
∂tρˆ
corr
µν + ρˆµ∂tρˆν + ρˆν∂tρˆµ
)
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=
1
Z
∑
α6=µν
trα
{LSµκρˆµνα} + 1Z
∑
α6=µν
trα
{LSκνρˆµνα}
+
1
Z
LSµν ρˆµν + Lµρˆµν + Lν ρˆµν . (194)
With the definitions (8) and the time-evolution for the single-site density matrix (193),
we find for the two-point correlation functions (10). The equations (9) and (10) preserve
the hierarchy in time if initially ρˆµ = O(Z0) and ρˆcorrµν = O(1/Z) holds. In order to derive
the full hierarchy, we define the generating functional
F(αˆ) = F({αˆµ}) = ln
[
tr
{
ρˆ
⊗
µ
(1µ + αˆµ)
}]
, (195)
where ρˆ is the density matrix of the full lattice and
αˆµ =
∑
m,n
αm,nµ |m〉µ〈n| (196)
are arbitrary operators acting on the Hilbert spaces associated to the lattice sites µ with
the local basis {|n〉µ}. The role of this functional is to generate all correlated density
matrices via the derivatives with respect to these operators αˆµ which are defined via
∂F({α})
∂αˆµ
=
∑
m,n
|n〉µ〈m| ∂F({α})
∂αm,nµ
=
∑
m,n
|n〉µ〈m| ∂F({α})
∂ µ〈m|αˆµ |n〉µ
. (197)
If we consider an ensemble S = {µ1, . . . , µℓ} of ℓ different lattice sites µ1 6= . . . 6= µℓ, we
obtain the correlation operators via
ρˆcorrS =
∂
∂αˆµ1
∂
∂αˆµ2
. . .
∂
∂αˆµℓ
F(αˆ)
∣∣∣∣
αˆ=0
. (198)
These operators are related to the corresponding reduced density matrix operator ρS
through the relation
ρˆS = ρˆµ1...µℓ =
∑
∪iPi=S
∏
i
ρˆcorrPi (199)
where the sum runs over all possible segmentations of the subset S into partitions Pi
starting from the whole subset P = S and ranging to single lattice sites Pi = {µ}
where ρˆcorrPi={µ} = ρˆµ is understood. For two and three lattice sites, the above equation
reproduces Eq. (8).
Our derivation is based on the following scaling hierarchy of correlations:
ρˆcS = O
(
Z1−|S|
)
(200)
where |S| is the number ℓ of lattice sites in the set S. From the Liouville equation (6),
the temporal evolution of F is given by
i∂tF(αˆ) =
∑
µ
trµ
{
αˆµ Lµ ∂F
∂αˆµ
}
(201)
+
1
Z
∑
µ,ν
trµν
{
(αˆµ + αˆν + αˆµαˆν)Lµν
(
∂2F
∂αˆµ∂αˆν
+
∂F
∂αˆµ
∂F
∂αˆν
)}
.
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By taking successive derivatives and using the generalised Leibniz rule
∂
∂αˆµ1
∂
∂αˆµ2
. . .
∂
∂αˆµℓ
[F(αˆ)]2 =
P∪P¯=S∑
P⊆S
[(∏
µi∈P
∂
∂αˆµi
)
F(αˆ)
]
× (202)
×



∏
µj∈P¯
∂
∂αˆµj

F(αˆ)

 , (203)
as well as the the property
∂2F(αˆ)
∂αˆ2µ
=
∂
∂αˆµ
∂
∂αˆµ
F(αˆ) = −∂F(αˆ)
∂αˆµ
∂F(αˆ)
∂αˆµ
= −
(
∂F(αˆ)
∂αˆµ
)2
, (204)
we establish the following set of equations for the correlated density matrices:
i∂tρˆ
corr
S =
∑
µ∈S
LµρˆcorrS +
1
Z
∑
µ,ν∈S
Lµν ρˆcorrS
+
1
Z
∑
κ/∈S
∑
µ∈S
trκ
[
LSµκρˆcorrS∪κ +
P∪P¯=S\{µ}∑
P⊆S\{µ}
LSµκρˆcorr{µ}∪P ρˆcorr{κ}∪P¯
]
+
1
Z
∑
µ,ν∈S
P∪P¯=S\{µ,ν}∑
P⊆S\{µ,ν}
{
Lµν ρˆcorr{µ}∪P ρˆcorr{ν}∪P¯
− trν
[
LSµν(ρˆcorr{µ,ν}∪P¯ +
Q∪Q¯=P¯∑
Q⊆P¯
ρˆcorr{µ}∪Q ρˆ
corr
{ν}∪Q¯)
]
ρˆcorr{ν}∪P
}
. (205)
For ℓ = 1 and ℓ = 2 we recover the equations (9) and (10). A careful inspection of
this set of equations shows that the hierarchy in (200) is preserved in time: Imposing
the scaling ρˆcorrS = O(Z1−|S|) on the r.h.s. of the above equation, we find that the time
derivative on the l.h.s. does also satisfy the hierarchy (200). Therefore, inserting (200)
into (205) and taking the limit Z →∞, we obtain the leading-order contributions
i∂tρˆ
corr
S =
∑
µ∈S
LµρˆcorrS +
1
Z
∑
κ/∈S
∑
µ∈S
trκ
[ P∪P¯=S\{µ}∑
P⊆S\{µ}
LSµκρˆcorr{µ}∪P ρˆcorr{κ}∪P¯
]
+
1
Z
∑
µ,ν∈S
P∪P¯=S\{µ,ν}∑
P⊆S\{µ,ν}
{
Lµν ρˆcorr{µ}∪P ρˆcorr{ν}∪P¯
− trν
[
LSµν
Q∪Q¯=P¯∑
Q⊆P¯
ρˆcorr{µ}∪Q ρˆ
corr
{ν}∪Q¯
]
ρˆcorr{ν}∪P
}
+ O(Z−|S|) . (206)
For ℓ = 1 and ℓ = 2, we recover equations (11) and (12).
In contrast to the exact expression (205), the approximated leading-order equations
(206) form a closed set. The exact time evolution (205) of the |S|-point correlator ∂tρˆcorrS
also depends on the higher-order correlation term ρˆcorrS∪κ involving |S| + 1 points. The
approximated expression (206), on the other hand, only contains correlators of the same
or lower rank. This facilitates the iterative solution of the problem sketched in Section 3.
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First one solves the zeroth-order equation (11) for ρˆ0µ. Inserting this result ρˆ
0
µ into the
first-order (in 1/Z) equation (12) for ρˆcorrµν , we obtain a first-order result for ρˆ
corr
µν . This
first-order result for ρˆcorrµν can then be inserted into the equation for ρˆ
corr
µνλ which is of
second order 1/Z2. Furthermore, we may use the first-order result for ρˆcorrµν in order to
obtain a better approximation for the on-site density matrix ρˆ1µ which is valid to first
order in 1/Z and contains the quantum depletion etc. Repeating this iteration, we may
successively “climb up” to higher and higher orders in 1/Z.
18. Appendix: Staggered Magnetic Field
We assumed in Section 12 that the initial state of the Fermi-Hubbard system is given by
the Ne´el state. However, for J = 0 we have infinitely many states with same energy and
vanishing total spin. In order to single out the Ne´el state, we add a staggered magnetic
field to the Hubbard Hamiltonian,
Hˆ = − J
Z
∑
µ,ν
Tµν
(
cˆ†µ↑cˆµ↑ + cˆ
†
µ↓cˆµ↓
)
+
∑
µ
(
Unˆ↑µnˆ
↓
µ − Aµ↓nˆ↓µ − Aµ↑nˆ↑µ
)
. (207)
If we choose the magnetic field as Aµ↓(xµ ∈ A) = a, Aµ↓(xµ ∈ B) = 0, Aµ↑(xµ ∈ B) = a,
and Aµ↑(xµ ∈ A) = 0, the Ne´el state is the unique ground state for J = 0 at half filling.
The Heisenberg equations (121)-(123) read now
i∂tcˆµs = − J
Z
∑
κ 6=µ
Tµκcˆκs + Ucˆµsnˆµs¯ − Aµscˆµs (208)
i∂tcˆ
†
µs =
J
Z
∑
κ 6=µ
Tµκcˆ
†
κs − Ucˆ†µsnˆµs¯ + Aµscˆ†µs (209)
i∂tnˆµs = − i∂t ˆ¯nµs = J
Z
∑
κ 6=µ
Tµκ
(
cˆ†κscˆµs − cˆ†µscˆκs
)
, (210)
To first order in 1/Z, we find the closed set of differential equations, cf. Eqs. (124)-(127),
i∂t〈cˆ†µacˆνbnˆµa¯nˆνb¯〉 =
J
Z
∑
κ 6=µ,ν
Tµκ〈cˆ†κacˆνb(nˆκa¯ + ˆ¯nκa¯)nˆνb¯〉〈nˆµa¯〉0
− J
Z
∑
κ 6=µ,ν
Tνκ〈cˆ†µacˆκbnˆµa¯(nˆκb¯ + ˆ¯nκb¯)〉〈nˆνb¯〉0
+ (Aµa −Aνb)〈cˆ†µacˆνbnˆµa¯nˆνb¯〉
+
J
Z
Tµν〈cˆ†νacˆνbnˆµa¯nˆνb¯〉0 −
J
Z
Tµν〈cˆ†µacˆµbnˆµa¯nˆνb¯〉0 (211)
i∂t〈cˆ†µacˆνbnˆµa¯ ˆ¯nνb¯〉 =
J
Z
∑
κ 6=µ,ν
Tµκ〈cˆ†κacˆνb(nˆκa¯ + ˆ¯nκa¯)ˆ¯nνb¯〉〈nˆµa¯〉0
− J
Z
∑
κ 6=µ,ν
Tνκ〈cˆ†µacˆκbnˆµa¯(nˆκb¯ + ˆ¯nκb¯)〉〈ˆ¯nνb¯〉0
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− (U −Aµa + Aνb)〈cˆ†µacˆνbnˆµa¯ ˆ¯nνb¯〉
+
J
Z
Tµν〈cˆ†νacˆνbnˆµa¯ ˆ¯nνb¯〉0 −
J
Z
Tµν〈cˆ†µacˆµbnˆµa¯ ˆ¯nνb¯〉0 (212)
i∂t〈cˆ†µacˆνb ˆ¯nµa¯nˆνb¯〉 =
J
Z
∑
κ 6=µ,ν
Tµκ〈cˆ†κacˆνb(nˆκa¯ + ˆ¯nκa¯)nˆνb¯〉〈ˆ¯nµa¯〉0
− J
Z
∑
κ 6=µ,ν
Tνκ〈cˆ†µacˆκb ˆ¯nµa¯(nˆκb¯ + ˆ¯nκb¯)〉〈nˆνb¯〉0
+ (U + Aµa − Aνb)〈cˆ†µacˆνb ˆ¯nµa¯nˆνb¯〉
+
J
Z
Tµν〈cˆ†νacˆνb ˆ¯nµa¯nˆνb¯〉0 −
J
Z
Tµν〈cˆ†µacˆµb ˆ¯nµa¯nˆνb¯〉0 (213)
i∂t〈cˆ†µacˆνb ˆ¯nµa¯ ˆ¯nνb¯〉 =
J
Z
∑
κ 6=µ,ν
Tµκ〈cˆ†κacˆνb(nˆκa¯ + ˆ¯nκa¯)ˆ¯nνb¯〉〈ˆ¯nµa¯〉0
− J
Z
∑
κ 6=µ,ν
Tνκ〈cˆ†µacˆκb ˆ¯nµa¯(nˆκb¯ + ˆ¯nκb¯)〉〈ˆ¯nνb¯〉0
+ (Aµa −Aνb)〈cˆ†µacˆνb ˆ¯nµa¯ ˆ¯nνb¯〉
+
J
Z
Tµν〈cˆ†νacˆνb ˆ¯nµa¯ ˆ¯nνb¯〉0 −
J
Z
Tµν〈cˆ†µacˆµb ˆ¯nµa¯ ˆ¯nνb¯〉0 . (214)
If xµ ∈ A and xν ∈ B we denote the correlations 〈cˆ†µ↓cˆµ↓nˆµ↑nˆν↑〉 = f 1A1Bµν ,
〈cˆ†µ↓cˆµ↓ ˆ¯nµ↑nˆν↑〉 = f 0A1Bµν , etc. Inserting the zeroth-order Ne´el state, we find four equations
which fully decouple, cf. Eq. (128),
i∂tf
1A0B
µν = − (U − a)f 1A0Bµν (215)
i∂tf
0B1A
µν = (U − a)f 0B1Aµν (216)
i∂tf
0B0B
µν = 0 (217)
i∂tf
1A1A
µν = 0 . (218)
In general, these four correlations are sources in the following four pairs of coupled
equations, cf. Eqs. (129)-(132),
i∂tf
0A0B
µν =
J
Z
∑
κ 6=µ,ν
Tµκ
(
f 1B0Bκν + f
0B0B
κν
)
+ af 0A0Bµν (219)
i∂tf
1B0B
µν =
J
Z
∑
κ 6=µ,ν
Tµκ
(
f 0A0Bκν + f
1A0B
κν
)− Uf 1B0Bµν , (220)
i∂tf
0B0A
µν = −
J
Z
∑
κ 6=µ,ν
Tκν
(
f 0B1Bµκ + f
0B0B
µκ
)− af 0B0Aµν (221)
i∂tf
0B1B
µν = −
J
Z
∑
κ 6=µ,ν
Tκν
(
f 0B0Aµκ + f
0B1A
µκ
)
+ Uf 0B1Bµν , (222)
i∂tf
1B1A
µν =
J
Z
∑
κ 6=µ,ν
Tµκ
(
f 0A1Aκν + f
1A1A
κν
)− af 1B1Aµν (223)
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i∂tf
0A1A
µν =
J
Z
∑
κ 6=µ,ν
Tµκ
(
f 0B1Aκν + f
1B1A
κν
)
+ Uf 0A1Aµν , (224)
i∂tf
1A1B
µν = −
J
Z
∑
κ 6=µ,ν
Tκν
(
f 1A0Aµκ + f
1A1A
µκ
)
+ af 1A1Bµν (225)
i∂tf
1A0A
µν = −
J
Z
∑
κ 6=µ,ν
Tκν
(
f 1A0Bµκ + f
1A1B
µκ
)− Uf 1A0Aµν . (226)
The eigenfrequencies of these equations read now
ω±k =
U + a±√4J2T 2k + (U − a)2
2
. (227)
In contrast to the eigenmodes (133) we see that the modes (227) have a gap in the limit
J → 0. This enables us to switch on J and then switch off a adiabatically in order
to have a well-defined initial state without correlations. Furthermore we have the four
coupled equations, cf. Eqs. (134)-(137),
i∂tf
0A0A
µν =
J
Z
∑
κ 6=µ,ν
{
Tµκ
(
f 0B0Aκν + f
1B0A
κν
)− Tκν (f 0A0Bµκ + f 0A1Bµκ )} (228)
i∂tf
0A1B
µν =
J
Z
∑
κ 6=µ,ν
{
Tµκ
(
f 1B1Bκν + f
0B1B
κν
)− Tκν (f 0A0Aµκ + f 0A1Aµκ )}
+ (U + a)f 0A1Bµν −
J
Z
Tµν (229)
i∂tf
1B0A
µν =
J
Z
∑
κ 6=µ,ν
{
Tµκ
(
f 0A0Aκν + f
1A0A
κν
)− Tκν (f 1B1Bµκ + f 1B0Bµκ )}
− (U + a)f 1B0Aµν +
J
Z
Tµν (230)
i∂tf
1B1B
µν =
J
Z
∑
κ 6=µ,ν
{
Tµκ
(
f 0A1Bκν + f
1A1B
κν
)− Tκν (f 1B0Aµκ + f 1B1Aµκ )} . (231)
The eigenfrequencies of these equations read now
ω±k = ±
√
4J2T 2k + (U + a)
2 . (232)
19. Appendix: Second-order Equations
The differential equation for the three-point correlator reads
i∂tρˆ
corr
αβγ = Lˆαρˆcorrαβγ +
1
Z
LˆSαβ
(
ρˆαρˆ
corr
βγ + ρˆβ ρˆ
corr
αγ
)
+
1
Z
∑
κ 6={α,β,γ}
trκ
{
LˆSακ
(
ρˆcorrαβγ ρˆκ + ρˆ
corr
αβ ρˆ
corr
κγ + ρˆ
corr
αγ ρˆ
corr
κβ + ρˆαρˆ
corr
κβγ
)}
− 1
Z
ρˆcorrαγ trα
{
LˆSαβρˆβρˆα
}
− 1
Z
ρˆcorrαβ trα
{
LˆSαγ ρˆγ ρˆα
}
− 1
Z
ρˆαtrα
{
LˆSαβρˆcorrβγ ρˆα + LˆSαβ ρˆβρˆcorrαγ
}
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− 1
Z
ρˆαtrα
{
LˆSαγ ρˆcorrγβ ρˆα + LˆSαγ ρˆγ ρˆcorrαβ
}
+ (α→ β, β → γ, γ → α) + (α→ γ, γ → β, β → α)
+O(1/Z3) . (233)
In the following we use the matrix elements of ρˆcorrµν and ρˆµ in order 1/Z and define
ρˆcorrαβγ =
∑
a,a′,b,b′,c,c′
ρaa
′bb′cc′
αβγ |a〉α〈a′| ⊗ |b〉β〈b′| ⊗ |c〉γ〈c′| . (234)
All three-point correlations can be deduced by permutation and complex conjugation
from the following set of differential equations
i∂tρ
001001
αβγ =
J
Z
∑
κ 6=α,β,γ
Tβκ
(
ρ001001ακγ +
√
2ρ002101ακγ
)
− J
Z
∑
κ 6=α,β,γ
Tγκ
(
ρ001001αβκ +
√
2ρ001012αβκ
)
+
J
Z
∑
κ 6=α,β,γ
Tακf
11
αβ
(
f 11κγ +
√
2f 12κγ
)
− J
Z
∑
κ 6=α,β,γ
Tακf
11
αγ
(
f 11κβ +
√
2f 21κβ
)
(235)
i∂tρ
001012
αβγ = − Uρ001012αβγ +
J
Z
∑
κ 6=α,β,γ
Tβκ
(
ρ001012ακγ +
√
2ρ002112ακγ
)
+
J
Z
∑
κ 6=α,β,γ
Tγκ
(√
2ρ001001αβκ + 2ρ
001012
αβκ
)
+
J
Z
∑
κ 6=α,β,γ
Tακf
11
αβ
(
f 21κγ +
√
2f 22κγ
)
− J
Z
∑
κ 6=α,β,γ
Tακf
21
αγ
(
f 11κβ +
√
2f 21κβ
)
+
J
Z
Tαγ
√
2f 11αβ (236)
i∂tρ
002101
αβγ = Uρ
002101
αβγ −
J
Z
∑
κ 6=α,β,γ
Tβκ
(√
2ρ001001ακγ + 2ρ
002101
ακγ
)
− J
Z
∑
κ 6=α,β,γ
Tγκ
(
ρ002101αβκ +
√
2ρ002112αβκ
)
+
J
Z
∑
κ 6=α,β,γ
Tακf
12
αβ
(
f 11κγ +
√
2f 12κγ
)
− J
Z
∑
κ 6=α,β,γ
Tακf
11
αγ
(
f 12κβ +
√
2f 22κβ
)
− J
Z
Tαβ
√
2f 11αγ (237)
i∂tρ
002112
αβγ = −
J
Z
∑
κ 6=α,β,γ
Tβκ
(√
2ρ001012ακγ + 2ρ
002112
ακγ
)
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+
J
Z
∑
κ 6=α,β,γ
Tγκ
(√
2ρ002101αβκ + 2ρ
002112
αβκ
)
+
J
Z
∑
κ 6=α,β,γ
Tακf
12
αβ
(
f 21κγ +
√
2f 22κγ
)
− J
Z
∑
κ 6=α,β,γ
Tακf
21
αγ
(
f 12κβ +
√
2f 22κβ
)
− J
Z
Tαβ
√
2f 21αγ +
J
Z
Tαγ
√
2f 12αβ (238)
i∂tρ
221001
αβγ =
J
Z
∑
κ 6=α,β,γ
Tβκ
(
ρ221001ακγ +
√
2ρ222101ακγ
)
− J
Z
∑
κ 6=α,β,γ
Tγκ
(
ρ221001αβκ +
√
2ρ221012αβκ
)
− J
Z
∑
κ 6=α,β,γ
Tακf
21
αβ
(
f 11κγ +
√
2f 12κγ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
√
2f 12αγ
(
f 11κβ +
√
2f 21κβ
)
− J
Z
Tαγ
√
2f 21αβ +
J
Z
Tαβ
√
2f 12αγ (239)
i∂tρ
221012
αβγ = − Uρ221012αβγ +
J
Z
∑
κ 6=α,β,γ
Tβκ
(
ρ221012ακγ +
√
2ρ222112ακγ
)
+
J
Z
∑
κ 6=α,β,γ
Tγκ
(√
2ρ221001αβκ + 2ρ
221012
αβκ
)
− J
Z
∑
κ 6=α,β,γ
Tακ
√
2f 21αβ
(
f 21κγ +
√
2f 22κγ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
√
2f 22αγ
(
f 11κβ +
√
2f 21κβ
)
+
J
Z
Tαβ
√
2f 22αγ (240)
i∂tρ
222101
αβγ = Uρ
222101
αβγ −
J
Z
∑
κ 6=α,β,γ
Tβκ
(√
2ρ221001ακγ + 2ρ
222101
ακγ
)
− J
Z
∑
κ 6=α,β,γ
Tγκ
(
ρ222101αβκ +
√
2ρ222112αβκ
)
− J
Z
∑
κ 6=α,β,γ
Tακ
√
2f 22αβ
(
f 11κγ +
√
2f 12κγ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
√
2f 12αγ
(
f 12κβ +
√
2f 22κβ
)
− J
Z
Tαγ
√
2f 22αβ (241)
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i∂tρ
222112
αβγ = −
J
Z
∑
κ 6=α,β,γ
Tβκ
(√
2ρ221012ακγ + 2ρ
222112
ακγ
)
+
J
Z
∑
κ 6=α,β,γ
Tγκ
(√
2ρ222101αβκ + 2ρ
222112
αβκ
)
− J
Z
∑
κ 6=α,β,γ
Tακ
√
2f 22αβ
(
f 21κγ +
√
2f 22κγ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
√
2f 22αγ
(
f 12κβ +
√
2f 22κβ
)
(242)
i∂tρ
111001
αβγ =
J
Z
∑
κ 6=α,β,γ
Tβκ
(
ρ111001ακγ +
√
2ρ112101ακγ
)
− J
Z
∑
κ 6=α,β,γ
Tγκ
(
ρ111001αβκ +
√
2ρ111012αβκ
)
− J
Z
∑
κ 6=α,β,γ
Tακ
(
f 11αβ −
√
2f 21αβ
)(
f 11κγ +
√
2f 12κγ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
(
f 11αγ −
√
2f 12αγ
)(
f 11κβ +
√
2f 21κβ
)
+
√
2J
Z
Tαγf
21
αβ −
√
2J
Z
Tαβf
12
αγ (243)
i∂tρ
111012
αβγ = − Uρ111012αβγ +
J
Z
∑
κ 6=α,β,γ
Tβκ
(
ρ111012ακγ +
√
2ρ112112ακγ
)
+
J
Z
∑
κ 6=α,β,γ
Tγκ
(√
2ρ111001αβκ + 2ρ
111012
αβκ
)
− J
Z
∑
κ 6=α,β,γ
Tακ
(
f 11αβ −
√
2f 21αβ
)(
f 21κγ +
√
2f 22κγ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
(
f 21αγ −
√
2f 22αγ
)(
f 11κβ +
√
2f 21κβ
)
−
√
2J
Z
Tαγf
11
αβ −
√
2J
Z
Tαβf
22
αγ (244)
i∂tρ
112101
αβγ = Uρ
112101
αβγ −
J
Z
∑
κ 6=α,β,γ
Tβκ
(√
2ρ111001ακγ + 2ρ
112101
ακγ
)
− J
Z
∑
κ 6=α,β,γ
Tγκ
(
ρ112101αβκ +
√
2ρ112112αβκ
)
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− J
Z
∑
κ 6=α,β,γ
Tακ
(
f 11αβ −
√
2f 22αβ
)(
f 11κγ +
√
2f 12κγ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
(
f 11αγ −
√
2f 12αγ
)(
f 12κβ +
√
2f 22κβ
)
+
√
2J
Z
Tαγf
22
αβ +
√
2J
Z
Tαβf
11
αγ (245)
i∂tρ
112112
αβγ = −
J
Z
∑
κ 6=α,β,γ
Tβκ
(√
2ρ111012ακγ + 2ρ
112112
ακγ
)
+
J
Z
∑
κ 6=α,β,γ
Tγκ
(√
2ρ112101αβκ + 2ρ
112112
αβκ
)
− J
Z
∑
κ 6=α,β,γ
Tακ
(
f 12αβ −
√
2f 22αβ
)(
f 21κγ +
√
2f 22κγ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
(
f 21αγ −
√
2f 22αγ
)(
f 12κβ +
√
2f 22κβ
)
−
√
2J
Z
Tαγf
12
αβ +
√
2J
Z
Tαβf
21
αγ (246)
i∂tρ
200101
αβγ = Uρ
200101
αβγ −
J
Z
∑
κ 6=α,β,γ
Tβκ
(
ρ200101ακγ +
√
2ρ201201ακγ
)
− J
Z
∑
κ 6=α,β,γ
Tγκ
(
ρ200101αβκ +
√
2ρ200112αβκ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
(
f 12αβ −
√
2f 11αβ
)(
f 11κγ +
√
2f 12κγ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
(
f 12αγ −
√
2f 11αγ
)(
f 11κβ +
√
2f 12κβ
)
−
√
2J
Z
Tαβf
11
αγ −
√
2J
Z
Tαγf
11
αβ (247)
i∂tρ
200112
αβγ = −
J
Z
∑
κ 6=α,β,γ
Tβκ
(
ρ200112ακγ +
√
2ρ201212ακγ
)
+
J
Z
∑
κ 6=α,β,γ
Tγκ
(√
2ρ200101αβκ + 2ρ
200112
αβκ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
(
f 12αβ −
√
2f 11αβ
)(
f 21κγ +
√
2f 22κγ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
(
f 22αγ −
√
2f 21αγ
)(
f 11κβ +
√
2f 12κβ
)
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+
√
2J
Z
Tαγf
12
αβ −
√
2J
Z
Tαβf
21
αγ (248)
i∂tρ
201201
αβγ =
J
Z
∑
κ 6=α,β,γ
Tβκ
(√
2ρ200101ακγ + 2ρ
201201
ακγ
)
− J
Z
∑
κ 6=α,β,γ
Tγκ
(
ρ201201αβκ +
√
2ρ201212αβκ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
(
f 22αβ −
√
2f 21αβ
)(
f 11κγ +
√
2f 12κγ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
(
f 12αγ −
√
2f 11αγ
)(
f 21κβ +
√
2f 22κβ
)
+
√
2J
Z
Tαβf
12
αγ −
√
2J
Z
Tαγf
21
αβ (249)
i∂tρ
201212
αβγ = − Uρ201212αβγ +
J
Z
∑
κ 6=α,β,γ
Tβκ
(√
2ρ200112ακγ + 2ρ
201212
ακγ
)
+
J
Z
∑
κ 6=α,β,γ
Tγκ
(√
2ρ201201αβκ + 2ρ
201212
αβκ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
(
f 22αβ −
√
2f 21αβ
)(
f 21κγ +
√
2f 22κγ
)
+
J
Z
∑
κ 6=α,β,γ
Tακ
(
f 21αγ −
√
2f 22αγ
)(
f 21κβ +
√
2f 22κβ
)
+
√
2J
Z
Tαβf
22
αγ +
√
2J
Z
Tαγf
22
αβ (250)
i∂tρ
310101
αβγ = 3Uρ
310101
αβγ −
J
Z
∑
κ 6=α,β,γ
Tβκ
(
ρ310101ακγ +
√
2ρ311201ακγ
)
− J
Z
∑
κ 6=α,β,γ
Tγκ
(
ρ310101αβκ +
√
2ρ310112αβκ
)
−
√
3J
Z
∑
κ 6=α,β,γ
f 12αβ
(
f 11κγ +
√
2f 12κγ
)
−
√
3J
Z
∑
κ 6=α,β,γ
f 12αγ
(
f 11κβ +
√
2f 12κβ
)
−
√
3J
Z
Tαβf
12
αγ −
√
3J
Z
Tαγf
12
αβ (251)
i∂tρ
310112
αβγ = 2Uρ
310112
αβγ −
J
Z
∑
κ 6=α,β,γ
Tβκ
(
ρ310112ακγ +
√
2ρ311212ακγ
)
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+
J
Z
∑
κ 6=α,β,γ
Tγκ
(√
2ρ310101αβκ + 2ρ
310112
αβκ
)
−
√
3J
Z
∑
κ 6=α,β,γ
f 12αβ
(
f 21κγ +
√
2f 22κγ
)
−
√
3J
Z
∑
κ 6=α,β,γ
f 22αγ
(
f 11κβ +
√
2f 12κβ
)
−
√
3J
Z
Tαβf
22
αγ (252)
i∂tρ
311201
αβγ = 2Uρ
311201
αβγ +
J
Z
∑
κ 6=α,β,γ
Tβκ
(√
2ρ310101ακγ + 2ρ
311201
ακγ
)
− J
Z
∑
κ 6=α,β,γ
Tγκ
(
ρ311201αβκ +
√
2ρ311212αβκ
)
−
√
3J
Z
∑
κ 6=α,β,γ
f 22αβ
(
f 11κγ +
√
2f 12κγ
)
−
√
3J
Z
∑
κ 6=α,β,γ
f 12αγ
(
f 21κβ +
√
2f 22κβ
)
−
√
3J
Z
Tαγf
22
αβ (253)
i∂tρ
311212
αβγ = Uρ
311212
αβγ +
J
Z
∑
κ 6=α,β,γ
Tβκ
(√
2ρ310112ακγ + 2ρ
311212
ακγ
)
+
J
Z
∑
κ 6=α,β,γ
Tγκ
(√
2ρ311201αβκ + 2ρ
311212
αβκ
)
−
√
3J
Z
∑
κ 6=α,β,γ
f 22αβ
(
f 21κγ +
√
2f 22κγ
)
−
√
3J
Z
∑
κ 6=α,β,γ
f 22αγ
(
f 21κβ +
√
2f 22κβ
)
(254)
By separating the two-point correlations in terms of order 1/Z and of order 1/Z2
according to ρˆcorrµν = ρˆ
corr(1)
µν + ρˆ
corr(2)
µν we find with
ρˆcorr(2)µν =
∑
m,m′,n,n′
ρmm
′nn′
µν |m〉µ〈m′| ⊗ |n〉ν〈n′| (255)
the following set of differential equations
i∂tρ
1001
µν =
J
Z
∑
κ 6=µ,ν
Tµκ
(
ρ1001κν +
√
2ρ2101κν +
√
3ρ3201κν
)
− J
Z
∑
κ 6=µ,ν
Tνκ
(
ρ1001µκ +
√
2ρ1012µκ +
√
3ρ1023µκ
)
− J
Z
∑
κ 6=µ,ν
Tµκ
(
ρµκν001001 +
√
2ρµκν002101 − ρµκν111001
−
√
2ρµκν112101 +
√
2ρµκν200101 + 2ρ
µκν
201201
)
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− J
Z
∑
κ 6=µ,ν
Tνκ
(
ρνµκ111001 +
√
2ρνµκ111012 − ρνµκ001001
−
√
2ρνµκ001012 −
√
2ρνµκ021010 − 2ρνµκ021021
)
− 3f0
√
2J
Z
∑
κ 6=µ,ν
(
Tνκf
12
µκ − Tµκf 21κν
)
(256)
i∂tρ
2112
µν = −
J
Z
∑
κ 6=µ,ν
Tµκ
(√
2ρ1012κν + 2ρ
2112
κν +
√
6ρ3212κν
)
+
J
Z
∑
κ 6=µ,ν
Tνκ
(√
2ρ2101µκ + 2ρ
2112
µκ +
√
6ρ2123µκ
)
− J
Z
∑
κ 6=µ,ν
Tµκ
(√
2ρµκν111012 + 2ρ
µκν
112112 −
√
2ρµκν221012 − 2ρµκν222112
+
√
3ρµκν310112 +
√
6ρµκν311212 − ρµκν200112 −
√
2ρµκν201212
)
− J
Z
∑
κ 6=µ,ν
Tνκ
(√
2ρνµκ222101 + 2ρ
νµκ
222112 −
√
2ρνµκ112101 − 2ρνµκ112112
+ ρνµκ022110 +
√
2ρνµκ022121 −
√
3ρνµκ132110 −
√
6ρνµκ132121
)
− 3f0
√
2J
Z
∑
κ 6=µ,ν
(
Tνκf
12
µκ − Tµκf 21κν
)
(257)
i∂tρ
1012
µν = − Uρ1012µν +
J
Z
∑
κ 6=µ,ν
Tµκ
(
ρ1012κν +
√
2ρ2112κν +
√
3ρ3212κν
)
+
J
Z
∑
κ 6=µ,ν
Tνκ
(√
2ρ1001µκ + 2ρ
1012
µκ +
√
6ρ1032µκ
)
− J
Z
∑
κ 6=µ,ν
Tµκ
(
ρµκν001012 +
√
2ρµκν002112 − ρµκν111012
−
√
2ρµκν112112 +
√
2ρµκν200112 + 2ρ
µκν
201212
)
− J
Z
∑
κ 6=µ,ν
Tνκ
(√
2ρνµκ221001 + 2ρ
νµκ
221012 −
√
2ρνµκ111001 − 2ρνµκ111012
+ ρνµκ021010 +
√
2ρνµκ021021 −
√
3ρνµκ131010 −
√
6ρνµκ131021
)
− 3f0 J
Z
∑
κ 6=µ,ν
(
Tνκ
(
f 21µκ +
√
2f 22µκ
)
+
√
2Tµκ
(
f 11κν +
√
2f 21κν
))
+ 4f0
√
2J
Z
Tµν (258)
i∂tρ
2101
µν = Uρ
2101
µν −
J
Z
∑
κ 6=µ,ν
Tνκ
(
ρ2101µκ +
√
2ρ2112µκ +
√
3ρ2123µκ
)
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− J
Z
∑
κ 6=µ,ν
Tµκ
(√
2ρ1001κν + 2ρ
2101
κν +
√
6ρ3201κν
)
+
J
Z
∑
κ 6=µ,ν
Tνκ
(
ρνµκ002101 +
√
2ρνµκ002112 − ρνµκ112101
−
√
2ρνµκ112112 +
√
2ρνµκ022110 + 2ρ
νµκ
022121
)
+
J
Z
∑
κ 6=µ,ν
Tµκ
(√
2ρµκν221001 + 2ρ
µκν
222101 −
√
2ρµκν111001 − 2ρµκν112101
+ ρµκν200101 +
√
2ρµκν201201 −
√
3ρµκν310101 −
√
6ρµκν311201
)
+ 3f0
J
Z
∑
κ 6=µ,ν
(
Tµκ
(
f 12κν +
√
2f 22κν
)
+
√
2Tνκ
(
f 11µκ +
√
2f 12µκ
))
− 4f0
√
2J
Z
Tµν (259)
i∂tρ
1023
µν = − 2Uρ1023µν +
J
Z
∑
κ 6=µ,ν
Tµκ
(
ρ1023κν +
√
2ρ2123κν
)
− J
Z
∑
κ 6=µ,ν
Tνκ
(
−
√
3ρνµκ221001 −
√
6ρνµκ221012 +
√
2ρνµκ131010 + 2ρ
νµκ
131021
)
+ f0
√
3J
Z
Tµν + f0
√
3J
Z
∑
κ 6=µ,ν
Tνκ(f
11
µκ +
√
2f 21µκ) (260)
i∂tρ
3201
µν = 2Uρ
3201
µν −
J
Z
∑
κ 6=µ,ν
Tνκ
(
ρ3201µκ +
√
2ρ3212µκ
)
− J
Z
∑
κ 6=µ,ν
Tµκ
(√
3ρµκν221001 +
√
6ρµκν222101 −
√
2ρµκν310101 − 2ρµκν311201
)
− f0
√
3J
Z
Tµν − f0
√
3J
Z
∑
κ 6=µ,ν
Tµκ(f
11
νκ +
√
2f 12νκ) (261)
i∂tρ
3212
µν = Uρ
3212
µν +
J
Z
∑
κ 6=µ,ν
Tνκ
(√
2ρ3201µκ + 2ρ
3212
µκ
)
− J
Z
∑
κ 6=µ,ν
Tµκ
(√
3ρµκν221012 +
√
6ρµκν222112 −
√
2ρµκν310112 − 2ρµκν311212
)
− f0
√
3J
Z
∑
κ 6=µ,ν
Tµκ(f
21
νκ +
√
2f 22νκ) (262)
i∂tρ
2123
µν = − Uρ2123µν −
J
Z
∑
κ 6=µ,ν
Tνκ
(√
2ρ1023κµ + 2ρ
2123
κµ
)
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− J
Z
∑
κ 6=µ,ν
Tνκ
(
−
√
3ρνµκ222101 −
√
6ρνµκ222112 +
√
2ρνµκ132110 + 2ρ
νµκ
132121
)
+ f0
√
3J
Z
∑
κ 6=µ,ν
Tνκ(f
12
µκ +
√
2f 22µκ) (263)
i∂tρ
1111
µν = −
J
Z
∑
κ
Tµκ
(
ρ101101κνµ +
√
2ρ211101κνµ −
√
2ρ101112κνµ − 2ρ211112κνµ
− ρ101101µνκ −
√
2ρ101112µνκ +
√
2ρ211101µνκ + 2ρ
101112
µνκ
)
− J
Z
∑
κ
Tνκ
(
ρ111001µκν +
√
2ρ112101µκν −
√
2ρ111012µκν − 2ρ112112µκν
− ρ111001µνκ −
√
2ρ111012µνκ +
√
2ρ112101µνκ + 2ρ
112112
µνκ
)
+
J
Z
2
√
2Tµν(f
12
µν − f 21µν) (264)
i∂tρ
2222
µν = −
J
Z
∑
κ
Tµκ
(√
2ρ102212κνµ + 2ρ
212212
κνµ −
√
2ρ212201µνκ − 2ρ212212µνκ
)
− J
Z
∑
κ
Tνκ
(√
2ρ221012µκν + 2ρ
222112
µκν −
√
2ρ222101µνκ − 2ρ222112µνκ
)
(265)
i∂tρ
0000
µν = −
J
Z
∑
κ
Tµκ
(
− ρ100001κνµ −
√
2ρ210001κνµ + ρ
100001
µνκ +
√
2ρ100012µνκ
)
− J
Z
∑
κ
Tνκ
(
− ρ001001µκν −
√
2ρ002101µκν + ρ
001001
µνκ +
√
2ρ001012µνκ
)
(266)
i∂tρ
0011
µν = −
J
Z
∑
κ
Tµκ
(
− ρ101101κνµ −
√
2ρ211101κνµ + ρ
101101
µνκ +
√
2ρ101112µνκ
)
− J
Z
∑
κ
Tνκ
(
ρ001001µκν +
√
2ρ002101µκν −
√
2ρ001012µκν − 2ρ002112µκν
− ρ001001µνκ −
√
2ρ001012µνκ + ρ
002101
µνκ + 2ρ
002112
µνκ
)
−
√
2
J
Z
Tµν(f
12
µν − f 21µν) (267)
i∂tρ
1122
µν = −
J
Z
∑
κ
Tµκ
(
ρ102201κνµ +
√
2ρ212201κνµ −
√
2ρ102212κνµ − 2ρ212212κνµ
− ρ102201µνκ −
√
2ρ102212µνκ +
√
2ρ212201µνκ + 2ρ
212212
µνκ
)
− J
Z
∑
κ
Tνκ
(√
2ρ111012µκν + 2ρ
112112
µκν −
√
2ρ112101µνκ − 2ρ112112µνκ
)
−
√
2
J
Z
Tµν(f
12
µν − f 21µν) (268)
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i∂tρ
0022
µν = −
J
Z
∑
κ
Tµκ
(
− ρ102201κνµ −
√
2ρ102201κνµ + ρ
102201
µνκ +
√
2ρ102212µνκ
)
− J
Z
∑
κ
Tνκ
(√
2ρ001012µκν + 2ρ
002112
µκν −
√
2ρ002101µνκ − 2ρ002112µνκ
)
+
√
2
J
Z
Tµν(f
12
µν − f 21µν) (269)
19.1. Renormalised frequencies
The two-point correlations to first order in 1/Z are determined by the differential
equations
i∂tf
12
k = + (U − 3JTk)f 12k −
√
2JTk(f
11
k + f
22
k ) + source term , (270)
i∂tf
21
k = − (U − 3JTk)f 21k +
√
2JTk(f
11
k + f
22
k ) + source term , (271)
i∂tf
11
k = i∂tf
22
k =
√
2JTk(f
12
k − f 21k ) . (272)
The 1/Z2-contribution of the correlations f 12k , f
21
k , f
11
k and f
22
k can be deduced from
(256-259). Defining the Fourier transform
ρmm
′nn′
µν =
1
N
∑
k
ρmm
′nn′
k e
ik·(xµ−xν) . (273)
we find from equations (256-259)
i∂tρ
2101
k = + Uρ
2101
k − 3JTk(ρ2101k − 3f0f 12k )
−
√
2JTk
(
ρ1001k + ρ
2112
k − 3f0f 11k − 3f0f 22k
)
+ source terms , (274)
i∂tρ
1012
k = − Uρ1012k + 3JTk(ρ1012k − 3f0f 21k )
+
√
2JTk
(
ρ1001k + ρ
2112
k − 3f0f 11k − 3f0f 22k
)
+ source terms , (275)
i∂tρ
1001
k = i∂tρ
2112
k =
√
2JTp
(
ρ2101k − ρ1012k − 3f0f 12k + 3f0f 21k
)
+ source terms . (276)
As a next step we add equations (270) and (274), (271) and (275), (272) and (276) and
define
ρ˜2101k = f
12
k + ρ
2101
k (277)
ρ˜1012k = f
21
k + ρ
1012
k (278)
ρ˜2112k = f
22
k + ρ
2112
k (279)
ρ˜1001k = f
11
k + ρ
1001
k . (280)
From this follows a system of differential equations which is valid up to O(1/Z2),
i∂tρ˜
2101
k = + [U − 3JTk (1− 3f0)] ρ˜2101k −
√
2JTk (1− 3f0)
(
ρ˜1001k + ρ˜
2112
k
)
+ source terms , (281)
i∂tρ˜
1012
k = − [U − 3JTk(1− 3f0)] ρ˜1012k +
√
2JTk(1− 3f0)
(
ρ˜1001k + ρ˜
2112
k
)
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+ source terms , (282)
i∂tρ˜
1001
k = i∂tρ˜
2112
k =
√
2JTk(1− 3f0)
(
ρ˜2101k − ρ˜1012k
)
+ source terms . (283)
The homogeneous part of equations (270)-(272) is related to the homogeneous part of
(281)-(283) via the substitution Tk → Tk(1 − 3f0) from which follows immediately the
renormalised frequency (78).
19.2. Parity-parity and particle-number correlations
The parity-parity and the particle-number correlations are determined in O(1/Z2) by
the differential equations (264-269). Since the right-hand sides of (264-269) involve
three-point correlations, we have solve the equations (235)-(246). The calculations can
be simplified by observing that it is possible to express the right-hand sides of (264-269)
by total time-derivatives using (235), (238), (239), (242), (243), (246) and (270)-(272).
We find the exact expressions
ρ1111µν = −
1
N2
∑
k,p,q
(
ρ111001kpq + ρ
112112
kpq
) (
eiq·xµ+ip·xµ+ik·xν + eiq·xν+ik·xµ+ip·xν
)
− 2
N2
∑
p,q
(
f 11q f
11
p + f
12
q f
21
p
)
ei(p+q)·(xµ−xν) (284)
ρ2222µν =
1
N2
∑
k,p,q
ρ222112kpq
(
eiq·xµ+ip·xµ+ik·xν + eiq·xν+ik·xµ+ip·xν
)
− 1
N2
∑
p,q
f 11p f
11
q e
i(p+q)·(xµ−xν) (285)
ρ0000µν =
1
N2
∑
k,p,q
ρ001001kpq
(
eiq·xµ+ip·xµ+ik·xν + eiq·xν+ik·xµ+ip·xν
)
− 1
N2
∑
p,q
f 11p f
11
q e
i(p+q)·(xµ−xν) (286)
ρ0011µν =
1
N2
∑
k,p,q
ρ111001kpq e
ip·xµ+ik·xν+iq·xµ
− 1
N2
∑
k,p,q
(
ρ001001kpq + ρ
002112
kpq
)
eiq·xν+ik·xµ+ip·xν
+
1
N2
∑
p,q
(
f 11p f
11
q + f
12
p f
21
q
)
ei(p+q)·(xµ−xν) (287)
ρ1122µν = −
1
N2
∑
k,p,q
(
ρ221001kpq + ρ
222112
kpq
)
eip·xµ+ik·xν+iq·xµ
+
1
N2
∑
k,p,q
ρ112112kpq e
iq·xν+ik·xµ+ip·xν (288)
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ρ0022µν =
1
N2
∑
k,p,q
ρ221001kpq e
ip·xµ+ik·xν+iq·xµ +
1
N2
∑
k,p,q
ρ002112kpq e
iq·xν+ik·xµ+ip·xν
− 1
N2
∑
p,q
f 12p f
21
q e
i(p+q)·(xµ−xν) , (289)
where we defined the Fourier transforms
ρaa
′bb′cc′
αβγ =
1
N2
∑
k,p,q
ρaa
′bb′cc′
kpq e
ik·xα+ip·xβ+iq·xγ . (290)
After solving the differential equations for the three-point-correlations and inserting the
solutions in (284)-(289) we find the parity-parity and particle-number correlations which
are given in Section 9.
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