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Abstract. A physical-mathematical approach to anomalous diffusion is based on a generalized
diffusion equation containing derivatives of fractional order. In this paper, an anomalous sub-diffusion
equation (ASub-DE) is considered. A new implicit numerical method (INM) and two solution tech-
niques for improving the order of convergence of the INM for solving the ASub-DE are proposed. The
stability and convergence of the INM are investigated by the energy method. Some numerical ex-
amples are given. The numerical results demonstrate the effectiveness of theoretical analysis. These
methods and supporting theoretical results can also be applied to other fractional integro-differential
equations and higher-dimensional problems.
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1. Introduction. Fractional differential equations have attracted considerable
interest because of their ability to model many phenomena, for example, in fractal
media, mathematical biology, chemistry, statistical mechanics and biochemistry due
to anomalous diffusion effects in constrained environments. A physical-mathematical
approach to anomalous diffusion may be based on generalized partial differential equa-
tions containing derivatives of fractional order in space, or time, or space-time [1, 2].
These fractional diffusion equations can be derived asymptotically from basic random
walk models or from generalized master equations. Anomalous diffusion, known since
Richardson’s treatise on turbulent diffusion in 1926, is ubiquitous in physical and
biological systems where trapping and binding of particles can occur. In particular,
the trapping of Brownian particles by static traps randomly distributed over either
a Euclidean or a disordered substrate is a fundamental problem of non-equilibrium
statistical mechanics and chemistry with a very wide range of applications [3]. Frac-
tional kinetic equations have proved particularly useful in the context of anomalous
subdiffusion [1]. The mean square displacement of the particles from the original
starting site is no longer linear in time, but verifies a generalized Fick’s second law.
Subdiffusive motion is characterized by an asymptotic long-time behavior of the mean
square displacement of the form
〈x2(t)〉 ∼ 2Kγ
Γ(1 + γ)
tγ , t→∞,(1.1)
where γ (with 0 < γ < 1) is the anomalous diffusion exponent and Kγ is the general-
ized diffusion coefficient. Ordinary (or Brownian) diffusion corresponds to γ = 1 with
K1 = D (the ordinary diffusion coefficient).
∗This research has been supported by the Australian Research Council grant LP0348653, the
National Natural Science Foundation of China grant 10271098 and Natural Science Foundation of
Fujian province grant (Z0511009).
†School of Mathematical Sciences, Xiamen University, Xiamen 361006, China (fwliu@xmu.edu.cn;
zxy1104@xmu.edu.cn).
‡School of Mathematical Sciences, Queensland University of Technology, GPO Box 2434, Bris-
bane, QLD 4001, Australia (f.liu@qut.edu.au; v.anh@qut.edu.au; i.turner@qut.edu.au).
§School of Mathematical Sciences, South China University of Technology, Guangzhou 510640,
China (fwliu@xmu.edu.cn (F. Liu)).
1
2 P. ZHUANG, F. LIU, V. ANH and I. TURNER
Subdiffusive motion is particularly important in the context of complex systems
such as glassy and disordered materials, in which pathways are constrained for geomet-
ric or energetic reasons. For anomalous subdiffusive random walkers, the continuum
description via the ordinary diffusion equation is replaced by the fractional diffusion
equation. It has been suggested that the probability density function (pdf) u(x, t)
that describes anomalous subdiffusion particles follows the anomalous sub-diffusion
equation (ASub-DE) [1, 3, 4, 5]:
∂u
∂t
=
∂1−γ
∂t1−γ
[
Kγ
∂2u
∂x2
]
, 0 ≤ x ≤ a, 0 < t ≤ T,(1.2)
where u(x, t) is the probability density that the particle that started at 0 at time 0
is at x at time t, ∂
1−γu
∂t1−γ denotes the Riemann-Liouville fractional derivative of order
1− γ defined by
∂1−γ
∂t1−γ
u(x, t) =
1
Γ(γ)
∂
∂t
∫ t
0
u(x, η)
(t− η)1−γ dη,(1.3)
with 0 ≤ γ ≤ 1. For γ = 1 one recovers the identity operator and for γ = 0
the ordinary first-order derivative. The integro-differential nature of the Riemann-
Liouville fractional operator according to Eq. (1.3) ensures the non-Markovian nature
of the subdiffusive process defined by Eq. (1.2). Eq. (1.2) can be rewritten as the
following equivalent time fractional diffusion equation:
∂γ
∂tγ
u(x, t)− t
−γ
Γ(1− γ)u0(x) = Kγ
∂2
∂x2
u(x, t),(1.4)
where u0(x) is the initial value.
Anomalous sub-diffusion equations have been widely studied. Schneider andWyss
[6] considered the following time fractional diffusion and wave equations:
∂γu(x, t)
∂tγ
=
∂2u(x, t)
∂x2
, 0 < γ ≤ 2.(1.5)
They derived the corresponding Green functions in closed form for arbitrary space
dimensions in terms of Fox functions. Huang and Liu [7] considered the time-fractional
diffusion equation in n-dimensional whole-space and half-space. They investigated the
explicit relationships between the problems in whole-space with the corresponding
problems in half-space by the Fourier-Laplace transform. Mainardi [8] derived the
fundamental solutions for the fractional diffusion-wave equation. Anh and Leonenko
[9] presented spectral analysis of the fractional kinetic equation with random data;
Gorenflo et al. [10] investigated mappings between solutions of fractional diffusion-
wave equations; Kilbas et al. [11] presented solutions of Volterra integro-differential
equations with kernels given in the form of generalized Mittag-Leffler functions.
Different numerical methods for solving the space, or time, or space-time frac-
tional partial differential equations have been proposed. Liu et al. [12, 13] transformed
the space fractional partial differential equation into a system of ordinary differential
equations (method of lines) that was then solved using backward differentiation for-
mulas. McLean et al. [14] considered time discretization via a Laplace transformation
of an inhomogeneous integro-differential equation of parabolic type. The method is
combined with a finite element discretization in the spatial variables to yield a fully
discrete method. McLean [15] also proposed numerical methods for some fractional
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differential equations and gave a convergence and stability analysis. Roop [16] in-
vestigated the numerical approximation of the variational solution to the fractional
advection dispersion equation. Meerschaert et al. [17] examined finite difference
approximations for fractional advection-dispersion flow equations. Shen et al. [18]
proposed an explicit finite difference approximation for the space fractional diffusion
equation and gave an error analysis. Liu et al. [19] discussed an approximation of
the Le´vy-Feller advection-dispersion process by a random walk and finite difference
method. Zhang et al. [20] proposed a numerical approximation for the Le´vy-Feller
fractional diffusion equation. They used the finite difference method to discretize the
integro-differential equation and gave an analysis of stability and convergence in the
L1-norm. Liu et al. [21] derived an analysis of a discrete non-Markovian random walk
approximation for the time fractional diffusion equation. Zhuang and Liu [22] ana-
lyzed an implicit difference approximation for the time fractional diffusion equation,
and the stability and convergence of the method were also discussed. Liu et al. [23]
also discussed the stability and convergence of the difference methods for the space-
time fractional advection-diffusion equation. Lin and Liu [24] proposed the high order
(2-6) approximations of the fractional ordinary differential equation and discussed the
consistency, convergence and stability of these fractional high order methods.
There have been some attempts on deriving numerical methods and analysis tech-
niques for the ASub-DE (1.2). Cao et al. [25] presented a variable coefficient fractional
derivative approximation scheme, and used embedding techniques to develop a vari-
able stepsize implementation for solving time fractional differential equations. They
gave a stability and order analysis for a fractional Euler method and a fractional trape-
zoidal method. Yuste and Acedo [4] proposed an explicit finite difference method and
a new Von Neumann-type stability analysis for the ASub-DE (1.2). Langlands and
Henry [5] also investigated this problem and proposed an implicit numerical scheme
(L1 approximation). However, effective numerical methods and supporting error anal-
yses for the ASub-DE (1.2) are still limited. The main purpose of this paper is to
solve and analyze this problem by introducing an implicit numerical method and new
solution techniques.
In Section 2, an implicit numerical method (INM) is proposed. In Sections 3
and 4, stability and convergence analyses are given for the INM. In Section 5, two
solution techniques to improve the order of convergence are presented. Finally, some
numerical results are given in Section 6 to evaluate the method.
2. An implicit numerical method for the ASub-DE. In this section, we
construct a new implicit numerical method for the ASub-DE
∂u
∂t
=
∂1−γ
∂t1−γ
[
Kγ
∂2u
∂x2
+ f(x, t)
]
, 0 ≤ x ≤ a, 0 < t ≤ T,(2.1)
with initial and boundary conditions:
u(x, 0) = φ(x), 0 ≤ x ≤ a,(2.2)
u(0, t) = ϕ1(t), u(a, t) = ϕ2(t), 0 ≤ t ≤ T,(2.3)
where 0 < γ < 1.
Yuste and Acedo [4] combined the forward time centered space (FTCS) method,
which is well known for the numerical integration of ordinary diffusion equations, with
the Gru¨nwald-Letnikov discretization of the Riemann-Liouville derivative to obtain
4 P. ZHUANG, F. LIU, V. ANH and I. TURNER
an explicit FTCS scheme for the ASub-DE (1.2). However, they did not give the
convergence analysis and pointed out that this is not such an easy task when implicit
methods are considered. Langlands and Henry [5] proposed an implicit numerical
scheme (L1 approximation) for the ASub-DE (1.2), and discussed the accuracy and
stability of this scheme. However, the global accuracy of the implicit numerical scheme
has not been derived and it seems that the unconditional stability for all γ in the range
0 < γ ≤ 1 has not been established.
Let Ω = [0, a]× [0, T ]. We define the function space
G(Ω) = {w(x, t)|∂
2w
∂x2
∈ C2(Ω) and ∂
5w
∂x4∂t
∈ C(Ω)}.
In this paper, we suppose the continuous problem (2.1)-(2.3) has a smooth solution
u(x, t) ∈ G(Ω).
Define tk = kτ, k = 0, 1, 2, · · · , n, xi = ih, i = 0, 1, 2, · · · ,m, where τ = Tn and
h = am are the space and time stepsizes, respectively. For convenience, we introduce
the following notations:
Lu(x, t) = Kγ
∂2u(x, t)
∂x2
,
δ2xu(x, t) = u(x+ h, t)− 2u(x, t) + u(x− h, t),
and
bj = (j + 1)γ − jγ , j = 0, 1, 2, · · · , n.(2.4)
Integrating both side of Eq. (2.1), we obtain
u(xi, tk+1) = u(xi, tk) +
1
Γ(γ)
∫ tk+1
0
Lu(xi, η) + f(xi, η)
(tk+1 − η)1−γ dη
− 1
Γ(γ)
∫ tk
0
Lu(xi, η) + f(xi, η)
(tk − η)1−γ dη
= u(xi, tk) +
1
Γ(γ)
∫ τ
0
Lu(xi, η) + f(xi, η)
(tk+1 − η)1−γ dη
+
1
Γ(γ)
∫ tk
0
Lv(xi, η) + g(xi, η)
(tk − η)1−γ dη,(2.5)
where v(x, t) = u(x, t+ τ)− u(x, t) and g(x, t) = f(x, t+ τ)− f(x, t). Letting
I1 =
1
Γ(γ)
∫ τ
0
Lu(xi, η) + f(xi, η)
(tk+1 − η)1−γ dη,
and
I2 =
1
Γ(γ)
∫ tk
0
Lv(xi, η) + g(xi, η)
(tk − η)1−γ dη,
Eq. (2.5) can be written as
u(xi, tk+1) = u(xi, tk) + I1 + I2.
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For I1, we can use the following approximation:
I1 = 1Γ(γ)
∫ τ
0
Lu(xi,τ)+f(xi,τ)
(tk+1−η)1−γ dη +R11
= τ
γ
Γ(γ+1) [(k + 1)
γ − kγ ] [Lu(xi, τ) + f(xi, τ)] +R11
= τ
γ
Γ(γ+1)bk
[
Kγ
1
h2 δ
2
xu(xi, τ) +R12 + f(xi, τ)
]
+R11
= τ
γ
Γ(γ+1)bk
[
Kγ
1
h2 δ
2
xu(xi, τ) + f(xi, τ)
]
+R1,
where
R11 =
1
Γ(γ)
∫ τ
0
Lu(xi, η)− Lu(xi, τ) + f(xi, η)− f(xi, τ)
(tk+1 − η)1−γ dη,
R12 = Kγ
[
∂2u(xi, τ)
∂x2
− 1
h2
δ2xu(xi, τ)
]
and R1 = bkτ
γ
Γ(γ+1)R12 +R11. By noting that
Lu(xi, η) + f(xi, η) = Kγ
∂2u(xi,η)
∂x2 + f(xi, η)
= Kγ
∂2u(xi,τ)
∂x2 + f(xi, τ) +
[
Kγ
∂3u(xi,ξ1)
∂x2∂t +
∂f(xi,ξ1)
∂t
]
(η − τ),
where 0 ≤ η ≤ ξ1 ≤ τ, we obtain
|R11| ≤ C1τ 1Γ(γ)
∫ τ
0
1
(tk+1 − η)1−γ dη ≤
C1τ
1+γ
Γ(γ + 1)
bk.
Again, it is apparent that
|R12| ≤ C2h2.
Hence, we have |R1| ≤ Cbkτγ(τ + h2).
As for I2, we can obtain the following approximation:
I2 = 1Γ(γ)
k−1∑
j=0
∫ tj+1
tj
Lv(xi,η)+g(xi,η)
(tk−η)1−γ dη
= 1Γ(γ)
k−1∑
j=0
∫ tj+1
tj
Lv(xi,tj+1)+g(xi,tj+1)
(tk−η)1−γ dη +R21
= τ
γ
Γ(γ+1)
k−1∑
j=0
bk−j−1 [Lv(xi, tj+1) + g(xi, tj+1)] +R21
= τ
γ
Γ(γ+1)
k−1∑
j=0
bk−j−1 [Lhv(xi, tj+1) + g(xi, tj+1)] +R22 +R21,
where
R21 =
1
Γ(γ)
k−1∑
j=0
∫ tj+1
tj
Lv(xi, η)− Lv(xi, tj+1) + g(xi, η)− g(xi, tj+1)
(tk − η)1−γ dη,
R22 =
τγ
Γ(γ + 1)
k−1∑
j=0
bk−j−1 [Lv(xi, tj+1)− Lhv(xi, tj+1))] ,
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and Lhu(xi, tj) = Kγ 1h2 δ
2
xu(xi, tj).
Lemma 2.1. Let u(x, t) ∈ G(Ω) be the solution of (2.1)-(2.3). Then we have
(1) |R21| ≤ Cτ2; (2) |R22| ≤ Cτh2.
Proof. (1)When tj ≤ η ≤ tj+1, we have
Lv(xi, η + τ) + g(xi, η + τ) = Kγ
∂2v(xi,η+τ)
∂x2 + g(xi, η + τ)
= Kγ
∂2v(xi,tj+2)
∂x2 + g(xi, tj+2)
+Kγ
∂3v(xi,eη1)
∂x2∂t (η − tj+1) + ∂g(xi,eη1)∂t (η − tj+1),
where η + τ ≤ η˜1 ≤ tj+2.
Again,
∂3v(xi,eη1)
∂x2∂t =
∂3u(xi,eη1+τ)
∂x2∂t − ∂
3u(xi,eη1)
∂x2∂t =
∂4u(xi,eη2)
∂x2∂t2 τ,
∂g(xi,eη1)
∂t =
∂f(xi,eη1+τ)
∂t − ∂f(xi,eη1)∂t = ∂2f(xi,eη3)∂t2 τ,
where η˜1 ≤ η˜2, η˜3 ≤ η˜1 + τ. Consequently,
|Lu(xi, η + τ)− Lu(xi, η)− [Lu(xi, tj+2)− Lu(xi, tj+1)] | ≤ C3τ2.
Thus, we have
|R21| ≤ C3τ2 1Γ(γ)
∫ tk
0
dη
(tk − η)1−γ ≤ Cτ
2.
(2) Using Taylor’s formula, we obtain
Lv(xi, tj+1) = Lhv(xi, tj+1) + h
2
12
∂4v(ξ2,tj+1)
∂x4
= Lhv(xi, tj+1) + h
2
12
[
∂4u(ξ2,tj+2)
∂x4 − ∂
4u(ξ2,tj+1)
∂x4
]
= Lhv(xi, tj+1) + h
2τ
12
∂5u(ξ2,eη4)
∂x4∂t ,
|Lv(xi, tj+1)− Lhv(xi, tj+1)| ≤ C3τh2τ.
Thus, we have
|R22| ≤ C3τh2 τ
γ
Γ(γ + 1)
k−1∑
j=0
bk−j+1 ≤ Cτh2.
From the above results, we obtain
u(xi, tk+1) = u(xi, tk) + r1bkδ2xu(xi, τ) + r2bkf(xi, τ)
+r1
k−1∑
j=0
bk−j−1
[
δ2xu(xi, tj+2)− δ2xu(xi, tj+1)
]
+r2
k−1∑
j=0
bk−j−1 [f(xi, tj+2)− f(xi, tj+1)] +Rk+1i ,
where r1 = Kγ τ
γ
Γ(γ+1)h2 , r2 =
τγ
Γ(γ+1) , and
|Rk+1i | ≤ C(bkτγ + τ)(τ + h2).(2.6)
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Lemma 2.2. The coefficients bk(k = 0, 1, 2, · · ·) defined by (2.4) satisfy:
(1) b0 = 1, bk > 0, k = 0, 1, 2, · · · ;
(2) bk > bk+1, k = 0, 1, 2, · · · ;
(3) there exists a positive constant C > 0, such that
τ ≤ Cbkτγ , k = 1, 2, · · · .
Proof. Let ψ1(x) = xγ and ψ2(x) = (x+ 1)γ − xγ . For x > 0, it can be seen that
ψ1(x) is monotone increasing and ψ2(x) is monotone decreasing. Thus, (1) and (2) in
Lemma 2.2 hold.
For (3) in Lemma 2.2, using
lim
n→∞
nγ−1
bn
= lim
n→∞
n−1
(1 + n−1)γ − 1 =
1
γ
,
we have
nγ−1
bn
≤ C1,
or
n−1 ≤ C1bnn−γ ≤ C1bkn−γ .
Thus, from τ = Tn , the inequality (3) can be obtained.
Let Rk = (Rk1 , R
k
2 , · · · , Rkm−1)T . Applying Lemma 2.2 with (2.6), we obtain the
following lemma.
Lemma 2.3. Suppose that ‖Rk‖2 =
√
m−1∑
i=1
|Rki |2. If u(x, t) ∈ G(Ω) is the solution
of (2.1)-(2.3), then we have
‖Rk+1‖2 ≤ Cbkτγ(τ + h2).
Let uki be the numerical approximation to u(xi, tk), f
k
i = f(xi, tk) and introduce
the following notations:
δ2xu
k
i = u
k
i+1 − 2uki + uki−1, ∆xuki = uki+1 − uki .(2.7)
We obtain the following implicit difference scheme:
uk+1i = u
k
i + r1bkδ
2
xu
1
i + r2bkf
1
i
+ r1
k−1∑
j=0
bk−j−1
[
δ2xu
j+2
i − δ2xuj+1i
]
+ r2
k−1∑
j=0
bk−j−1
[
f j+2i − f j+1i
]
.
The implicit numerical method (INM) can be rewritten in the following form:
uk+1i = u
k
i + r1δ
2
xu
k+1
i + r1
k−1∑
j=0
(bj+1 − bj)δ2xuk−ji
+ r2fk+1i + r2
k−1∑
j=0
(bj+1 − bj)fk−ji ,
(2.8)
for i = 1, 2, · · · ,m− 1, k = 0, 1, 2, · · · , n− 1.
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The initial and boundary conditions are
u0i = φ(ih), i = 0, 1, 2, · · · ,m,
uk0 = ϕ1(kτ), u
k
m = ϕ2(kτ), k = 1, 2, · · · , n.(2.9)
Eqs. 2.8 and 2.9 can be rewritten as the following matrix form Au
1 = u0 + r1v1 + r2f1
Auk+1 = uk + r1vk+1 + r1wk+1 + r2gk+1, k > 0
u0 = Φ
(2.10)
where
A =

1 + 2r1 −r1 0 · · · 0 0
−r1 1 + 2r1 −r1 · · · 0 0
0 −r1 1 + 2r1 · · · 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 + 2r1 −r1
0 0 0 . . . −r1 1 + 2r1,
(2.11)
uk =

uk1
uk2
...
ukm−2
ukm−1
 , fk =

fk1
fk2
...
fkm−2
fkm−1
 ,vk+1 =

uk+10
0
...
0
uk+1m
 ,Φ =

φ1
φ2
...
φm−2
φm−1
 ,(2.12)
and wk+1 =
k−1∑
j=0
(bj+1 − bj)δ2xuk−j , gk+1 = fk+1 +
k−1∑
j=0
(bj+1 − bj)fk−j , φi = φ(ih).
In (2.11) we see that the matrix A is strictly diagonally dominant with positive
diagonal terms and nonpositive offdiagonal terms. Hence, the following theorem can
be obtained.
Theorem 2.4. The discretization matrix A is invertible. Further, the equations
(2.8) and (2.9) has a unique solution.
3. Stability of the INM. For u = (u1, u2, · · · , um−1)T ,v = (v1, v2, · · · , vm−1)T ,
we define
(u,v) =
m−1∑
j=1
ujvjh, ‖u‖2 =
√
(u,u) = (
m−1∑
j=1
u2jh)
1
2 .(3.1)
We suppose that u˜ki , i = 0, 1, 2, · · · ,m; j = 0, 1, 2, · · · , n is the approximate solution
of (2.8) and (2.9). The rounding error εki = u˜
k
i − uki satisfies
εk+1i = ε
k
i + r1δ
2
xε
k+1
i + r1
k−1∑
j=0
(bj+1 − bj)δ2xεk−ji(3.2)
and
εk0 = 0, ε
k
m = 0, k = 1, 2, · · · , n.(3.3)
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Let Ek = (εk1 , ε
k
2 , · · · , εkm−1)T . Multiplying (3.2) by hεk+1i and summing i from 1 to
m− 1, we obtain
‖Ek+1‖22 = (Ek+1,Ek) + r1(δ2xEk+1,Ek+1) + r1
k−1∑
j=0
(bj+1 − bj)(δ2xEk−j ,Ek+1)
= (Ek+1,Ek)− r1[(εk+11 )2h+ ‖∆xEk+1‖22]
+r1
k−1∑
j=0
(bj+1 − bj)[−εk−j1 εk+11 h− (∆xEk−j ,∆xEk+1)]
≤ 12 [‖Ek+1‖22 + ‖Ek‖22]− r1|εk+11 |2h− r1‖∆xEk+1‖22
+ r12
k−1∑
j=0
(bj − bj+1)[|εk+11 |2h+ |εk−j1 |2h]
+ r12
k−1∑
j=0
(bj − bj+1)[‖∆xEk−j‖22 + ‖∆xEk+1‖22].
Noting that
k−1∑
j=0
(bj − bj+1) = b0 − bk = 1− bk and bk > 0, we have
‖Ek+1‖22 ≤ 12 [‖Ek+1‖22 + ‖Ek‖22]− r12 (1 + bk)[|εk+11 |2h+ ‖∆xEk+1‖22]
+ r12
k−1∑
j=0
(bj − bj+1)(|εk−j1 |2h+ ‖∆xEk−j‖22)
≤ 12 [‖Ek+1‖22 + ‖Ek‖22]− r12 [|εk+11 |2h+ ‖∆xEk+1‖22]
+ r12
k−1∑
j=0
(bj − bj+1)(|εk−j1 |2h+ ‖∆xEk−j‖22),
i.e.,
‖Ek+1‖22 + r1
k∑
j=0
bj{|εk+1−j1 |2h+ ‖∆xEk+1−j‖22}
≤ ‖Ek‖22 + r1
k−1∑
j=0
bj{|εk−j1 |2h+ ‖∆xEk−j‖22}.
(3.4)
Defining the energy norm ‖Ek‖2E = ‖Ek‖22+r1
k−1∑
j=0
bj{|εk−j1 |2h+‖∆xEk−j‖22}, we have
‖Ek+1‖22 ≤ ‖Ek+1‖2E ≤ ‖Ek‖2E ≤ · · · ≤ ‖E1‖2E .
Because ε1i = ε
0
i + r1δ
2
xε
1
i , we obtain
‖E1‖22 = (E1,E0) + r1(δ2xE1,E1)
= (E1,E0)− r1[(ε11)2h+ ‖∆xE1‖22]
≤ 12 [‖E1‖22 + ‖E0‖22]− r1|ε11|2h− r1‖∆xE1‖22,
i.e.,
‖E1‖2E = ‖E1‖22 + r1
k∑
j=0
bj{|ε1−j1 |2h+ ‖∆xE1−j‖22} ≤ ‖E0‖22,(3.5)
so that ‖Ek+1‖22 ≤ ‖E0‖22.
Hence, the following theorem of stability is obtained.
Theorem 3.1. The fractional implicit numerical method defined by (2.8) is un-
conditionally stable.
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4. Convergence of the INM. In this section, we discuss the convergence of
the INM. Let u(xi, tk), i = 0, 1, 2, · · · ,m; k = 0, 1, 2, · · · , n be the exact solution of the
ASub-DE (2.1) - (2.3) at mesh point (xi, tk). Suppose that u(x, t) is the solution of
(2.1)-(2.3) and u(x, t) ∈ G(Ω).
Define
ηki = u(xi, tk)− uki , i = 0, 1, 2, · · · ,m; k = 0, 1, 2, · · · , n
and Yk = (ηk1 , η
k
2 , · · · , ηkm−1)T . Using uki = u(xi, tk)−ηki , substitution into (2.8) leads
to
ηk+1i = η
k
i + r1δ
2
xη
k+1
i + r1
k−1∑
j=0
(bj+1 − bj)δ2xηk−ji +Rki ,(4.1)
where i = 1, 2, · · · ,m− 1; k = 0, 1, 2, · · · , n− 1, and
η0i = 0, i = 0, 1, · · · ,m,
ηk0 = η
k
m = 0, k = 0, 1, · · · , n.
Multiplying (4.1) by hηk+1i and summing i from 1 to m− 1, we obtain
‖Yk+1‖22 = (Yk+1,Yk) + r1(δ2xYk+1,Yk+1)
+r1
k−1∑
j=0
(bj+1 − bj)(δ2xYk−j ,Yk+1) + (Rk,Yk+1).(4.2)
For j = 0, 1, · · · , k + 1, we have
(δ2xY
j ,Yk+1) = −ηj1ηk+11 − (∆xYj ,∆xYk+1).
Using |v · w| ≤ σv2 + 14σw2, σ > 0, we obtain
(Yk+1,Yj) ≤ 1
2
[‖Yk+1‖2 + ‖Yj‖2] ,(4.3)
ηk+11 η
j
1 ≤
1
2
[
|ηk+11 |2 + |ηj1|2
]
(4.4)
and
|(Rk+1,Yk+1)| ≤ r1h
2bk
a2
‖Yk+1‖22 +
a2
4r1h2bk
‖Rk+1‖22.(4.5)
Noting that
k−1∑
j=0
(bj − bj+1) = b0 − bk = 1 − bk and bk > 0, similarly to the proof of
the stability, we have
‖Yk+1‖22 ≤ 12 [‖Yk+1‖22 + ‖Yk‖22]− r12 (1 + bk)[|ηk+11 |2h+ ‖∆xYk+1‖22]
+ r12
k−1∑
j=0
(bj − bj+1)(|ηk−j1 |2h+ ‖∆xYk−j‖22)
+ r1h
2bk
a2 ‖Yk+1‖22 + a
2
4r1h2bk
‖Rk+1‖22.
(4.6)
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Lemma 4.1. Given ‖Yk‖∞ = max
1≤i≤m−1
|ηki |, then
‖Yk‖22 ≤ a‖Yk‖2∞ ≤
a2
2h2
[
h|ηk1 |2 + ‖∆xYk‖22
]
.
Proof. The first inequality is apparent.
For the second inequality, let |ηki0 | = max1≤i≤m−1 |η
k
i |, then
ηki0 = η
k
1 +
i0−1∑
j=1
∆xηkj , η
k
i0 = −
m−1∑
j=i0
∆xηkj .
Thus
2|ηki0 | ≤ |ηk1 |+
m−1∑
j=1
|∆xηkj |.
Using the Cauchy-Schwarz inequality, we have
4|ηki0 |2 ≤ 2m
[
|ηk1 |+
m−1∑
j=1
|∆xηkj |
]2
≤ 2ah2
[
h|ηk1 |2 + ‖∆xYk‖22
]
.
Therefore,
‖Yk‖2∞ ≤
a
2h2
[
h|ηk1 |2 + ‖∆xYk‖22
]
.
Applying Lemma 4.1, we have
r1h
2bk
a2
‖Yk+1‖22 ≤
r1h
2bk
a2
· a‖Yk+1‖2∞ ≤
bk
2
r1
[|ηk+11 |2h+ ‖∆xYk+1‖22] .(4.7)
Hence, from (4.6) and (4.7), we have
‖Yk+1‖22 ≤ 12 [‖Yk+1‖22 + ‖Yk‖22]− r12 [|ηk+11 |2h+ ‖∆xYk+1‖22]
+ r12
k−1∑
j=0
(bj − bj+1)(|ηk−j1 |2h+ ‖∆xYk−j‖22) + a
2
4r1h2bk
‖Rk+1‖22.
Let ρk = ‖Yk‖22 + r1
k−1∑
j=0
bj{|ηk−j1 |2h+ ‖∆xYk−j‖22}, then
ρk+1 ≤ ρk + a
2
4r1h2bk
‖Rk+1‖22,(4.8)
ρ0 = 0.(4.9)
According to Lemma 2.3, and r1 = Kr τ
γ
Γ(γ+1)h2 , we have
ρk+1 ≤ ρk + Cbkτγ(τ + h2)2.(4.10)
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Hence, we obtain
ρk+1 ≤ C
k∑
j=0
bjτ
γ(τ + h2)2.(4.11)
Noting that
k∑
j=0
bjτ
γ = (k + 1)γτγ ≤ T γ and ‖Yk+1‖22 ≤ ρk+1, we have
‖Yk+1‖22 ≤ CT γ(τ + h2)2.
Consequently, the following theorem of convergence is obtained.
Theorem 4.2. Let u(x, t) ∈ G(Ω) be the solution of (2.1)-(2.3). Then the
fractional implicit difference scheme defined by (2.8) is convergent, and there exists a
positive constant C > 0 such that
‖Yk+1‖2 ≤ C(τ + h2), k = 0, 1, 2, · · · , n− 1.(4.12)
5. Improving the order of convergence of the INM. In this section, we
propose two techniques to improve the rate of convergence of the INM.
5.1. The extrapolation method (EM). According to Theorem 4.2, we know
that the INM converges at the rate O(τ + h2). In order to improve the order of
convergence, we apply the INM on a (coarse) grid ∆t = τ , and then on a finer grid
of size τ/2 with the same ∆x. The extrapolated solution is then computed from
u(xi, t) ≈ 2u2ki (τ/2) − uki (τ), i = 1, 2, · · · ,m − 1 , where t = tk on the coarse grid,
while t = t2k on the fine grid. Here, uki (τ) and u
2k
i (τ/2) are numerical solutions on
the coarse grid and the fine grid, respectively. Thus, the extrapolation method can
be used to obtain a solution with convergence order O(τ2 + h2).
5.2. Improved difference scheme (IDS). We use a technique of increasing
the order of local truncation error to obtain an improved difference scheme (IDS).
Integrating both sides of Eq. (2.1) for t, we obtain
u(xi, tk+1) = u(xi, 0) +
1
Γ(γ)
∫ tk+1
0
Kγ
∂2u(xi,η)
∂x2 + f(xi, η)
(tk+1 − η)1−γ dη,
or
u(xi, tk+1) = u(xi, 0) +
1
Γ(γ)
k∑
j=0
∫ tj+1
tj
Kγ
∂2u(xi,η)
∂x2 + f(xi, η)
(tk+1 − η)1−γ dη.
Lemma 5.1. If the function v(x, t) is sufficiently smooth, then
v(xi, η) =
(tj+1 − η)v(xi, tj) + (η − tj)v(xi, tj+1)
τ
+O(τ2).(5.1)
Proof. The estimate (5.1) can be obtained from the following formulae:
v(xi, tj) = v(xi, η) +
∂v(xi,η)
∂t (tj − η) + 12 ∂
2v(xi,ξ1)
∂t (tj − η)2,
v(xi, tj+1) = v(xi, η) +
∂v(xi,η)
∂t (tj+1 − η) + 12 ∂
2v(xi,ξ2)
∂t (tj+1 − η)2,
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where tj ≤ ξ1 ≤ η ≤ ξ2 ≤ tj+1.
Applying Lemma 5.1, we have
u(xi, tk+1) = u(xi, 0) + r1
k∑
j=0
[
c
(1)
j δ
2
xu(xi, tk−j+1) + c
(2)
j δ
2
xu(xi, tk−j)
]
+r2
k∑
j=0
[
c
(1)
j f(xi, tk−j+1) + c
(2)
j f(xi, tk−j)
]
+Rk+1i ,
(5.2)
where r1 =
Kγτ
γ
Γ(γ+1)h2 , r2 =
τγ
Γ(γ+1) , and
c
(1)
j = (j + 1)
γ − 1
γ + 1
[
(j + 1)γ+1 − jγ+1] ,(5.3)
c
(2)
j =
1
γ + 1
[
(j + 1)γ+1 − jγ+1]− jγ ,(5.4)
|Rk+1i | ≤ Ctγ+1k+1(τ2 + h2).(5.5)
Thus, we obtain the following improved difference scheme:
uk+1i = u
0
i + r1
k∑
j=0
[
c
(1)
j δ
2
xu
k−j+1
i + c
(2)
j δ
2
xu
k−j
i
]
+ r2
k∑
j=0
[
c
(1)
j f
k−j+1
i + c
(2)
j f
k−j
i
]
.
6. Numerical results. In order to demonstrate the effectiveness of our theo-
retical analysis, two examples are now presented. To simplify the computation, Eq.
(2.8) is rewritten as
ul+1i − uli = r1δ2xul+1i + r1
l−1∑
j=0
(bj+1 − bj)δ2xul−ji
+r2f l+1i + r2
l−1∑
j=0
(bj+1 − bj)f l−ji .
(6.1)
Summing l from 0 to k − 1, we obtain
uki = u
0
i + r1
k−1∑
j=0
bjδ
2
xu
k−j
i + r2
k−1∑
j=0
bjf
k−j
i ,
where i = 1, 2, · · · ,m− 1; k = 1, 2, · · · , n.
Example 1. Consider the following ASub-DE:
∂u(x, t)
∂t
=
∂1−γ
∂t1−γ
[
0.5Γ(γ + 3)
∂2u(x, t)
∂x2
+ 0.5Γ(γ + 3)(t2 − t2+γ)ex
]
,(6.2)
with the boundary and initial conditions
u(0, t) = t2+γ , u(1, t) = et2+γ , u(x, 0) = 0.(6.3)
The exact solution of the equations (6.2) and (6.3) is u(x, t) = t2+γex, which can be
obtained by evaluating the fractional derivative formula [26, 27].
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Table 6.1
The error ‖Yn‖2 for INM, EM and IDS and the effect of the grid size reduction at time t=1.0
(γ = 0.9)
∆x ∆t INM EM IDS
1
10
1
10
1.4252E-2 3.5158E-4 3.5663E-5
1
15
1
15
9.6200E-3 1.6191E-4 8.4894E-6
1
20
1
20
7.2613E-3 1.2173E-4 8.1641E-6
1
25
1
25
5.8285E-3 1.1443E-4 6.4540E-6
Table 6.1 shows the numerical errors at t = 1 between the exact solution and the
numerical solution obtained by the INM, the EM and the IDS. From Table 1, all the
three methods are in excellent agreement with the exact solution and the convergence
order of EM and IDS is improved significantly.
A comparison of the exact solution and the numerical solution using INM with
various time and space steps for ASub-DE at t = 1.0 and γ = 0.9 is shown in Figure
6.1. It is apparent that the numerical solution (INM) is in excellent agreement with
the exact solution.
0 0.5 1 1.5 2
1
2
3
4
5
6
7
8
x
u
(x,
t=1
)
 
 
The exact solution
The numerical solution
Fig. 6.1. The compare of the exact solution and the numerical solution (INM) when γ = 0.9
and t = 1.
Example 2 Consider the following ASub-DE:
∂u(x, t)
∂t
=
∂1−γ
∂t1−γ
[
∂2u(x, t)
∂x2
]
,(6.4)
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with initial and boundary conditions
u(x, 0) =
{
2x, 0 ≤ x ≤ 0.5,
4−2x
3 , 0.5 ≤ x ≤ 2,
u(0, t) = u(2, t) = 0, 0 ≤ t ≤ 0.4.
The evolution results for the INM when γ = 0.8, 0 ≤ t ≤ 0.4, 0 ≤ x ≤ 2, and
0.1 ≤ γ ≤ 1, 0 ≤ t ≤ 0.4, x = 0.6, and 0.1 ≤ γ ≤ 1, t = 0.4, 0 ≤ x ≤ 2 are shown in
Figures 6.2, 6.3 and 6.4 respectively. Figures 6.2-6.4 show that the system exhibits
sub-diffusion behaviors. From Figure 6.4, it can be seen that the solution continuously
depends on time fractional derivative.
0
0.5
1
1.5
2
0
0.1
0.2
0.3
0.4
0
0.2
0.4
0.6
0.8
1
x
t
u
(x,
t)
Fig. 6.2. The numerical approximation when γ = 0.8.
7. Conclusions. In this paper, an INM for the fractional sub-diffusion equation
in a bounded domain has been described and demonstrated. We prove that the INM
is unconditionally stable and convergent. Two techniques to improve the convergence
rate are presented. Both the EM and IDS techniques provide computationally effective
tools for simulating the behavior of the solution of the ASub-DE. These methods
and analytical techniques can also be extended to any fractional integro-differential
equations and higher-dimensional problems.
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