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Abstract
Let k be a field of arbitrary characteristic. In 1978, Nakai proved a structure theorem for k-
domains admitting a nontrivial locally finite iterative higher derivation when k is algebraically
closed. In this paper, we generalize Nakai’s theorem to cover the case where k is not alge-
braically closed. As a consequence, we obtain a cancellation theorem of the following form:
Let A and A′ be finitely generated k-domains with A[x] k A′[x]. If A and k¯ ⊗k A are UFDs and
trans.degk A = 2, then we have A k A′. This generalizes the cancellation theorem of Crachiola.
1. Introduction
1. Introduction
Let A be a commutative ring with identity, and A[x] the polynomial ring in one variable
over A. A homomorphism σ : A → A[x] of rings is called an exponential map on A if
the following condition holds for each a ∈ A, where a0, . . . , am ∈ A are such that σ(a) =∑m
i=0 aix
i, and y is a new variable:
(E1) a0 = a. (E2)
∑m
i=0 σ(ai)y
i =
∑m
i=0 ai(x + y)
i in A[x, y].
The condition above is equivalent to the condition that σ is a coaction of the group scheme
Ga = Spec(Z[x]) on Spec(A). For each exponential map σ on A, a collection (δi)∞i=0 of
endomorphisms of the additive group A is defined by σ(a) =
∑
i≥0 δi(a)xi for each a ∈ A.
The thus-obtained (δi)∞i=0 is called a locally finite iterative higher derivation on A. The
notions of exponential maps and locally finite iterative higher derivations are equivalent, so
we consider exponential maps.
For each a ∈ A, we define degσ(a) and lcσ(a) to be the degree and leading coeﬃcient of
σ(a) as a polynomial in x over A, respectively. By (E1), the ring Aσ := {a ∈ A | σ(a) = a}
of σ-invariants is equal to σ−1(A). Assume that σ is nontrivial, i.e., Aσ  A. Then, we
have degσ(a) ≥ 1 for each a ∈ A \ Aσ. We call s ∈ A a local slice of σ if degσ(s) is equal
to the minimum among degσ(a) for a ∈ A \ Aσ. A local slice s of σ is called a slice of σ
if lcσ(s) = 1. There always exists a local slice, but a slice does not exist in general. It is
known that, if s is a slice of σ, then A is the polynomial ring in s over Aσ (Theorem 2.1).
Even if σ has no slice, A can be a polynomial ring in one variable over Aσ in some special
cases. For example, let k be a field of arbitrary characteristic. Then, this is the case if A
is the polynomial ring in two variables over k (cf. [15] when char k = 0, [11] when k is
algebraically closed, and [7] for the general case).
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Nakai [14, Thm. 1] proved the following theorem. Here, for a subring R of A, we say that
σ is an exponential map over R if Aσ contains R.
Theorem 1.1 (Nakai). Let A be a k-domain, and σ a nontrivial exponential map on A
over k. Assume that k is algebraically closed, Aσ is a finitely generated PID over k, and
every prime element of Aσ is a prime element of A. Then, A is the polynomial ring in one
variable over Aσ.
The purpose of this paper is to generalize Theorem 1.1, and derive some useful conse-
quences. Our main theorem (Theorem 3.2) generalizes Theorem 1.1 in the following points.
First of all, the ground field k is not necessary algebraically closed. Second, the k-algebra
Aσ is not necessary finitely generated. Third, A is not necessarily an integral domain. Fur-
thermore, locally finite iterative higher derivation is replaced by exponential map, which
simplifies the proof of Nakai.
One of the consequences of our main theorem implies the following result.
Theorem 1.2. Let k be any field, and A and A′ finitely generated k-domains with A[x] k
A′[x]. If A and k¯ ⊗k A are UFDs and trans.degk A = 2, then we have A k A′. Here, k¯ is an
algebraic closure of k.
This theorem is a generalization of Crachiola [2, Cor. 3.2] which says that A[x] k A′[x]
implies A k A′ if A and A′ are finitely generated UFDs over an algebraically closed field k
with trans.degk A = trans.degk A
′ = 2. One benefit of this generalization is that Theorem 1.2
covers the case where A is the polynomial ring in two variables over an arbitrary field k.
Thanks are due to Prof. Hideo Kojima for informing the author of Nakai’s paper. The
author also thanks the referee for useful comments.
2. Exponential map with a slice
2. Exponential map with a slice
Let A be any commutative ring, and σ a nontrivial exponential map on A. In this section,
we prove the following theorem for the lack of a suitable reference (cf. e.g. [3, Lem. 2.2],
[12, §1.4], [13, Appendix] when A is a domain).
Theorem 2.1. If σ has a slice s, then A is the polynomial ring in s over Aσ.
First, note that (E1) and (E2) imply the following statements. By the statement (i), we
know that lcσ(a) belongs to Aσ for each a ∈ A.
Lemma 2.2. (i) For each 0 ≤ i ≤ m, we have degσ(ai) ≤ m− i. Hence, am belongs to Aσ.
(ii) Assume that p := char(A) is a prime number, and write m = lpe, where e ≥ 0 and l ≥ 1
with p  l. If am  0, then we have degσ(a(l−1)pe) = pe.
(iii) If σ(ai) = ai for all 1 ≤ i ≤ m, then f (x) := σ(a)−a = ∑mi=1 aixi is additive, i.e., satisfies
f (x + y) = f (x) + f (y).
Proof. Considering total degrees, (i) is clear from (E2). In the case (ii), we have l ∈ A∗
and
(x + y)m = (x + y)lp
e
= (xp
e
+ yp
e
)l = ylp
e
+ lxp
e
y(l−1)p
e
+ · · · + xlpe .
By (E2), this implies σ(a(l−1)pe) = lamxp
e
+ (terms of lower degree in x) with lam  0. In the
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case (iii), we have
m∑
i=0
σ(ai)yi = σ(a) +
m∑
i=1
aiyi =
m∑
i=0
aixi +
m∑
i=1
aiyi = a0 + f (x) + f (y),
since a0 = a by (E1). Hence, we know by (E2) that f (x) is additive. 
For each integer n ≥ 2, let d(n) be the greatest common divisor of the binomial coeﬃcients(
n
i
)
for 1 ≤ i < n. If n = pd for some prime number p and d ≥ 1, then we have d(n) = p,
since p2 
(
pd
pd−1
)
. Otherwise, we have d(n) = 1. Hence, the following lemma holds.
Lemma 2.3. For an integer n ≥ 2 and a ∈ A \ {0}, we have a(x + y)n = a(xn + yn) if and
only if there exist a prime number p and d ≥ 1 such that n = pd and {l ∈ Z | la = 0} = pZ.
Let s be a local slice of σ. Then, by the minimality of n := degσ(s), we see from
Lemma 2.2 (i) that the coeﬃcient of xi in σ(s) belongs to Aσ for i = 1, . . . , n. Hence,
σ(s) − s is additive by Lemma 2.2 (iii). If furthermore s is a slice of σ, then this implies
either n = 1, or p := char(A) is a prime number and n = pd for some d ≥ 1 by Lemma 2.3
with a = 1.
Now, let us prove Theorem 2.1. First, we show that each a ∈ A \ {0} belongs to Aσ[s]
by induction on m := degσ(a). If m = 0, then a belongs to A
σ. Assume that m > 0. We
show that n := degσ(s) divides m. We may assume that n ≥ 2. Then, p := char(A) is a
prime number, and n = pd for some d ≥ 1 as mentioned. Write m = lpe with p  l and
e ≥ 0. Then, degσ(b) = pe holds for some b ∈ A by Lemma 2.2 (ii). By the minimality
of n, it follows that n = pd divides pe, and hence divides m. Now, set a′ := lcσ(a) and
c := a − a′sm/n. Then, the degree degσ(c) of σ(c) = σ(a) − a′σ(s)m/n is less than m. Hence,
c belongs to Aσ[s] by induction assumption. Thus, a belongs to Aσ[s], since so does a′sm/n.
Therefore, we have A = Aσ[s]. Next, suppose that Aσ[s] is not the polynomial ring in s
over Aσ. Then, there exist m ≥ 1 and a0, . . . , am ∈ Aσ with am  0 such that ∑mi=0 aisi = 0.
Since
∑m
i=0 aiσ(s)
i = 0, and σ(s) is a monic polynomial of positive degree, we are led to a
contradiction. This completes the proof of Theorem 2.1.
The following corollary is a consequence of Theorem 2.1, since σ extends to a nontrivial
exponential map σ˜ on A[a−1] with A[a−1]σ˜ = Aσ[a−1] which has a slice a−1s.
Corollary 2.4. Let s be a local slice of σ such that a := lcσ(s) is a nonzero divisor of A.
Then, A[a−1] is the polynomial ring in s over Aσ[a−1]. Hence, we have trans.degAσ A = 1 if
A is a domain.
3. Main results
3. Main results
Recall that, if σ is a nontrivial exponential map on a commutative ring A, then the plinth
ideal
pl(σ) := {lcσ(s) | s ∈ A is a local slice of σ} ∪ {0}
is an ideal of Aσ. Actually, if s, s′ ∈ A are local slices with lcσ(s) + lcσ(s′)  0, and a ∈ Aσ
is such that a lcσ(s)  0, then s+ s′ and as are local slices with lcσ(s+ s′) = lcσ(s)+ lcσ(s′)
and lcσ(as) = a lcσ(s). The notion of plinth ideal already appeared in Nakai [14], although
not called by this name. A local slice s of σ is said to be minimal if there does not exist
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a ∈ pl(σ) such that lcσ(s)Aσ  aAσ. If s ∈ A satisfies pl(σ) = lcσ(s)Aσ, then s is a minimal
local slice of σ.
Lemma 3.1. If s is a minimal local slice with lcσ(s) a nonzero divisor of Aσ, and if q ∈ Aσ
is not a unit of A, then the image of s in A/qA is not contained in the image of Aσ in A/qA.
Proof. If s − b = qs′ holds for some b ∈ Aσ and s′ ∈ A, then we have σ(s) − b = qσ(s′),
and so lcσ(s) = qc for some c ∈ A. Since lcσ(s) is a nonzero divisor of Aσ, it follows
that so is q. Since lcσ(s′) belongs to Aσ, we get degσ(s) = degσ(s′) and lcσ(s) = q lcσ(s′),
contradicting the minimality of s. 
Now, let k be any field, A a commutative k-algebra, and σ a nontrivial exponential map
on A over k. Set A¯ := k¯ ⊗k A and σ¯ := idk¯ ⊗σ, where k¯ is an algebraic closure of k. Then, σ¯
is an exponential map on A¯ over k¯ with A¯σ¯ = k¯⊗k Aσ. In this notation, we have the following
theorem.
Theorem 3.2. Let k, A and σ be as above, and let s ∈ A be a minimal local slice of σ¯.
Assume that lcσ(s) is a nonzero divisor of A¯, and is written as p1 · · · pl with l ≥ 0, where
p1, . . . , pl ∈ A¯σ¯ are such that A¯σ¯/piA¯σ¯ = k¯ and A¯/piA¯ is a domain for i = 1, . . . , l. Then, A
is the polynomial ring in s over Aσ.
Proof. By assumption, s is a minimal local slice of σ¯, and a := lcσ(s) = p1 · · · pl is a
nonzero divisor of A¯. Hence, A¯[a−1] is the polynomial ring in s over A¯σ¯[a−1] by Corol-
lary 2.4. Since Aσ is contained in A¯σ¯[a−1], it suﬃces to verify A = Aσ[s]. Since A ⊃ Aσ[s],
we prove that k¯ ⊗k A = k¯ ⊗k Aσ[s], that is, A¯ = A¯σ¯[s]. This is clear if a = 1. So as-
sume that l ≥ 1. We remark that, if c ∈ A¯ satisfies p1 · · · pic ∈ A¯σ¯ for some 1 ≤ i ≤ l,
then c belongs to A¯σ¯. In fact, since p1, . . . , pi are elements of A¯σ¯ by assumption, we have
p1 · · · piσ¯(c) = p1 · · · pic, and so σ¯(c) = c. Similarly, piA¯ ∩ A¯σ¯ = piA¯σ¯ holds for each i.
Now, take any b ∈ A¯, and write b = a−n∑i≥0 bisi, where n ≥ 0 and bi ∈ A¯σ¯ for each i. We
may assume that n is minimal among such expressions. To conclude b ∈ A¯σ¯[s], we show
that n = 0 by contradiction. Suppose that n ≥ 1. Then, ∑i≥0 bisi = anb belongs to aA¯. Let
1 ≤ u ≤ l + 1 be the maximal number satisfying {bi | i ≥ 0} ⊂ p1 · · · pu−1A¯. Then, by the
minimality of n, we have 1 ≤ u ≤ l. Set ci := (p1 · · · pu−1)−1bi ∈ A¯σ¯ for each i. Then,∑
i≥0 cisi belongs to puA¯, but ci0 does not belong to puA¯ for some i0 by the maximality of
u. By assumption, A¯/puA¯ is a domain. Moreover, the image of A¯σ¯ in A¯/puA¯ is equal to k¯,
since puA¯ ∩ A¯σ¯ = puA¯σ¯, and A¯σ¯/puA¯σ¯ = k¯ by assumption. Hence, the image of s in A¯/puA¯
is algebraic over k¯, and thus belongs to the image of A¯σ¯ in A¯/puA¯. Since lcσ(s) is a nonzero
divisor of A¯, this contradicts the minimality of s by Lemma 3.1. Therefore, b belongs to
A¯σ¯[s], proving A¯ = A¯σ¯[s]. 
Observe that every local slice of σ¯ is written as a k¯-linear combination of local slices of
σ. Hence, we get pl(σ¯) = k¯ ⊗k pl(σ). Thus, if s ∈ A satisfies pl(σ) = lcσ(s)Aσ, then we
have pl(σ¯) = k¯ ⊗k pl(σ) = lcσ(s)A¯σ¯, and so s is a minimal local slice of σ¯. Therefore, if A
admits a nontrivial exponential map σ over k with the following three conditions, then A is
a polynomial ring in one variable over Aσ by Theorem 3.2:
(N1) pl(σ) is a principal ideal of Aσ generated by a nonzero divisor of A¯.
(N2) A¯σ¯ is a PID with trans.degk A¯
σ¯ ≤ 1.
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(N3) A¯/pA¯ is a domain for every prime element p of A¯σ¯.
Since a finitely generated PID over a field k has transcendence degree at most one over k, we
see that the assumption of Theorem 1.1 implies (N1), (N2) and (N3). Therefore, we obtain
Theorem 1.1 from Theorem 3.2.
Next, assume that A is a domain. It is well known that Aσ = σ−1(A) is factorially closed
in A, i.e., ab ∈ Aσ implies a, b ∈ Aσ for each a, b ∈ A \ {0}, since A is factorially closed in
A[x], and σ is injective by (E1). This implies that (Aσ)∗ = A∗, and every irreducible element
of Aσ is an irreducible element of A. Note that, if p ∈ Aσ is a prime element of A, then p is a
prime element of Aσ, since pAσ = pA ∩ Aσ is a prime ideal. Hence, if A is a UFD, then Aσ
is also a UFD, and every prime element of Aσ is a prime element of A. We also note that, if
A contains a field k, then every exponential map σ on A is an exponential map over k, since
k \ {0} ⊂ A∗ ⊂ Aσ.
The following corollary is also a consequence of Theorem 3.2.
Corollary 3.3. Let A be a UFD over a field k, and σ a nontrivial exponential map on A.
If trans.degk A = 2 and k¯ ⊗k A is a UFD, then A is a polynomial ring in one variable over
Aσ.
Proof. It suﬃces to check (N1), (N2) and (N3). Since A and A¯ are UFDs, we know
from the previous observation that Aσ and A¯σ¯ are UFDs, and (N3) is fulfilled. Recall that a
UFD is a PID if every nonzero principal prime ideal is maximal. Since trans.degk A = 2 by
assumption, we have trans.degk A
σ = trans.degk A¯
σ¯ = 1 by Corollary 2.4, and so Aσ and A¯σ¯
are PIDs. Therefore, we get (N1) and (N2). 
In Corollary 3.3, the assumption that k¯ ⊗k A is a UFD is necessary. In fact, there exists a
UFD A over k such that trans.degk A = 2, k¯ ⊗k A is not a UFD, and A admits an exponential
map σ for which A is not a polynomial ring in one variable over Aσ. For instance, consider
the k-domain
A := k[S , T,U]/(S nU − f (T )),
where S , T and U are variables, n ≥ 1 and f (T ) ∈ k[T ] is an irreducible polynomial with
deg f (T ) ≥ 2. We note that A is the coordinate ring of a Danielewski surface (cf. e.g. [10];
see also [4, Ex. 4] for factoriality). Let s, t and u be the images of S , T and U in A,
respectively. Then, A/sA  k[T,U]/( f (T )) is a domain by the irreducibility of f (T ). Hence,
s is a prime element of A. Since A[s−1] = k[s, s−1, t, s−n f (t)] = k[s, s−1, t] is a UFD, we know
that A is a UFD. We define an exponential map τ on A[s−1] over k[s, s−1] by τ(t) = t + snx.
Then, τ restricts to an exponential map σ on A over k, since τ(s−n f (t)) = s−n f (t + snx)
belongs to A[x] = k[s, t, s−n f (t)][x]. Moreover, we have
Aσ = A[s−1]τ ∩ A = k[s, s−1] ∩ A = k[s].
We show that A is not a polynomial ring in one variable over Aσ. If the assertion is false,
then A¯ is a polynomial ring in two variables over k¯, and hence is a UFD. We prove that this
is not the case. Since A¯/uA¯  k¯[S , T ]/( f (T )) and deg f (T ) ≥ 2, we see that u is neither a
prime element nor a unit of A¯. Thus, if A¯ is a UFD, then there exist u1, u2 ∈ A¯ \ A¯∗ such
that u1u2 = u = s−n f (t). In A¯[s−1] = k¯[s, s−1, t], we may write ui = sniwi for i = 1, 2,
where ni ∈ Z and wi ∈ k¯[s, t] \ sk¯[s, t]. Since sn1+n2+nw1w2 = f (t), we get w1w2 = f (t) and
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w1, w2 ∈ k¯[t]. Then, we know from sniwi = ui ∈ A = k¯[s, t, s−n f (t)] that ni ≥ 0 or wi = c f (t)
for some c ∈ k∗. It follows that u1 or u2 belongs to k∗, a contradiction.
Next, we explain how to prove Theorem 1.2. Crachiola [2, Thm. 3.1] showed Corol-
lary 3.3 when k is algebraically closed. He derived from this result the cancellation theo-
rem [2, Cor. 3.2] mentioned in Section 1 by making use of Crachiola–Makar-Limanov [3,
Thm. 3.1] and Abhyankar-Eakin-Heinzer [1, Thm. 3.3]. His argument in fact proved the
following statement for an arbitrary field k (see the proof of [2, Cor. 3.2]).
Lemma 3.4. For i = 1, 2, let Ai be a finitely generated k-domain with trans.degk Ai = 2
having the following property: If Ai admits a nontrivial exponential map σ over k, then Ai
is a polynomial ring in one variable over Aσi . Then, it holds that A1[x] k A2[x] implies
A1 k A2.
Under the assumption of Theorem 1.2, A′[x] and k¯⊗k A′[x] are UFDs, and trans.degk A′ =
2. Since A′ and k¯ ⊗k A′ are factorially closed in A′[x] and k¯ ⊗k A′[x], respectively, it follows
that A′ and k¯ ⊗k A′ are also UFDs. Hence, using Lemma 3.4, we can derive Theorem 1.2
from Corollary 3.3.
Finally, let A = R[x, y] be the polynomial ring in two variables over a domain R. Corol-
lary 3.3 also implies the result that, if R is a field, and σ is a nontrivial exponential map on A,
then A is a polynomial ring in one variable over Aσ (cf. §1). The following theorem is a con-
sequence of this result. We call f ∈ R[x, y] a coordinate of R[x, y] if there exists g ∈ R[x, y]
such that R[x, y] = R[ f , g]. A domain R is called an HCF-ring if, for any a, b ∈ R, there
exists c ∈ R such that aR ∩ bR = cR. For example, UFDs are HCF-rings.
Theorem 3.5. Let R be an HCF-ring, K the field of fractions of R, and σ a nontrivial
exponential map on R[x, y] over R. Then, there exists f ∈ R[x, y] such that f is a coordinate
of K[x, y] and R[x, y]σ = R[ f ].
Proof. R[x, y]σ is factorially closed in R[x, y], and is of transcendence degree one over R
by Corollary 2.4. Since R is an HCF-ring by assumption, this implies that R[x, y]σ = R[ f ]
for some f ∈ R[x, y] by Abhyankar-Eakin-Heinzer [1, Prop. 4.8]. Let σ˜ be the extension of
σ to K[x, y]. Then, we have K[x, y]σ˜ = K[ f ], and K[x, y] = K[x, y]σ˜[g] = K[ f , g] for some
g ∈ K[x, y] by the result mentioned above. 
When R contains Q, this result is found in Freudenburg [5, Thms. 4.11 and 4.13]. The
proof above is similar to Freudenburg’s. When R is a field, Theorem 3.5 can be derived from
the famous result of Jung [6] and van der Kulk [8] very easily (cf. [9]).
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