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Abstract 
A fully automatic internet-based robot soccer system is described in this paper. 
Because the existing robot soccer system is not intelligent and integrated enough, the 
popularization of such system is restrained. Meanwhile, human maintenance 
workload is also very heavy. This proposed system applies several mechanisms such 
as auto-charging, auto-scoring and auto-judging which enable the games to run 
automatically without manual interventions. Internet accessibility is also integrated in 
this system which allows the users to play the game remotely. 
In auto-charging, computer vision is used to detect the locations and orientations 
of robots on the playground. Power monitoring module detects the battery level and 
report to the server using RF communication module at certain interval. Motion 
control of differential mobile robots drives the robots to desired positions, such as the 
charging chambers for the low-power robots. The control instructions are sent in a 
format of left and right wheel velocities (PWM value in our case) by RF module. For 
auto-scoring and auto-judging, an expert system is built to define the game rules. A 
special judge robot is made to move the ball automatically when needed. Besides, a 
website is also built for players to join the game remotely and manage their game 
information. 
Finally, performance of the proposed system is illustrated by the trial running. 
The result shows that the robot soccer system is strong enough to conduct an 
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Chapter 1 Introduction 
1.1 Robot Soccer 
There are two most popular robot soccer tournaments now in the world: FIRA and 
Robocup, which are also the founders of robot soccer. FIRA, Federation of 
International Robot-soccer Association in full, was initiated by Jong-Hwan Kim, 
KAIST, Korea in 1995, and the first tournament was held in 1996. Robocup can be 
dated back to a workshop on Grand Challenges in Artificial Intelligence organized by 
a group of Japanese researchers in October 1992 in Tokyo. The first official RoboCup 
games and conference were held in 1997. 
Both FIRA and Robocup contests include several leagues which are different in 
size, complexity, locomotion, and rules. In Robocup, it includes simulation league, 
small size league and humanoid group etc. Correspondingly, FIRA also has 
SimuroSot, MiroSot and HuroSot, etc. Take FIRA for example: SimuroSot contests 
are usually played online with two clients connected to a simulation server. Players 
can define strategies on the client ends and monitor the realtime simulated games. It 
mainly focuses on artificial intelligence and educational purposes. MiroSot and 
HuroSot contests are played by mobile robots or humanoid robots. It requires more 
technologies including robotics, mechanism, wireless communications, etc. Here, as 
our IRIS system is similar to the MiroSot (small size league in Robocup), we put our 
focus mainly on it in this article. The MiroSot is played by two teams, each team 
consisting of 3 mobile robots (one of which is the goalkeeper). A host PC is provided 
to each team for image processing and location identifying. MiroSot requires the 
players to define good strategies and develop sharp sensing as the competition is so 
comlicated. The control commands are generated according to the realtime situation 
of the game and then sent to the robots by wireless communication system (eg. IR or 
RF). 
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Figure 1.1 General setup of a FIRA game [ 1 ] 
1.2 IRIP and IRIS 
Internet Robotics Innovation Park (IRIP) is a project hosted by Chinese University of 
Hong Kong. It is granted by ITF (Innovation and Technology Fund of Hong Kong). As 
a platform to promote technology awareness and innovation for the general public, 
especially the youth, it is a place where people can share ideas，inspire innovations, 
demonstrate and share the design work of robots, leam, design, verify their robots 
through simulation tools and so on. It contains four main elements: competition, robot 
design, exhibition and education. 
Competition is a most important element in IRIP as it always can generate the 
enthusiasm of the players. Competitions of IRIP includes Internet Robot Inter-School 
Competition (IRIS), Homanoid Robot Dance Competition, Lego Robot Competition 
as well as Service Robot Competition etc. Nowadays, IRIS is the main character in 
IRIP. It has been holding for several years and attracts many people, especially the 
students. It is a robot soccer game played by 6 players, three players on each side. The 
structure is very similar with that of MiroSot in FIRA. In IRIS, players use joysticks 
linked to their client PC to control the robots. Game field, robots and the ball of IRIS 
is shown in Figure 1.2. IRIS program provided an opportunity to the public to take 
part in the soccer games which would inspire their creativity and enthusiasm for 
robotics. Details of IRIS are to be introduced in the next chapter. Beside the IRIS, 
other forms of IRIP contests are to be developed in the near future. 
Figure 1.2 Game field, robots and the ball of IRIS 
Robot design includes Online Robot Design and Sharing of Design Works. 
Players can open a flash program on our website and do the design online. Such 
function is still under construction. Now, as a beginning, we provide some 
components such as gears and shafts which enables the players to assemble a car (see 
Figure 1.3). Currently, the competitors can design their own robots in real world and 
share their works with others every year during competition (Figure 1.4). 
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Figure 1.3 Online-design system (The assembling of a car) 
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Figure 1.4 Robots representing Hong Kong, Beijing and Macau respectively 
We have some documents and workshops related to robotics on our website. We 
also organize some summer or winter camps for the youth for their better 
understandings to robots. We will also have Online Labs in future. In all, education 
meaning is the one we will always consider first. 
We have also a legend that, one day, we would have a Worldwide Robot Research 
Exhibition in IRIP. People can share their newest design online or offline. Customers 
from all over the world would be enabled to access the online purchase system for 
their preferred products. This is the fourth component of IRIP: the exhibition function. 
1.3 Motivation and Literature Review 
Robot soccer competition is now very popular world widely because of its strong 
amusing recreation and instructive significance especially for the youth. It also 
attracts many researchers because it contains various emerging subjects such as 
robotics, sensor fusion, intelligent control, communication, image processing, 
mechatronics, computer technology, artificial intelligence, e t c � 
The existing robot soccer competitions are always controlled by the judge. Take 
FIRA for example: judges' duties include changing batteries, scoring, judging and 
positioning of the ball and robots, timing，etc. Judges must suspend the games and 
substitute the robots or changing batteries manually [2]. Such interruption will surely 
affect the visual quality of the games. The judging of the FIRA is always conducted 
manually. However, due to the limitation of human vision, players always had 
altercations over the judge's decisions. The workload is heavy, but the result is not 
usually good. The whole game course is controlled by the judge, which means that if 
there is no judge, the game cannot be conducted. However, if we want to promote the 
robot soccer to the world, we must enable players from any comer of the earth play 
the game at any time. However, it is not very possible for us to have a judge at any 
time. What else, the existing robot soccer systems, including FIRA and Robocup, are 
mostly C/S based. It means that such system can only be used locally. This would 
cause some problems to those remote players since they may have difficulties to come 
to the venue. It will bring some negative influence to the popularity of the robot 
soccer. 
In robot soccer system, most of the research issues focus on the robots, such 
as the motion control of mobile robots and the vision part. Few literatures are about 
the systematical design of an automatic system. However, we can divide the 
1 See http://www.fira.net or http://www.robocup.org for an overview 
complicated problem into several parts, such as motion control of mobile robots, 
computer vision, hardware design and game field building, etc. There are many 
literatures about motion control of mobile robots. Gyula Mester introduced a fuzzy 
reactive controller of a mobile robot motion in an unknown environment with 
obstacles [3]. R. Fierro and F. L. Lewis developed a neural network-based controller 
designed for motion control of a mobile [4]. [5] introduced a reactive approach that 
makes use of the Vector Field Histogram (VFH). [6] and [7] presented two motion 
control methods in which only first order of kinematics are considered. For the vision 
part, [8]presents a system that can adapt to rapidly varying light and coloring 
conditions, while maintaining speed and accuracy. [9] presents a flexible and robust 
vision system for robot soccer. It is easy to use and to adapt and delivers stable results. 
A global vision scheme for estimation of positions and orientations of robots is 
presented in [10]. [11] also gives an example of the hardware implementation of a 
micro-robot soccer team. 
1.4 Technical issues and Contributions 
There are many technical issues to be discussed: 
• To do the auto-charging, our idea is to have two groups of robots. Each robot 
has its brother in the other group. When one is playing, its brother is charging 
in the chamber. When the one on the field goes out of battery, we exchange 
them. But how to identify the robots on the field as there may be two same 
robots on the field at the same time. It may cause chaos in the current system. 
• Due to the limitation of cost, we failed to use step motor on our robots thus 
caused some inaccuracy. But, how to drive the robots into the charging 
chamber fast and accurately as the chambers is narrow compared to the width 
of the robots. 
• How to know whether the battery level of a robot is low? We can only judge 
according to their moving speed which is not accurate at all. 
• How could the computer do judging and scoring automatically instead of 
human beings? 
• How to enable students outside to play our games and how to improve their 
experience? 
After some hard works, we finally finished a first version of the proposed new system. 
The contributions of such system may be: 
• Made the system more robust by developing a new computer vision module 
which can indentify two groups of robots as the robots need to be changed 
when out of battery. 
• Added more functions by developing robot charging system which can do the 
homing and charging of the robots automatically. At the same time, we 
designed new robots as to do the auto-charging and new control methods 
which were used for better convergence of motion. The motion trajectory is 
more smooth and shorter. It would cost less time and promote efficiency. 
• Auto-judging is done by designing a new judge robot and a rule set. It 
improved the robustness of the robot soccer system even more as the scoring 
and judging can be conducted by this module automatically. No more human 
judges were needed and therefore reduced the expense of the contests. 
• A flash program is uploaded to our website to conduct the online games, 
which can improve the user sentiments. 
The result system can completely meet the design requirements: It can conduct a fully 
automatic online robot soccer game. Simulations are presented at the end of this 
thesis. 
1.5 Thesis Outline 
I will explain to you the details of the proposed system in the following chapters. In 
Chapter 2，I would like to have an overview of the existing IRIS system. Then, in 
Chapter 3 and 4 I will introduce the details of some mechanisms such as 
auto-charging, auto-scoring and auto-judging. I will show the experimental result of 
the result system in Chapter 5. Finally the conclusion is given in Chapter 6. 
Chapter 2 The IRIS system 
2.1 Hardware setup 
Similar with MiroSot in FIRA, IRIS is also a vision based robot soccer system. The 
real time information, including ball position and robot pose, is collected by the 
camera located above the game field. The camera is connected to the server through 
IEEE 1394 (Firewire). Then, with the help of computer vision, the visual information 
is processed for the calculation of quantitative information such as robot position and 
orientation. Players can use their joysticks to send control instructions to the robots. 
Those instructions are converted to velocities of the wheels and then sent to the robots 
through the RF emitter. 
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Figure 2.1 Hardware architecture of IRIS 
Camera 
A PTgray CMOS color camera is used that uses the ieeel394 (Firewire) interface. 
It produces 30 color frames per second. Image size: 640*480 
Game Field 
Wooden, painted green. Size: 2200mmx 1800mm. 
Wireless communication 
IRIS selects Radio Frequency (RF) as its wireless communication module. The 
RF module is centered on an 8-bit MCU MC9S08GT60 produced by Freescale 
Semiconductor. It provides several power-down modes and an on-chip debugger. 
Besides, there are thousands of related resources available for this MCU which make 
it very suitable for our use. We use serial port to connect it with the server (Baud 
19200 bps). 
Server 
The IRIS server is a PC under Windows XP Professional SP3 architecture, with 
an Inter Pentium � 4 CPU 3.4GHz and 2GB of memory. 
Client PC 
The client PC is under Windows XP Professional SP3 architecture, with an Inter 
Pentium � 4 CPU 2.4GHz and 1GB of memory. 
Robots 
There are totally 6 robots on the field. All robots are of the same size of 
150mmxl40mnix85mm. Those 6 robots are divided into two teams: team blue and 
team yellow. Each team has three players. Color patches on the top of robot indicate 
its team and number. The comparatively larger patch in the middle indicates the team 
(team patch) while the other one at the upper right comer indicates the number 
(member patch). 
Robot Team Patch Member Patch Image 
Blue 1 Blue Red B l ^ ^ 
Blue 2 Blue Yellow ^ ^ ^ ^ 
i k . 
Blue 3 Blue Dark Blue ^ ^ ^ ^ 
Yellow 1 Yellow Red 
Yellow 2 Yellow Yellow ^ ^ 
I k . 
Yellow 3 Yellow Dark Blue 
I I H 
Table 2.1 Color patches of different robots 
The robots used in IRIS are differential driven. Each robot has two wheels, which 
are located on both sides. Each wheel is driven by a DC motor. The motion of the 
robots is determined by the velocities of both wheels. At any instance the robot is 
rotating about is called ICC (Instantaneous Center of Curvature). 
.CC 叫 . . 数 / � 
Figure 2.2 Differential Drive kinematics [12] 
Because the angular velocity co about ICC is the same for both wheels, we have 
[13]: 
卓 + //2) = F； 
where I is the distance between the centers of the two wh/ls, Vr and Vi are the right and 
left wheel velocities along the ground, and R is the signed distance from the ICC to 
the midpoint between the wheels. 
We can therefore solve R and co: 




Here we have some special cases: 
1. lfVi= Vr, then we have forward linear motion in a straight line. R becomes 
infinite, and there is no rotation. 
2. If Vi = Vr, then R = 0, and we have rotation about the midpoint of the wheel 
axis which means that it can rotate in place. 
3. If K/= then we have rotation about the left wheel. In this case R = 1/2. Same 
is true if Vr = 0. 
2.2 Software architecture 
We also have software which helps us to link those hardware parts together. For 
/example, we have to use computer vision to convert the vision frame of the camera to 
quantitative values, such as robot coordinates and orientations. An overview of the 
software architecture of IRIS is shown in Figure 2.4. We can see that each module has 
its own distinct responsibility. The communications between modules are done 







‘ . ^ 
Motion 口 ^ ^ 






� R o b o t s ) 
Figure 2.3 Overview of software modules of IRIS 
Vision 
The vision part captures the real time game field every 25ms (40fps). The raw data 
collected from the camera is then processed to calculate the position and orientation 
of the robots and ball. Firstly, background is removed. The foreground image is 
eroded and dilated (disk type) to remove the noise. Second, convert the image from 
RGB format to YCbCr format. According to ITU-R BT.601 standard: 
Y'= 0.257*R' + 0J04*G' + 0.098*B' + 16 
Cb= -0.148*R, - 0.291 *G' + 0.439*B' + 128 (2.3) 
Cr= 0.439*R' - 0.368*G' - 0.071*B' + 128 
Prime symbol means the gamma correction operation. Then，do the histogram 
statistics of colors and find the largest regions. Because the group patches has the 
largest coverage, we sort the regions and the top 6 largest are the group patches. Then 
sort the 6 patches according to the average Cb value. In our experiments, we know 
that Cb value of blue is larger than that of yellow, the top 3 patches with the largest 
Cb value are blue patches, and the rest three are yellow ones. Then, all the 6 group 
patches are removed from the foreground image for future use. 
After this, it is time to find the members of each team. The small triangle patch 
beside the group patch indicates the number: red for number 1, yellow for number 2 
and blue for number 3. Find the member patches of each team, and sort according to 
their average Cr values. The one with the highest Cr value is the red patch, which is 
number one. The second largest Cr value indicates the blue patch, number 3. The 
patch with the smallest Cr value is the yellow patch which is number 2. 
I would like to mention here that we did lots of experiments to get the correct 
matching result just as above. However, this result may not reflect the real Cr and Cb 
relationships between colors. It is only correct in our case and with our color paper. 
Finally we calculate the centers and orientations of the robots and the ball. The 
center of the robot can be calculated by the average x and y value of the total points of 
group patch: 
n 






where n is the total point number in the group patch. ；c. and 兄 are the x and y 
coordinates of those points. The orientation of the robot is calculated by a function 
CalculateRgnAngleO in our program. It calculates the angle according to the relative 
positions of group patch and member patch. Details on this topic can be found in [15]. 
User Interface 
The traditional client interface of IRIS is as following: 
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Figure 2.4 Traditional client interface of IRIS 
where the left half is the real time simulated video of the game field. For each side, 
there are three joysticks linked to the client PC. Players can tune the power for each 
wheel on the right. It is connected to the server via LAN. 
Because there is no game information, such as pause, start or fault, displayed in 
the client program, it is not easy for us to conduct the game remotely. 
RF communication 
The wireless RF emitter broadcast a byte array of 71 characters which includes the 
velocity information of 10 robots in maximum: 
Array [] Content Array [] Content 
0 0x85 [i*4+6] Right Wheel Velocity 
1 Ox8A [i*4+7] Button Pressed 
2 OxFF [i*4+8] 0x00 
3 0x56 4,49-69 0x00 
[i*4+5] Left Wheel Velocity 70 OxFF 
Table 2.2 Bytes sent by RF emitter (former IRIS version) 
where i is the ID of robot (0<i<10). Switches are provided on each robot to define ID 
and RF channels. Robots will receive and analyze the data packages and read only the 
part indicated by its ID. The velocity value is of the Pulse Width Modulation (PWM) 
form with 0<\v\<100. Positive value means that the velocity is forward while negative 
means backward velocity. The higher the absolute value of velocity is，the faster the 
wheel turns. 
Figure 2.5 Switches on the robots defining robot ID and RF channels 
Motion control 
All robots are moved manually according to the joystick instructions. So there is not 
any real motion control existing. Players can define their basic velocity value 
(positive values required) just as Figure 2.5. Then, when different direction key are 
pressed, different velocity values are sent to RF module to control the robots: 
, A s s u m e that the basic velocity values defined by players for both wheels are Vi 
and Vr � 
Key pressed Left wheel velocity Right wheel velocity 
Up Vi Vr 
Down -Vi -Vr 
Left 20- Vi, -20 at most Vr -20，20 at least 
Right Vi-20, 20 at least 20- Vr, -20 at most 
Upper left Vi-40, 0 at least Vr 
Upper right Vi Vr-40, 0 at least 
Bottom left 40- Vi, 0 at most - Vr 
Bottom right - Vi 40- Vr, 0 at most 
Table 2.3 Velocity values sent to RF emitter 
Chapter 3 Internet Accessibility 
Former version of IRIS is not remote accessible. Players have to assemble in our 
contest venue. It is a heavy cost to hire venues and student helpers. What else, it is an 
obstacle on the way of the popularizing of IRIP. IRIP is an internet based innovation 
park. Therefore, all the components of it should be internet accessible. We have to 
transplant the traditional local IRIS to the internet. Then, players from all over the 
world can join our games by opening a website other than coming to our lab. 
In the traditional IRIS, simulator is installed in every client PCs. Meanwhile, a 
server program is running at the server. Both of them are subject to be modified to 
meet the requirements of internet accessibility. 
On the client end, we select Flash program to replace the former simulator. Flash 
is widely used on internet nowadays because of its small file size, great visual effect, 
good interaction with users and easy accessibility. If we put the client flash program 
on our website, player can access to the game by simply downloading the flash 
program and login. They can even play the game on their cell phones only if there 
terminals support Flash. 
In order to communicate between server and clients, we firstly establish a socket 
connection. There are 6 individual flash programs to control 6 robots. Therefore, 
server keeps 6 socket links simultaneously during competitions. If it is time for play 
and no one is controlling this robot, flash will connect to the server automatically 
when it is opened by the player. 
After the connection, we use an array of 56 bytes to communicate between server 
and clients. 
Client PC 
、 ； I 56 bytes of data ^ fc 
0 ^ � 
^ ^ IRIS Server 
Figure 3.1 Array transmitted between server and client 
J 
When the array is sent from the server to the clients, it includes position and 
orientation values as well as the control information. The position and orientation 
values are corrected to 2 decimal places: 
Array[ ] Contents 
6*/+l X coordinate of i (integer part) 
6*/+2 X coordinate of i (decimal part) 
6 */+3 Y coordinate of i (integer part) 
6*/+4 Y coordinate of i (decimal part) 
6*/+5 Orientation radius of i (integer part) 
6*/+6 Orientation radius of i (decimal part) 
Table 3.1 Position and orientation values sent by server 
where variable i is defined as: 
i Corresponding object i Corresponding object 
0 Ball 4 Judge Robot 
1 Robot Blue 1 5 Robot Yellow 1 
2 Robot Blue 2 6 Robot Yellow 2 
3 Robot Blue 3 7 Robot Yellow 3 
Table 3.2 Relationship between variable i and the corresponding objects 
Client will receive this array every 50ms. Flash program will renew the display 
according to the coordinates received. 
Beside those position and orientation information, there are also some control 
messages to transmit. Array [0] is a special element. It helps to transmit status 
messages: 
Value of Array[0] Meanings 
0 Game pause 
13 Penalty Kick Blue 
14 Free Kick Blue 
15 Don't Move Robot Blue 
16 Penally Kick Yellow 
17 Free Kick Yellow 
18 Don't Move Robot Yellow 
21 Change field (left: blue; right: yellow) 
25 Change field (left: yellow; right: blue) 
default Start 
Table 3.3 Status messages indicated by Array [0] 
Besides Array [0], there are also some other bytes which help to display scores 
and time: 
Array口 Contents 
50 Score of team blue 
51 Score of team yellow 
52 Eclipsed time (second) 
53 Eclipsed time (minute) 
Table 3.4 Elements in Array denoting scores and time 
The array sent by the server is broadcasted to every client. 
When clients attempt to send velocity information to the server, the contents of 
this 55bytes array change: 
Array[ ] Contents 
0 Constant 100 
1 Number of Robot * 
1: if Ready button is pressed 
2: if Pause button is pressed 
4 Right wheel PWM value 
5 Left wheel PWM value 
Table 3.5 Array sent by clients to the server 
* The numbers of robots are defined as: 
Number Robot Number Robot 
0 Blue 1 5 Yellow 1 
1 Blue 2 6 Yellow 2 
2 Blue 3 7 Yellow 3 
Table 3.7 Numbers of robots 
There are 6 individual flash programs to control 6 robots. Therefore, server keeps 
6 socket links simultaneously during competitions. If it is time for play and no one 
else is controlling this robot, flash will connect to the server automatically when it is 
opened by the player. Socket connection is linked to port 23 of the server. As it is a 
port used usually for telnet connection, it is not always blocked by firewalls. We also 
have to pay attention to the security policy of flash to avoid connection failure. Here, 
we must set the IP address of our IRIS server (137.189.100.85 or 137.189.100.124) to 
trusted addresses. We also have the following sentence in flash program: 
Security. loadPolicyFile("xmlsocket://137.189.100.124:21"); 
It loads a cross-domain policy file from the IRIS server. Flash Player use this 
policy file to determine whether to permit applications to load data from servers. 
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Figure 3.2 The flash program for IRIS 
After the flash status window display 'CONNECTED', players can press 
READY button. When all six clients are ready，judge starts the contest. Then, the 
content of the status window changes to ‘Start，. Players can also require timeout when 
contest is going by pressing TIMEOUT button. They can tell the judge the reason for 
timeout by external voice software or the integrated chatting window. Players can also 
see each others as well as the real time video of the game field. 
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Figure 3.3 User interface with videos of players and game field 
Chapter 4 Auto-charging 
Now it is time to liberate us from the heavy and boring maintenance work. One of the 
most important issues is the auto-charging mechanism. Previously, changing the 
batteries for robot cost a lot of time. We have had some statistics that to change 
batteries for one single robot would cost about 45s to Imin for a skilled staff. In order 
to keep the fairness and efficiency of the competitions, we have to change the 
batteries for all 6 robots after every 10 minutes competition, which is really a boring 
task. 
In the expected improved version of IRIS, such function is to be done 
automatically. We have to think about what modifications should be done on the 
existing IRIS system. 
Begin with hardware. Previously, the robots only received the broadcasted 71 
bytes from the RF emitter (Table 2.2). Such communication is one way, from the RF 
emitter to robots. Now, in order to know whether a robot is low-power, we need to 
enable the robots to report their voltage level when request. Because the voltage is an 
analog signal, we firstly convert it to a digital signal with voltage A/D converter. Also, 
the robots need RF module to report their voltage and the formal emitter needs to be 
switched to full duplex work mode in order to send while receiving. Of course, the 
most important thing is to build a new game field with charging chambers as well as 
charging mechanisms. 
Software also needs to be improved. For the vision part, previous IRIS always 
assumes that 6 robots and a ball are on the field. If the amount of robot or ball is no 
correct, errors will occur. But in the proposed IRIS, there will surely be violated cases 
when changing the robots: a fully charged robot goes out of the charging chamber 
while its counterpart, the low-power one, has not yet get into the chamber. The vision 
module is to be modified therefore. Another module is motion control. Previous IRIS 
has no ability of motion control because control is done manually by the players. 
However, in the new system, some motions cannot be controlled manually such as 
driving the low-power robot into the charging chamber etc. There must be an 
automatic mechanism to drive the robots to desired positions. The mechanism is just 
motion control. 
Two other important issues are the auto-judging and auto-scoring mechanisms. 
Details of them are introduced in the next chapter. 
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Figure 4.1 Overall flowchart of the automated IRIS system 
4.1 Hardware setup 
For the new system, our IRIP group built a new game field: 
Figure 4.2 New game field built for Automated IRIS and chamber numbers 
It is similar to the previous one (see Figure 1.2). The only difference is the 8 
charging chambers on one side (see Figure 4.2). There are 7 charging plugs for 
chamber Ito 7. Chamber 8 is for standby without power supply. For every chamber 
there is a lock to lock the door, a joint that opens and closes the door and a switch to 
indicate that the robot has successfully entered the chamber. All those mechanicals are 
controlled by an on-chip computer. Such system we call it Auto-Charging System 
(ACS). 
Figure 4.3 The charging chamber 
Both the joint and lock are driven by DC motors. For the locker, a shaft is linked 
to the DC motor. It can rotate with the motor. There is a slot on one side of the door. 
When there is an instruction to close the door, the motor starts to rotate. Once the 
shaft entered the slot, the door is closed. To open the door, drive the motor inversely. 
The switch can be closed by the entering robot. When it is closed, the system knows 
that such robot has successfully entered the chamber. Door is then closed and the 
charging is about to start. 
Meanwhile, the previous robots are also to be redesigned. Power level monitor 
module is added on each robot. It can reply the realtime power level to the server 
when required. There are 3 sockets on the back of each robot (see Figure 4.4). The 
black one in the middle is the electric socket. The other two beside are for alignment. 
In order to facilitate charging, when the robots enters a charging chamber, the aligning 
plugs of the auto-charging system (see Figure 4.3) is inserted to the aligning sockets, 
which can make it very easy for the inserting of the electric plug (Figure 4.5). 
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Figure 4.4 The robot for new system 
Figure 4.5 Robots inside the charging chambers 
We also added another set of robots for exchanging. Now we have two sets of robots, 
totally 12 of them. For auto-judging mechanism, we also added two judge robots. 
During the game, if one robot is on the field, its counterpart in the other team has to 
standby in the charging chamber. Accordingly, we reassigned the IDs to each robot: 
Robot Team ID Robot Team ID 
Blue 1 0 0x0 Yellow 1 0 0x5 
1 0x8 1 OxB 
Blue 2 0 0x1 Yellow 2 0 0x6 
1 0x9 1 OxC 
Blue 3 0 0x2 Yellow 3 0 0x7 
1 OxA 1 OxD 
Judge 0 0x3 Judge 1 0x4 
Table 4.1 ID of Robots 
4.2 Communication 
In the new IRIS system, there are 2 series connections to be established between 
server and ACS/RF emitter. The link between server and ACS is newly added. It is 
used to control the auto-charging. ACS is connected to the server by a USB2COM 
dongle (Baud 19200). The protocol of communication between them has been defined 
as followings. First, we defined the bytes sent from the server to ACS: 
Byte Content Meaning 
1 0x85 Start Prefix 1 
2 OxAA Start Prefix 2 
3 0x01 � 0 x 0 8 Active Object: Chamber 1 to 8 
^ Action Command* Indicates what action is to be done 
5 0x55 End Suffix 1 
6 OxFF End Suffix 2 
Table 4.2 Command packet sent to ACS by server 
* Action Command: 
Action Name Value 
OPEN一 LOCK—DOOR-COMMAND OxOA 
CLOSE—LOCKDOOR-COMMAND 0x03 
LOCK-OPEN—COMMAND Ox 1A 
LOCK-CLOSE一 COMMAND 0x13 
DOOR—OPEN-COMMAND 0x2A 
DOOR一 CLOSE-COMMAND 0x23 
CHARGERHEADIN—COMMAND Ox3A 
CHARGER—HEAD_OUT_COMMAND 0x33 
CHARGER_START一 COMMAND 0x4A 
CHARGER—STOP—COMMAND 0x43 
READ一 VOLTAGE一 COMMAND 0x6A 
AUTO_CHANGE—ROBOT一 COMMAND OxCC 
Table 4.3 Action command list (server to ACS) 
While, the response of ACS has 25 bytes as: 
Byte Content Meaning 
1 0x85 Start Prefix 1 
2 OxAA Start Prefix 2 
3 0x01 � 0 x 0 8 Active Object: Chamber 1 to 8 
4 System Status* Indicates the real time status of ACS 
5-12 0x00 or 0x01 Detail status of ACS (status of each component) 
13-18 Voltage Values Battery Information 
19 Error Report# Indicates whether the previous action is success or not 
20-23 Null Reserved 
24 0x55 End Suffix 1 
25 OxFF End Suffix 2 
Table 4.3 Response packet (ACS to server) 
* System Status: 
Action Name Value Action Name Value 
REPORT—STATUS 0x77 ROBOT_IN_AGAIN 0x13 
FINISH—OPERATION 0x99 AUTO_CHARGE 0x14 
IDLE STATE 0x00 CHARGE FAST 0x15 
—— 
AUTO-STATE 0x10 CANNOT_FAST一 CHARGE 0x16 
ROBOT—STILLIN Ox 11 CHARGE—TRICKLE Ox 17 
ROBOT—WAS_OUT 0x12 
Table 4.4 System status list 
# Error Report: 
Meaning Value 
SUCCESS 0x77 
f a i l e d Other Values 
Table 4.5 Error report list 
Here, for example, if we want chamber 1 goes to "auto change robot command”， 
the packet will be: 
0x85 OxAA 0x01 OxCC 0x55 OxFF 
Then chamber 1 will stop charging, charging head will move to standby, and then 
the door will open. Return message is 25 bytes long, and will be sent back from ACS to 
Server after the door opens: 
0x85 OxAA 0x01" Ox 10务 0x01 0x01 0x0 0x01 0x0 0x0 0xA5 0xA5 0xA5 0xA5 0xA5 0xA5 
0xA5 0x77# 0x0 0x0 0x0 0x0 0x55 OxFF 
where: 
0x01 A � Charger number is 1 
0x10* : System status is AUTO—STATE 
0x77# : Error report is SUCCESS 
Then, server drives the robot that needs charging into chamber 1 as our example. 
Chamber door will be closed and locked automatically when the robot hit the switch, 
then charging action will start. Return message from chamber 1 will be sent as shown 
below: 
0x85 OxAA 0x01 0x15* 0x02 0x02 0x0 0x0 0x0 0x01 0x01 0x01 0x0 OxEA 0x01 0x4F 
0x02 OxBD 0x77# 0x0 0x0 0x0 0x0 0x55 OxFF 
where: 
0x15* : System status is CHARGE FAST 
0x77# : EiTQr report is SUCCESS 
The very beginning of the charging is fast charging. The chips inside the ACS 
system will monitor the voltage of the batteries in all time and switch to trickle 
charging mode when the voltage reaches a certain level. At this instance, ACS will 
also response a news with the system status equals 0x17 which means that currently 
the charging mode is trickle charging. 
Another connection is the link between server and RF emitter. Because we have 
added another set of robots, the RF emitter is reprogrammed to send 74 bytes each 
time. It also receives the voltage response from the robots. 
Array 口 Content 
0 0x85 
1 OxAA 
[/*4+2] Left Wheel Velocity 
[/*4+3] Right Wheel Velocity 
[/*4+4] Button Pressed 
[/*4+5] 0x00 
[/*4+6] Report Control 
72 0x55 
73 OxFF 
Table 4.6 Command packet from Server to RF emitter (after extension) 
where i is the ID of the robots (0< i <14). Server set the corresponding report control 
byte to REPORT_VOLT <0xA5> and set byte 72 to OxAA for reading the voltage of a 
robot in game field. USB RF emitter will switch between Tx and Rx state 
automatically in order to receive message while sending. 
Server will receive data from robot via USB RF. Data is one byte long. The 
relationship between data received and the real voltage is: 
voltage=(clata_receivecl*1.2'2)/3I (4.1) 
We can determine whether to change it or not according to the voltage value we 
received. However, for convenience sake, all robots are to be changed after every 
competition. 
4.3 Vision 
We have discussed that the vision part of the previous IRIS can only recognize 6 
robots on the field. Otherwise it may not output the right result. However, in the 
proposed new system, when changing robots, there will surely be more than 6 robots 
on the game field at some times. So we need to improve the vision part in order to 
meet our requirement. 
Here, we have a problem: take robot Blue 1 for example (see Figure 4.5). Robot 
Blue 1 in team 0 has absolutely the same color patches at the top with its counterpart 
in team 1. Imagine that Robot Blue 1 of team lis on the game field. Its counterpart 
(team 0) is charging in chamber 1. Later, the battery level of robot Blue 1 (team 1) is 
low. ACS has decided to drive it into the charging slot for charging. Then, ACS opens 
the door of the chamber 1 and drives the other robot Blue 1 (team 0) out of it. At this 
moment, there are two absolutely same robots on the game field. Then, how to 
distinguish them is very important as the server has to know which one it is 
controlling. 
Charging Slot 
Figure 4.6 Co-occurrences puzzle 
We found a good way to go which avoided confusion: When changing the robot, 
firstly, remember the IDs of robots on the game field and record their team numbers. 
In our system, we store them in a Boolean array: status[/] 
Status[z] Corresponding Robots 
0,1,2 Blue 1,2, 3 
3 Judge 
4,5,6 Yellow 1,2,3 
Table 4.7 Corresponding robots of array Status 
where the value status[/] denotes which group is on the game field or which group is 
to be controlled currently. For example, status[/] = 0 means that group 0 of robot i is 
being controlling by ACS. Then, mask the robots which are to be changed by setting 
them to the background as the background information will not be processed in the 
following steps. We call a function Cgrab::ForeBackGroundLabel(float fThres) to do 
this. Firstly, we store the centers (x,y) and orientations 0 of the robots which are to be 
charged. Then, we can calculate the vertexes of the robot coverage rectangle areas as 
following: 
point Lx=x+side *cos(0)-side ''sin(e); 
pointl.y=y+side *sm(6) +side *cos(0); 
point2.x=x+side *cos(e) +side *sin(0); 
point2.y=y+side *sm(e)-side *cos(0); 
point3.x=x+-side +side *sm(e); (4.2) 
pomt3.y=y+-side ""sin(e)-side *cos(0); 
point4.x=x+-side *cos(6)-side *sin(0); 
point4.y=y+-side *sin(e) +sicie *cos(6); 
where side is the side length of robot. In our system, the value is 18 pixels. Later, we 
can draw several polygons indicating the coverage areas of those robots. Then, we can 
do judgements for every point in the vision frame to see whether it locates inside 
those polygons. If so，we can set it to the background to ignore it. So, after this, only 
the robots which are no need to be changed are left in the vision frame. 
Lastly, drive the fully charged robots out of the chamber, the system will 
automatically find them. Wait until they stop, mask these fully charged robots instead, 
and drive the low-power ones into the chambers. 
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Figure 4.7 Flowchart of vision module in Auto-Charging 
4.4 Motion control 
Motion control is a key role in the entire system. Its performance will largely affect 
the efficiency of the whole system. Because it will be used in many cases, such as 
driving the robots into the chamber, judge robot fetching the ball, repositioning of 
robots when fault, etc. 
The goal of motion control is to drive the robot to a desired position and 
orientation without hitting any obstacles and do this in an efficient way [16]. There 
are two kinds of motion control methods: deliberative motion and reactive motion [1]. 
Deliberative motion usually involves the generation of an explicit plan that describes 
how to reach a target location. It may be more consistent and able to realize long term 
goals, while it is not very suitable for the highly dynamic robot soccer case because it 
would fail on the planned path and spend a lot of time on re-planning. While reactive 
motion contains no planning in advance. It calculates in real time according to the 
states and the inputs. Here, we choose reactive motion since it fits our case better. It is 
quick and can even avoid collision because of the online calculation. Although the 
final path may not be optimistic, it is very useful in such a high dynamic environment. 
Here, in IRIS, we would like to have two kinds of motion controller. One is 
Artificial Potential Field (APF); the other is the Close-loop Reactive Control (CRC). 
Because of the features of robot soccer, collision avoidance is more important than 
short path. Those two motion controllers above are used in different situations. APF is 
suitable for cases when there are obstacles on the expected trajectories of robots. CRC 
is used when obstacle avoidance needs not to be considered. APF is extensively used 
in robot trajectory planning [17] . However, the accuracy and efficiency is 
comparatively low. So in cases requiring high accuracy we turn to use CRC instead. 
4.4.1 APF 
APF is sourced from the physical potential fields. It has been widely used in mobile 
robot motion control because of its elegance and intuitive simplicity [18, 19, 20, 21， 
22]. Khatib defined that the potential field has a minimum at the goal while potential 
hills at all obstacles [19]. Robot in such a potential field will be attracted by the goal 
while repelled by the obstacles. Goodrich gave a very good tutorial on this [23]. 
There are many types of potential field function. One kind is called the local 
potential approach which needs only the local information to calculate the potential 
field. Such APF is generated by combining the attractive potential fields and repulsive 
potential fields together [12, 13，24, 25, 26，27]. The main drawback of this local 
approach is the local minima: the robot would be 'trapped' at a point away from the 
goal. Another disadvantage is that it is hard to predict the trajectory [28]. Because of 
those drawbacks existing, researchers developed more approaches to get rid of these 
drawbacks. The Harmonic Potential Functions [20] attempts to get a result potential 
field without the problem of local minima. More factors such as velocities of robots, 
obstacles and targets are also considered in [18]. This will improve the performance in 
the experiments. 
At the very beginning, we choose to use the basic approach: the one introduced 
by Goodrich [23], because it is simple enough and have good performance in 
experiments. Just as what has been mentioned above, APF is generated by combine 
the attractive potential fields and repulsive potential fields together. The procedures 
are as follows: 
Attractive potential field 
Let (xg, yc) denote the goal coordinate and r denote the radius of the goal. {x,y) is 
the coordinate of the robot. According to Figure 4.7，we find the distance d between 
the goal and the robot: 
d = (4 3) 
And the angle between the robot and the goal: 
0 = a t a n 2 ( 0 c —少)，0G ―太)） （4.4) 
Robot “ » • Orientation 
Figure 4.8 Position and orientation of robot w.r.t the target 
Then the forces alone x and y axis can be determined by: 
^Xatt ^yatt 
d<r 0 0 
r<d<r+s oc{d - r)cos9 a{d - r)sm 6 
d>r+s OS-COS^  ay sin ^ 
Table 4.8 Attractive forces along x and y axis 
Here, the goal is treated as a circle with radius r. s is the spread of the attractive 
field and a is the parameter for tuning the strength of the field {a> 0). At the 
points inside the goal {d<r), the attractive potential field is zero. But for the points 
outside the extend of the field {d>r+s), the strength of attractive potential field is to 
the maximum which is tuned h y a . 
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Figure 4.9 Attractive potential field 
Repulsive potential field 
The procedure is similar. First we calculate ^ and d : 
利 少 。 1 ) 2 (4.5) 
where (xo,少o) denotes the coordinates of obstacles. 
Repulsive forces are to be calculated as: 
叙 印 办rep 
d<r - sign (cos 0}*A£4X - sign (sin 0)* A£4X 
r<d<r+s - P{s + r-d)cos 0 - p{s + r-d)sin 6 
d>r+s 0 0 
Table 4.9 Repulsive forces along x and y axis 
where r is the radius of obstacles. The strength of repulsive potential field is to the 
maximum (or even infinite) within the area of obstacle {d<r). If the points locate out 
of the extend of repulsive force, field strength is equal to zero {d>r+s). The constant 
P is for tuning the strength of the repulsive field. 
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Figure 4.10 Repulsive potential field 
Combination 
After we have generated the attractive potential field as well as the repulsive one, 
the next issue is to combine the two potential fields together. The result potential field 
is the vector sum of all attractive and repulsive potential fields: 
^ p (4.6) 
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Figure 4.11 Combination of artificial potential fields 
As the result potential field above, the robot will be influenced in the potential 
field and controlled by the field. We can define that the velocity of the robot is in 
direct proportion to the field strength it locates. Thus we have: 
" = — • 《 ） （4.7) 
where v is the magnitude of velocity while G is the direction of velocity. The 
velocity is converted into PWM values which are then sent to the robot by RF emitter. 
In our design, the robots always compare their own orientation with the velocity 
directions. If the absolute difference is larger than a threshold (tt/IO for instance), the 
robot stops and turn to the desired orientation alone the direction of potential field. 
Otherwise, the robot keeps going forward. 
This attempt is simple and adapt to our system because the motion as well as 
turning is rapid enough. We can also convert the velocity directly to the wheel speed 
without stopping and turning. This is to be realized in the next edition of IRIS. 
4.4.2 CRC 
CRC stands for Close-loop Reactive Control which is developed by Manuela Veloso 
et al of Carnegie Mellon University [29]. This controller helped them to won the 
champion of Robocup-98. It is very simple and performs well when no obstacle is 
located on the expected motion path. 
To drive the robot into the charging chambers is not easy because the chamber is 
very narrow and there is no feedback from the motors of robots. In our case, there is 
only a gap about 2 cm on each side when a robot is entering the chamber (see Figure 
4.12). All what we have is the visual feedback. However CRC is robust enough to 
solve those problems to conduct a quick, accurate and reliable motion control. It also 
has a quicker convergence than APF approach. 
Figure 4.12 Narrow gaps when robot entering the chamber 
Angle G denotes the direction of target with respect to the robot orientation. We 
have t and r where: 
(/，r) = (cos2 i9.sgn(cos 6>),sin'6>-sgn(sin 6)) (4.8) 
We can have the velocities of two wheels as: 
V! =v(t-r) 
V, =v{t + r) (4.9) 
where v {v>0) is the desired speed (PWM rate in our case) set by users. The velocity 
is only related to the angle so an external logic is to be added to this controller to 
judge whether the robot reaches the goal or not. 
The absolute value of speed of both wheels will not exceed v since \t 士 厂丨 has been 
restricted to [0，1]. It is very quick since at least one wheel will achieve the maximum 
speed: 
• when t and r have different signs, v, = v{t 一 r) = 土\； 
• when t and r have the same sign, v^  = v(t + r) = ±v 
Another feature is that it can have both forward and backward velocity which is 
much more fast and flexible. 
4.5 Processing Schemes 
Now we have had all hardware and software to do auto-charging. It is time to arrange 
them to work together. In the first edition of ACS, we provide two kinds of charging 
mode: charge one robot or charge all six robots. 
First of all, players on the field and the chamber coordinate must be set. Check 
which team the robots belong to and set them in the ‘Players on the field' area (see 
Figure 4.12). This is very important since we have two groups of robots. The server 
has to know which one it is controlling especially in the cases when two robots are 
both on the field (during changing). And the coordinates of the chambers is also 
important. Because of the design of the IRIS system, camera is not fixed. So there are 
always some fluctuations. We have to reset the coordinates of the center point in front 
of each chamber because even a small error would also influence the result at last. We 
have estimation that one pixel in vision equals to 4.1mm on real field. Such error 
would surely resist the robot from getting into the narrow chamber. So at the 
beginning of each game, we need to reset all chamber locations. Select the goal 
chamber and put the robot Blue 1 right in front of the chamber 1，then the coordinate 
will be displayed and press ‘SET，to memorize it. 
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Figure 4.13 Functional modules of IRIS server 
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Figure 4.14 Robot Blue 1 right in front of the chamber 1 
In order to avoid confusion, we have fixed the charging chamber for each robot: 
Chamber 杯 Robot Chamber # Robot 
1 Blue 1 5 Yellow 1 
2 Blue 2 6 Yellow 2 
3 Blue 3 7 Yellow 3 
4 Judge (team 0) 8 Judge (team 1) 
Table 4.10 Chamber number for each robot 
After the preparations above we can begin to do the auto-charging. The ACS area 
of the server interface provides some combo boxes and button for the user to charge 
one robot or just check the voltage of the robot. Firstly you select which one you 
would like to check or change. Then, choose the threshold voltage, if the responded 
voltage value is lower than the threshold, change the robot. ‘Always，means that 
always do the changing no matter what the voltage is. While 'DISP' means that only 
voltage value will be displayed, no changing activity is processed. The third combo 
box is the COM port number connected to the ACS, and the default value is COM5. 
After this, ‘DO，button is pressed to perform the auto-charging for one robot. 
The proposed exchanging procedures are as follows: 
1. Stop the motion of all robots; 
2. Mask the robot (low-power) in the video input; 
3. Send commands to open the door of the chamber, drive the robot (fully 
charged) out and then hide it in the video input; 
4. Unmask the robot (low-power) and drive it into the chamber; 
5. Resume the robot (fully charged) and drive to desired position. 
The mask of the robot is done by setting the robot area to the background thus it 
will not be processed. Because the distribution of robots on the game field is random, 
the obstacle avoidance is to be taken into consideration. Consequently, we use APF in 
step 3 when driving the robot out of the chamber to a desired place (always near the 
upper edge). 
The motion control of step 4, driving the low-power robot into the chamber, is 
divided into a few steps. Firstly the robot is driven from the original location (point 1) 
to a half way point (point 2) which has the same x coordinate with the destination 
while the y coordinate differ 20 cm with the goal. We use APF during in this stage 
because we must consider the issue of collision avoidance. After the robot reaches 
point 2，turn its back to the goal and then enter the chamber with the control of CRC. 
A distance of about 20 cm is allowed for the robot to amend the errors of location 
when entering the chamber. After the robot reached the preset point indicating the 
chamber location, adjust the pose of the robot and make it exactly back to the chamber. 
Then, give a comparatively higher velocity to both wheels and drive it into the 
chamber. The door of the chamber is closed automatically when the inserting robot 
hits the switch at the back of the chamber. 
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Figure 4.15 Two steps to drive a robot into the charging chamber 
Another mode of auto-charging is exchanging all 6 robots. This is performed after 
every competition. The procedure is similar to what has been introduced in the single 
case. Because of the design of the game field, entrance will be blocked by the opened 
door of the chamber on its left. We divide the 6 robots into two groups; the ones 
whose chamber is not adjacent are classified into one group. Each time we exchange 
one group: 
Group Members 
0 Blue 1，Blue 3, Yellow 2 
1 Blue 2, Yellow 1, Yellow 3 
Table 4.11 Groups when changing all six robots 
For higher efficiency, before changing, we can move all robots to their initial 
positions (Figure 4.15) in order to lower down the probability of collision. Then those 
fully charged ones are driven out of the chambers and guided to zone 1 by AFR 
•
mm 
CO ' I f"" ' ' ! ! ' ' ' " I"•"_I"HB^fl^^^Jchambers 
Figure 4.16 Initial positions of the robots 
Chapter 5 Auto-Scoring and Auto-Judging 
Scoring and judging take a high proportion in maintenance workload. Previously, 
judges had to judge whether there is a goal. The game must be stopped if either side 
goals and then ball and robots must be repositioned. All the tasks above were done 
manually. It is truly a heavy workload. 
Actually, auto-scoring mechanism is comparatively easier to be realized. We only 
have to monitor the coordinate of the ball. Once the server found that the coordinate 
of the ball is located within the goal areas, we add one point to the team who scored. 
Of course there are some details to be considered which is to be discussed later. 
Auto-judging is a bit more complicated. We have to build an expert system in 
order to establish a mapping from the rules to the corresponding actions to take. Once 
the system detected that some rule is violated, the system is altered immediately to 
perform the corresponding actions such as goal kick, penalty kick，etc. 
5.1 Auto-scoring 
When the ball entered either goal, add a point to the corresponding team. The color 
bars below the game field video window indicate the sides. Take the case in Figure 
4.12 for example. It means that the left half-court belongs to team blue while the other 
half belongs to team yellow. So, in this case, if the ball entered the goal area of blue 
(ball.xO), no matter which side kicks it last, we add a point on the score of team 
yellow; and vice versa (ball.x >220 indicates the goal of the other side). 
Once the ball enters either goal area, the game is paused immediately to avoid 
repeated scoring. Then the judge robot is assigned to reposition the ball to the center 
of the game field. The judge robot is then driven into the charging chamber 
automatically with APF. 
5.2 Auto-judging 
There are two main components in auto-judging mechanism: the mapping from the 
rules to the corresponding actions and the judge robot. The mapping is to determine 
which rule is violated and what action is to be performed. We established an expert 
system for this. The expert system focuses on the rules of IRIS. It will give the 
solutions (the actions to be taken) according to the status of the game when there are 
violations to the rules. Such actions are usually repositioning of robots and ball. We 
can move the robots to the desired positions with the help of the motion controllers 
introduced in chapter 4. However, we cannot drive the ball by itself. We therefore 
designed another kind of robot for positioning the ball: the judge robot. 
The expert system 
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Figure 5.1 Architecture of a typical expert system 
The flowchart above is the architecture of a typical expert system. There is a 
knowledge base in which we can define the rules. The rules are typically of if ...then... 
form: 
If Then 
All three robot of the same team stay inside their own GK for Free Kick for the 
over 3 seconds. other side 
More than one robot of the same team stay inside their own SG Penalty Kick for the 
for over 3 seconds other side 
More than two attacking robots of the same team stay inside 
the SG of the other team for over 3 seconds Goal kick for the 
The ball stays inside the SG of the defense side for more than defense side 
10 seconds but no goal 
Table 5.1 Typical rules in IRIS 
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Figure 5.2 Particular zones and points on the game field 
where SG: goal area; GK: Penalty area; FKP: Free kick point; PKP: Penalty kick 
point; GKP: Goal kick point; FBP: Face-off point. 
Free kick is to position the ball at the nearest free kick point (FKP) away from the 
foul position. Then the goal keeper is located inside the SG of its own side. The other 
two robots of the defense side must leave at least 450 mm away from the ball. Here, 
for simplicity, we drive them to the center circle. Robot position of the attacking side 
IS not restricted. Both sides are not allowed to move the robots until they see ‘Start’ in 
the status bar of the flash interface. 
Penalty kick is to put the ball at the nearest penalty kick point (PKP) with the 
offenders' side. Goal keeper of this side is also located at point 1 inside its own SG. 
Robot number 1 of the attacking side takes the kick. It is located at point 2. All robots 
other than those two above are required to leave at least 300mm away from point 2. 
Here, for simplicity, we also drive them to the center circle. When the ‘Start, is 
displayed, all robots can move without any restriction. 
During goal kicks, only the goal keeper is allowed inside the GK of the kicking 
side. The ball is positioned at the goal kick point (GKP). All robots of the opposite 
team must keep a distance of at least 450mm away from the GKP. We drive them to 
FKPl and FKP2 of their own half (the third one is the goal keeper and is always 
inside its own GK). Then, drive the other 2 robots to FKPl and FKP2 on the kicking 
side half court. 
When there is a goal, game is paused immediately. Then, the ball is repositioned 
at the center of the game field by judge robot. Other robot players are driven back to 
their initial positions. Robot 1 of the team who has just lost a point can be positioned 
closer with the ball (near the center circle). After that, game resumes. 
Those rules above are only a part of rules defined in the datasheet of IRIS. 
However some rules are not easy to be judged in automated cases. Take 'deliberate 
pushing' for example, such word is so abstract that it is not easy to judge it accurately 
without human interference. This would need more future works. However, for the 
comparatively simpler cases as listed in Table 5.1, the expert system would have a 
good performance. 
5.3 Judge robot 
We mentioned about positioning of the ball which requires the help of the judge robot. 
The judge robot is built on the basis of the original robot soccer by adding a circle 
gripper in front. The gripper is controlled by setting the value of [i*4+4] in table 4.6. 
Forjudge robots we have i=3 (team 0) or i=4 (team 1). 
[i*4+4] value Action 
0x00 Stay 
0x02 Lower down the gripper 
0x08 Lift the gripper 
Table 5.2 A byte controlling the gripper of robot soccer 
Thus the judge robot can be controlled to catch the ball by lower down the circle 
when approaching it and release the ball when it gets to the desired point. After the 
judge robots finished their task, they are driven back to the charging chamber. After 
that, the game is resumed. 
Figure 5.3 Judge robot catches and releases the ball 
We added a new robot member in our system: judge robot. In order to distinguish it 
from other robots, we added a new color pattern for it: 
、 ^ 
Figure 5.4 Color patches of judge robot 
The team patch of the judge robot is blue, while the member patch is newly added: 
grey. Because of this，we have to modify the vision part to identify this new robot. 
When judge robot is on the game field, including 6 robot players, there are totally 
7 robots in the vision. Firstly we divide them into two teams: blue and yellow. This 
step is similar with the previous 6 robots case: We find 7 largest patches (team patches) 
and then sort them according to the average Cb value. Top 4 patches with the largest 
Cb value are blue patches, and the rest three are yellow ones. Here, judge robot is 
classified into team blue. Then we sort these robots according to the Cr values their 
member patches. Team yellow case is absolutely the same with the previous approach: 
the one with the highest Cr value is the red patch, which is number one. The second 
largest value indicates the blue patch, number 3. The patch with the smallest Cr value 
is the yellow patch which is number 2. 
Team blue case is a bit different since we added a new member in it. After many 
experiments, we found an algorithm to identify the members of team blue including 
the judge robot. First steps are the same: sort according to the Cr values of their 
member patches. Red has relatively largest Cr value while blue has the lowest. We can 
therefore easily find number 1 and number 3 of team blue. For the rest two, in our 
experiments, their Cr value is so near. It is very likely to make mistakes if we simply 
use Cr values to judge. Here, we compare the average Cb values of their member 
patches as well. The color with a larger Cb value is grey. The corresponding robot is 
the judge robot. The other with the lower Cb is yellow which indicates robot number 
2. 
In our design, there are 2 judge robots in each game. One of them is used as the 
chief judge and the other one is for backup. They exchanges automatically once the 
chief judge runs out of power. The chief judge is assigned to chamber 8 where there is 
no charging plug. Because if there is a charging plug, when there is a need of judge 
robot, it will cost several seconds to unplug. For efficiency，we just need the judge 
robot appear as soon as possible. Consequently, we cancelled the charging 
mechanisms of the chief judge. Meanwhile, the backup judge robot is charging at 
chamber 4. 
Chapter 6 Experimental Results 
As above, we can construct an internet based automated robot soccer system. Here, in 
order to evaluate the performance of it, we designed four cases to test: 
1. Change one robot 
2. Change all six robots 
3. Actions after a scoring 
4. Actions after a foul 
1 and 2 are testing Auto-judging while 3 and 4 are for Auto-Judging and 
Auto-Scoring Mechanisms. Before all testing, we always reset the chamber entrance 
coordinates as introduced in Chapter 4.5 in order to lower down the failure rate. After 
the calibration, we can start our test. 
First，we see the performance of changing one single robot, (a) is the original 
positions of robots. Then, we set ACS manually by setting ‘ROBOT，to ‘Blue 1' and 
‘THRSD，to ‘Always，(Figure 4.12). It means that we change robot Blue 1 without 
regarding its battery level. Then, robots on the game field are driven to their original 
positions by APF (b). When they stop, robot Blue 1 is masked on the video input, then 
door of chamber one is opened and the fully charged Blue 1 goes out of the chamber 
to Zone 1 in Figure 4.15 using APF (c). Then, the new Blue 1 is masked instead, and 
the low-power counterpart reached to the midpoint (point 2) (d). Then, it continues to 
move under the control of CRC until it enters chamber 1. Door of chamber 1 is closed 
and charging starts automatically (e). Lastly, in (f), all robots on the game field are 
driven to the original positions as (a). 
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Figure 6.1 Procedure of changing one robot 
The next issue is to change all 6 robots. We do this whenever a new game is 
started. Firstly we drive all six robots from the original positions (a) to initial 
positions (b). Robots of group 0 on the field are masked and the chamber doors of 
three robots of group 0 (Table 4.11) are opened. Those three robots are driven to zone 
1(c). Then, mask the three robots instead and drive low-power robots to their 
midpoints (d) and enter the chambers (e). Similarly we can change the robots of group 
1 (f)�(h) . Finally, all robot is driven to their initial positions (b) for a new contest. 
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Figure 6.2 Procedure of changing six robot 
Now it is time to test our new member: the judge robot. Here we control blue 2 to 
shoot into the goal of yellow. After the ball entered the goal area of yellow 
(ball.x>220), the game is paused immediately (a). Then, judge robot is driven out of 
its chamber to a adjacent of the ball using APF control (b). After this, it lowers down 
the gripper to fetch the ball and bring it to the center of the game field. Other robots 
are driven back to their initial positions (c). Finally, judge robot releases the ball and 
goes back to its chamber. The procedure for this step is similar with the one used in 
single robot changing. Robot 1 of team yellow is moved to a point near the center 
circle to launch the ball (d). 
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Figure 6.3 Processing procedure after a goal 
Lastly, we have to examine the auto-judging mechanism. We put robot blue 1 to 3 
inside their own GK (a). After three seconds, the condition of the first rule of Table 
5.1 is satisfied. Expert system of auto-judging says that it is time for yellow team to 
take a free kick. Then, judge robot is driven to take the ball to FKP3 (b) (c). Number 1 
of team yellow is driven to a point near FKP3 facing the goal. All other robots except 
robot 3 of blue (the goalkeeper) are driven to the center circle. 
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Figure 6.4 Processing procedure after a goal 
Chapter 7 Conclusions 
7.1 Summary 
In this thesis, we have proposed and verified a new automatic internet-based robot 
soccer system which can conduct automatic games without human intervention. 
Adaptive motion controllers (APF, CRC) are developed to drive robots to a desired 
position, where APF is used when obstacle avoidance is needed. CRC is used where 
no obstacle is needed to be considered and high precision is required. Those 
controllers are widely used in auto-charging and auto-judging mechanisms. The 
performance is fast enough and the accuracy is satisfactory. 
An expert system which describes the game rules is established. It monitors the 
positions of the robots and the ball and sees whether it is necessary to take actions. 
The RF communication part and vision part have been redesigned on the basis of the 
existing IRIS system. Flash programs are published and the server program is 
rewritten in order to meet the requirement of the new system. 
In aspect of hardware, a judge robot is also designed. Equipped with a gripper, it 
can help move the ball. Meanwhile, a new game field with charging chambers is also 
made. 
Now, players from all over the world can log on to their accounts and play the 
game remotely. Server will control the game course instead of human judges, 
including start, time-out, fouls and scorings etc. The previously boring tasks such as 
moving the robots now are done by the robots themselves. Reposition of ball is also 
done by the new designed judge robot. The competition information and the scores 
are managed by the web server. Finally, the performance of the new system is 
validated by simulations and field experiments. 
7.2 Future work 
The system just we developed is not stable enough. There are several issues we 
should do further: 
We used the basic APF in this first version. As mentioned above, it has a problem 
of local minima. This is because that only the local information is taken in to 
consideration, the shape of potential field after the superposition is unpredictable. We 
can make use of those improved APF approaches, such as [18], [20]. They can avoid 
local minima and have a better convergence. 
Vision part should also be improved. The existing vision system is not very 
robust under various lightings. Sometimes it fails to identify robots if the parameters 
are not well set. Here, [8] presents a system that can adapt to rapidly varying light and 
coloring conditions, while maintaining speed and accuracy. [30] introduced a vision 
system that does not need any calibration and adapts to changing lighting conditions 
during run time. We may take them for references in the future to improve the 
performance of the vision part. [31] presented an exemplary robot soccer vision 
system that can be easily extended to multi camera case which is perfectly suitable for 
our IRIS. 
Because of the narrow entrance of chambers and uneven floor, entrance failures 
happen from time to time. The problem is that the computer vision is not able to 
monitor the situations of the chamber area. It can only cover the game field area. We 
have to add another camera for this area [31], or we can choose another controller 
when the robot is entering the chambers. For example, we can use line tracing at the 
stage of entering the chambers, because the lines are comparatively stable with 
respect to the game field. It will bring a higher successful rate. 
Currently we move the ball with the help of the judge robots. In the future, we 
may let the ball move by itself by design it as a spherical robot [32]. Then it can roll 
to any desired position without any external propelling force. The judge robots are no 
need to be used either. 
Add new rules into the knowledge base of the expert system. Make the 
auto-judging mechanism more accurate and intelligent. 
Auto-play mechanism should be considered in future. Players can upload their 
own program to play rather than the current manual control. IRIS will be more 
attractive and educational by then. 
Appendix A 
Playground Dimensions of IRIS 
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Figure A. 1: The playground dimensions of IRIS (source: IRIS Datasheet) 
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