Abstract. Three new range theorems are established for the dual Radon transform R * : on C ∞ functions that do not decay fast at infinity (and admit an asymptotic expansion), on S(Zn), and on C ∞ 0 (Zn). Here Zn := S n−1 × R, and R * acts on even functions µ(α, p) = µ(−α, −p), (α, p) ∈ Zn.
Introduction and statement of the main results
A number of range theorems for the Radon transform R are known. A partial list includes ranges of R on compactly supported C ∞ functions, on rapidly decreasing C ∞ functions, on compactly supported functions from Sobolev's spaces, on C ∞ functions that do not decay rapidly at infinity, on compactly supported distributions, on distributions of rapid decay, etc. [GGV66, Hel80, Hel82, Her83, Her84, Kat97, LP70, Lou84, Lud60, Ram95, SSW77]. However, less is known about the dual Radon transform R * and how it acts on different spaces of functions. In particular, it was shown in [Her84] that R * : D (Z n ) → D (R n ) is not surjective. An asymptotic expansion of f (rβ) = R * µ, µ ∈ S(Z n ), as r → ∞, and an inversion formula for R * have been obtained in [Sol87, SM88] (see also [Hel65, Gon84, Gon87] for earlier inversion formulas and [Ram96] for a generalization to nonsmooth functions). A relationship between singular supports of f = R * µ and µ is established in [Ram96] . Most of the known explicit characterizations of ranges of R * are based on the identity R * KRf = f, f ∈ S(R n ), that is, the range of R * acting on the space X = KRS is S (see e.g. [Lud60, Ram96, RK96] ). Here K is a certain singular operator (see (1.4) below). Even though the space X can be conveniently described by moment conditions, it is of interest to find ranges of R * on conventional spaces of functions, that is, on such spaces where one does not assume any moment conditions, and imposes only some natural conditions on the rate of decay at infinity or compactness of support. Three such results are obtained in this paper. We establish range theorems for R * on C ∞ functions that do not decay fast at infinity (and admit an asymptotic expansion), on S(Z n ), and on C ∞ 0 (Z n ). Also, we give a simple formula that relates the coefficients of the expansion of f = R * µ and moments of µ. Even though such a relationship is known (see (3.5) in [Sol87] ), the formula given here is shorter and more convenient to work with. For example, our derivation of the range of R * on S relies heavily on this formula.
ALEXANDER KATSEVICH
The following notation is used throughout the paper. The Radon transform R and its dual R * are defined by
where S n−1 is the unit sphere in R n . Since R * annihilates odd functions, we consider R * acting only on even functions:
where the operator I a (the Riesz potential) is defined by
and F is the n-dimensional Fourier transform. Similarly, F denotes the onedimensional Fourier transform acting with respect to the second variable. The operator K referred to above is
S(Z n ) and S(R n ) are the Schwartz spaces of functions that decrease rapidly with all their derivatives, and Y m denotes an arbitrary spherical harmonics of degree m.
First, we will state the main results. The proofs are given in the following two sections.
which is uniform with respect to α ∈ S n−1 and can be differentiated with respect to α and p any number of times. Let Y be the space of C ∞ (R n ) functions that admit the expansion
which is uniform with respect to β ∈ S n−1 and can be differentiated with respect to x = rβ any number of times. Then
which is uniform with respect to β ∈ S n−1 and can be differentiated with respect to x = rβ any number of times. Suppose, in addition, that
and, for any polynomial P , the finite part of the limit 
in the expansion of f can be expressed in terms of µ as follows:
(1.12)
Proof of Theorem 1
First, two auxiliary lemmas will be stated and proved, and then the proof of Theorem 1 will be given.
Lemma 1. Consider the function
) with respect to x and y, respectively, g and all of its derivatives decay faster than any power of 1/x as x → ∞, and
the expansion is uniform with respect to y ∈ [−1, 1], and can be differentiated with respect to x > 0 and y ∈ [−1, 1]. Then
where Ψ k,m are defined via the one-dimensional Fourier transform
and the expansion can be differentiated with respect to λ.
Changing variables in the Fourier transform integral which defines Ψ k,m , it is easy to see that
Therefore, (2.3) is a bona fide asymptotic expansion. We used the form (2.3) rather than the standard explicit form because the former is more compact and convenient for our purposes.
Even though Lemma 1 appears to be a standard result, the author failed to find a reference where it was stated in the same form as above. The closest result is given in [Fed77] . However, the book is not readily available and, moreover, the corresponding lemma in [Fed77] is stated without logarithmic terms. Since Lemma 1 is central to the proof of the main results, a short derivation of the asymptotic expansion in (2.3) is presented here for convenience of the reader.
Proof. Substituting (2.2) into (2.1), we find formally
Let us prove that the formal expansion in (2.6) is asymptotic. Define the function I K (λ) as follows:
(2.7)
We have to show that the larger K is the faster
Then the same integral as in (2.7), except that the integrand is multiplied by
we can integrate by parts with respect to y, any number of times and x is bounded away from zero on supp
and the last integral is absolutely convergent uniformly with respect to λ ∈ R + . Therefore, I(λ) decays at least as fast as O(1/λ K ), λ → ∞, which proves the desired result. Differentiating (2.8) with respect to λ under the integral sign and then integrating by parts with respect to y one more time (this is possible because after the differentiation an additional factor x appears), we establish differentiability of (2.6) with respect to λ.
Lemma 2. Pick any function
the expansion is uniform with respect to β ∈ S n−1 and can be differentiated with
the expansion is uniform with respect to α ∈ S n−1 and can be differentiated with respect to α and p.
Proof. Clearly, g(rβ) is absolutely integrable over any hyperplane in R n , therefore Rg(α, p) exists for all (α, p) ∈ Z n . Consider a subset Ω of S n−1 defined, for example, by the conditions |α| < , α n > 0, where
and, as was mentioned, (2.9) implies that the integral is absolutely convergent. Differentiating on both sides of (2.11) we get, after simple transformations,
(2.12)
Since expansion (2.9) can be differentiated with respect to x = rβ, we see that
Therefore, the integrals that define the Radon transform of the two functions are absolutely convergent and differentiation under the integral sign is justified. Repeating the above argument for derivatives of higher order we show that Rg(α, p) is differentiable with respect to α. Since
we see that Rg(α, p) is differentiable with respect to p.
Let R kj (r) be any smooth function such that R kj (r) = ln j r/r k+n , r > 1. Then, for p > 1 and any g kj ∈ C ∞ (S n−1 ),
14)
which immediately implies the formal expansion (2.10). The asymptotic nature of the expansion follows from the fact that, if
This also implies that the expansion is uniform with respect to α ∈ S n−1 . Let us show that (2.10) can be differentiated with respect to α and p. By what was already proved, the functions R(g + x n (∂g/∂x n )) and R(x j (∂g/∂x n )) admit uniform expansion of the type (2.10). Equation (2.12) implies that derivatives of Rg(α, p) with respect to α admit uniform expansion analogous to (2.10). Therefore, (2.10) can be differentiated with respect to α. In (2.10) the asymptotic sequence is
Clearly, the sequence consisting of derivatives of ϕ j,k : {(d/dp) l ϕ j,k (p)}, where l is the same for all j and k, is still asymptotic. Hence (2.13), differentiability of (2.9), and what we have already proved, imply that ∂ l (Rg)/∂p l admits an expansion with respect to the sequence
j,k }. Therefore, (2.10) can be differentiated with respect to p.
Proof of Theorem 1. Let us check the inclusion R
for any multi-index γ, integers l, N = 0, 1, 2, . . . , and some c γlN > 0. Moreover,
the expansion is uniform with respect to α ∈ S n−1 and can be differentiated with respect to α and λ. Property (2.15) follows from the assumption that (1.5) can be differentiated with respect to α, p, and the obvious identity
∂p j e iλp dp , (2.17)
where j > 0 can be taken arbitrarily large. Expansion (2.16) and integrability of 
µ(α, p)e
iλp dp = ∞ 0 µ(α, p)e iλp dp + ∞ 0 µ(−α, p)e −iλp dp.
(2.18) Expansion (2.16) is uniform because (1.5) is uniform, and differentiability of (2.16) is obvious. The number of logarithmic terms in (2.16) is one plus the number of the corresponding terms in the expansion of µ because the poles of the (analytically continued) Mellin transforms of e it and µ(α, p) (with respect to p) interfere with each other.
Using that µ is even, one has
β ⊥ is the unit sphere in the hyperplane passing through the origin perpendicular to β. Substitution of (2.16) into (2.20) implies thatμ β (λ, t) admits an expansionμ
and C ∞ (S n−1 ) with respect to t and β, respectively, the expansion is uniform with respect to (t, β) ∈ [−1, 1] × S n−1 and can be differentiated with respect to (t, β) belonging to compact subsets of (−1, 1)
The asymptotics of f 1 can be found using well-known one-dimensional methods (see e.g. [BH86, Won89] ). We have
where Ψ k,m are defined by (2.4) and the overbar denotes complex conjugation. Since 1/2 ≤ |t| ≤ 1 in (2.22), letting s = rt in (2.24), substituting into (2.22), using (2.5), and integrating with respect to t, it is elementary to see that f 1 admits an expansion of the form (1.6). Applying Lemma 1 to the function f 2 , we prove that f 2 admits an expansion of the form (1.6). Since the expansion in (2.21) is uniform and differentiable with respect to β ∈ S n−1 , it is easily seen that the expansions of f 1 and f 2 are uniform and differentiable with respect to β ∈ S n−1 . This completes the proof of the inclusion R * X ⊂ Y. Let us now show that Y ⊂ R * X . Fix f ∈ Y. Let n be odd. Denote
Since (1.6) is differentiable, g admits an expansion of the type (2.9). Appealing to Lemma 2 we conclude that µ ∈ X . Let n be even, and define µ by the equations
where H is the Hilbert transform with respect to p. Appealing to the Fourier slice theorem [Sol87] , p. 329, which holds for g l (because g l ∈ L p (R n ) for some p, 1 < p < n/(n − 1)), we see that µ is independent of l and, moreover, satisfies
By Lemma 2, Rg l ∈ X . Computing the Fourier transform, it is easily seen that F p→λ Rg l (α, p) admits an expansion analogous to (2.16). Multiplying by sgnλ, taking the inverse Fourier transform F −1 λ→p , using the results of [BH86] , p. 231, and taking into account that µ is independent of l, we prove the inclusion µ ∈ X .
It remains to check that R * µ = f . Using (2.27) (if n is even) and (2.25) together with the Fourier slice theorem [Sol87] , p. 329, applied to g l (if n is odd), we conclude that in both cases
In view of an obvious string of identities,
we conclude that R * µ = f in the sense of distributions. Since both functions are C ∞ , they are equal everywhere. Equations (2.28), (2.29), and the Fourier slice theorem imply also that the inversion formula (R * ) −1 = γ n RI 1−n holds on Y. Estimates (2.15) and expansion (2.16) imply that F µ(α, λ)λ 1−n ∈ L 1 (R n ), where λ = |x|, α = x/|x|. Together with the second equality in (2.19) this implies injectivity of R * .
Proof of Theorem 2 and Proposition 1
3), (2.4), (2.19)-(2.24), and entry 22 in [GS64] , p. 360, imply that f = R * µ admits an expansion:
where the overbar denotes complex conjugation. Since µ is even, F µ is also even andμ k (−α) = (−1) kμ k (α). Equation (3.1) implies that
Moreover,
Using (3.1) and (3.3) one immediately proves (1.11). By the Funk-Hecke theorem (cf. [RK96] , p. 18), ifμ k (α) contains a component Y m (α), then f k (β) will contain the same component, but it will be multiplied by the coefficient
s k e its ds and using (14.4.48) in [RK96] , (6.561.14) in [GR94] , we find
This condition is important only when n is odd, because it is automatically satisfied when n is even (cf. (3.2) ). This proves that R * S(Z n ) ⊂ Y 1 if n is odd. Let us now look at the generalized moments
where P is a polynomial and F.p. denotes the finite part. Since any polynomial can be expressed as a linear combination of 'elementary' polynomials r m+2l Y m (β), we may take P of the form P (rβ) = r m+2l Y m (β). Substitution into (3.7) yields (cf. (6.623.2) in [GR94] ):
where J p (z) is the Bessel function of the first kind, and . Since the order of differentiation with respect to in (3.8) is even, we see that the third sum in (3.12) does not contribute to the finite part of the limit in (3.7) and we get 2) )) and c km = 0 except in the case described in the second line of (3.5), we conclude from (3.1) that given f k (β) we can uniquely find the functionsμ
(3.14)
Let µ (α, p) ∈ S(Z n ) be any even function such that λ→p (γ n λ n−1 F ϕ(λα)) and µ = µ + µ , we see that µ is even, µ ∈ S(Z n ), and R * µ = f . Let n be even. Letμ k (α) ∈ C ∞ (S n−1 ) be the unique solutions to the first equation in (3.14) with the propertyμ k (−α) = (−1) 
