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ABSTRACT
Twitter, one of the biggest and most popular microblogging
Websites, has evolved into a powerful communication plat-
form which allows millions of active users to generate huge
volume of microposts and queries on a daily basis. To ac-
commodate effective categorization and easy search, users
are allowed to make use of hashtags, keywords or phrases
prefixed by hash character, to categorize and summarize
their posts. However, valid hashtags are not restricted and
thus are created in a free and heterogeneous style, increas-
ing difficulty of the task of tweet categorization. In this
paper, we propose a low-rank weighted matrix factorization
based method to recommend hashtags to the users solely
based on their hashtag usage history and independent from
their tweets’ contents. We confirm using two-sample t-test
that users are more likely to adopt new hashtags similar to
the ones they have previously adopted. In particular, we
formulate the problem of hashtag recommendation into an
optimization problem and incorporate hashtag correlation
weight matrix into it to account for the similarity between
different hashtags. We finally leverage widely used matrix
factorization from recommender systems to solve the opti-
mization problem by capturing the latent factors of users
and hashtags. Empirical experiments demonstrate that our
method is capable to properly recommend hashtags.
Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous;
D.2.8 [Software Engineering]: Metrics—complexity mea-
sures, performance measures
General Terms
Theory
Keywords
Hashtag recommendation, Hahstag Correlation, Matrix Fac-
torization, Twitter
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1. INTRODUCTION
Twitter1 is one of the prevalent and well-known microblog-
ging Websites with millions of active users interacting with
each other and posting tweets, a message up to 140 char-
acters, per day on either computers or mobile devices. It
is popular for massive spreading of tweets and the nature
of freedom. Daily bursts of news, gossips, rumors, discus-
sions and many others are all exchanged and shared by users
all over the world, no matter where they come from, civi-
lized or uneducated, or even what religion they hold. Con-
sequently, users on Twitter are easily overwhelmed by the
tremendous volume of data. The proliferation of such an un-
structured user-generated data as opposed to the traditional
structured data, has enabled researchers to study and ana-
lyze human behavior and develop complex systems such as
hashtag recommendation systems that has recently drawn
few researchers attention.
On Twitter, users are freely allowed to assign valid hash-
tags to their tweets, i.e. strings prepended with the hash ”#”
character, to categorize their posts and represent a coarse-
grained topic of the content. Hashtags are indeed a community-
driven convention for adding additional context to tweets.
This mechanism helps tweet search and quickly propaga-
tion of the topic among millions of users by allowing them
to join the discussion. Although facilitating the task, the
heterogeneity and arbitrariness of the hashtags, due to the
fact that users do not face any restrictions while creating
them, can immediately make mess and hence make subse-
quent searches for tweets difficult.
To tackle the problem, few approaches has been proposed
in the literature [14, 18, 19, 26, 28], most of them rely on
either tweet similarity, i.e. content similarity or focus on
adopting Latent Drichlet Allocation (LDA) [9] and Latent
Semantic Indexing (LSI) [12] to capture the abstracted top-
ics of tweets. The problem with these approaches is that not
all the time, the contents of tweets are available due to the
fact that many users do not usually have public timelines.
Even if all users’ timelines were public, these methods suf-
fer from computation overloads and lack of strong natural
language processing techniques. As opposed to the existing
methods, in this paper, we rather take another simple yet
effective approach and propose a new hashtag recommenda-
tion method which works only based on the users’ interests
and their hashtag usage history without incorporating the
network structure and using tweet/user similarity or LDA.
In more details, we treat the problem of hashtag rec-
ommendation as an optimization problem and solve it via
1https://twitter.com
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widely employed matrix factorization borrowed from rec-
ommendation systems. Moreover, we envision that users
are more likely to adopt similar hashtags while posting on
Twitter and to verify that, we use two-sample t-test. Our
contributions are thus summarized as follows:
• We perform two-sample t-test to verify that users keep
adopting related and similar hashtags and hence pos-
sess consistent hashtag usage history.
• We address the hashtag recommendation problem with
an optimization problem and propose a weighted ma-
trix factorization based method hWMF to recommend
hashtags to the users. To ease the process of optimiza-
tion, we use alternating least square scheme for updat-
ing the corresponding matrices as finding the optimal
values for them is tedious.
• We integrate the concept of correlation between the re-
lated hashtags into the matrix factorization equation.
We quantify the correlation between hashtags based
on the times they have been used together and incor-
porate these values into the optimization problem to
weigh the contribution of training samples over test
samples.
• We collect and build a dataset of tweets which con-
tains at least five hashtags very close to a predefined
list of 25 trending hashtags (hereafter called seeds list)
selected from different categorizes. We evaluate the
model on this dataset and demonstrate its ability to
recommend hashtags that best aligns with the users’
hashtag usage history.
The remainder of the paper is organized as follows. In
Section 2, we first define the problem of interest and then
detail our proposed matrix factorization method to solve the
problem. We explain the experimental settings and discuss
the results in Section 3. Then, we discuss the related work
in Section 4 and conclude the paper in Section 5.
2. PROPOSED FRAMEWORK
In this section, prior to describing the proposed method,
we first provide the formal definition of the problem and the
notations used throughout the paper. Then we detail the
proposed model hWMF for Twitter hashtag recommenda-
tion and explain the time complexity of the method. We
finally describe two sample t-test to verify our initial as-
sumption about users’ hashtag usage.
2.1 Problem Statement
Given a set of N users and a set of M hashtags adopted
by them, we aim to recommend the most related hashtags
to the users based on their interests and the hashtag us-
age history. Suppose we have a very sparse and low-rank
user-hashtag matrix X = [xij ] ∈ RN×M+ . We denote by
xij , 1 ≤ i ≤ N, 1 ≤ j ≤ M the ith row and jth column
of X, which represents if user i has adopted hashtag j, if
xij = 1, but has nothing to say otherwise. The zeros in
the matrix demonstrate unknown or missing values; a user
might have adopted a hashtag in the past but we could not
figure it out since our data collection method does not al-
ways return all data. The reason that X is sparse is because
in Twitter, users do not usually adopt hashtags while tweet-
ing and despite the availability of this feature, only 8% of
the tweets contain hash ”#” character [18] Also, suppose
we have a hashtag-hashtag matrix Y = [yij ] ∈ RM×M+ with
yij , 1 ≤ i ≤ M, 1 ≤ j ≤ M equals to the number of times
hashtags i and j are used together.
We treat the problem of hashtag recommendation as a col-
laborative filtering based one and formulate it into an opti-
mization problem and employ low-rank matrix factorization
to solve it as this method has been widely and successfully
employed in various applications such as collective filtering
[17] and document clustering [29]. In its basic form and in
the context of recommendar systems, matrix factorization,
one of the realizations of latent factor models, captures both
items and users by vectors of factors inferred from the rat-
ings. Here, instead we characterize users and hashtags by
inferring vectors of factors from user’s hashtag usage history.
2.2 Matrix factorization model
Based on matrix factorization scheme, we seek two low-
rank and non-negative matrices U ∈ RN×d+ and V ∈ RM×d+
with dimensionality of the latent space dM,N via solving
the following optimization problem:
minU,V||W (X−UVT )||2F + γ1||U||2F + γ2||V||2F (1)
where  is Hadamard product (element-wise product)
where (XY)ij = Xij×Yij for any two matrices X and Y
with the same size, ||.||F is the Frobenius norm of a matrix,
||A||F =
√∑
i
∑
j A
2
ij and W = [wij ] ∈ RN×M+ , 1 ≤ i ≤
N, 1 ≤ j ≤ M is an indicator matrix (i.e. weight matrix)
to control the learning process. Also, γ1 > 0 and γ2 > 0
are non-negative regularization parameters and ||U||2F and
||V||2F are two smoothness regularization terms to avoid
overfitting. The row vectors ui., 1 ≤ i ≤ N and vj., 1 ≤
j ≤ M denote the low-dimensional representations of users
and hashtags respectively.
We integrate W into the optimization equation to avoid
impacts of unknown elements of X, i.e. increase the contri-
bution of the elements with known values in the optimiza-
tion process over the elements with the missing information.
Therefore, for those hashtags that we have information for,
i.e. whether a user has adopted them before, we use wij = 1
and for those with missing information we use the average of
their correlation with other hashtags with information. In
other words, the indicator matrix is formally defined as:
wij =
{
1, xij = 1∑
j ,k corr(hj ,hk )
|A| , xij = 0, xik = 1, yjk ≥ 1
(2)
where A = {j | ∀j , xij = 1} and corr(hj , hk), i.e. correla-
tion between hashtags hj and hk, is calculated by:
corr(hk, hj) =
yjk∑
t6=k yjt
(3)
Optimization. The coupling between U and V in the
optimization problem, makes it difficult to find the optimal
solutions for both matrices. Therefore, in this work, we
adopt the alternating least squares method[13] to solve the
optimization problem, where the objective function is itera-
tively optimized with respect to one of the variables U and
V while fixing the other one until convergence. Optimizing
the equation 1 with respect to U and V corresponds to the
computation of their derivatives via the following equations.
Given the following objective function:
L = ||W (X−UVT )||2F + γ1||U||2F + γ2||V||2F (4)
the update equations for U and V are computed according
to the following equations:
U = U− λ ∂L
∂U
(5)
V = V− λ ∂L
∂V
(6)
where λ > 0 is the learning step and the partial derivatives
of L with respect to U and V are then obtained using:
∂L
∂U
= −2(WX)V + 2(W (UVT ))V + γ1U (7)
∂L
∂V
= −2(WX)TU + 2(W (UVT ))TU + γ2V (8)
Upon the convergence, we approximate X by multiplying
the low-rank matrices U and V:
X˜ = UVT (9)
Algorithm. The detailed algorithm for the proposed ma-
trix factorization framework is shown in Algorithm 1. Af-
ter randomly initializing matrices U and V and construct-
ing the indicator matrix W in lines 3-5, in lines 7-10, we
alternatingly update U and V based on the equations 5
to 8, until we reach convergence. Practically, convergence
is achieved whenever predefined maximum number of iter-
ations has been reached or there is little change in the ob-
jective function value. Finally, X˜ = UVT is the low-rank
representation of user-hashtag matrix X and also is non-
negative as U and V are both non-negative matrices.
Algorithm 1 The proposed framework hWMF
1: Input: User-hashtag matrix X, hashtag-hashtag matrix
Y, d, γ1, γ2, λ
2: Output: Modeled matrix X˜
3: Initialize U randomly
4: Initialize V randomly
5: Construct the indicator matrix W according to eq. 2
6: while Not convergent do
7: ∂L
∂U
= −2(WX)V + 2(W (UVT ))V + γ1U
8: Update U← U− λ ∂L
∂U
9: ∂L
∂V
= −2(WX)TU + 2(W (UVT ))TU + γ2V
10: Update V← V− λ ∂L
∂V
11: end while
12: Set X˜ = UVT
2.3 Time Complexity
We discuss the time complexity of the proposed method,
hWMF, here. Obviously, the complexity burden of hWMF
depends mostly on the computation of the derivatives in
Equations 7 and 8. In each iteration in our algorithm 1, the
time complexities of the computation of the derivatives in
lines 7 and 9 are calculated as follows: first note that WX,
UVT and (W(UVT )) need to be calculated once for both
equations. The time complexity of WX is O(Nx) where
Nx is the number of non-zero elements of the sparse matrix
X. Also, the time complexity of UVT is O(NdM). For
(WX)V, we need O(Nxd). For the second term in Eq. 7,
i.e. (W  (UVT ))V, we need O(NM + NMd). Thus in
each iteration, the calculation of ∂L
∂U
takes O(Nxd+NMd).
With the similar computations, the calculation of ∂L
∂V
has
the time complexity of O(Nxd+NMd) in each iteration.
In the next section, we provide statistical evidence that
users are indeed more willing to adopt hashtags that have
correlations with each other and consequently maintain con-
sistent hashtag usage history. This confirms the correct-
ness of our intuition on both incorporating the indicator
matrix W into the optimization equation and solving the
equation via matrix factorization model as collaborative-
filtering based models captures well the relations between
items (here, hashtags).
2.4 t-test
We perform two-sample t-test and verify the existence of
hashtag usage consistency. In particular, we seek to answer
the question: Do users in Twitter possess consistent hashtag
usage history?
We construct two vectors hcu and hcr with the equal num-
ber of elements where each element in hcu is obtained by
calculating the correlation between hashtags hi and hj used
by user u using Eq. 3 and similarly each element in hcr is
the calculated correlation score between hashtags hi used by
user u and hj used by a random user r.
We perform a t-test on vectors hcu and hcr. The null
hypothesis here is that the correlation of hashtags used by
a given user does not differ from those of different users,
i.e. these two vectors are the same, H0 : hcu = hcr, while
the other hypothesis is that the hashtags used by the same
user are more correlated than those used by different users,
H1 : hcu > hcr. Therefore we have the following two-sample
t-test:
H0 : hcu = hcr, H1 : hcu > hcr (10)
The t-test result suggests a strong evidence with the sig-
nificance level α = 0.001 to reject the null hypothesis and
as a result, confirms that users tend to use a consistent set
of hashtags while posting tweets on Twitter. Therefore the
answer to the above question is positive. This aligns well
with our findings and equations in our matrix factorization
model in the previous section.
3. EXPERIMENTS
We first collect and build our dataset by making use of the
Twitter streaming API2 which provides 1% random tweets
from the total volume of tweets at a particular moment. We
then conduct experiments to compare the performance of
our proposed method with the baselines. In this section, we
begin by introducing our dataset and the evaluation metric
and then we design experiments and discuss the results.
3.1 Dataset
In general, the evaluation of hashtag recommendation ap-
proach is challenging due to difficulty of collecting the appro-
priate and standard dataset, while also human annotation
is almost impossible and unreliable because of the tedious
2https://dev.twitter.com/streaming/overview
Table 1: Description of the dataset
# of users 2,976
# of tweets 6,503
Max # of paired hashtags adopted by users 108
Min # of paired hashtags adopted by users 5
Max # of times given paired hashtag used 313
Min # of times given paired hashtag used 0
# of seeds 25
# of hashtags 6,814
workload for evaluating data. Therefore we need a more
systematic way of generating the dataset.
We rather collect the data in the following way: we first
picked a set of 25 trending hashtags of different categories as
our initial seeds list including: News, Obama, Iran, Yemen,
Gaza, Islam, Terrorism, Shooting, BlackLivesMatters, Youtube,
Apple, Google, Microsoft, iPad, Android, Internet, FIFA,
JohnNash, LadyGaga, Movie, Weekend, MemorialDay, Love,
Hate, Care. We then expanded this list to the 6,814 related
hashtags by collecting a set of tweets containing at least five
related hashtags to the hashtags in the seeds list (see Table 2
for some examples). This way, we obtain a coarse-grained
dataset of very close related hashtags which ease the task of
evaluation of the proposed method. The description of the
resulting dataset with %0.99 spareness is shown in Table 1.
The power-law [11] like distributions of the paired hash-
tags used by users and seen together are depicted in Fig-
ures 1 and 2 respectively. For the sake of clarity, we remove
from Fig. 2, pairs of hashtags which have never appeared
together. As we observe from Fig. 1, very few users have
used more than 20 paired hashtags while the peak in this
plot shows that most of the users have only used less than
20 paired hashtags. This is somehow demonstrated in Fig. 2
as well; roughly 5,424 paired hashtags are used together only
once while we observe the decrease in the number of adopted
paired hashtags as we move further in the plot. These figures
together show the severe sparsity in our dataset; not all the
hashtags have paired together at all; most paired hashtags
are adopted together rarely.
We further plot the distribution of hashtag correlation
scores in Fig. 3 (based on the Eq. 2). Since the number
of uncorrelated hashtags are much higher than those with
correlation, once again, for clarity we remove uncorrelated
hashtags. This figure demonstrates that many hashtag cor-
relation scores fall in (0,0.1] which shows most of the hash-
tags do not have strong correlation with each other, sug-
gesting a power-law like distribution of hashtag correlation
scores in our dataset.
3.2 Evaluation Metric
Similar to the most recommendation systems, we are un-
able to use popular metrics such as precision as they require
to know the values of all entries in the ground truth matrix
to correctly evaluate the returned values against them. Re-
member we had zero elements in the matrix representation
of our dataset which do not necessarily show users did not
adopt the hashtags, i.e. they demonstrate unknown or miss-
ing values; a user might have adopted a hashtag in the past
but we could not figure it out as our data collection method
does not always return all data from Twitter. Instead, we
use widely used metric for evaluating collaborative filtering
Figure 1: Distribution of paired hashtags used by
users
Figure 2: Distribution of paired hashtags used to-
gether
results, root mean square error (RMSE), which is defined
as:
RMSE =
√∑n
i,j(x˜ij − xij)2
n
(11)
where n is the number of test instances used for the eval-
uation and x˜ij and xij are corresponding test set elements
of X˜ and X selected for the evaluation respectively.
3.3 Discussion
As discussed before, only few works have addressed the
problem of hashtag recommendation and none of them ap-
pear to be comparable to our method since they all recom-
mend hashtags based on the tweets contents while we do
that based on the hashtag usage history. Consequently, we
build two baselines and compare the results as follows,
MF: this is a variant of our matrix factorization model
Table 2: Examples of seed hashtags and their related hashtags
Seed Related hashtags
#Obama Democrats, Whitehouse, tlot, tcot, Congress
#Iran IranTalks, IranDeal, Nuclear, Iraq, Syria
#iPad Android, iOS, iPhone, freeaps, Apple
#Google io15, Chrome, YouTube, Googleplay, Wearable
Figure 3: Distribution of hashtag correlation scores.
with the indicator matrix W defined as follows:
wij =
{
1, xij = 1
0, xij = 0
(12)
which is basically the same as the user-hashtag matrix X.
k-Nearest Neighbors with correlation (kNN - Cor-
relation): given the whole set of potential hashtags for each
user, this method recommends k most correlated hashtags
with those each user has used before. In details, we rank
hashtags according to the Eq. 3 in descending order and
recommend top k hashtags to the user.
Random: as the name suggests, this method recom-
mends hashtags on a random basis to the users.
For our proposed method, we try various parameters and
report the best performance, while other methods do not
have parameters. In particular, we set both regularization
parameters γ1 and γ2 to 0.2 and set the learning step λ to
0.001. Also, we apply different dimensions of latent space
d and observe the best performance is achieved when d =
10. For brevity, we only demonstrate this in Table 3, when
percentage of test set is fixed to %30.
With the parameters chosen as above, our experimental
setting is as follows: Suppose we have ` = {(ui, hj) | xij =
1} is the set of pairs of users and hashtags that we know they
have adopted. We choose %x of ` as new relations 0 between
users and hashtags to predict. We remove these relations by
setting xij = 0, ∀(ui, hj) ∈ 0 and then apply the hashtag
recommendation approaches on the new representation of
X. We vary x as {10, 20, 30, 40, 50}.
We make the following observations:
• As stated before, for brevity, we only report the best
performance of our method when the dimension of la-
Table 3: RMSE Comparison for our method with
different dimensions of latent space and when per-
centage of test set is fixed to %30
5 10 15 20 25
0.1697 0.1378 0.1645 0.1709 0.1865
tent space d is set to 10. To demonstrate the effect of
d on the results in Table 3, we fix the percentage of
test set to %30 and vary d as {5, 10, 15, 20, 25}. The
observation suggests that d = 10 is the best dimension
among others.
• The performance comparison for different methods in
terms of RMSE is shown in Table 4. We observe the
best results for all percentages of test set are achieved
by our proposed method. The next best method is
MF which is a variant of the proposed framework
with a different indicator matrix. One observation is
that defining the indicator matrix based on the corre-
lation between hashtags perform better than the one
solely defined similar to the matrix X. Furthermore,
the reason our method recommend hashtags more ac-
curately than kNN - Correlation is because we incorpo-
rate the correlation between hashtags into widely used
matrix factorizastion while kNN - Correlation recom-
mends hashtags merely based on the correlation of the
hashtags.
• Table 5 shows two potential practical examples of our
method for two anonymized Twitter users. As we ob-
serve, both of them have been offered one hashtag (to
be concise, we do not show other recommended hash-
tags) and they actually adopt them in their future
tweets. Obviously, these predicted hashtags are just
those from the ground truth set that we use as test in-
stances, i.e. those that we know users have previously
used. This means we have not applied our method in
the real world yet.
4. RELATEDWORK
As opposed to the large body of works that has been de-
voted to the study of various social networks based appli-
cations [2, 6, 4, 16, 3, 15, 7, 8, 5] and in particular recom-
mendation systems in social networks [24, 10, 1, 27, 21, 20],
very few works have addressed the problem of hashtag rec-
ommendation for easy categorization and retrieval of tweets.
The previous works on hashtag recommendation mostly
rely on the similarity between tweets and none of them have
exploited the correlation between the topics of the hashtags
nor the users’ history of hashtags usage. In particular, they
focused on two main directions: majority of them recom-
mend hashtags based on content similarity having storage
problems, fewer adopt LDA, which fails in short texts and is
Table 4: Performance Comparison for different approaches in terms of RMSE with d = 10 and different
testbed sizes
%10 %20 %30 %40 %50
hWMF 0.0913 0.1156 0.1378 0.1512 0.1693
MF 0.1756 0.1904 0.2023 0.2278 0.2502
kNN-Correlation 0.2827 0.3996 0.4018 0.4377 0.6229
Random 0.6821 0.6901 0.7045 0.7121 0.7187
Table 5: Example hashtag usage history and suggested hashtags
User Hashtags adopted in past Suggested hashtags Tweets posted with suggested hashtags
1 Obama, News, Democrates HillaryClinton #HillaryClinton how explain ALL BUSH FAULT?
How still #rap 1993-2001 #BillClinton 100% INNO-
CENT?
2 Weekend, Party, Club MemorialDay Military Hero Joey Jones Is Honored with The Real Deal
Award https://... #MemorialDay
unsupervised and hence requires efforts to associate tweets
with hashtags, and use abstracted topics of tweets. Another
problem with these approaches is the contents of tweets are
not always available since many users do not usually make
their timelines publicly available due to the privacy con-
cerns. Moreover, these methods suffer from computation
overloads and lack of strong natural language processing
techniques which are required to analyze the contents of
tweets.
[19] employs WordNet similarity information and Euclidean
distance to suggest hashtags from similar tweets. Given
a tweet from a user, [28], first discover similar tweets in
their dataset based on the TF-IDF[25] representation of
tweets. Then they recommend hashtags by three different
approaches, relying on ranking the hashtags based on the
overall popularity of tweets, the popularity within the most
similar tweets, and third one, the most similar tweets, re-
ported to perform the best among the others. As opposed
to their method which is solely based on the tweets similar-
ities, [23] considers terms in tweets and their relevance to
candidate hashtags. In more details, they propose a ranking
scheme, a variant of TF-IDF that takes into account the rele-
vance of hashtags and data sparsity. Similar to their method,
[14], proposes an approach focusing on detection of hidden
topics for the tweets and recommending the use of those gen-
eral topics as hashtags based on LDA model. In details, an
unsupervised and content based hashtag recommendation
based on LDA is proposed in this study. They first design
and develop a binary language classifier for tweets based on
the Naive Bayes and Expectation-Maximization and then
apply LDA in the context of tweet hashtag recommendation
in a fully unsupervised manner.
Different from the other studies, [26] proposes a super-
vised topic modeling based approach for recommendation of
hashtags by treating hashtags as labels of topics and lever-
aging topic model to discover relationship between words,
hashtags and topics of tweets. with the assumption that
each tweet is about one local topic and there is a global
background topic for the corpus. They finally recommend k
most probable hashtags based on the probability that a new
tweet would contain a hashtag. [22], uses probability dis-
tributions for hashtag recommendation. In particular, they
uses Bayes rule to compute the maximum a posteriori prob-
ability of each hashtag class given the words of the tweet.
In an different attempt, [18] proposes a method that rec-
ommends hashtags based on similar users and tweets by cal-
culating the preference weight of a user towards a certain
hashtag based on the TF-IDF and then selecting the top
users with high cosine similarities with other users. Also,
they use the same approach for calculating the top similar
tweets. Since many tweets do not contain hashtags, the rec-
ommended hashtags may be from similar tweets instead of
similar users. They claim that their method is able to rec-
ommend more personalized hashtags compared to the other
methods and their method suits both user preferences and
the tweet content.
In contrast, this study seeks to recommend hashtags by
incorporating hashtag usage history of each user into the
hashtag recommendation problem and address the problem
with an optimization problem while using matrix factoriza-
tion model to solve it. In particular, we do not rely on
the network structure or similarity between tweets/users;
instead we exploit the correlation between hashtags by fo-
cusing on the probability of their adoption together.
5. CONCLUSION AND FUTUREWORK
In this study, we presented an approach to recommend
hashtags to the users solely based on their interests and
hashtags usage history, which in contrast to the approaches
in the literature, does not require the contents of tweets as
they are not always available since many users do not usu-
ally make their timelines publicly available due to the pri-
vacy concerns. In addition to that, all other methods suffer
from severe computation burden and lack of strong natu-
ral language processing techniques to analyze the contents
of tweets. We formulated the problem into an optimization
problem and integrated correlation between different hash-
tags into the equation and used widely used matrix factor-
ization technique to solve the problem via alternating least
squares scheme. Experiments demonstrate that our method
outperforms other baselines in recommending more accurate
hashtags to the users.
In future, we plan to replicate the study by investigating
the correlation between hashtags based on first discovering
their topics from the content of their corresponding tweets
through using topic modeling techniques such as LDA, and
then computing their topic similarity based on the existing
popular similarity measures. That way, we can integrate
more accurate correlation values between hashtags into our
matrix factorization model.
We are investigating other interesting research directions
such as time series analysis of the adoption of hashtags by
different users and extend the model to work well in pres-
ence of time slots in order to design seasonal hashtag recom-
mendation systems as well as incorporating demographics of
users specially gender of the users to recommend personal-
ized hashtags to them.
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