Short-time correlations in multivariate time series are notoriously difficult to detect. Extending the classical concept of correlation, we present a method to tackle this problem with little computational cost. In essence, the method uncovers multidimensional phase-locking and is especially useful for revealing changes of the dynamical coupling between different brain areas. The approach aL.,o permits us to estimate the shortest time-window in which the coupling occurs. Furthermore, the coupling can be quantified by a measure that defines a metric space. Therefore it may be used to identify task-dependent coupling hierarchies between two brain areas. We illustrate the analysis technique by studying the dynamical coupling between two brain regions involved in olfactory processing in the honeybee. We show that the neural activity in both areas is coupled with each other and that the coupling increases significantly during odor processing. 1
Introduction
Several experimental approaches in brain research, such &<; electroencephalography, magnetoencephalography, functional magnetic resonance, calcium-imaging and multielectrode recording provide multivariate time series from which the extraction of correlations between recording channels is of prime importance to understand how different brain regions interact. It is also of great interest to study whether these interactions change depending on the performed t&<;k. Many of such interactions emerge presumably over a short temporal window in which neither the probability density function (p.d.f.) p(X) of the original highdimensional data X(t) nor its moments can be properly estimated from the small set of available multivariate observations X(t) (:l; l(t) , .1;2(t), ... ,:l;n (t) ), where n is the number of channels. The limited size of a single data set must then be compensated by pooling data from several IThis paper is ba.'led on results presented at the 1st Ev. ' mpeIJ.' n IntenkisG'ipl' ina'f"V School on Nonl' ineaT Dynarrl'ic.~ JOT System and Signal Analys'is (E'Il1'OattT'lu; toT2000) in Warsaw, 6-15 June, 2000 , [Callin et aL , 2002 and at the workshop on Analysis and Modelling oj Event-Related H"ain Potent'ials: Cognit'ive and Ne'IJ.1'(J,l Appmaches in PotsdaJIl, 29 November-1 December, 2001. trials under the same experimental conditions. The shorter the correlation to be uncovered, the larger the number of trials . However, because of experimental constraints, the number of trials is often less than required and therefore short-time correlations remain unobserved. To overcome this problem, we propose a method that reduces finite-sample effects and at the same time generalizes the concept of correlation.
Consider the case of two signals :1:l(t) and :1:2(t). Our method does not rely on estimating the joint probability p( Xl, :1:2) or its moments. Instead we estimate the p .d.f. of the scalar </>(t), which is the instantaneous angular distance between the two signaL<; in phase space. Observe that for the same amount of observations N, the p.d.f. of a scalar can be better estimated than the p.d.f. of a two-element variable because the N realizations of the scalar are spread along one dimension whereas the N realizations of the two-element variable are spread over two dimensions.
We demonstrate that the angle </>(t) and the estimator of its p.d.f. carry useful information about the interdependence of the signals, even over shorttime windows. We provide a metric to quantify such interdependence and call it "dynamical coupling". The coupling can be understood as a measure of stochastic synchronization or phase-locking in the phase space where the signaL<; are embedded. Before we present our method, we briefly review standard ways to estimate statistical interdependence between signaL<;.
Methods based on the probability density function or its moments
A first step to quantify the degree of similarity between two signaL<; :1:i(t) and :1:j(t) from the observed values Xi = (:1:i (1), :1:i (2), ... ,:1:i(N) ) and Xj = (:1:j (1),:1:j(2), ... ,xj(N) ) is to calculate the
Xi -Xi . Xj -Xj i.e. the scalar product between both channels after removing mean values and normalizing to unity. For n channels one can analogously calculate the correlation matrix, whose entry in the ith row and jth column corresponds to corr (xi,Xj) . If the signals are not normalized to unity after removing the mean value, one obtains the covariance matrix instead of the correlation matrix. The covariance matrix is an estimator of the second-order central moment of X. The nth moment f-tn of X is calculated as
where E(:1:) stands for the expectation value of :1: . After removing the mean values of each channel :1:i, formula (2) gives the ,nth central moment.
If the signals are generated by a linear system or if the signals can be expressed as a multivariate autoregressive moving average (ARMA) process with normally distributed residuals [Priestley, 1996; Honerkamp, 1993] , then the second-order statistics of p(X), i.e. the covariance matrix, suffices to describe the relative dependence of the signals. However, as soon as the signaL<; are nonlinear or are nonlinearly coupled, higher-order moments of the p.d.f. have to be taken into account. In those cases, the higher-order moments also contain information about the detailed statistical dependence between the signals, which camlOt be uncovered by the covariance matrix. For a finite number N of observations, the estimation of higher moments deteriorates quickly with increasing order of the moment. For example, if the data are bounded between the values -L/2 and L/2 and the discretization size is 1, the first-order moment has to be estimated with N realizations out of L possibilities, the second-order moment with N realizations out of L2 and the nth moment with N realizations out of Ln. A way to partially balance this effect is to pool data from several trials. But since the number of trials is usually limited because of technical constraints, the search for short-time correlations through higher-order moments is often impractical as well. ' Instead of computing cross moments of successively higher order, one can quantify statistical dependences directly from the p.d.f. of each channel by calculating magnitudes like the mutual information [Shannon, 1948] or the Kullback-Leibler divergence [Kullback, 1959;  Kullback & Leibler, 1951] p(:r:l, :r:2) . log (" ) (" ) (h:l d:1:2 .
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The Kullback-Leibler divergence K is a measure of the deviation of a distribution p(X) from a nullhypothesis distribution po(X). For two observation channels :1;1 and :1;2, K is given by Observe that K reduces to M under the nullhypothesis that both channels are independent and therefore PO(X1, :1;2) = p(:q) . (:1;2) . The use of these information theoretical quantities convey several practical problems that make them useless to detect short-time correlations. The main difficulty is to estimate the p.d.f., for which a large number of data points is needed. Even if many observations are available, the estimation of the mutual information and the Kullback-Leibler divergence depends on the discretization size c of the bins used to estimate the probability density function.
Alternatively to the estimation of p(X) or its moments, it is also possible to search for correlations in the frequency domain. For example, the coherency of two signal.;; is defined as the correlation of their spectra at each frequency. Recently the concept of analytic signal has been succesfully applied to estimate the degree of synchrony between two channels [Rosenblum et al., 1998; Tass et al., 1998 ]. Given a real signal :r:(t) , the function represents its extension in the complex plane. Assuming that Zx(t) is an analytic function, :1;(t) and hx(t) are linked through the Hilbert transform, defined as 1 1 00 :1: (7) hx(t) = -P.V.
where P.V. stands for the Cauchy principal value of the integral. By inserting (4) into (3) one obtains the instantaneous amplitude Ax(t) and phase Ox(t) of the analytic signal. Given two signals :1;(t) and y(t) one can then calculate Ox(t) -Oy(t) to study the instantaneous synchronization of two signals. This method performs well also for coupled lowdimensional chaotic oscillators [Rosenblum et al., 1996] . Related approaches on phase synchronization are presented in [Allefeld & Kurths, 2004a] and in [Allefeld & Kurths, 2004b] .
The Hilbert transform as well as the coherency and other methods of quantifying correlations in the frequency domain require the time-window to be long enough to permit a reliable estimation of the spectrum. 
where c is the size of the discretization bins and 8(:1;) is the Heaviside function. The same procedure is applied to the second channel y and to z, the joint event of :1; and y, whose phase space is constructed as the concatenation of the phase spaces of :1: and y: z = (x, y). Then the mutual information is computed as
is defined as the time-resolved mutual information.
If one plots M(c) as a function of log(c), the graph exhibits a negative slope. The slope increases in absolute value with m and eventually saturates if the representation of the signals in the phase space has some low-dimensional structure, i.e. if the dynamics has a low-dimensional global attractor. It has been shown [Pawelzik, 1991] that the fractal dimension of a global strange attractor can be better estimated from two time series by means of the mutual information than from only one time series by means of the entropy. In principle, the time-resolved mutual information can be used to detect instantaneous correlations . In practice, however, problems arise when interpreting Mt(€) because it depends on the coarse-grain parameter € and on the embedding dimension m, which does not converge unless the data have a low-dimensional structure. Thus, for signals of high-dimensional structure, the fluctuations of Mt(€) are mainly due to a . poor sampling of the phase space rather than significant changes of correlation. In addition, the (time-resolved) mutual information is computationally expensive. However, this approach suggests that the phase space is a natural framework to search for correlations between signals. In the next section we present in detail a method to uncover (short-term) correlations in the phase space with little computational cost. Preliminary results have been given in [Ritz et al., 2001J. 
Methods and Computational Experiments

Angular distance 'ln the phase space
We first proceed to reconstruct the pha..<;e space of the signaL<; by using delay coordinates with the same sampling interval T for each channel. Let us consider only two channels :r: and y. The vectors
x(t) = (:r:(t), :r:(t+T), :l:(t+ 2T), ... , :r:(t+ (m -l)T)) y(t) = (y(t), y(t+T), y(t+2T), . . . , y(t+ (m-1)T))
represent a sliding time-window of length m . T. For increasing time t the vectors draw two mdimensional trajectories in the pha..<;e space. The dimension of the pha..<;e space m and the sampling interval T are free parameters but we will show be-. low (see Sec. 3.3) how to choose both in an optimal manner. Within this framework it is now very intuitive to define the degree of similarity between both signals over the sliding short-time window a..<; the angle between their respective vectors:
Observe that the expression
x(t) . y(t)
cos ¢(t) = Ix(t)1 . ly(t) 1 (5) resembles the correlation coefficient over the sliding short-time window of length m . T. However, there is a subtle difference to point out: in contra..<;t to (1),
the mean values of each signal over the short-time window are not removed in (5) . Removing the mean values would be equivalent to stretch or shrink the axis of the pha..<;e space at each point in time . Thus, when calculating the sliding correlation coefficient over short-time windows, one should not forget that removing the mean value is inconsistent with the phase space representation of the signals.
In the following, we will not consider cos ¢, but the angle ¢ itself, because it has a direct geometrical meaning. The values of ¢(t) can be regarded a..<; realizations of a stocha..<;tic process. The ba..<;ic idea in our approach is that the estimated p.d.f. of ¢ characterizes the coupling between signals with low computational cost. The following examples will support this statement. In the first example we consider two identical systems X, Y that are driven by two different stochastic forces and study the effects of correlation between the external forces. In the second example we consider two identical systems driven by correlated stocha..<;tic forces, however, the systems' parameters are changed at a certain time.
Example 1. Let the dynamics of systems X and Y be described by 'f/(t) . e(t' )) = OVt, t' . For the numerical example This method detects the change in correlation of the inputs 'r/ and e. When there is no correlation at all, the phase-difference is uniformly distributed. As soon as the inputs are correlated, there appears a stochastic phase-locking of the outputs x and y, as We observe that in this first example all the three methods, (i) correlation coefficient, (ii) phasedifference of analytic signal<; and (iii) angular distance in the phase space uncover successfully the underlying correlation between the signab. In essence, the correlation coefficient mea..<;ures the correlation between the driving forces. Through the Hilbert transform, it is possible to detect a stocha..<;-tic pha..<;e-locking between the analytic signal<; :1; and y, which is due to the correlation of the driving forces. The p.d.f. of ¢ is sensitive to the correlated direction-sampling of the (m = n + 1 = 11)-dimensional phase space by :E and y, as we will see later OIl.
. Example 2. Let the dynamics of systems X and Y be again given by
respectively. At some point in time, however the parameters a and b of both systems are now switched rJ(t) . e(t')) = 0.6 . Ott' before and after the transition. In this example, we notice important differences between the performance of the three methods: the correlation coefficient in the simulation is 0.52 before and 0.51 after the transition. The distribution of the phase-difference of the analytic signals does not show any significant change either [ Fig. 2(a) ].
In contra..<;t, the p.d.f. of <p detects the transition of the dynamics: the distributions before and after the transition have similar mean values (60° and 59° respectively) but they have different variance and skewness [ Fig. 2(b) ].
The correlation coefficient and the phasedifference of analytic signals basically measure the amount of correlation of the input to the system, i.e . the driving force, but they neglect the translation of such correlation into the output. This 591 happens because both mea..<;ures are based on lowdimensional projections of the phase space and therefore do not capture its whole structure. The correlation coefficient measures correlations only in one dimension of the pha..<;e space and the Hilbert transform gives the phase of a signal on a twodimensional embedding, the complex plane of the analytic signal. However, the signals :1; and y of both examples can be only embedded in a pha..<;e space of m = n + 1 = 11 dimensions. It is therefore interesting to a..<;k to which quantity the p.d.f. of <P is particularly sensitive to. To answer this question, observe that each of Eqs. (6)- (8) 
. ,:l;(t -n)) ·
Yt = (y(t), . .. ,y(t -n))
Observe that if'1Jt and et are independent the mean and the skewness vanish, but the variance does not. In general, for two identical correlated ARMA models, numerical simulations indicate that the mean value and the skewness of ¢ increase with increa..<;-ing correlation of the input wherea..<; the variance decrea..<;es with the bandwidth of the spectra. Taking (9) into account, we may rewrite (10) a..<; :l:a(t) . Va(t) = '1Jt . Q . e t where Q = b0b. a · a From this expression we deduce that the product :l:a(t) . Va(t) mea..<;ures the relative orientation of '1Jt and e t with the pseudornetric Q (the prefix "pseudo-" drops out if Q is positive definite), which is determined by the system. Thus, the angular distance between two signaL<; in the pha..<;e space accounts for how a correlation in the input is transformed by the system into the output.
Optimal embedding for angular distances
In the previous examples we knew the dimensionality (m = 11) of the signaL<;. But in applications it is usually difficult to find out a proper model for the mea..<;ured signals and hence, the actual dimension of the pha..<;e space in which ¢(t) has to be calculated remains unknown. However, we show here that it is possible to estimate an optimal embedding for ¢(t) by means of the symmetrized Kullback-Leibler divergence G [Schreiber, 1999] ,
where P(s) and Q(s) are two probability distributions of s to be compared. The symmetrized Kullback-Leibler divergence expresses the knowledge about one p.d.f. when we completely know the second. In other words: G mea..<;l1res how different two distributions are from an informationtheoretical point of view. Take again the system of Example 2. Its dynamics can be completely embedded in an (m = 11 )-dimensional pha..<;e space.
Thus, increa..<;ing the dimension by taking more delay coordinates than rn = .11 will not improve our knowledge of X, Y nor of the coupling between both, no matter what a and b are. This means that the symmetrized Kullback-Leibler divergence between the p.d.fs. of ¢ before and after the tran-
embedding dimension m ******************* sition should saturate around m = 11 dimensions, and that is actually what we observe (Fig. 3) .
Remarks
Neurophysiological data often contain nonstationary slow-component artifacts, called dTifts, that are due to movements of the subject, of the electrodes, etc. Before applying our method such drifts must be removed with an appropriate high-pass filter. Otherwise, the origin of the phase space would not be fixed. This would strongly reduce the diagnostic value of <fJ(t).
Analysis of Neural Data
Stimulus-induced change of the dynamical coupling
We now present an application of our method to neurophysiological data. In Fig. 4 , the two upper traces are simultaneous extracellular recordings of neural activity in the brain of the honeybee (sampling rate: 1 kHz; preprocessing: band-pa..<;s filter between 5 and 100 Hz). Each electrode wa..<; located at the top of the rnv,shTOorn body of one brain hemisphere; the mushroom bodies are central processing stages in insects, necessary for spatial orientation and for the storage of long-term memory [Menzel, 1994] . We study whether the global neural activity of the mushroom bodies in both hemispheres is correlated and whether there is a change in the correlation during odor processing. The stars above the traces in Fig. 4 indicate an odor presentation (duration: one second). Observe the high degree of activity in both hemispheres in the absence of stimulation. The ongoing activity shows episodes of strong irregular oscillations with a frequency peak at around 20 Hz. During stimulation the peak smears out to lower and higher frequencies (data not shown). The lower panel of Fig. 4 depicts the angle cjJ between both signaL<; in the phase space at each point in time (7 = 5 ms, m = 30) . During stimulation cjJ seems to stabilize around a fixed value whereas its variations are more pronounced during the ongoing activity. This points at an increase in the dynamical coupling of the signaL<;: the angle between the signals, no matter whether it is large or small, it is less variable during stimulation. In other words, during stimulation, the movement of the vector x(t) is constrained more strongly by y(t) and vice versa. Thus, it is not only the angle cjJ (t) itself that represents the correlation, but also its temporal stability. In fact, as we have shown above (see Methods) the whole distribution of cjJ characterizes the coupling. Therefore we construct a histogram of cjJ values during one second of ongoing activity and another histogram of the values of cjJ during one second of stimulation. For the histograms we gather values of cjJ(t) from 50 trials (10 times 5 different odorants). As a reference, we also plot the histogram for the angle obtained between signaL<; recorded from different bees on different days, which are supposed to be uncorrelated. For this case, we expect the histogram of cjJ to be centered at 90°. In fact, since x(t) and y(t) are independent in this case, most of the time they will be orthogonal to each other in a high-dimensional · space. The three histograms are shown in Fig. 5 . They all are significantly different from each other.
The error bars were calculated by bootstraping the set of cjJ values.
Defining a metric for the coupling
Interestingly, the mean values of the distributions just before and during stimulation are rather similar. However, the variance and the skewness are different. This reminds us of Example 2 (see Sec. 2.1) where the same amount of correlation led to the same mean value of cjJ before and after the transition. In any ca..<;e, this result confirms again that the whole distribution of cjJ(t) carries information about the coupling dynamics and thus, about the (shortterm) dependence ofthe signal<;. We therefore define the degree of correlation a..<; the distance between a given distribution of cjJ(t) and the distribution of cjJ(t) for randomly chosen signals. In other words: the coupling is the deviation from randomness of cjJ(t). It only remains to find a proper mea..<;ure of distance between distributions. We propose to use again the symmetrized Kullback-Leibler divergence G. This mea..<;ure satisfies the triangular inequality and hence defines a metric on the space of distributions [Schreiber, 1999] .
Our calculation for m = 30 yields the results shown in Table 1 . The errors are calculated from the values of G between bootstrapped distributions. They delimit a 95% confidence interval. Observe that the distributions of cjJ during odor presentation but also during ongoing activity deviate significantly from randomness. Furthermore, during odor presentation the distance to randomness is significantly larger than during ongoing activity. This means that ther-e is a significant incr'ease of cor--r-elation or' coupling between the signals dur-ing odor' p1'Ocessing and hence, between the mush1'00m-body activity of both bmin hemispher-es. Such increa..<;e of coupling wa..<; completely overseen by the correlation coefficient and the phase-difference distribution of the analytic signals (data not shown). Concerning the angular distance in phase space, we notice that although the distributions for ongoing activity and odor presentation have similar mean values (approx 70°), the variance and skewness are different (see Fig. 5 ). This situation is analogous to that of Example 2 (see Sec. 2.1) and invites us to speculate about the biological meaning of the stimulus-induced change of coupling. The comparison with Example 2 suggests that both mushroom bodies are correlated to the same degree all the time and that the stimulus triggers a transition in the dynamics that makes the communication between both mushroom bodies more efficient. The constant correlation of the mushroom bodies with or without stimulation may reflect the underlying anatomical connectivity. The stimulus-induced transition from a narrow-band dynamics to a broadband one may indicate an increase of the complexity in the global neural dynamics during odor processing. One implication of G being a metric is that, when there are multiple dynamical states, clustering techniques can be applied to reveal ta..<;k-dependent hierarchical structures among those states. Another interesting implication is that we can represent our results geometrically, as in Fig. 6. 
Optimal choice of T and m.
Embedding the coupling
As mentioned above, T and rn can be chosen in a meaningful way. We now show how to make a proper choice of both. The reconstruction of the phase space through delay coordinates is a transformation that preserves the topology but not the norm . That means that Odor Presentation Randomly Chose Signals 6±1 o 15 ± 2 11 ± 1 15 ± 2 o we do not reproduce the pha..<;e space exactly, but a variant of it in which the reference axes are globally stretched or shrunk. This effect is especially pronounced when the time lag T is very small. In this case, there is a strong linear correlation between the values of successive coordinates in phase space and hence, the angles between vectors are systematically distorted. To avoid this phenomenon, it is recommended to choose T according to the standard procedures of attractor reconstruction [Takens, 1981; Fraser & Swinney, 1986] . For the mea.."lured electrophysiological signals the optimal value turns out to be T = 5 ms, given our time resolution of 1 ms.
The dimension of the pha..<;e space, or equivalently the width of the sliding (short-)time window, can be chosen according to the following criterion. As in Fig. 7 , we plot the Kullback-Leibler distance G between the 1> distributions for several m. We observe that the distance between ongoing activity and randomly chosen signals a..<; well a..<; the distance between odor presentation and randomly chosen signals increase with m.
However, the distance between the distributions of 1> during ongoing activity and during odor processing saturates between m = 20 and m = 30. This implies that the coupling between signals can be embedded in a pha..<;e space of at most m = 30 dimensions, and equivalently, that the shortest time-window in which one ha..<; to search for significant changes of correlated activity between both hemispheres is m . T = 20 . 5 ms = 100 ms. The other curves do not saturate because the deviation from random coupling, G, is more pronounced, the higher-dimensional the space. This is due to the fact that with increa..<;ing m the randomly coupled vectors become orthogonal more quickly than vectors bound by some coupling. 
