Abstract-This paper deals with the design of multivariable controllers for stable linear time-invariant multi-input multi-output (MIMO) systems, with an unknown mathematical model, subject to constant reference/disturbance signals and actuator saturation constraints. A new controller parameter optimization approach, which can be carried out experimentally with no knowledge of the plant model nor of the order of the system, is proposed. The approach has the advantage that controllers can be tuned by perturbing only the initial conditions of the servocompensator, and that the order of the resulting controller obtained can be specified by the designer. Implementation of the proposed controller design approach is described, and an experimental application study of the proposed method applied to a multivariable system with industrial sensor/actuator components is presented to illustrate the feasibility of the design method in an industrial environment.
I. INTRODUCTION
Many modern control techniques such as Model Predictive Control (MPC), Linear Quadratic Gaussian (LQG) control, and H-infinity control are model-based control methods. If the dynamic model of the process is initially unknown, one can obtain the model by way of system identification. In general, system identification is a time consuming and expensive process, especially in the process industry where processes are typically large scale systems with complex dynamics and long time constants. The difficulties in obtaining a process model has motivated the interest and effort made towards developing controller design methods which are non modelbased.
Ziegler-Nichols (ZN) [1] is a popular heuristic method for tuning the parameters of a Proportional-Integral-Derivative (PID) controller. The method does not require knowledge of the plant's mathematical model and the controller gains can be computed based on open-loop step responses of the system. Even though the ZN method is very straight forward to use and often produces acceptable closed-loop performance, the method is applicable only to single-input single-output (SISO) systems that are open-loop asymptotically stable. A survey of other single-loop PID tuning techniques can be found in [2] . One possible approach for extending the application of the ZN method to MIMO asymptotically stable systems is by using a multi-loop PID scheme, where PID controllers are tuned specifically for each pair of inputs and outputs via the ZN method. The one-to-one pairing of the inputs and outputs can be selected based on a matrix known as the Relative Gain Array (RGA) [3] . RGA provides an indication of the level of interaction which occurs between
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Extremum seeking (ES) in [5] is a model-free, gradientbased method that can be used for tuning parameters of a feedback law. The gradient of the performance index, which is used in updating the controller parameters, is estimated based on the variation of the performance index in response to the perturbed controller parameters. In general, the method is mainly applied to SISO systems and setting up an extremum seeking controller tuning scheme for an unknown system is a non-trivial task since the achievable domain of attraction and convergence rate of the ES scheme depends on careful selections of multiple ES parameters (e.g., see [6] - [8] ). In addition, as stated in [9] , there are no systematic means of multivariable design for unknown systems, using this approach.
Another model-free, gradient-based tuning method is the iterative feedback tuning (IFT) [10] . At each step of the iterative design, IFT uses only input-output data from closed-loop experiments to estimate the gradient of the cost function. The main drawback of IFT is the increase in complexity when applying to MIMO systems [11] .
In this paper, we propose an alternative solution to the design of practical controllers for multivariable process control type problems, in which there is no need to estimate the gradient of the performance index. The proposed approach provides a systematic method of multivariable design for MIMO unknown systems, copes with stability and actuator saturation constraints, and requires essentially no a priori knowledge of the plant. We will assume the plants or processes are open-loop asymptotically stable and are subject to constant reference inputs and constant unmeasurable disturbances, which are common assumptions made in the process industries [12] .
II. PROBLEM STATEMENT
Assume a sampled system to be controlled is described by the following linear shift-invariant model:
where x k ∈ R n is the state of the system, u k ∈ R m is the input, y k ∈ R r is the output, ω ∈ R Ω is a constant input disturbance, y re f ∈ R r is a constant reference input, e k ∈ R r is the error in the system, and there is no knowledge of the plant parameters (A, B,C, E, F) nor of the order n. It is assumed, however, that A is asymptotically stable 1 , the control input u k can be excited, the outputs y k can be measured, and that the plant is sampled with a sampling period h > 0 . The objective is to find a controller to solve the robust servomechanism problem (RSP), as described in [13] , for this system, i.e., to find a linear, shift-invariant controller so that 1) the closed-loop system is asymptotically stable, 2) lim k→∞ e k = 0 for all x 0 ∈ R n , u 0 ∈ R m , ω ∈ R Ω , y re f ∈ R r , and 3) property 2 holds for all perturbations in the plant model which do not cause the perturbed closed-loop system to become unstable. Lemma 2.1 ( [13] ): The necessary and sufficient conditions for the existence of a solution to the RSP are that the following conditions should all hold: 1) (C, A, B) is stabilizable and detectable, 2) m ≥ r, and 3) (C, A, B) has no transmission zeros at 1, i.e., rank( A−I B C 0 ) = n + r. Definition 2.1: Define the steady-state tracking gain matrix of the system (1) to be
Since the system has been assumed to be open-loop asymptotically stable, the conditions of Lemma 2.1 are equivalent to requiring the steady-state tracking matrix Γ to have full row rank [14] , i.e., rank(Γ) = r. Also define the steady-state disturbance gain matrix of the system to be
In reality, actuator saturation constraints are always present in every "real world" problem; thus, an additional necessary condition for the existence of a solution to RSP is that the control inputs of the plant should be sized so that the steady state value of the i th control input u ∞ (i) is within the saturation bounds of the i th actuator u Sat (i), i = 1, 2, . . . , m. In particular, assuming rank(Γ) = r, it is assumed that the tracking and disturbance signals applied to the plant have the property that |u ∞ (i)| < |u Sat (i)|, i = 1, 2, . . . , m, where u ∞ is given by:
where
It is shown in [14] that both Γ and Λ can be measured experimentally by carrying out a finite number of steady-state experiments on the system.
III. CONTROLLER STRUCTURE
Assuming that rank(Γ) = r, the following multivariable two-term controller for the plant (1) is now proposed
is defined as the servocompensator and where S = Γ + is a decoupling matrix, and K P , K I are scalar parameters of the controller. Controller (5) can be considered to be a generalization of the tuning regulator introduced in [14] . It is shown in [15] that the tuning regulator
where S = Γ + and ε > 0, has the properties that 1) it solves the robust servomechanism problem.
2) it can be implemented without knowledge of the plant model. 3) There exists an ε * > 0 such that, for all ε ∈ (0, ε * ] and t ≥ 0, u(t) ≤ u Sat , i.e., the control input actuators will not saturate at all times.
In view of the first property of the tuning regulator, it can be shown that sufficiently small values for the K P and K I parameters in controller (5) guarantees closed-loop stability [16] .
IV. CONTROLLER PARAMETER SELECTION
Motivated by the optimal transient response shaping results in [17] , [18] , we propose that K P and K I are to be chosen by solving one of the two parameter optimization problems presented below, which will be referred to as optimization problem A and optimization problem B.
A. Optimization Problem A
The K P and K I parameters will be chosen so as to minimize the performance index
where N is a sufficiently large number to approximate infinity, subject to
and where the scalars µ, θ are chosen to be µ > 0 and θ ≥ 0. The motivation for choosing such performance indices can be understood by noting that ∆z k can be re-written as ∆z k = θ (e k − e k−1 ) + he k−1 , and if ∆z k = 0, this implies e k = (1 − h θ ) k e 0 , i.e., the error response has a smooth, noninteracting decaying exponential type of behavior whose time constant is set by the θ value [17] . It is to be noted that ∆z k and ∆u k in (8) can always be physically measured.
Substituting the controller (5) into (9) yields the closedloop equationsx
Next, on substituting the ∆z k and ∆u k from (12) into performance index (8), we obtain
If we apply the change of variables i = k − 1, (14) becomes
whereP > 0 is the solution of the discrete Lyapunov equationÃ
The initial condition in (16) , when x 0 = 0, η 0 = 0, can be expressed asx
From (16), we can define the following performance indices:
• Assume (x 0 = 0, η 0 = 0, ω = 0, y re f = 0):
where tr(·) = trace(·). This performance index measures the "average cost" of (8) over all initial conditions ω uniformly distributed on a unit disk ball [16] . Likewise, we can define the following performance index:
B. Optimization Problem B The K P and K I parameters will be chosen so as to minimize the performance index
subject to
and where µ > 0 and θ ≥ 0. The motivation for choosing such a performance index can be understood by noting that ∆z k can also be expressed as ∆z k = θ e k + ∆η k , and if ∆z k = 0, we achieve a smooth, noninteracting error response given by
It is to be noted that we assume N is sufficiently large so that the closed-loop system approximately reaches steady-state values. In this case, it can be noted that ∆z k and ∆u k can be physically measured to any degree of accuracy depending on the choice of N.
Following the same procedure as presented under Optimization Problem A, we can now define the following performance indices:
• Assume (y 0 = 0, η 0 = 0, ω = 0, y re f = 0):
V. PROPOSED CONTROLLER TUNING APPROACH It can be observed that minimizing the performance index J Ay re f (20) will yield the same optimal controller as minimizing J Bη 0 (26). In other words, we can indirectly tune the controller for optimal tracking performance by perturbing only the states of the servocompensator η 0 while minimizing performance index J B (21) . This approach is advantageous as the tuning process can then be carried out without perturbing the plant's initial states or changing the plant's tracking set-points. For systems or processes where the disturbance ω can not be measured nor excited, we propose to tune the parameters of the controller by minimizing either the performance index J Ay re f (20) or J Bη 0 (26) and have no disturbances acting upon the system during the optimization process. It can be shown that a controller which is tuned by minimizing the average cost J Bη 0 (26) will also perform well for disturbance rejection.
Choosing the optimization problem B method over A has the additional advantage that performance index J B (21) is less sensitive to noise. If we assume the plant's output signal y k is superimposed with an additive white Gaussian noise W k with zero mean and finite variance, it can be shown that the difference terms e k − e k−1 and u k − u k−1 embedded within the structure of performance index J A (8) give rise to another noise term with twice the variance of W k [19] . This implies that it becomes more difficult to obtain reliable cost values as the controller gains increase when solving optimization problem A.
VI. EXPERIMENTAL IMPLEMENTATION OF PROPOSED CONTROLLER DESIGN
The evaluation of the performance index J Bη 0 (26) requires either a knowledge of the plant model or an infinite number of experiments to be performed in order to measure the "average cost" over all initial conditions η 0 uniformly distributed on a unit disk ball. Instead, we propose to take the approach of evaluating the performance index J B (21) using only the measurable signals e k , η k , u k , η ∞ , and u ∞ for a finite number of η 0 points uniformly distributed on the unit disk ball. Each point on the unit ball corresponds to carrying out an experiment and measuring the cost. The average value of the measured costs represents an approximate value to the true value of J Bη 0 and the approximation improves as we increase the number of points on the unit ball. For convenience, we will denote the points chosen on the unit ball by a set denoted by Z . For example, the set
where the subscript η 0 indicates the variable of interest, represents the choice of 5 η 0 signals that are uniformly distributed on half of the unit disk. In this case, a total of 5 experiments is performed (each time with a different η 0 ) and an average value of the respective costs is then obtained. This average value is then used as one data point in the controller parameter optimization. The experimental approach described can also be adopted for measuring the average cost over y 0 , y re f or ω signals that are uniformly distributed on the unit ball.
A. Performance Index Modification
To assure that the resultant closed-loop system remains stable during the experimental parameter optimization, the following modified performance indices are used:
if actuators do not saturate; 10 20 , otherwise; (28) where J A is given by either (19) or (20) , and where ∆z k = θ (e k − e k−1 ) + he k−1 and ∆u k = u k − u k−1 . Likewise,
if actuators do not saturate; 10 20 , otherwise; (29) where J B is given by either (25) or (26), and where ∆z k = θ e k + (η k − η ∞ ) and ∆u k = u k − u ∞ . Here the measure of instability used is that if the control signal saturates it is assumed that the closed-loop system is unstable. The duration of each experiment is chosen to be long enough such that both transient and steady state responses are captured, i.e. N is a sufficiently large number to approximate ∞. When actuator saturation occurs, due to system instability, a large value such as 10 20 can be assigned to the performance index value J. This will force the optimization algorithm to converge to a set of controller gains that will maintain closedloop stability and will not cause the actuators to saturate. This implies that the parameter optimization algorithm must not fail on discontinuous or non-differentiable functions, and in this case the Nelder-Mead algorithm [20] , which has this property, was used. It is also desired to avoid actuators from saturating since a non-linear phenomenon known as reset windup [21] will occur if a controller with integral action is used which saturates.
VII. OPTIMIZATION PROCEDURE
The controller parameter optimization process can be summarized into the following steps:
1) Choose a performance index either (19) , (20), (25) If a desired closed-loop response is not achieved, this may or may not be due to the plant having nonminimum phase effects. Alternately, it may be due to the simplicity of the two-term controller being used, and so one could repeat the design process using a more complex controller.
VIII. SIMULATION EXAMPLE

A. Description of the Williams and Otto Chemical Plant
The Williams and Otto chemical plant in [22] is described by a 41 st order model with 4 inputs, 4 outputs, and 3 disturbance input channels. The system is sampled with h = 0.01s, and the resultant sampled system is open-loop stable and minimum phase. It is to be noted that the mathematical model of the plant is used only to carry out simulations, but it is not used for controller design. Since actuator constraints were not given in [22] , we assume that the operating range of the control signals is given by
The steady-state tracking matrix Γ (2) is experimentally obtained to be: 
B. Control Design for Williams and Otto Chemical Plant
In this problem, it is desired to design a controller to provide disturbance rejection for the case of constant disturbances in ω(1), ω(2), ω(3). The tuning regulator (7) with ε = 10 −2 is first applied to the plant and the twoterm controller (5) is then obtained by minimizing the performance index J Aω (19) using θ = 0, µ = 10 −6 . The optimization is carried out under the system settings of:
and the starting parameters (K P , K I ) = (5.00 × 10 −4 , 1.00 × 10 −5 ). The above settings correspond to approximating the performance index J Aω (19) ; in this case the optimal control gains K P and K I are found to be
The two-term controller (5) is then redesigned using θ = 20 for performance index J Aω (19) , while holding all other settings to be the same. In this case, the new optimal control gains obtained are
Simulation of the disturbance input ω = 1 0 0 ⊤ is given in Figs. 1 and 2 for the resulting closed-loop system. It is seen that the controller designed with θ = 20 produces significantly less transient oscillations as compared to the case when θ = 0, but is slower (as expected due to the structure of the performance index when θ = 0). It is to be noted that we must be able to excite the disturbances in order to carry out this optimization, and the order of the resulting controller obtained is low (4 th order). 
IX. EXPERIMENT: INDUSTRIAL HYDRAULIC SYSTEM
The purpose of this section is to validate, experimentally, the effectiveness of the proposed controller design approach via the use of an experimental test bed known as MARTS [23] . A description of MARTS and the details of the experimental setup are initially provided. Thereafter, we concentrate on the experimental results.
A. Description of MARTS
The experimental test bed is called MARTS(Multivariable Apparatus for Real Time Systems) [23] and is composed of two interconnected vessels, a network of pipes and valves, and a variety of industrial commercial process-control sensors and actuators that monitor/control a hydraulic dynamic process. The setup which we are concerned with is shown in Fig. 3 . The objective in using this configuration is to find a controller to control the position of the water level in both vessels by using only the two control valves. The controller design process can be challenging due to nonlinear effects of the plant, time delays, actuator valve dynamics, as well as actuator saturation and sizing effects, and interaction effects when the interconnecting valve 1 linking the two vessels is "widely" open.
In Fig. 3 , the control inputs to the plant are valve control voltages for the two control valves that affect the amount of water inflow into the two vessels. The outputs of the plant are the water height measurements in the two water vessels via sensors. There are two disturbance inputs to the plant that provide unmeasurable water inflow disturbances via digital on/off control inputs. To perform real-time control, a Windows-based PC running MATLAB Version 7.2.0.232(R2006a) with the Real-Time Windows Target software is inserted within the control loop.
B. Control Design for MARTS
MARTS is an open-loop stable plant (but not asymptotically stable) under the configuration shown in Fig. 3 . Thus to stabilize the system, we precondition the system with a stabilizing output feedback u k (1) = −10y k (1) and u k (2) = −10y k (2) so that steady-state measurements can be made. With MARTS sampled at h = 0.1 seconds and with the interconnecting valve between the water vessels set as θ = 30 • , the steady-state tracking matrix Γ was obtained experimentally to be:
The two-term controller (5) is obtained by minimizing the performance index J By 0 (25) using θ = 0, µ = 1. The optimization is carried out under the system settings of:
, and ω = off off , and the starting controller parameters were chosen to be (K P , K I ) = (1.00 × 10 −2 , 5.00 × 10 −3 ). By carrying out the optimization process, the optimal control gains K P and K I are found to be
The measured closed-loop system waveforms are given in Figs. 4 and 5. It is seen that the response of the system is fast and non-oscillatory. It should be emphasized that at no time during the design phase, was system identification performed. Moreover, the output responses we obtain are very similar to the ones obtained by using a model-based controller [24] . It is to be noted that the choice of carrying out the experiments by perturbing y 0 was made, to show that it is not essential to actually apply physical tracking signals or disturbance signals to design a controller for a plant.
X. CONCLUSIONS
In this paper, a new method of designing multivariable robust servomechanism controllers for MIMO open-loop stable systems, subject to constant references and disturbances, has been proposed and successfully applied to a real physical plant. The method requires no knowledge of the plant model nor of the order of the system, but assumes the inputs can be excited, and the outputs can be measured. The controller parameters are optimized by minimizing the average cost of a performance index over the plant initial conditions, or disturbance/ tracking signals uniformly distributed on a unit disk ball. An important advantage that the method offers is that optimizing for tracking performance can be achieved by perturbing only the initial conditions of the servocompensator while minimizing the noise insensitive performance index. In the paper the controllers studied were multivariable proportional-integral controllers; it is clear that more complex controllers could also be used. 
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