Abstract. We consider least-squares problems where the coe cient matrices A; b are unknown-butbounded. We minimize the worst-case residual error using (convex) second-order cone programming, yielding an algorithm with complexity similar to one singular value decomposition of A. The method can be interpreted as a Tikhonov regularization procedure, with the advantage that it provides an exact bound on the robustness of solution, and a rigorous way to compute the regularization parameter. When the perturbation has a known (e.g., Toeplitz) structure, the same problem can be solved in polynomial-time using semide nite programming (SDP). We also consider the case when A; b are rational functions of an unknown-but-bounded perturbation vector. We show how to minimize (via SDP) upper bounds on the optimal worst-case residual. We provide numerical examples, including one from robust identi cation and one from robust interpolation.
Accuracy is the primary aim of LS and TLS, so it is not surprising that both solutions may exhibit very sensitive behavior to perturbations in the data matrices (A; b). Detailed sensitivity analyses for the LS and TLS problems may be found in 12, 18, 2, 44, 22, 14] . Many regularization methods have been proposed to deTo appear in SIAM Journal on Matrix Analysis and Applications, 1997. y Ecole Nationale Sup erieure de Techniques Avanc ees, 32, Bd. Victor, 75739 Paris, France. Internet:
(elghaoui, lebret)@ensta.fr crease sensitivity, and make LS and TLS applicable. Most regularization schemes for LS, including Tikhonov regularization 43], amount to solve a weighted LS problem for an augmented system. As pointed out in 18], the choice of weights (or regularization parameter) is usually not obvious, and application-dependent. Several criteria for optimizing the regularization parameter(s) have been proposed (see e.g. 23, 11, 15] ). These criteria are chosen according to some additional a priori information, of deterministic or stochastic nature. The extensive surveys 31, 8, 21 ] discuss these problems and some applications.
In contrast with the extensive work on sensitivity and regularization, relatively little has been done on the subject of deterministic robustness of LS problems, in which the perturbations are deterministic, and unknown-but-bounded (not necessarily small). Some work has been done on a qualitative analysis of the problem, where entries of (A; b) are unspeci ed but by their sign 26, 39] . In many papers mentioning leastsquares and robustness, the latter notion is understood in some stochastic sense, see e.g. 20, 47, 37] . A notable exception concerns the eld of identi cation, where subject has been explored using a framework used in control system analysis 40, 9] , or using regularization ideas combined with additional a priori information 34, 42] .
In this paper, we assume that the data matrices are subject to (non necessarily small) deterministic perturbations. First, we assume that the given model is 
We say that x is a Robust Least Squares (RLS) solution if x minimizes the worst-case residual r(A; b; ; x). The RLS solution trades accuracy for robustness, at the expense of introducing bias. In our paper, we assume that the perturbation bound is known, but in x3.5, we also show that TLS can be used as a preliminary step to obtain a value of that is consistent with data matrices A; b. In many applications, the perturbation matrices A, b have a known structure. For instance, A might have a Toeplitz structure inherited from A. In this case, the worst-case residual (1) might be a very conservative estimate. We are led to consider the following Structured RLS (SRLS) problem. Given A 0 ; : : : ; A p 2 R n m , b 0 ; : : : ; b p 2 R n , we de ne for every 2 
We say that x is a Structured Robust Least Squares (SRLS) solution if x minimizes the worst-case residual r S (A; b; ; x).
Our main contribution is to show that we can compute the exact value of the optimal worst-case residuals using convex, second-order cone or semide nite programming (SOCP or SDP). The consequence is that the RLS and SRLS problems can be solved in polynomial-time, and great practical e ciency, using e.g. recent interior-point methods 33, 46] . Our exact results are to be contrasted with those of Doyle et. al 9] , which also use SDP to compute upper bounds on the worst-case residual for identi cation problems. In the preliminary draft 5], sent to us shortly after submission of this paper, the authors provide a solution to an (unstructured) RLS problem, which is similar to that given in x3.2.
Another contribution is to show that the RLS solution is continuous in the data matrices A; b. RLS can thus be interpreted as a (Tikhonov) regularization technique for ill-conditioned LS problems: the additonal a priori information is (the perturbation level), and the regularization parameter is optimal for robustness. Similar regularity results hold for the SRLS problem.
We also consider a generalisation of the SRLS problem, referred to as the linearfractional SRLS problem in the sequel, in which the matrix functions A( ), b( ) in (2) depend rationally on the parameter vector . (We describe a robust interpolation problem that falls in this class in x7.6.) Using the framework of 9], we show that the problem is NP-complete in this case, but that we may compute, and optimize, upper bounds on the worst-case residual using SDP. In parallel with RLS, we interpret our solution as one of a weighted LS problem for an augmented system, the weights being computed via SDP. The paper's outline is as follows. Next section is devoted to some technical lemmas. Section 3 is devoted to the RLS problem. In section 4, we consider the SRLS problem. Section 5 studies the linear-fractional SRLS problem. Regularity results are given in Section 6. Section 7 shows numerical examples.
2. Preliminary results. 2.1. Semide nite and second-order cone programs. We brie y recall some important results on semide nite programs (SDPs) and second-order cone programs (SOCPs). These results can be found in e.g. 4, 33, 46] . The problem dual to problem (5) is maximize ?TrF 0 Z subject to Z 0; TrF i Z = c i ; i = 1; : : : ; m; (6) where Z is a symmetric N N matrix and c i is the i-th coordinate of vector c. When both problems are strictly feasible (that is, when there exists x; Z which satisfy the constraints strictly), the existence of optimal points is guaranteed 33, thm.4.2.1], and both problems have equal optimal objectives. In this case, the optimal primal-dual pairs (x; Z) are those pairs (x; Z) such that x is feasible for the primal problem, Z is feasible for the dual one, and F(x)Z = 0.
A second-order cone programming problem is one of the form minimize c T x subject to kC i x + d i k e T i x + f i ; i = 1; : : : ; L;
where C i 2 R n i m , d i 2 R n i , e i 2 R m , f i 2 R, i = 1; : : : ; L. The dual problem of problem (7) where q = T T 2 u + T T 4 p. Since T 2 6 = 0, the constraint q T q p T p is quali ed, that is, satis ed strictly for some (u 0 ; p 0 ) (choose p 0 = 0 and u 0 such that T T 2 u 0 6 = 0). Using the S-procedure, we obtain that there exists 2 R such that (10) holds if and only if kT 4 k < 1, and for every (u; p) such that q T q p T p, we have u T (T 1 u + 2T T 3 p) 0. We end our proof by noting that for every pair (p; q), p = T q for some , k k 1 if and only if p T p q T q.
Next lemma is a \structured" version of the above, which can be traced back to 13]. Lemma 2.3. Let T 1 = T T 1 , T 2 ; T 3 ; T 4 be real matrices of appropriate size. Let D be a subspace of R N N , and denote by S (resp. G) the set of symmetric (resp. skewsymmetric) matrices that commute with every element of D. We have det(I ?T 4 ) 6 = 0 and (9) for every 2 D, k k 1, if there exist S 2 S, G (12) whereŨ,Ṽ are orthogonal complements of U; V . If U; V are full column-rank, and (12) holds, a solution X to the inequality (11) is X = (U T Q ?1 U) ?1 U T Q ?1 V (13) where Q = W + V V T , and is any scalar such that Q > 0 (the existence of which is guaranteed by (12) ).
3. Unstructured Robust Least-Squares. In this section, we consider the RLS problem, which is to compute (14) For = 0, we recover the standard LS problem. For every > 0, (A; b; ) = (A= ; b= ; 1), so we take = 1 in the sequel, unless otherwise stated. In the remainder of this paper, (A; b) (resp. r(A; b; x)) denotes (A; b; 1) (resp. r(A; b; 1; x)). In the de nition above, the norm used for the perturbation bound is the Frobenius norm. As seen shortly, the worst-case residual is the same when the norm used is the largest singular value norm.
3.1. Optimizing the worst-case residual. The following results yield a numerically e cient algorithm for solving the RLS problem in the unstructured case. which implies that is a worst-case perturbation (for both the Frobenius and maximum singular value norms), and that equality always holds in (16) . Finally, unicity of the minimiser x follows from the strict convexity of the worst-case residual.
Using an interior-point primal-dual potential reduction method for solving the unstructured RLS problem (15) A y b else, (17) where ( ; ) are the (unique) optimal points for problem (15) . Replace these values in A T z + u = 0 to obtain the expression of the optimal x: we can use it to reduce the problem to a one-dimensional convex di erentiable problem.
The following analysis will also be useful in x6. The function f is convex and twice di erentiable on min 1 . If b 6 2 Range(A), f is in nite at = 1; otherwise, f is twice di erentiable on the closed interval min 1]. Therefore, the minimization of f can be done using standard Newton methods for di erentiable optimization. Theorem 3.3. When = 1, the solution of the unstructured RLS can be computed by solving the one-dimensional convex di erentiable problem (19) , or by computing the unique real root inside min We obtain a necessary and su cient condition for the optimal to be equal to 1. This condition is b 2 Range(A); b T (AA T ) 2y b 1 + b T (AA T ) y b: (21) If (21) holds, then the RLS and LS solutions coincide. Otherwise, the optimal < 1, and x is given by (17) . We may write the latter condition in the case when the norm-bound of the perturbation is di erent from 1 as: > min , where 
Thus, min can be interpreted as the perturbation level that the LS solution allows. We note that, when b 2 Range(A), the LS and TLS solution also coincide. When A is full rank, the robustness measure min is non zero, and decreases as the condition number of A increases. TLS nds a consistent, linear system that is closest (in Frobenius norm sense) to the observed data (A; b). The underlying assumption is that the observed data (A; b) is the result of a consistent, linear system which, under the measurement process, has been subjected to unstructured perturbations, unknown but bounded in norm by TLS The consequence is that the worst-case residual is computed by solving a SDP with two scalar variables. A bit more analysis shows how to reduce the problem to a onedimensional, convex di erentiable problem, and obtain the corresponding worst-case perturbation. have a solution, any of which is a worst-case perturbation.
Proof. See Appendix A, where we also show how to compute a worst-case perturbation. 4 .2. Optimizing the worst-case residual. Using theorem 4.1, the expression of F; g; h given in (27) , and Schur complements, we obtain following result. 
where M(x) is de ned in (26).
Remark 4.1. Straightforward manipulations show that the result are coherent with the unstructured case.
Although the above SDP is not directly amenable to the more e cient SOCP formulation, we may devise special interior-point methods for solving the problem. These special-purpose methods will probably have much greater e ciency than generalpurpose SDP solvers. This study is left for the future.
Remark 4.2. The discussion of x3.5 extends to the case when the perturbations are structured. TLS problems with (a ne) structure constraints on perturbation matrices are discussed in 7] . While the structured version of the TLS problem becomes very hard to solve, the SRLS problem retains polynomial-time complexity.
5. Linear-Fractional SRLS. In this section, we examine a generalization of the SRLS problem. Our framework encompasses the case when the functions A( ), b( ) are rational. We show that the computation of the worst-case residual is NP-complete, but that upper bounds can be computed (and optimized) using SDP. First, we need to motivate the problem, and develop a formalism for posing it. This formalism was introduced by Doyle and coauthors 9] in the context of robust identi cation.
5.1. Motivations. In some structured robust least-squares problems such as (3), it may not be convenient to measure the perturbation size with Euclidean norm. Indeed, the latter implies a correlated bound on the perturbation. One may instead consider a SRLS problem, in which the bounds are not correlated, that is, the perturbation size in (3) is measured by the maximum norm: It turns out that the above three extensions can be addressed using the same formalism, which we detail now. 
Problem (33) can be formulated as the minimization of (35), with D de ned as above.
Also, we recover the case when the perturbed matrices write as in (34), when we allow to be any full matrix (that is, D = R N N ). In particular, we recover the unstructured RLS problem of x3, as follows. Assume n > m. We have
where L = I, R T = I 0]. (The symbol refers to dummy elements that are added to the perturbation matrix in order to make it a square, n n matrix.) In this case, the perturbation set D is R n n . Finally, the case when A( ) and b( ) are rational functions of a vector (wellde ned over the unit ball f j k k 1 1g) can be converted (in polynomial time) into the above framework (see e.g. 48] for a conversion procedure). We give an example of such a conversion in x7.6. The SRLS method amounts to compute the weighting matrix that is optimal for robustness. 6. Link with regularization. The standard LS solution x LS is very sensitive to errors in A; b when A is ill-conditioned. In fact, the LS solution might not be a continuous function of A; b when A is near-de cient. This has motivated many researchers for ways to regularize the LS problem, which is to make the solution x unique and continuous in the data matrices (A; b). In this section, we brie y examine the links of our RLS and SRLS solution with regularization methods for standard LS.
Beforehand, we note that since all our problems are formulated as SDPs, we could invoke the quite complete sensitivity analysis results obtained by Bonnans, Cominetti and Shapiro 3]. The application of these general results to our SDPs is considered in 35].
Regularization methods for LS. Most regularization methods for LS am-
ount to impose an additional bound on the solution vector x. One way is to minimize kAx ? bk 2 + (x), where is some squared-norm (see 23, 43, 8] ). Another way is to use constrained least-squares (see 18, p.561-571]).
In a classical Tikhonov regularization method, (x) = kxk 2 , where > 0 is some \regularization" parameter. The modi ed value of x is obtained by solving an augmented LS problem minimize kAx ? bk 2 + kxk 2 ; (45) and is given by x( ) = ( I + A T A) ?1 A T b: (46) (Note that for every > 0, the above x is continuous in (A; b) .)
The above expression also arises in the Levenberg-Marquardt method for optimization, or in the Ridge regression problem 17]. As mentioned in 18], the choice of an appropriate is problem-dependent, and in many cases, not obvious.
In more elaborate regularization schemes of the Tikhonov type, the identity matrix in (46) is replaced with a positive semide nite weighting matrix (see for instance 31, 8] In the RLS method, the Tikhonov regularization parameter is chosen by solving a second-order cone problem, in such a way that is optimal for robustness. The cost of the RLS solution is equal to the cost of solving a small number of least-squares problems of the same size as the classical Tikhonov regularization problem (45) . 6.3. SRLS and regularization. Similarly, we may ask whether the solution to the SRLS problem of x4 is continuous in the data matrices A i ; b i , as was the case for unstructured RLS problems. We only discuss continuity of the optimal worst-case residual with respect to (A 0 ; b 0 ) (in many problems, the coe cient matrices A i ; b i for i = 1; : : : ; p are xed).
In view of Theorem 4.2, continuity holds if the feasible set of the SDP (32) is bounded. Obviously, the objective is bounded above by
Thus the variable is also bounded, as (32) implies 0 . With ; bounded above, we see that (32) 6.4. Linear-fractional SRLS and regularization. Precise conditions for continuity of the optimal upper bound on worst-case residual in the linear-fractional case are not known. We may however regularize this quantity using a method described in 29] for a related problem. For a given > 0, de ne the bounded set S = S 2 S I S 1 I ; where S is de ned in (37) . It is easy to show that restricting the condition number of variable S also bounds the variable G in the SDP (44) . This yields the following result. Theorem 6. 3. An upper bound on the optimal worst-case residual can be obtained by computing the optimal value ( ) of the SDP min S;G; subject to S 2 S ; G 2 G; (41) : (47) The corresponding upper bound is a continuous function of A b]. As ! 0, the corresponding optimal value ( ) has a limit, equal to the optimal value of SDP (44) .
As noted in remark 5.1, the linear-fractional SRLS can be interpreted as a weighted LS, and so can the above regularization method. Thus, the above method belongs to the class of Tikhonov (or weighted LS) regularization methods referred to in 6.1, the weighting matrix being optimal for robustness. 7 . Numerical examples. The following numerical examples were obtained using two di erent codes: for SDPs, we used the code SP 45] , and a matlab interface to SP called LMITOOL 10] . For the (unstructured) RLS problems, we used the secondorder cone program described in 28]. 7.1. Complexity estimates of RLS. We rst did \large-scale" experiments for the RLS problem of x3. As mentioned in x2.1, the number of iterations is almost independent of the size of the problem for SOCPs. We have solved problem (15) for uniformly generated random matrices A and vectors b with various sizes of n; m. Figure 1 shows the average number of iterarions as well as the minimum and maximum number of iterations for various values of n; m. The experiments con rm the fact the number of iterations is almost independent of problem size for the RLS problem. The matrix A is singular when = 5. Fig. 3 shows the regularizing e ect of the RLS solution. The left (resp. right) gure shows the optimal worst-case residual (resp. norm of RLS solution) as a function of the parameter , for various values of . When = 0, we obtain the LS solution. The latter is not a continuous function of , and both the solution norm and residual exhibit a spike for = 5 (when A becomes singular). For > 0, the RLS solution is smooth. The spike is more and more attened as grows, which illustrates theorem 6.1. For = 1, the optimal worst-case residual becomes at (independent of ), and equal to kbk + 1, with x RLS = 0.
LS, TLS and RLS. We now compare the LS, TLS and RLS solutions for
7.4. Robustness of LS solution. The next example illustrates that sometimes (precisely, if b 2 Range(A)), the LS solution is robust, up to the perturbation level min de ned in (22) . This \natural" robustness of the LS solution degradates as the condition number of A grows. For " A > 0, consider the RLS problem for
We have considered six values of " A (which equals the inverse of the condition number of A) from .05 to .55. Table 1 shows the values of min (as de ned in (22)) for Fig. 4 gives the worst-case residual vs. the robustness parameter for the six values of " A . The plot illustrates that for > min , the LS solution (in our case, A ?1 b) di ers from the RLS one. Indeed, for each curve, the residual remains equal to zero as long as min . For example, the curve labeled`1' (corresponding to " A = 0:05) quits the x-axis for min = 0:06. The left plot of Fig. 4 corresponds to the RLS problem with = 1, for various values of " A . This plot shows the various functions f( ) as de ned in (20) . For each value of " A , the optimal (hence the RLS solution) is obtained by minimizing the function f. The three smallest values of " A induce functions f (as de ned in (20) ) that are minimal for < 1. For the three others, the optimal is 1. This means that min is smaller than 1 in the rst three cases and larger than 1 in the other cases. This is con rmed in Table 1. 7.5. Robust identi cation. Consider the following system identi cation problem. We seek to estimate the impulse response h of a discrete-time system from its input u and output y. Assuming that the system is single-input and single-ouput, linear, and of order m, and that u is zero for negative time indices, y, u and h are related by the and U is a lower triangular Toeplitz matrix whose rst column is u. Assuming y; U are known exactly leads to a linear equation in h, which can be computed with standard LS.
In practive however, both y and u are subject to errors. We may assume for instance that the actual value of y is y + y, and that of u is u + u, where u; y are unknown-but-bounded perturbations. The perturbed matrices U; y write
y i e i where e i , i = 1; : : : ; m is the i-th column of the m m identity matrix, and U i are lower triangular Toeplitz matrices with rst column equal to e i .
We rst assume that the sum of the input and output energies is bounded, that is k k , where = u T y T ] T 2 R 2m , and 0 is given. We adress the following SRLS problem: In Fig. 5 , we have shown the optimal worst-case residual and that corresponding to the LS solution, as given by solving problems (30) and (32), respectively. Since the LS solution has zero residual (U is invertible), we can prove (and check on the gure) that the worst-case residual grows linearly with . In contrast, the RLS optimal worst-case residual has a nite limit as ! 1. We now assume that the perturbation bounds on y; u are not correlated. For instance, we consider problem (48) , with the bound k k replaced with k yk ; k uk 1 :
Physically, the above bounds mean that the output energy and peak input are bounded. This problem can be formulated as minimizing the worst-case residual ( Here, the symbols denote dummy elements of that were added in order to work with a square perturbation matrix. The above structure corresponds to the set D in (36), with s = 3 2 1].
In Fig.6 , we show the worst-case residual vs. , the uncertainty size. We show the curves corresponding to the values predicted by solving the SDP (43) , with x variable (RLS solution), and x xed to the LS solution x LS . We also show lower bounds on the worst-case, obtained using 100 trial points. This plot shows that, for the LS solution, our estimate of the worst-case residual is not exact, and the discrepancy grows linearly with uncertainty size. In contrast, for the RLS solution the estimate appears to be exact for every value of . The LS solution is very accurate (zero nominal residual: every point is interpolated exactly), but has a (predicted) worst-case residual of 1:7977. The RLS solution trades o this accuracy (only one point interpolated, and nominal residual of 0:8233) for robustness (with a worst-case residual less than 1:1573). As ! 1, the RLS interpolation polynomial becomes more and more horizontal. (This is consistent with the fact that we allow perturbations on vector a only.) In the limit, the interpolation polynomial is the solid line p(t) = 0. 8. Conclusions. This paper shows that several robust least-squares (RLS) problems with unknown-but-bounded data matrices are amenable to (convex) second-order cone or semide nite programming (SOCP or SDP). The implication is that these RLS problems can be solved in polynomial-time, and e ciently in practice. When the perturbation enters linearly in the data matrices, and its size is measured by Euclidean norm, or in a linear-fractional problem with full perturbation matrix , the method yields the exact value of the optimal worst-case residual. In the other cases we have examined (such as arbitrary rational dependence of data matrices on the perturbation parameters), computing the worst-case residual is NP-complete. We have shown how to compute, and optimize, using SDP, an upper bound on the worst-case residual, that takes into account structure information.
In the unstructured case, we have shown that both the worst-case residual and the (unique) RLS solution are continuous. The unstructured RLS can be interpreted as a regularization method for ill-conditioned problems. A striking fact is that the cost of the RLS solution is equal to a small number of least-squares problems arising in classical Tikhonov regularization approaches. This method provides a rigorous way to compute the optimal parameter from the data and associated perturbation bounds. Similar (weighted) least-squares interpretations and continuity results were given for the structured case.
In our examples, we have demonstrated the use of a SOCP code 27], and a generalpurpose semide nite programming code, SP 45] . Future work could be devoted to writing special code that exploits the structure of these problems, in order to further increase the e ciency of the method. For instance, it seems that, in many problems, the perturbation matrices are sparse, and/or have special (e.g., Toeplitz) structure. The method can be used for several related problems. Constrained RLS. We may consider problems where additional (convex) constraints are added on the vector x. (Such constraints arise naturally in e.g., image processing). For instance, we may consider problem (1) In this case, the optimal satis es This proves that de ned above is a worst-case perturbation. In both cases seen above ( equals max (F ) or not), a worst-case perturbation is any vector such that ( I ? F) = g; k k = 1:
(We have just shown that the above equations always have a solution when is optimal.) This ends our proof.
B. Proof of Lemma 5.1. We use the following result, due to Nemirovsky 32] . From (55), it is easy to derive the expression (42) for the optimal x in the case when > 0 at the optimum, and R A is full-rank. We now show that the upper bound is exact at the optimum in this case. If we use condition (54), and the expression for Z; V deduced from (53), we obtain We obtain = k(M + L (I ? D ) ?1 R)zk, which proves that the matrix is a worstcase perturbation.
