In this paper we ask when a Finsler surface is projectively equivalent to a given Riemannian surface and when is a Finsler surface projectively equivalent to some Riemannian surface in general. We obtain a necessary and sufficient condition for projective equivalence in both cases. We then consider the latter condition in terms of the Christoffel symbols of the Riemannian metric and investigate when six functions of two variables are the Christoffel symbols of a Riemannian metric. We employ an exterior differential system to analyze when four functions of two variables are the four projective quantities of a Riemannian metric. We end the paper with a theorem which applies the necessary and sufficient condition to 2-dimensional Randers metrics.
Introduction
This paper studies projective equivalence of Finsler and Riemannian surfaces. Two structures are projectively equivalent if there exists a diffeomorphism that maps the geodesics of one structure to the geodesics of the second structure. We begin by defining a Finsler structure and recalling the canonical coframing on a Finsler surface. This is based on work originally done by Cartan [4, 5] and follows closely [2] and [3] . In this paper, we ask two important questions. The first is, "Given a Riemannian metric, which Finsler metrics are projectively equivalent to it?" In Section 2 we answer this question. We find that under the correct setup, the projective equivalence condition is encoded in the differential equation r 31 − r 2 = 0, where we define the Finsler structure in terms of a function r which describes how the structure differs from the Riemannian structure it is based on. We then make a function count from this differential equation.
We then ask the second question which is considerably harder, "Which Finsler surfaces are projectively equivalent to some Riemannian surface?" To attack this question, we define a Riemannian and a Finsler metric on a surface in terms of two functions r R and r F . We present a condition on the functions r R and r F which is necessary and sufficient for projective equivalence. We look at this condition in terms of the Christoffel symbols of the Riemannian surface. This leads us to two additional questions which are interesting in their own right. The first is "Given six functions of two variables, when are these the Christoffel symbols of some Riemannian metric on a surface?" We find that the answer to this question is the vanishing of five differential quantities on these functions. The second question, "Given four functions of two variables, when are these the four projective quantities of some Riemannian metric on a surface?" is significantly harder. To answer this question, we define a rank six Pfaffian system which encodes the unknown metric information and study the compatibility conditions for this system. We end the paper by using the necessary and sufficient condition on r R and r F to generalize a classical theorem concerning Randers metrics. We show that in dimension 2, a Randers metric can never be projectively equivalent to a Riemannian metric other than its underlying Riemannian metric (or Riemannian metrics projectively equivalent to its underlying Riemannian metric).
A canonical coframing on a Finsler surface

Definition of a Finsler metric
The background material in this section is taken from the following references: [1] , and [2] . Let M be an ndimensional C ∞ manifold. Denote the tangent bundle of M by T M. By this we mean T M = x∈M T x M, where T x M denotes the tangent space at x ∈ M. Write (x 1 , . . . , x n , y 1 , . . . , y n ) to denote an element of T M. Here x ∈ M and y ∈ T x M. Let (1) Non-negativity: ∀x, y, F (x, y) 0; (2) Regularity: F is C ∞ on T M − {0}; (3) Positive Homogeneity: ∀λ > 0, F (x, λy) = λF (x, y); (4) Strong Convexity:
Conditions (1)- (4) imply:
The Finsler function F (x, y) gives us a way to measure the length of a vector in the tangent space, but unlike in Riemannian geometry, we have no way to measure the angle between two vectors. Nevertheless, many theorems of Riemannian geometry can be generalized to Finsler geometry.
The length of any smooth curve γ :
The length of a curve is independent of orientation-preserving reparametrization of the path, and the path can always be chosen to have unit speed. Through every point and tangent to every direction, there exists a unique geodesic. In local coordinates, a curve γ in M is a geodesic iff
where the curve is parametrized by the functions x i (t), and 
is a function of both x and y for all i, j , and k. Also, the lowercase γ is used instead of the upper case, in order to reserve the upper case for the coefficients of a torsion free connection on T M − {0} (see [1] ).
The most important subset of Finsler metrics is the set of Riemannian metrics.
Definition. A Finsler metric is
Riemannian iff g ij (x, y) depends only on x. In this situation, F (x, y) = √ g(y, y) = g ij (x, y)y i y j = g ij (x)y i y j .
Finsler surfaces
The material in the next two subsections is due to Cartan and follows the exposition in [2] . Let M be a surface equipped with a Finsler metric and consider T M. Let Σ 3 ⊂ T M be the smooth hypersurface consisting of tangent vectors of Finsler length 1. Let π : Σ → M represent base point projection. Note that due to the positive homogeneity condition, knowledge of Σ completely determines the Finsler metric on M. This leads us to an alternate definition of a Finsler surface:
Alt. Definition. If π : Σ 3 → M 2 is a surjective submersion having the property that ∀x ∈ M, the π -fiber Σ x = π −1 (x) = Σ ∩ T x M is a smooth, closed, strongly convex curve enclosing the origin, then we say that Σ is a Finsler structure on M. To say that this curve is strongly convex means that it is strictly convex and that it has contact of precisely order two with its tangent line at each point. Hence, strongly convex refers to a restriction on the curvature of this curve which encloses the origin. As the name suggests, strongly convex is slightly stronger than strictly convex.
We call this curve, which encircles the origin in each tangent space and defines the Finsler structure, the indicatrix. Because of positive homogeneity, specifying the indicatrix Σ x at each point x ∈ M (and hence Σ ⊂ T M) determines the entire Finsler metric on T M − {0}.
A simple example of a Finsler structure is the unit tangent bundle of a Riemannian metric on a surface M. We can use this example to construct non-Riemannian Finsler structures. Let Σ 1 be the unit tangent bundle of a Riemannian metric on M. For any Finsler structure Σ on M, there exists a smooth, positive function
satisfying a certain differential inequality (which will be specified later) to ensure strong convexity, such that
is the unit tangent bundle of the Finsler metric. Conversely, any positive function r : Σ 1 → R + satisfying the differential inequality defines a Finsler structure on M in this way. Hence for any surface M, there is a 1-1 correspondence between functions r and Finsler metrics on M. From this we can see that a Finsler structure depends on one function of three variables, namely, the function r on Σ 1 . We will use the notation Σ r to emphasize the importance of this function. In terms of the function r the indicatrix is the curve { 1 r(u) u: u ∈ Σ 1 | x }, and we call Σ r the indicatrix bundle:
ρ is then the "inverse" function which takes the Finsler structure back to the original Riemannian structure. We will use ρ to pull back information on Σ 1 to Σ r . The relationship between r and the corresponding F is essentially equality. If we take the Riemannian structure Σ 1 to be the Euclidean structure, we have the relationship
where t is the standard angle coordinate on each fiber of Σ 1 .
Canonical coframing on a Finsler surface
We recall a theorem of Cartan which asserts the existence of a canonical coframing on a Finsler surface. Let us first review the canonical coframing in the Riemannian case.
Riemannian coframing
Let Σ 1 be the unit tangent bundle on M, where M is equipped with a Riemannian metric a. For any e 1 ∈ Σ 1 , let e 2 ∈ Σ 1 be such that a(e 1 , e 2 ) = 0 and {e 1 , e 2 } is an oriented orthonormal basis for T x M, where x = π(e 1 ) = π(e 2 ). Given u ∈ T e 1 Σ 1 , define ω 1 and ω 2 to be the semi-basic 1-forms such that π * (u) = ω 1 (u) Note that specifying a smoothly varying family of ellipses, one for each tangent space, is equivalent to specifying a Riemannian metric.
Finsler coframing
We would like to do the same thing to define a coframing on a Finsler structure, but we no longer have the inner product to give us orthogonality. To get around this, the coframing can be constructed by pulling back the information on Σ 1 via the map ρ : Σ r → Σ 1 . For details on this see [2] .
Theorem (Cartan; Structure equations). For any orientable Finsler structure, there exists a coframing {ω, θ, η} which satisfies
for some functions I, J , and K on Σ r .
• Here K is the analogue to the Gauss curvature called the Finsler-Gauss curvature. An important point is that K is not a scalar on M as it is in the Riemannian case. Instead, it is a scalar on the bundle Σ r .
• We will call I the Cartan scalar. This scalar measures how close the Finsler structure is to being Riemannian. For one can differentiate to see that the coframing is Riemannian iff I = 0. Two important properties of the Cartan scalar are:
-A theorem due to Rund states that on each indicatrix, I averages to 0; i.e., ∀x ∈ M,
• If the condition that M is orientable is removed, this coframing is only well defined up to a sign: {ω, ±θ, ±η}.
Hence, we will assume M is oriented throughout the paper.
As in the Riemannian case, the invariants I, J , and K along with their covariant derivatives form a complete set of local invariants for the Finsler structure Σ r on M. This coframing is canonical, in that it is independent of the choice of Riemannian metric used to construct the Finsler metric, and any orientation-preserving diffeomorphism between two Finsler surfaces whose derivative preserves the indicatrix bundle must also preserve the coframing.
In terms of the function ρ : Σ r −→ Σ 1 and the Riemannian coframing {ω 1 , ω 2 , ω 2 1 } on Σ 1 we can write the Finsler coframing {ω, θ, η} as: and subscripts represent covariant derivatives; for any differentiable function r : Σ 1 → R, let dr = r 1 ω 1 +r 2 ω 2 +r 3 ω 2 1 . Note that these forms are only well-defined and independent if r 33 + r > 0. This is the partial differential inequality which is equivalent to strong convexity. r must satisfy this in order for Σ r to be a Finsler structure so we will assume that r 33 + r > 0 anytime this construction is implemented.
Note that when r ≡ 1, Σ r = Σ 1 , and our forms reduce to:
Where the last = in each line is due to the fact that ρ : Σ r → Σ 1 is just the identity map. So as to be expected, we get the Riemannian coframing that we started with.
Theorem (Bianchi identities). For any Finsler structure, using the same notation as above,
Here we see that J is actually a derivative of I and we have a relationship between a derivative of J (a second derivative of I ) and a derivative of K. The constructions of the structure equations and Bianchi Identities are microlocal meaning that they are not only local on M, but also local on each indicatrix Σ x .
Finsler metrics projectively equivalent to a given Riemannian metric and Randers metrics
Definition. Two Finsler metrics on a manifold M n are projectively equivalent iff they have the same geodesics as point sets; i.e., the traces of the geodesics are the same.
We ask the following question: "What Finsler metrics are projectively equivalent to a given Riemannian metric?" In the next theorem, we find a necessary and sufficient condition for this to be true. Proof. For the underlying Riemannian metric, geodesics are the projections to M of integral curves of the exterior differential system generated by ω 2 and ω 2 1 on Σ 1 . Similarly, in the Finsler case, geodesics are the projections to M of integral curves of the exterior differential system generated by θ and η on Σ r . Therefore, in order for a Finsler surface to be projectively equivalent to the Riemannian metric that it is based on, it is necessary and sufficient that Proof. Given a Riemannian metric, we can write the structure equations as:
Now we can encode the projective equivalence condition in the canonical contact exterior differential system on the submanifold of the jet space J 2 (Σ 1 , R) defined by r 31 = r 2 :
}. This system is in involution, and its highest nonzero Cartan character is s 2 = 2. (Note that r 31 − r 2 = 0 is not the only relation between the derivatives of r. On the contrary, a plethora of identities come from differentiating the ideal. These are often called Ricci identities.) Hence, the solution depends on two functions of two variables. 2
Now there is one function of two variables' worth of Riemannian metrics. This corresponds to the choice of the function K for the metric. Therefore heuristically, there are three functions of two variables' worth of Finsler metrics that are projectively equivalent to some Riemannian metric. On the other hand, Finsler metrics depend on one function of three variables. Therefore, "most" Finsler metrics are not projectively equivalent to any Riemannian metric. In fact, a Finsler metric may not be projectively equivalent to any affine connection.
This leads us to ask the question, "When is a Finsler structure projectively equivalent to some Riemannian structure?" We devote the next section to answering this question.
A new necessary and sufficient projective equivalence condition
A projective equivalence condition using the Euclidean metric as a reference
We now consider another approach. We use the Euclidean coframing Σ 0 as a reference, and use the method in Section 1 to create a Riemannian and a Finsler metric. Using the Euclidean structure as a reference puts the Finsler and Riemannian structures on the same footing and makes computations easier. When we compute the condition that these two metrics are projectively equivalent, we note an important fact: that the condition can be simplified to an equality where the left hand side is a function of the Finsler structure and the right hand side is a function of the Riemannian structure. This allows one to compute one side of the equation to get information about the other.
Let {η 1 , η 2 , η 3 } be the canonical coframing for the Euclidean metric on a surface M. Let the positive functions r R : Σ 0 → R + and r F : Σ 0 → R + define a Riemannian metric and a Finsler metric on M respectively. Here Σ 0 represents the indicatrix bundle of the Euclidean metric. Let (x, y, t) be coordinates on Σ 0 . Denote by Σ R and Σ F the indicatrix bundles of the Riemannian and Finsler metrics, respectively. Let {ω 1 , ω 2 , ω 2 1 } and {ω, θ, η} be the canonical coframings for the Riemannian and Finsler metrics. Now we know that we can write the Riemannian and Finsler coframings in terms of the Euclidean coframing: , where r F = F (x, y, cos t, sin t).
In both matrices, the subscripts represent derivatives with respect to the Euclidean coframing. Now combining these, we can write the Finsler coframing in terms of the Riemannian coframing:
Here for the sake of notation, I have omitted the ρ * R and ρ * F . In order to have projective equivalence between Σ R and Σ F , we need span{θ, η} = span{ω 2 , ω 2 1 }. Therefore, we need A 21 = 0 and A 31 = 0. A 21 = 0 is always true, independent of the functions r R and r F . On the other hand, A 31 = 0 is nontrivial. It is this quantity which we will focus on for the rest of the section. Simplifying, we find that 33 ) . ) of an affine connection. These four quantities are left fixed by projective transformation and hence are invariants of the projective structure. Therefore, this necessary condition is exactly the condition that the geodesics of the Finsler structure coincide with the geodesics of some projective connection. (By a theorem of Rund, we know that this is equivalent to
where I , and J are the Finsler invariants [7] .)
If in addition these are the projective quantities of some Riemannian metric, then the Finsler surface is projectively equivalent to some Riemannian surface. We state this as the central theorem of this paper. 
Compatibility conditions for Christoffel symbols
Consider the following equation again: We want to know when this projective structure coincides with some Riemannian structure. This leads us to the following question,"Given four functions of two variables, what are the conditions that they are the four projective invariants for some Riemannian metric (g ij )?" First we consider the somewhat simpler question: "Given six functions of two variables, what conditions must they satisfy in order to be the Christoffel symbols Γ i jk for some Riemannian metric (g ij )?"
Compatibility conditions for Christoffel symbols given six functions of two variables
To And so we have
Now we compute the compatibility conditions for this system:
where Ω = B y − C x + BC − CB is the curvature matrix of the connection defined by the Γ i jk 's. (Note: This is the opposite of what is usually defined as Ω. This will not be significant in any of the following computations.) We will focus on the case where Ω = 0. The above calculation shows that if g is a solution of (1) and (2), then Ωg is skew-symmetric. Write
If we multiply on the right by g −1 , we get
The skew-symmetry of Λ and the symmetry of g −1 then imply that
This is our first condition that must be satisfied. In terms of the Γ i jk 's, this translates to
We then take Ωg = Λ, differentiate with respect to x, and use (1) and (2) to obtain
where
Now we can factor the unknown Λ out of this equation but we need to first make the substitution ΛB T = (adj B)Λ where
.
This yields
Likewise, when we differentiate with respect to y we obtain Since Λ, Λ x , and Λ y must be skew-symmetric, Λ x Λ −1 and Λ y Λ −1 must be multiples of the identity. Therefore the two matrix equations
give us six more conditions on Ω, and hence on the Γ i jk 's:
Where subscripts represent matrix entries. When we write these explicitly in terms of the Γ i jk 's, they are quite cumbersome. After a tedious but straightforward algebraic computation, we see that Eq. (6) is a linear combination of Eqs. (4) and (5) . Likewise, Eq. (9) is a linear combination of Eqs. (7) and (8). Eqs. (3), (4), (5), (7), and (8) are independent and necessary conditions. We also have:
These quantities must satisfy the compatibility condition λ xy = λ yx . This condition is also rather tedious to compute, but it turns out to be a consequence of Eqs. (3), (4), (5), (7), and (8). Assuming these five compatibility conditions, the previous calculations imply that the EDS associated to PDEs (1) and (2) is in involution. Hence there are no further compatibility conditions and (3), (4), (5), (7), and (8) (4), (5), (7), and (8).
Compatibility conditions for projective invariants given four functions of two variables
Now we consider the more difficult question, "Given four functions of two variables, what conditions must hold for these to be the functions Γ 2 11 , Γ (3), (4), (5), (7) and (8) as a PDE system for the two unknown quantities
). This reduces Eq. (3) to
This implies that there exists another function, call it J (x, y), such that J x = H 1 and J y = H 2 . We can then express (4), (5), (7), and (8) as an overdetermined PDE system for one function J (x, y): (5 ), (7 ), (8 )}.
Proof. Given the four functions, we proceed in the above fashion and consider the PDE system {(4 ), (5 ), (7 ), (8 )}. This system consists of four equations involving at most third derivatives of J . These four equations give an algebraic system for J xxx , J xxy , J xyy , and J yyy , which is solvable for all four third derivatives of J in terms of lower order derivatives. We then consider the ideal This is a Pfaffian ideal of rank 6 or less. Since all the third derivatives can be solved for in terms of lower order derivatives, the Cartan characters s i for i 1 are all zero. Hence the only nonzero Cartan character is s 0 . Since rank J 6, s 0 6, and hence the solution depends on at most six parameters. 2
We would like to compute the compatibility conditions for this system, but unfortunately they are intractable in the general case, even using a computer algebra system. However, we can compute some basic examples.
Flat examples
Let Γ 2 11 = 0, Γ 1 22 = 0, (Γ 1 11 − 2Γ 2 12 ) = 0, and (2Γ 1 12 − Γ 2 22 ) = 0. We then quickly see that the projective equivalence condition is the familiar formula from Section 2 (assuming the starting metric is the canonical Euclidean metric), i.e.,
In this case,
Now we can solve equations (4), (5), (7), and (8), explicitly for the third derivatives of J in terms of lower order:
This leaves us with a differential system encoded in the following ideal, We can then compute to find that in this case, dJ ⊆ J . Therefore, the system is Frobenious and the general solution depends on six constants. One of these solutions is the flat Riemannian metric.
Computing, we find that dJ ⊆ J . Therefore, the system is Frobenious and a solution depends on six constants; one of these is the Lobatchevski half plane with metric g 11 = g 22 = 1 v 2 , g 12 = 0. By Beltrami's theorem, we know that any constant curvature Riemannian surface is projectively flat. Hence another solution is the flat Euclidean metric of the previous example; these two examples have the same solution set.
Projective equivalence of Randers metrics on a surface
We first define a Randers metric on a surface and give an extension of a classical theorem. Randers metrics are one of the few classes of Finsler metrics which are well-understood and are not trivially projectively equivalent to a Riemannian metric in dimension 2. ∂x 2 = 0; i.e., dβ = 0. Hence, by Theorem 3.1, a Randers metric is projectively equivalent to a Riemannian metric iff β is closed. Moreover, we see that in this case, the Randers metric is projectively equivalent to the underlying Riemannian metric α. 2 We note that if dβ = 0 then we uncover a well known result, namely that F is projectively equivalent to its underlying Riemannian metric. Theorem 3.4 extends this by including the converse of that statement in dimension 2. It implies that for surfaces, it is impossible for a Randers metric to be projectively equivalent to any Riemannian metric other than its underlying one (or Riemannian metrics projectively equivalent to its underlying one).
Definition. A Finsler metric is
Example (A Randers metric). Consider the Randers metric
F (x 1 , x 2 ; y 1 , y 2 ) = 1 + 1 (x 1 ) 2 + (x 2 ) 2 + 1
Conclusion
In this paper we asked two important questions: "What Finsler metrics are projectively equivalent to a given Riemannian metric?" and "Which Finsler metrics are projectively equivalent to some Riemannian metric?" The first question is seen to be equivalent to a differential equation on a function r which describes the how the Finsler metric differs from the Riemannian metric. To answer the second question, we found a necessary and sufficient condition on the functions r R and r F (which describe the Riemannian and Finsler structures) for projective equivalence of the two structures. This condition actually allows us to study both questions at the same time and led us to study the Christoffel symbols. In particular, we answer the question "When are six functions the Christoffel symbols of some Riemannian metric?" We then consider the question which relates to projective equivalence, "When are four functions the projective invariants (defined in terms of the Christoffel symbols) of some Riemannian metric?" We note that although we can not compute compatibility conditions in general, we have found an algorithm for deciding whether a given Finsler metric is projectively equivalent to some Riemannian metric: first we compute the left hand side of the projective equivalence condition and check the necessary condition. If the necessary condition holds, we can then set up the EDS J for the function J and compute the integral manifolds of J if they exist. Lastly, we end the paper by using this development to generalize a classical theorem concerning projective equivalence of Randers metrics.
