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Abstrat
The Damage Spreading (DS) method allows the investigation of the eet aused by tiny perturbations, in
the initial onditions of physial systems, on their nal stationary or equilibrium states. The damage (D(t))
is determined during the dynami evolution of a physial system and measures the time dependene of the
dierene between a referene (unperturbed) onguration and an initially perturbed one. In this paper we rst
give a brief overview of Monte Carlo simulation results obtained by applying the DS method. Dierent model
systems under study often exhibit a transition between a state where the damage beomes healed (the frozen
phase) and a regime where the damage spreads arriving at a nite (stationary) value (the damaged phase), when
a ontrol parameter is nely tuned. These kinds of transitions are atually true irreversible phase transitions
themselves, and the issue of their universality lass is also disussed.
Subsequently, the attention is foused on the propagation of damage in magneti systems plaed in onned
geometries. The inuene of interfaes between magneti domains of dierent orientation on the spreading of the
perturbation is also disussed, showing that the presene of interfaes enhanes the propagation of the damage.
Furthermore, the ritial transition between propagation and nonpropagation of the damage is disussed. The re-
sults analyzed indiate that, in some ases as in the Abraham's Model and in the standard Ising magnet (Glauber
dynamis), there is lear evidene showing that the DS transition and the ritial transition of the physial system
(in these ases the wetting and the ferromagnet-paramagnet transitions, respetively) our at dierent ritial
points. However, in the ase of the orner geometry, the ritial points of both transitions−damage spreading
and ornerlling−oinide within error bars. It is found that, at ritiality, the damage obeys a power-law
behavior of the form D(t) ∝ tη, where η is the damage spreading ritial exponent. The evaluation of ritial
exponents allows the identiation of three propagation regimes: i) inside the magneti domains the propagation
is slow (η = 0.40(2)), ii) the fast propagation is observed along the interfae between domains (η = 0.90(2)), iii)
the alternating propagation aross interfaes and inside domains is onsistent with an exponent lying between
the previous ases, namely η = 0.47(1). In all ases, the determined ritial exponents suggest that the DS
transition does not belong to the universality lass of Direted Perolation, unlike many other systems exhibit-
ing irreversible phase transitions. This result reets the dramati inuene of interfaes on the propagation of
perturbations in magneti systems.
Keywords: Propagation of perturbations; Phase transitions and ritial phenomena; Magneti systems in
onned geometries.
PACS: 05.10.Ln, 64.60.De, 64.60.Ht, 68.08.B, 68.35.Rh, 75.10.Hk.
1
1 Introdution.
One of the most interesting hallenges in the theory of dynami systems is the understanding of the dependene
of the time evolution of physial observables on the initial onditions, beause very often a small perturbation in
the initial parameters ould ompletely hange their behavior [1℄. Within this ontext, it is interesting to study
the time evolution of suh perturbations in order to investigate under whih onditions a small initial perturbation
may grow up indenitely or, eventually, it may vanish and beome healed.
In order to understand this behavior, Kauman introdued the onept of Damage Spreading (DS) [2℄. In order
to implement the DS method in omputational simulations [3, 4℄, two ongurations or samples S and S′, of a
ertain stohasti model, are allowed to evolve simultaneously. Initially, both samples dier only in the state of a
small number of sites. Then, the dierene between S and S′ an be onsidered as a small initial perturbation or
damage.
The time evolution of the perturbation an be followed by evaluating the total damage or Hamming distane
dened as
D(t) =
1
N
∑
i
Di(t) =
1
N
∑
i
1− δSi(t),S′i(t), (1)
where Di(t) is the damage of the site labeled with the index i at time t, δSi(t),S′i(t) is the delta funtion and the
summations in equation (1) run over the total number of sites of the system N .
By starting from a vanishing small perturbation D(t = 0) → 0, one may expet at least two main senarios,
namely: a) D(t →∞)→ 0 and the perturbation is irrelevant beause the damage heals; or b) D(t→ ∞) assumes
some non-zero value, and the damage spreads. These two situations indiate a weak or a strong inuene of the
initial onditions, respetively [5,6℄. Of ourse, an intermediate or marginal ase where the number of damaged sites
approahes a nite positive number, whih does not inrease proportionally to N , may also our. In this ase, after
normalization by N one has that the equation (1) gives D(t→∞) ≡ 0, but the damage has not healed out. When
the system arrives either at the state of zero damage or omplete damage (D = 0 or D = 1, respetively), it will
remain in this situation indenitely. For this reason, a transition between these two states is irreversible and ould
be related to Direted Perolation proesses [7℄, for whih an irreversible ritial transition ours from an ative
to an inative state (absorptive state). In those models belonging to the universality lass of direted perolation,
when the system is trapped in an absorptive state, it is then impossible to reover the ativity by hanging the
ontrol parameter.
The rst studies of DS in physial systems were applied to the Ising model, spin glasses and the Kauman ellular
automata, and they appeared in the mid-eighties [811℄. Subsequently, this tehnique has also been applied to the
study of several dierent models suh as Ising models [959℄, spin glasses [11, 6070℄, Potts models with q-states
[7177℄, the Heisenberg model [78,79℄, the XY model [80,81℄, a disrete ferromagnet [82℄, two-dimensional trivalent
ellular strutures [83, 84℄, biologial evolution [85, 86℄, and ellular automata [6, 8793℄. Also, non-equilibrium
systems [2, 28, 92, 9499℄, SOS models [100102℄, opinion dynamis [103, 104℄ and small world networks [105, 106℄,
have been haraterized by means of the DS method.
In view of the great interest attrated by this eld of researh of interdisiplinary appliation, the aim of this
work is to present a brief overview of the state of the art in studies of the Damage Spreading transition, fousing our
attention on reent results obtained for magneti systems in onned geometries, whih are helpful in understanding
the propagation of perturbations in nano- and miromaterials.
The manusript is organized as follows: in Setion 2 we briey desribe the arhetypial models used in the
study of DS, namely the Domany-Kinzel ellular automata and the Ising model. In Setion 3 we desribe the DS
method in these basi models, and Setion 4 is devoted to the disussion on the main harateristis of DS. In
Setion 5, in rst plae we present a brief disussion of the equilibrium ongurations that an be found for Ising
systems in onned geometries, and therefore we disuss the results obtained for DS in these systems. Finally, our
onlusions are stated in Setion 6.
2 Denition of basi models.
Both, the Domany-Kinzel (DK) ellular automata model and the Ising magnet have beome arhetypial systems
for the study of DS. So, for the sake of ompleteness we give brief desriptions of both models.
2
2.1 The Domany-Kinzel Cellular Automata Model.
The DK model [107, 108℄ is a family of the (1 + 1) dimensional stohasti ellular automata with two parameters,
p1 and p2, whih simulate the time evolution of interating ative elements in a random medium. The DK model
onsists of a linear hain of N sites (Si) that an take two possible values, usually 0 and 1 (empty and oupied
sites, respetively). The state of eah site i at time t + 1 [Si(t + 1)℄ depends only upon the state at time t of the
two nearest neighbors [Si−1(t) and Si+1(t)℄, aording to the transition probability [P [Si(t+ 1) | Si−1(t), Si+1(t)]℄
dened as
P [1 | 0, 0] = 0 (2)
P [1 | 0, 1] = P [1 | 1, 0] = p1
P [1 | 1, 1] = p2 ,
where P [0|•, •] = 1 − P [1|•, •] and the parameters p1 and p2 represent the probabilities that the site i is oupied
if exatly one or both of its neighbors are also oupied, respetively.
Domany and Kinzel demonstrated [107, 108℄ the existene of two phases, depending on the values of the pa-
rameters p1 and p2, a frozen and an ative phase, separated by a ritial line. In the ative phase, there exists a
stationary state that it is governed by utuations, while in the frozen phase all initial states lead to an absorbing
state. There is strong numerial evidene that this phase transition belongs to the universality lass of Direted
Perolation (exept for its upper terminal point). The exeptional behavior at the upper terminal point of the
ritial line is due to an additional symmetry between ative and inative sites along the line p2 = 1. Here, the DK
model has two symmetri absorbing states given by the empty and the fully oupied latties, respetively.
2.2 The Ising Model.
The other arhetypial system used to study the DS transition is the Ising model [109℄. In this ase, eah site of
the lattie represents a spin variable. In the ferromagneti ase, the spins have an energeti preferene to adopt the
same diretion. The Hamiltonian of this system an be written as
H = −J ·
∑
<i,j>
σiσj −H
∑
<i,j>
σi (3)
where σi is the Ising spin variable that an assume two dierent values σi = ±1, the indexes 1 ≤ i, j ≤ N are used
to label the spins, J > 0 is the oupling onstant of the ferromagnet, H is the external magneti eld, and the
summation runs over all the nearest-neighbor pairs of spins. In the absene of an external magneti eld (H = 0)
and at low temperature, the system is, for more than one dimension, in the ferromagneti phase and, on average,
most spins are pointing in the same diretion. In ontrast, at high temperature the system maximizes the entropy,
thermal utuations break the order and the system is in the paramagneti phase. This ferromagneti-paramagneti
ritial transition is a seond-order phase transition and it ours at a well-dened ritial Temperature (TC). In
the two-dimensional ase, one has exatly kTC/J = 2/ln(1 +
√
2) = 2.269...., where k is the Boltzmann onstant.
3 Damage Spreading in the basi models.
3.1 Damage Spreading in the DK Model.
One of the most interesting behaviors of DS was rst disovered in the (1 + 1)-dimensional DK ellular automata
[107,108℄. In fat, in addition to the two known phases (frozen and ative) of the phase diagram of the DK model,
already disussed in the previous setion, Martins et al. [110℄ found a third phase related to the spreading of
the damage. This new phase, whih lies in the ative phase, simultaneously exhibits regions where the damage
spread and heals, and it is extremely sensitivity to the initial onditions. Subsequently, other authors [34,111113℄
determined the boundary of this phase more preisely. Independently, Mean Field approximations applied to
dierent systems [90,93,113,114℄ onrmed the existene of this haoti phase in the sense that the nal state of
the system is sensitive to the initial onditions. However, it has also been realized that the results obtained [93,114℄
may depend on the dynami rules used in the implementation of the algorithm. This harateristi of DS will be
explained in detail in next Setion.
3
3.2 Damage Spreading in the Ising Model.
In the ase of the Ising model, the denition given in equation (1) an be rewritten as
D(t) =
1
2N
N∑
l
∣∣SAl (t, T )− SBl (t, T )
∣∣ , (4)
where the summation runs over the total number of spins N , and the index l (1 ≤ l ≤ N) is the label that identies
the spins of the ongurations. SA(t, T ) is an equilibrium onguration of the system at temperature T and time
t, while SB(t, T ) is the perturbed onguration that is obtained from the previous one, at t = 0, just by ipping
few spins [3℄. Physially, the denition given by equation (4) represents the total fration of spins that are dierent
in both ongurations. Then, one is interested in investigating under whih onditions a small initial perturbation
will grow up indenitely or eventually will vanish and beome healed.
Notie that by performing Monte Carlo simulations, the same sequene of random numbers has to be used for
both opies, in order to assure idential realizations of thermal noise. Furthermore, to study the time evolution of
the DS, a meaningful denition of the Monte Carlo time step (ms) is neessary. For this purpose, the standard
denition is adopted aording to that during one ms all N−spins of the sample are ipped one, on the average.
4 Main harateristis of the Damage Spreading.
4.1 On the Dependene of Damage Spreading with the Simulation Algorithm.
As it was mentioned previously, the DS behavior depends on the dynami rules used to implement the algorithm,
in Monte Carlo Simulations. In order to understand this dependene, it is very useful to remind the reader that the
detailed balane ondition [1,4℄ assures that the system will arrive at an equilibrium state, but it does not establish
the way of this evolution. In other words, detailed balane does not univoally determine the dynami rules that
have to be applied to go from a given onguration to the next. Therefore, this situation opens the possibility on
hoosing dierent transition probabilities between states, whih implies that dierent dynami rules an be applied
to the same physial system. In the ase of the Ising Model, the equilibrium state an be generated by dierent
dynami rules, e. g. Heath Bath, Glauber, Kawasaki and Metropolis dynamis, whih represent dierent dynamis
that allow the system to arrive at an equilibrium state.
In priniple, it was expeted that DS would not depend on the intrinsi dynamis of the simulation, and one
ould nd regular and haoti phases that ould be identied with the properties of the equilibrium system [10,11℄.
However, subsequent studies showed that dierent dynami rules implies the ourrene of dierent behavior in the
DS, suh as Glauber versus Metropolis [17, 115℄, Q2R [16℄ or Kawasaki [19℄. Furthermore, depending on the type
of updates, this means in whih way the sites of the lattie are hosen (randomly, typewriter, hessboard, et.), the
results obtained for DS and the ritial temperature of the transition between propagation and nonpropagation of
the damage are dierent [20, 24, 46℄.
Summing up, the observed behavior is not surprising sine DS is a dynami proess, and for this reason, it is
reasonable to expet that it may depend on the dynami rules applied. As an example, it is useful to onsider
the Ising model in two dimensions and ompare the results obtained using both Glauber [10℄ and Heath Bath [11℄
dynamis. For the Ising model simulated by using the Glauber dynamis, Stanley et al. [10℄ and Mariz et al. [17℄
found that in the paramagneti phase (T > TC , where TC is the Onsager ritial temperature (TC = 2.269.....J))
the system is haoti (D(t → ∞) tends to a nite non-zero value), while in the ferromagneti phase the damage
heals (D(t → ∞) → 0). On the other hand, Derrida et al. [11℄ studied DS in the Ising Model with the Heath
Bath dynamis. They found, in ontrast to the ase of Glauber dynamis, that for both the paramagneti and
ferromagneti phases, damage heals in the limit D(0)→ 0.
On the other hand, the results obtained by U. Costa [13℄ and Le Caër [14℄ in three dimensions and using the
Glauber dynamis, show a behavior similar to the 2D ase, but the ritial temperature for the DS transition (TD)
is lower than TC .
4.2 On the Universality Class of the Damage Spreading Transition.
The universality lass of the ontinuous and irreversible ritial transition between propagation and non-propagation
of damage is still an open question. Grassberger [34℄ onjetures that the DS transition may belong to the Direted
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Perolation universality lass (DP) [116118℄ if its ritial point does not oinide with a ritial transition of the
physial system, e.g. the ritial temperature of the Ising magnet. In the same paper, Grassberger [34℄ presents a
Monte Carlo simulation study of DS in the DK ellular automata [119℄ as a test for his onjeture. He founds that
ritial exponents of the DS transition oinide, within error bars, with the exponents of the DP universality lass,
both in two and three dimensions.
An analytial justiation for Grassberger's onjeture is given by Mean Field studies reported by Bagnoli [93℄
and the subsequent exat results obtained by Kohring and Shrekenber [114℄. They found that, for ertain limits
of the transition probability between states, the dynamis of DS in the DK ellular automata is idential to the
evolution of the DK itself, and for this reason, the DS transition belongs to the DP universality lass. These results
were later extended to other regions of the phase diagram of the DK Model [91℄.
Numerial simulations of dierent models also showed that the DS transition is haraterized by ritial expo-
nents of the DP universality lass, as in the ase of the 2D Ising Model with Swendsen-Wang dynamis [48℄, as well
as in a deterministi ellular automata with small noise [87℄.
However, there are also other systems where the DS transition has a non-DP behavior, suh as the ase of the
Kauman Model [2℄. In general, it is expeted that if the order parameter has a Z2 symmetry, the DS transition
may not belong to the DP lass [40℄.
In the Ising model with Glauber dynamis, Stanley et al. [10℄ determined that the DS transition and the
paramagnet-ferromagnet transition oinide. For this reason, it is expeted that the DS transition may not belong
to the DP universality lass.
In three dimensions, Costa [13℄ and Le Caër [14℄ found that TD/TC ≈ 0.96 and TD/TC ≈ 0.91, respetively. A
few years later, Grassberger [33℄ determined more preisely the ritial temperature for the DS transition, and he
found that TD = 0.992(2)TC in two dimensions and TD = 0.9225(5)TC in three dimensions. He also determined the
value of the ritial exponent δ governing the time dependene of the survival probability of damage, showing that
it oinides, within error bars, with the aepted value orresponding to the DP universality lass.
On the other hand, Vojta [41, 43℄, studying the dynami stability of the kineti Ising model with Glauber
dynamis and using a Mean Field approximation, found that there exists a ritial temperature for the Damage
propagation-nonpropagation transition given by TD ≃ 1.739J ≃ 0.826TC. Also, Vojta generalized these results in
the presene of an external magneti eld h. He found that h auses an inrease of the ritial temperature TD and
stabilizes the non-haoti phase. The general behavior of TD as a funtion of h is given by
TD(h)
J
=
1
1− h/J in the limit h/J → 1. (5)
DS has also been studied in the Zi-Gulari-Barshad (ZGB) model [120℄, for the atalyti oxidation of arbon
monoxide. The ZGB model exhibits a seond-order irreversible phase transition between an ative state with
prodution of CO2 and a poisoned (absortive) regime [120℄ where the reation stops irreversibly, whih is known
to belong to the universality lass of DP [121℄. By performing Monte Carlo simulations of DS in the ZGB model
in 2D, Albano [95℄ showed that there exist both haoti and regular phases, and that the transition between them
lies within the reative phase. So, the DS transition is not oinident with the model transition that takes plae
between a poisoned and a reative phase. However, the reported ritial exponent δ ≃ 0.65(2) is quite dierent from
that orresponding to the DP universality lass, namely δ = 0.451 [118℄. So, the question about the universality
lass of the DS transition in the ZGB model is still open.
Another interesting possibility is to study the interplay between reversible (equilibrium) ritial transitions of
onned systems and the irreversible DS transition. In partiular, for the ase of magneti systems onned between
rigid walls, it is interesting to study the relationship between on the one hand, the DS transition and on the other
hand, the paramagnet-ferromagnet, the wetting and the orner-lling transitions. In the last examples (wetting
and orner transitions), the presene of external magneti elds applied to the walls of the system promotes the
presene of interfaes between magneti domains of dierent orientation, and therefore it is interesting to study the
eet of these interfaes on the propagation of damage. In fat, it have been observed [5456,59℄ that the presene
of interfaes enhanes the spatiotemporal spreading of damage.
5 Damage Spreading in the Conned Ising Model.
Here, we foused our attention to the study of DS in the Ising Model when the ferromagnet is onned between walls
that exhert surfae magneti elds. For this purpose, rst it is worth studying the main properties of equilibrium
5
ongurations, sine they are the starting point for the study of DS. Subsequently, the study of DS is atually
addressed.
5.1 Equilibrium Congurations of the Ising Magnet in Conned Geometries.
5.1.1 Strip Geometries and the Wetting Transition.
The study of the properties of thin−onned−lms has attrated growing attention in the last deades not only
due to the interest in the understanding of the properties of onned and low dimensional materials, but also to
the existene of many potential appliations in the elds of nanosiene and nanotehnology.
A thin lm an be modeled by using the Ising magnet in a onned geometry. So, if one has a lm in a stripped
geometry of size L×M (L≪M), the Hamiltonian of the Ising magnet given by equation (3) an be redened as
H = −J
M,L∑
<ij,mn>
σijσmn − h1
M∑
i=1
σi1 − hL
M∑
i=1
σiL (6)
where σij is the Ising spin variable orresponding to the site of oordinates (i, j), J > 0 is the oupling onstant of
the ferromagnet and the rst summation of (6) runs over all nearest-neighbor pairs of spins suh as 1 ≤ i ≤M and
1 ≤ j ≤ L. The seond (third) summation orresponds to the interation of the spins plaed at the surfae layer
j = 1 (j = L) of the lm where the surfae magneti eld h1 (hL) ats. Suh elds are measured in units of the
oupling onstant J. Of ourse, for non-vanishing surfae elds one has to assume open boundary onditions (OBC)
along the M−diretion of the lm. However, for h1 = hL = 0 both OBC and periodi boundary onditions (PBC)
may be used. Also, along the L−diretion of the strip, OBC are always used.
Considering PBC onneting the upper and lower surfaes of the lm and negleting surfae elds in the Hamil-
tonian of equation (6), one nds standard ongurations of the Ising magnet, as is shown in Figure 1 (a). In this
ase, for T = 0.98TC one has rather homogeneous ongurations essentially showing large monodomain strutures.
On the other hand, by assuming OBC and keeping h1 = hL = 0, a quite distint behavior is observed, as is shown
in Figure 1 (b), whih was also obtained at the same temperature as in Figure 1 (a). In fat, near the bulk ritial
temperature, the system shows a quasi-phase transition from a state that is ordered at sales ξ < L (note that ξ is
the standard orrelation length) below TC to a state that is essentially ordered in the diretion perpendiular to the
open boundary, but is disordered in the other diretion. In fat, for T ≤ TC (but lose to TC) the system is broken
up in a sequene of magneti domains with spins of opposite sign. The suessive domain walls our essentially at
random (see e.g. Figure 1 (b)). It should be notied that this partiular kind of onguration is the marosopi
manifestation of the mixing neighbor eet undergone by spins at the surfaes of the lm with open boundaries.
For a detailed disussion on this kind of onguration, see also Albano et al. [128℄.
Also, by onsidering OBC and ompeting surfae magneti elds h1 = −hL (see equation (6)) another very
interesting senario takes plae. In fat, for T < TC , these ompeting elds ause the development of a domain
wall interfae along the diretion parallel to the surfae of the lm, as is shown in Figure 2. This situation an be
desribed in terms of a wetting transition that takes plae at a ertain−eld-dependent−ritial wetting temperature
Tw(h). In fat, for T < Tw(h) a small number of rows parallel to one of the surfae of the lm have an overall
magnetization pointing to the same diretion as the adjaent surfaes eld (see Figure 2 (a)). However, the bulk of
the lm has the opposite magnetization (i.e. pointing in the diretion of the other ompeting eld). Alternatively,
one may also onsider a symmetri situation that is equivalent to the previous one due to the spin-reversal eld-
reversal symmetry. This non-wet state of the surfae takes plae at low enough temperatures. As the temperature
is raised towards Tw(h), the number of rows adjaent to the surfae that has a magnetization of dierent orientation
than the bulk inreases, i.e. the domain wall between the oexisting phase of opposite magnetization, whih at
low temperature is tightly bound to one surfae (non-wet state), moves farther and farther away from the surfae
toward the bulk of the lm. When the interfae is loated, on average, in the middle of the lm, the system reahes
the wet phase for the rst time. Of ourse, a well-dened wetting transition takes plae in the thermodynami
limit only. Nevertheless, as shown in Figure 2(b), a preursor of this wetting transition an also be observed in
onned geometries for nite values of L. In onned geometries, this preursor wetting transition is most orretly
desribed in terms of a loalization-deloalization transition of the interfae (for further disussions on the wetting
transition of the Ising, system see e.g. [122137℄). For T > Tw, the interfae between domains moves along the
L-diretion, and the system enters the wet regime (deloalized interfae), as is shown in Figure 2 ().
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The phase diagram (i.e. the ritial urve in the h− T plane, as shown in Figure 3) has been solved exatly by
Abraham [122,126℄, yielding
cosh(2hβ) = cosh(2K)− e−2K sinh(2K), (7)
where J > 0 is the oupling onstant, h is the surfae magneti eld, β = 1/kT is the Boltzmann fator, and
K = Jβ.
5.1.2 The Corner Geometry and the Filling Transition.
Another interesting onnement senario for the Ising magnet is the so-alled orner geometry skethed in Figure
4. For this ase, the Hamiltonian given by equation (6) has to be modied for a lattie of size L× L, yielding
H = −J
∑
<i,j,m,n>
σi,jσm,n − h
∑
i
σi,1 − h
∑
j
σL,j + h
∑
j
σ1,j + h
∑
i
σi,L, (8)
where σi,j = ±1 is the spin variable, J > 0 is the oupling onstant, and h is the magnitude of the surfae eld.
The rst summation runs over all spins, while the remaining ones hold for spins at the surfaes where the magneti
elds are applied (see also Figure 4) and h > 0 is measured in units of J .
Studies performed by using this onnement geometry show that for ertain values of the temperature and the
ompeting magneti elds h, applied to opposite orners, a orner-lling transition an be observed (see Figure 5).
The study of this lling transition under equilibrium onditions has reently attrated growing attention [138167℄.
Also, the lling transition upon the irreversible growth of a magneti system has very reently been studied [168℄. In
both ases, the ourrene of an interfae between magneti domains of dierent orientation is due to the presene of
ompeting elds. The loalization-deloalization transition of the interfae in a nite system yields to a true seond-
order orner-lling transition in the thermodynami limit (L → ∞). The analytial expression of the equilibrium
phase diagram was early onjetured by Parry et al. [150℄ and more reently proved rigorously by Abraham and
Maiolek [153℄, yielding
cosh(2hβ) = cosh(2K)− e−2K sinh2(2K). (9)
The ritial urve obtained by using equation (9) is shown in Figure 3. It is found that for a given surfae
magneti eld, the lling transition takes plae at a temperature lower that of the wetting transition, exept of
ourse for h = 0, where both urves onverge to the Onsager ritial temperature of the Ising model (TC).
In all ases briey disussed here, one has that the interplay between onnement, boundary onditions, surfae
elds and temperature leads to the ourrene of utuating interfaes, so that the propagation of damage in suh
systems is expeted to strongly depend on the properties of interfaes. It should also be notied that due to the
equivalene between the Ising model and both a lattie gas and a binary alloy, all the physial situations disussed
above have a wider eld of appliation, e.g. for the study of simple uids and in the eld of ondensed matter
physis.
5.2 Damage Spreading.
5.2.1 Strip Geometries.
Let us start our disussion of DS in onned samples with the ase of the strip geometry (L×M , with L≪M) [54,55℄.
Close to ritiality, this Ising magnet exhibits an interesting boundary eet, as already disussed in relation to
Figures 1 (a) and 1 (b). When an initial perturbation is introdued in these ongurations, at the ritial point of
the DS transition, one observes a monotoni growth of the damage aording to a power-law behavior (see Figure
6) given by
D(t) ∝ tη, (10)
where η is the dynami ritial exponent. Results obtained from the study of DS in these systems are onsistent with
the fat that the presene of interfaes between magneti domains enhanes the propagation of the perturbation,
as judged by the values of the dynami ritial exponents: ηOBC = 0.471(5) and ηPBC = 0.392(5) [54℄. Based
on the fat that ηOBC > ηPBC , one onludes that, for a given time, the damaged area of the sample is always
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bigger in samples with OBC as ompared with samples having PBC. This result an be explained in terms of the
utuations in the orientation of the spins in the region near the interfaes. In fat, around these regions, whih
are present in samples with OBC (see gure 1 (b)), one has the largest utuations that enhane the propagation
of the perturbation. In ontrast, inside of the magneti monodomains, whih haraterize the samples obtained by
using PBC (see gure 1 (a)), the propagation of the damage slows down.
A similar behavior is observed for the propagation of damage in the Abraham's model (see Figure 7) [56℄. In
this ase, for ertain values of the temperature T and the surfae magneti elds applied to the upper and lower
walls of the lattie (h), a ritial loalization-deloalization transition of the interfae between magneti domains
ours. It is found [56℄ that the dynami ritial exponent for DS is bigger than in the previous ases, yielding
ηWT = 0.91(1) (see Figure 7). This result reets the fat that the interfae between magneti domains is parallel
to the propagation of the perturbation, and for this reason one has ηWT > ηOBC > ηPBC . Moreover, after proper
extrapolation to the thermodynami limit, the phase diagram of the DS transition an be drawn, as shown in Figure
3. It is observed that the DS transition ours within the non-wet phase of the wetting phase diagram (see Figure
3) and onsequently it does not oinide with the wetting transition.
Other interesting result related to the propagation of damage along the interfae between magneti domains an
be visualized by the study of the damage proles along the L-diretion, dened as:
PL(j, t) =
1
2M
M∑
i=1
∣∣SAi,j(t, T )− SBi,j(t, T )]
∣∣ , (11)
where SAi,j(t, T ) and S
B
i,j(t, T ) are the referene and damaged ongurations at site l of oordinates {i, j}, as early
dened in the ontext of equation (1), respetively. Thus, the damage prole represents the average damage of
the i − th (i = 1, ...., L) row of the system, that runs parallel to the surfaes where the elds are applied, i.e. the
M -diretion.
It is found [55℄ that for zero elds and assuming both PBC and OBC (Figure 8 (a)-(b), respetively), the damage
proles are essentially at. This an be explained in terms of the interfaes between dierent magneti domains
whih are essentially perpendiular to the lm and the overall eet on the proles is homogeneous. On the other
hand, in presene of surfae elds the situation is qualitatively dierent (see Figure 8()). The damage proles show
an important urvature related to the existene of an interfae in the M -diretion, as shown in Figure 2(). The
eet of the walls is to slow down the propagation of the damage, while the interfae between magneti domains
running along the lm enhane the spreading of the damage.
5.2.2 Corner Geometry.
DS in the orner geometry, with ompeting (short-range) magneti elds ating on the surfaes, shows [59℄ a behavior
qualitatively similar to that the observed in the ase of the strip geometry (see Figure 9). However, in ontrast to
the previous ase, three dierent regimes for DS were found, as is shown in Figure 10. For short times, one observes
the healing of the damage reated in the bulk of the domains. However, at the ritial DS point, a small luster
of damaged sites survives lose to the interfae. During the seond time regime, the damage propagates along the
interfae aording to a power-law behavior of the form D(t) ∝ tη∗ , with η∗ = 0.89(1). Finally, due to the onstraint
imposed by the orners where magneti elds of opposite diretion meet, the damage no longer propagates along
the surfae but starts to spread slowly into the bulk of the domains. Within this late regime one has D(t) ∝ tη∗∗ ,
where η∗∗ = 0.40(2) is the exponent desribing the spreading of the damage in the bulk [59℄.
As in the ase of strip geometry, it is useful to gain further insight into the spatiotemporal propagation of the
damage. For this purpose, the probability distribution of the distane from the damage zone to the orner (P (lD0 ))
an be measured. The distribution was evaluated along the diagonal of the sample (y-diretion in Figure 4) at
x = L/2. Figure 11 shows a summary of the results [59℄.
In these ases, for h ≪ hf(∞) (e.g. h = 0.20) the distribution is almost at with two small peaks lose to the
orners. Approahing the transition by inreasing the eld these peaks develop and beome slightly shifted toward
the enter of the sample (e.g. h = 0.21 and h = 0.22 in Figure 11). This double-peaked struture indiates that
the damage remains bound to eah orner with the same probability as expeted for the ase of the non-wet phase.
On the other hand, for h ∼ hf (∞) (e.g. h = 0.23, 0.24 in Figure 11) the distribution beomes a Gaussian entered
along the middle of the sample. The Gaussian struture of P (lD0 ) remains even for h ≫ hf (∞) (e.g. h = 0.30 in
Figure 11). This results are in qualitative agreement with the orresponding to the damage prole showed in Figure
8
8 for the strip geometry; and it shows that the damage is loated in the neighborhood of the interfae between
magneti domains.
5.2.3 Overview of the Behaviour of DS in Dierent Connement Geometries.
Table I summarizes the exponents obtained for dierent onnement geometries and boundary onditions. In view
of the exponents obtained, one onludes that the presene of interfaes between magneti domains of dierent
orientation auses the enhanement of the propagation as ompared with samples where suh interfaes are not well
dened. Furthermore, these results learly show that the propagation of the damage is anisotropi: it propagates
better along an interfae than aross it. Moreover, the obtained results suggest that the damage propagates along
the magneti interfaes with a ritial exponent ηI = 0.90(2) ≃ ηWT ≃ η∗ and it spreads into the magneti domains
with an exponent ηDOM = 0.40(2) ≃ ηPBC ≃ η∗∗.
Taking into aount this point of view, the value of the exponent ηOBC = 0.471(5) an be explained in terms of
the equilibrium ongurations of the system. In fat, the sequene of domains with spins of opposite sign implies
the inhomogeneity in the propagation of damage. When the perturbation arrives at an interfae, it will propagate
faster than in the bulk. For this reason, the exponent ηOBC an be thought as a result of the interplay between the
propagation along the interfaes and the propagation inside the magneti domains. Regrettably, for this example
it seems to be impossible to separate both eets in order to write the exponent in terms of ηI and ηDOM .
Figure 12 shows the behavior of D(t) for the dierent onnement geometries studied: the strip geometry with
PBC's and OBC's at ritiality and without applied magneti elds [54, 55℄, the Abraham's Model [56℄ and the
orner geometry [59℄. In all these ases and beause of the dependene on the initial onditions, the rst 100 ms
were disregarded in order to evaluate the exponents.
Model Critial Exponent η
Ising strip geometry with PBC [54℄ 0.392(5)
Ising strip geometry with OBC [54℄ 0.471(5)
Abraham's Model [56℄ 0.91(1)
Corner Geometry (Seond Regime) [59℄ 0.89(1)
Corner Geometry (Third Regime) [59℄ 0.40(2)
Table I. List of the ritial exponent of Damage Spreading (η) obtained for the dierent models, as indiated
in the rst olumn.
6 Conlusions.
A brief overview of the Damage Spreading method applied to dierent models is presented and the ritial non-
equilibrium DS transition is analyzed. Within this ontext, DS in onned geometries is disussed in detail. A
power-law behavior is found for DS as a funtion of time. The dynami ritial exponent η depends on the presene
of interfaes between magneti domains generated by the existene of surfae magneti elds applied to the walls
of the lattie. The results reported suggest that the damage propagates along the interfaes between domains with
opposite orientations of the magnetization with an exponent ηI ∼ 0.90 and it spreads into the magneti domain
with an exponent ηDOM ∼ 0.40. In view of these results, we onlude that the presene of interfaes enhanes the
propagation of a perturbation.
The ritial propagation-nonpropagation transition of the damage was studied too. The results disussed indiate
that, in some ases as in the Abraham's model and a pure Ising system in the absene of magneti elds, there
is lear evidene indiating that the DS transition and the ritial transition of the orresponding system our
at dierent ritial points. These ases orrespond to the wetting and the ferromagnet-paramagnet transitions,
respetively. In the ase of the orner geometry, both transitions −damage spreading and orner-lling− oinide
within error bars.
In the ases of onned geometries, the ritial exponents found suggest that the DS transition does not belong
to the DP universality lass. This nding seems to be related to the enhanement of the propagation of the damage
aused by the magneti interfaes appearing in onned samples.
The DS method is a suitable tool for the study and understanding of the propagation of perturbations in physial
systems. Due to the onept of universality that allows one to desribe seond-order phase transitions and lassify
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them into universality lasses, haraterized by the same set of ritial exponents, it is possible to investigate simple
models representing more omplex physial situations, as e.g. the Ising model as arhetype of various systems
suh as ferromagnets, uids, lattie gases, binary alloys, et. Therefore, the disussed role of the interfaes in the
propagation of perturbations may be a quite general phenomenon of relevane in material siene in general, and
partiularly, due to the additional inuene of onnement, in the eld of miro- and nanotehnology.
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Figure 1: Snapshot ongurations orresponding to the Ising magnet as obtained for L = 12, M = 1200, t = 10000
ms, T = 0.98TC, and using (a) periodi boundary onditions, (b) open boundary onditions. Note that the
horizontal oordinate has been redued by a fator of ve in omparison with the vertial oordinate, for the sake
of larity of the piture. Sites taken by down spins are shown in blak while up spins are left white [54℄. More
details in the text.
Figure 2: Snapshot ongurations obtained after 104 ms in onned geometries when short-range elds with
opposite signs are applied to the bottom and top sides of a lattie of size L = 24 and M = 1200. In these ases, the
snapshots are taken at T = 0.80TC and dierent surfae elds: (a) h = 0.4, within the non-wet phase; (b) h = 0.6,
near the ritial wetting urve, and () h = 0.8, within the wet phase. Note that the horizontal oordinate has been
redued by a fator of ve in omparison with the vertial one, for the sake of larity of the piture. Sites taken by
down spins are shown in blak while up spins are left white [56℄. More details in the text.
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Figure 3: Phase diagram of h versus T/TC. The dashed line orresponds to the wetting transition (equation (7)),
while the full line orresponds to the orner-lling transition (equation (9)). The irles and squares orrespond to
the results obtained for the DS transition at the strip [56℄ and the orner [59℄ geometries, respetively.
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Figure 4: Corner geometry of size L × L. The signs + and − indiate the surfaes where the ompeting surfae
magneti elds are applied. The positive domain is shown in grey and the negative one is left white. In this ase,
the boundary onditions are open for all sides of the sample [59℄.
Figure 5: Snapshot ongurations obtained after 104 ms in a orner geometry of size L × L, with L = 128,
T = 0.80TC and dierent surfae elds: (a) h = 0.20 < hF (L); (b) h = 0.24 ∼ hF (L), and () h = 0.28 > hF (L).
Sites taken by down spins are shown in blak while up spins are left white. More details in the text.
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Figure 6: Log-log plots of D(t) versus t obtained for the Ising magnet in the strip geometry. Results orresponding
to dierent temperatures obtained using latties of size L×M = 12× 601 and applying open boundary onditions.
The slope of the dashed line is ηOBC = 0.47 (see equation 10) [55℄. More details in the text.
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Figure 7: Log-log plots of D(t) versus t. Results obtained at dierent temperatures, applying short-range elds of
magnitude h = 0.5, and using latties of size L×M = 24× 1201. The dashed line has slope ηWT = 0.90 [56℄.
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Figure 8: Plots of the damage prole measured along the L-diretion and obtained at dierent times as indiated.
Results are obtained using lattie of size L = 12, M = 600 in onned geometries, namely (a) T = 0.98TC and
PBC, (b) T = 0.98TC and OBC, () T = 0.861TC and applying short-range elds |h1| = |hL| = 0.5. [55℄
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Figure 9: Log-log plots of D(t) versus t, obtained for the Ising magnet in the orner geometry and for dierent
values of the surfae magneti eld h. Results orresponding to T = 0.80TC and obtained using latties of size
L = 256. The dashed line has slope η∗∗ = 0.40 [59℄. More details in the text.
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Figure 10: Log-log plot ofD(t) versus t, as obtained for the Ising magnet in the orner geometry. Results obtained for
T = 0.80TC and at the ritial size-dependent magneti eld hD(L): hD(L = 256) = 0.355, hD(L = 512) = 0.3675,
hD(L = 1024) = 0.37, and hD(L = 2048) = 0.38. The dashed line has slope η
∗ = 0.89 and the dotted line has slope
η∗∗ = 0.40 [59℄.
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Figure 11: Plot of probability distribution of the position of the damage P (lD0 ), obtained for L = 128, T = 0.90TC,
and dierent values of surfae magneti eld h, as listed in the gure [59℄.
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Figure 12: Log-log plot of D(t) versus t obtained at the DS ritial point for the dierent models desribed in this
work. The dotted line has slope ηDOM = 0.40, the dashed line has slope ηOBC = 0.47, and the solid line has slope
ηI = 0.90. More details in the text.
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