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Abstract  
Six Sigma is a methodological approach and philosophy for quality improvement 
in operations management; its main objectives are identifying and removing the causes of 
defects, and minimizing variability in manufacturing and business processes. To do so, Six 
Sigma combines managerial and statistical tools, with the creation of a dedicated 
organizational structure. 
In this doctoral thesis and the three years of study and research, we have had the 
purpose to advance the potential applications of the methodology and its tools; with a 
specific attention on issues and challenges that typically prevent the realization of the 
expected financial and operational gains that a company pursue in applying the Six Sigma 
approach. Small and medium sized enterprises (SMEs), for instance, very often incur into 
such issues, for structural and infrastructural constraints. The overall application of the 
methodology in SMEs was the focus of the initial research effort and it has been studied 
with a case study approach. 
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Then, on this basis, most of our research has been turned to the rigorous 
methodological advancement of specific statistical tools for Six Sigma, and in a broader 
sense, for other industrial applications. Specifically, the core contribution of this doctoral 
thesis lies in the development of both managerial and/or statistical tools for the Six Sigma 
toolbox. Our work ranges from a decision making tool, which integrates a response latency 
measure with a well-known procedure for alternatives prioritization; to experimental 
design tools covering both planning and analysis strategies for screening experiments; to, 
finally, an initial effort to explore and develop a research agenda based on issues related to 
conjoint analysis and discrete choice experiments.    
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Introduction  
Six Sigma is a methodological approach and philosophy for quality improvement 
in operations management. The main objectives in the Six Sigma framework can be 
summarized as identifying and removing causes of defects and minimizing variability in 
manufacturing and business processes. The very most critical success factor in the Six 
Sigma approach is the well-known optimal use of a combination of managerial and 
statistical tools in conjunction with the creation of a dedicated organizational structure. 
Six Sigma is a framework that has developed and spread out in many and different 
industries, it has gained its momentum in the field, and received attention in research in the 
operations management literature; especially in the more holistic view of the methodology, 
its diffusion and impact on organizational performance (both operational and financial). 
However, being also a huge collection of statistical tools, it is a field of great interest for 
statisticians as well. 
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The research work behind this doctoral thesis has been conducted with the purpose 
to advance the potential applications of the methodology and its tools; with a particular 
lens on issues and challenges that typically impede the realization of the expected financial 
and operational gains in applying the Six Sigma approach. Small and medium sized 
enterprises (SMEs), for instance, very often incur into such issues, for structural and 
infrastructural constraints. 
In this spirit different phases of this research project have had different objectives. 
First, an initial effort was aimed towards the investigation of the extent of application and 
diffusion of the methodology, with particular attention to firms that face greater challenges, 
such as SMEs. In these cases, the potential application of such powerful methodological 
approach is bounded by several constraints, both financial and operational. This initial 
stage of research was grounded on several case studies, carried out in SMEs both in Italy 
and internationally. Main output of this phase was a deeper understanding of the needs and 
issues in a constrained industrial environment. Specific findings related to one of the case 
studies (a Swedish manufacturer) and general discussion on criticalities and issues for the 
implementation of Six Sigma in SMEs can be found in the first published work: Barone S., 
Doverholt T., Errore A., and Lombardo A. (2014); Six Sigma in small- and medium-sized 
enterprises: a Black Belt project in the Swedish steel industry. Int. J. Six Sigma and 
Competitive Advantage. 
A second, and more extensive stage of research was then turned into the rigorous 
methodological advancement of specific statistical tools for Six Sigma, which in fact, in a 
broader sense, can be generally used in other industrial applications, not limited to the 
boundaries of Six Sigma.  
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A first output of this second phase is a decision making tool. Specifically, we 
integrated the well-known decision making tool called Analytical Hierarchy Process 
(AHP) with a response latency model. We modeled a new measure of degree of preference 
in the pairwise comparison task. The measure we use is the time taken to make a decision, 
we essentially replace weights calculated with a response latency model to the traditional 
use of a sematic scale. We conducted an empirical test of the model in a setting of service 
design. The use of a response latency measure, has been found to give a more nuanced 
measure of the decision maker’s preferences and to improve the consistency of responses 
in the application of the AHP, in comparison with the use of the semantic scale. This work 
was reported in the second published paper: Barone, S., Errore, A., Lombardo, A. (2014); 
Prioritisation of alternatives with analytical hierarchy process plus response latency and 
web surveys; Total Quality Management & Business Excellence. 
Lastly, most of the research effort in this project and most of the time in this PhD 
program has been dedicated to probably the most powerful tool in the Six Sigma toolbox: 
the Experimental Design (Design of Experiment, hereinafter DoE). DoE is a tool for 
exploring relationships between factors and establishing causal links and it can be 
leveraged and adopted to different needs and issues related to every phase of the Six Sigma 
framework. In the so called DMAIC cycle (Define, Measure, Analyze, Improve, and 
Control), experimental design is very much emphasized in the Improve Phase, but other 
uses of DoE can be easily found in each of the other phases, and again, in other applications 
in industry, beyond the Six Sigma framework. In particular, the most recent output of this 
research project regards the development of designs and analysis strategies for screening 
experiments.  
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Screening experiments are a special case of experimental studies, where typically 
there is very little knowledge about the process or product under study, there are many 
factors that may influence a response of interest, hypotheses on the nature of the 
relationships between factors is very difficult to make and assumptions are uncertain. This 
is very often the case in a Six Sigma project that investigates root causes of variation in a 
manufacturing or business process. In such a scenario, with many factors and little a priori 
knowledge, both design and analysis issues arise.  
We construct small efficient experimental plans for investigation of any number of 
two-level factors. This work fit into the stream of research on Definitive Screening Designs 
(or DSDs), which were typically small and efficient designs for three-level factors. Our 
work has been aimed at the extension of three-level DSDs characteristics to the two-level 
factors case and it results in a new class of designs that we construct with a coordinate 
exchange algorithm. These designs have the main feature of being small and highly 
efficient orthogonal or nearly-orthogonal plans where the main effects are completely de-
aliased by any two-factor interaction. This feature is particularly useful in the analysis stage 
of an experimental study. For the analysis stage we investigated several variable selection 
methods that are considered suitable for screening experiments where the number of 
potential factors of interest exceeds the number of observations in the experiment (so-
called supersaturated designs); this is the case when in addition to main effects, the 
experimenter is interested in potentially active interaction effects, or even quadratic effects 
(the latter only estimable with three-level designs). We contrast and compare several 
variable selection methods for analyzing DSDs in a comprehensive simulation study where 
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we evaluate the performance of different methods with different cases of active factors, 
signal to noise ratios, effect sparsity and heredity. 
These last stage’s findings can be found in two research papers under the review 
process in international ISI journals: Errore A., Jones B., Li W., Nachtsheim C.J., “Two-
level Folded-over Efficient Screening Designs”, and “Analysis Strategies for Model 
Selection with Definitive Screening Designs”.  
Finally, during the three years of the program, some effort has been devoted to 
issues related to experimental designs for non-linear models, applied in conjoint analysis 
and discrete choice experiments. Most of this work is still in progress, and it has a main 
purpose to extend some current research on linear models designs on the non-linear case. 
This entire research dedicated to experimental design issues is part of a research proposal 
awarded in 2013 with the Juran Fellowship Award. 
 
Motivation, objectives and methodology 
Probably, this would not fit the editorial style that one should follow in a 
dissertation, but I feel I need to talk personally and a bit informally about my journey in 
the PhD program to briefly talk about some motivation and objectives of this work, as well 
as the methodological approach that has been undertaken. 
When I applied to the PhD program in Industrial Engineering at the University of 
Palermo, I had just completed my Master Program. I had spent my last semester as an 
exchange student within the Erasmus program at the Chalmers University of Technology 
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in Gothenburg, Sweden. This experience was definitely crucial for me and for my desire 
to continue with my education in a doctoral program.  
During the semester in Sweden I had the chance to take a five months academic 
course for Six Sigma Black Belt and I had the opportunity to work with a team on an 
industrial project at a company called Structo Hydraulics. This experience definitely 
triggered my interest in Six Sigma and applied statistics. My thesis advisor, Stefano 
Barone, suggested me to start thinking about a doctoral program with a project focused on 
Six Sigma topics. 
Then, once I had the opportunity to embrace the PhD journey, my main research 
interest was still Six Sigma but I wanted to work on topics that could be of value both 
within and beyond this framework. Since the beginning most of our research effort and 
interest was directed toward the application of Six Sigma in small and medium companies. 
The motivation came from different directions. On the one hand, my personal first 
experience in Six Sigma was a project in a Swedish SME; during that experience, I had the 
chance to notice that there are different issues and challenges that a SME faces in 
implementing the methodology; on the other hand, the possibility to start doing this type 
of research in Italy, did inspire in me the idea that, in order to understand the extent of the 
diffusion and knowledge of the methodology in this country, it would be necessary to first 
better understand and issues related to the types of companies that mainly characterize the 
Italian industries: the small and medium enterprises.  
From these type of simple initial reasoning, we decided to spend some initial time 
of my program in completing some work on the black belt project at Structo Hydraulics 
and start other projects in local small companies in Sicily. With this case study approach 
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and some literature review we first worked on a research paper on the implementation of 
Six Sigma in SMEs, whose authors are Stefano Barone, Alberto Lombardo, Therese 
Doverholt, and me. We also took the opportunity of finishing some of these projects to 
discuss in which direction to move in order to accomplish the objective of taking the most 
advantage from the remaining part of the doctoral program. 
At this point we turned from a case study research approach to a more analytical 
methodological approach directed towards the advancement of specific tools for the Six 
Sigma toolbox. Also, we wanted to work on tools of general value and applicability within 
the DMAIC cycle and Six Sigma projects, and beyond the framework in various other 
contexts of industrial applications of managerial and statistical tools for operations 
management, marketing, decision making. This is a paper whose authors are Stefano 
Barone, Alberto Lombardo and me. 
A first work in this new approach is based on the development of an analytical 
integration of a response latency measure in the procedure of the Analytical Hierarchy 
Process. This research is in line with a broader research stream regarding the use of 
response latency measures in statistical and decision making models (Barone et al., 2007, 
2012). Within this project we obtained and validated empirically a model that allows for a 
simpler and more intuitive procedure in the AHP method, intuitive calculations for the 
researchers, easy and shorter procedure for the respondents, and higher overall consistency 
indexes of the responses. 
This work and the one mentioned in the initial phase are both published papers, 
some of the issues discussed in the papers are also included in the first two following 
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chapters of this dissertation. The case studies related to these two papers are attached in 
appendix, should the reader be interested in the details. 
Most of the remaining time and research work of this dissertation had been spent, 
as said, on issues related to experimental design modelling and analysis. This part of my 
research during the doctoral program was mainly conducted at the time I was being hosted 
as a visiting PhD student at the Carlson School of Management, University of Minnesota, 
in Minneapolis, USA. 
I planned to spend in Minneapolis one academic year between fall 2012 and spring 
2013, in order to accomplish part of the requirements of this PhD program and to have the 
opportunity to work for some months with Professors William Li and Christopher 
Nachtsheim. The line of research that I had the chance to join was very interesting since 
the beginning and it turned out to be occupy the rest of my PhD program, changing my 
plans to stay in Minnesota until the end of the program, December 2014. 
The research related to this topic in this dissertation is part of a larger research 
project that we developed in 2013 and that it is still ongoing. Some of the results and the 
research papers written on this work are under various stages of the review process and 
some others are still work in progress and plans for the near future. 
The whole research project being conducted with Professors Li and Nachtsheim 
has so far involved and continue to involve other distinguished scholars at the Carlson 
School and not only. To be fair with the entire project in the next few pages I will report 
some of the key points of the research proposal called “Definitive Screening Designs and 
Discrete Choice Experiments for Quality Improvement”. Two chapters will be dedicated 
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to some current results and ongoing work. This project has been awarded by the Juran 
Research Center with the Juran Fellowship award in 2013. 
Other than what will be mentioned in the following chapters of this doctoral thesis, 
other research works completed or ongoing will be just mentioned in the next section, and 
they will not be discussed in details. My own education as a future scholar is still ongoing 
and I feel like I am learning every day form my advisors and professors, and from my 
colleagues. By no means is this doctoral thesis the conclusion of my scholarly education 
or the completion of the projects we are enthusiastically working on.     
 
 Definitive Screening Designs and Discrete Choice Experiments for 
Quality Improvement 
A substantial part of this thesis and the research work conducted during this three 
years program is mainly linked to methodological work in the design of experiments (DOE) 
for industrial applications of quality improvement projects. In quality applications, DOE 
plays a fundamental role in a variety of situations, from design and development of new 
products to product or process improvement practices (Evans and Lindsay, 2002). Of 
course, as we will repeat many times, DOE is one of the most important tools used in the 
application of the Six Sigma Methodology (Magnusson et al., 2003; Barone and Lo Franco, 
2012). In particular, it is fundamental to the improvement phase of the DMAIC (Define, 
Measure, Analyze, Improve, and Control) cycle. 
Experiments, whether statistically designed or not, are a component of the learning 
process. We experiment to learn. How well one succeeds will be a function of adherence 
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to the scientific method, the most rapid means for speeding the learning process (Juran and 
Godfrey, 1999). 
Design of experiments is a branch of applied statistics that deals with planning, 
execution, analysis and interpretation of a series of tests to evaluate rigorously the potential 
cause-and-effect relationships between inputs and outputs of a process. A well planned and 
executed experiment provides clear information about the effect on a response variable due 
to one or more factors. Many of the current statistical approaches to designed experiments 
originate with the work of R. A. Fisher in the early part of the 20th century. Fisher 
demonstrated how taking the time to seriously consider the design of an experiment prior 
to testing can lead to clear and valid inferences the cause-and-effect relationships between 
a response and a set of potential causal factors (ASQ website). 
In quality applications DOE plays a fundamental role, from design and 
development of new products, to product or process improvement practices. These 
applications are found equally in both manufacturing and service operations. The large 
variation in products, processes, and scientific applications motivates the need for an array 
of tools and techniques that can both efficiently and effectively meet different scenarios’ 
characteristics. 
In applying DOE in industry, one of the most critical tasks is the choice of design. 
The statistical analysis to be conducted is determined by choice of design, and a well-
designed experiment is generally easy to analyze. Assumptions about the nature of the 
cause-and-effect relationships between the factors and the response (i.e., about the 
operative regression model) are necessary in order to select an appropriate design. If the 
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true model turns out to be significantly different from the assumed model, the design 
chosen may be inefficient and conclusions drawn from the experiment can be misleading. 
The effectiveness of any experiment depends critically on the validity of 
assumptions made by the experimenter about the product or process that is under study. 
There are generally one or more quality characteristics or metrics that we wish to improve. 
Prior to experimentation, the experimenter must state his or her beliefs about the 
controllable and uncontrollable factors that may affect the response. This is frequently 
accomplished through the use of brainstorming sessions and the use of cause-and-effect 
diagrams. For the best experimental design, it is not only necessary to identify potential 
causal factors. It is also necessary to articulate the nature of the effect that each factor has 
on the quality response. For example, does the quality response change linearly with 
changes to a potential factor, or nonlinearly? Are interactions among factors a possibility? 
These prior beliefs are expressed mathematically in the form of an assumed regression 
model. If we consider the output to be the quality characteristic that we obtain for a given 
set of factor-level inputs, our model takes the form: 
𝒐𝒖𝒕𝒑𝒖𝒕 (𝒚) = 𝒇(𝒄𝒐𝒏𝒕𝒓𝒐𝒍𝒍𝒂𝒃𝒍𝒆 𝒇𝒂𝒄𝒕𝒐𝒓 𝒍𝒆𝒗𝒆𝒍 𝒊𝒏𝒑𝒖𝒕𝒔 (𝒙𝟏, … , 𝒙𝒎)) 
Here f represents the functional form of the regression model. Given a good guess 
at or approximation to the true regression model, a best experimental plan can be 
formulated. On the other hand, if little is known in advance about the form of the regression 
model, a design may turn out to be sub-optimal or completely inadequate. 
This problem is especially critical when the experimenter has little prior knowledge 
about the product or process under study, such as during the early stages of an investigation. 
In such cases, screening experiments are often employed in an effort to identify the set of 
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active factors. Subsequent, follow-up experiments employing only the active factors is then 
required to determine the effect of interactions and other nonlinearities. Clearly, the correct 
identification of the active factors is crucial. 
During the early phases of research, little is generally known about which potential 
factors are truly important or active, and the form of the regression model. Historically, 
statisticians have advised investigators to posit linear, main-effects (ME) models, and to 
choose small designs that employ large numbers of factors in pilot studies referred to as 
screening experiments. The basic idea is to test many potential factors at only two levels 
each (e.g., low versus high, on versus off, etc.) with very few runs, in an effort to determine 
which factors are active. Subsequently, follow-up experiments are conducted with the 
active set of factors to investigate potential nonlinearities and interactions. 
There are several major limitations with this approach (Jones and Nachtsheim, 
2011a). First, the use of only two levels leads to the use of linear approximations, which 
may not be particularly accurate. Moreover, for each factor under consideration, there is 
often an existing factor-level setting that his thought to be best. Process engineers and 
product developers will generally want to include this level in the experiment, while also 
exploring the effects of increasing or decreasing this level. This leads naturally to a demand 
for three levels. Finally, if there are interactions among factors, these interactions can 
seriously bias the inferences made from the experiment. 
Standard approaches to factor screening, such as the 2k-p resolution III fractional 
factorial designs and Plackett and Burman designs all suffer from full or partial 
confounding of main effects and two-factor interactions. Resolution III 2k-p directly 
confound main effects and two-factor interactions. Consider, for example, a resolution III 
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design with 3 two-level factors that is to be conducted using 4 runs based on the defining 
relation I = ABC. For this design, the estimate of the any main effect will be completely 
confounded with a two-factor interaction. For instance the main effect of factor A is 
completely confounded with the interaction with the interaction between factors B and C. 
Thus if the main effect for factor A is statistically significant, we cannot tell if this was the 
result of a real A effect, a real BC interaction effect, or some combination of the two. Our 
results are ambiguous unless we can assume two-factor interactions do not exist. This 
undesirable feature could be avoided by switching to a design with a higher resolution, 
such as a resolution IV or a resolution V fractional factorial design. In a resolution IV 
design, all main effects are orthogonal to each other and clear of (i.e., not confounded with) 
any two-factor interaction; however, some two factor interaction are confounded with each 
other. If a resolution V design is used instead, all main effects are orthogonal to each other 
and clear of any two- or three-factor interactions; main effects are confounded only with 
four-factor or higher-order interactions. 
Moreover, two-factor interactions are not confounded with each other, but may be 
confounded with three-factor interactions. This preferable aliasing structure comes at the 
cost of increasing the sample size. A rough rule of thumb is that fractional factorial designs 
generally double with each unit increase in resolution. For instance, in order to study 9 
factors, a resolution III design would require 𝟐𝑰𝑰𝑰
𝟗−𝟓 = 𝟏𝟔 runs, and a resolution IV design 
would require 𝟐𝑰𝑰𝑰
𝟗−𝟒 = 𝟑𝟐  runs.  
Definitive screening, as introduced by Jones and Nachtsheim (2011b), provides a 
solution to this problem that does not require a doubling of runs. DSDs provide estimates 
of main effects (henceforth MEs) that are unbiased by any second-order effect, require only 
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one more than twice as many runs as there are factors, m, and avoid confounding of any 
pair of second order effects. Also, for designs having six factors or more, these designs 
project to efficient response surface designs with three or fewer factors. One limitation of 
these designs is that all factors must be quantitative, in order to be set at three levels, of 
which one is the center point. This paper represents breakthrough from the standpoint of 
research and practice, and it has opened an entirely new stream of research. For this reason, 
received two prestigious awards from the American Society for Quality. These are the 2011 
Brumbaugh Award for “the paper that has made the largest single contribution to the 
development of industrial application of quality control,” and the 2012 Lloyd S. Nelson 
Award that recognizes the paper published by the Journal of Quality Technology that has 
had the “greatest impact on practitioners” in the preceding year. 
The goal of our research is to expand upon the idea of definitive screening designs 
in a number of directions. Often in practice the experimenters deal with categorical factors 
that cannot be set at the center point as required by a standard three-level definitive 
screening designs. This project’s first objective is to introduce a new class of two-level 
screening designs. The second phase will be directed toward the development of efficient 
two- and three-level DSDs of higher resolution, in order to allow clear estimation of all 
main effects and two-factor interactions. The third phase is directed to address an even 
more challenging advancement, which could potentially represent the major breakthrough: 
the extension of the definitive screening approach to binary (discrete) responses. Examples 
of such responses include “defective, not defective,” “within spec, not within spec,” and 
so on. Design of experiments in the presence of discrete responses is more complex because 
the models used for estimation are nonlinear and the optimality of the designs depend on 
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the unknown regression parameters. These designs are frequently used in quality 
applications, and in conjoint analysis experiments in new product development.  
To summarize, this research project aims to expand the class of DSDs in three ways. 
 Phase 1: Screening Designs for two-level factors. In their original paper, JN 
did not consider screening in the presence of two-level categorical factors. 
They later showed how such factors could be added to existing DSDs (Jones 
and Nachtsheim, 2013). Interestingly, JN never considered the case where 
all factors are categorical and have only two levels. Research in this phase 
is directed toward creating a class of two-level designs that retain many of 
the advantages of DSDs. We have made significant progress toward this 
goal and the main results will be presented in the third chapter.  
 Phase 2: Definitive Screening Designs for estimation of response surface 
models. Here we will seek to create a new set of experimental designs for 
response surface exploration. These goal is to create designs that are: (1) 
capable of estimating all main effects, curvatures and two-factor 
interactions, such that (2) all second-order effects are unbiased by the 
potential presence of three-factor interactions. This is analogous to 
definitive screening designs, in which all first-order effects are unbiased by 
the potential presence of second-order effects. 
 Phase 3: Definitive Screening Designs for Logistic Regression, with 
Application to Discrete Choice Experiments. When the quality 
characteristic is discrete, for example when the response is “defective or not 
defective,” the regression model is nonlinear. DSDs are not strictly 
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applicable in this case. However there will be designs that minimize the bias 
due to second-order effects when linear models are used. Our goal here is 
to find and characterize such designs. Initial work in this area is related to 
the work presented in the fourth chapter. 
In Phase 1, we first conducted a literature review to identify existing designs that 
meet the unbiasedness requirement of DSDs. Wherever we found gaps, we employed 
numerical optimization methods (specifically the coordinate exchange algorithm of Meyer 
and Nachtsheim, 1995) to seek new designs. For many combinations of sample sizes and 
numbers of factors our search has identified existing designs; in other cases we have 
created new designs. Work in the second and third phases is just getting underway. Jones 
and Nachtsheim (2011b) showed how their minimal aliasing approach to design 
construction might be used to create robust response surface designs. We intend to build 
on that approach in our Phase 2 research. Phase 3 work will require new Bayesian 
approaches to nonlinear design. This approach will require analytical modeling and will 
also build on the work of Li, et al., (2013).  
 
Structure of the thesis 
After this introductory chapter, this doctoral thesis is organized as follow. Each one 
of the next chapters is mainly devoted to a specific research study conducted during this 
three year program. 
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The first chapter gives an overview of the Six Sigma methodology applied in Small 
and Medium-sized Enterprises. The related outcome of this work is a research paper 
recently published: 
 Barone, S., Doverholt, T., Errore, A., & Lombardo, A. (2014). Six Sigma 
in small–and medium–sized enterprises: a Black Belt project in the 
Swedish steel industry. International Journal of Six Sigma and 
Competitive Advantage, 8(2), 125-146. 
 All the following chapters discuss a specific tool or set of tools developed or 
advanced for the Six Sigma toolbox. The second chapter introduces an integration of the 
Analytical Hierarchy Process and a Response Latency model. The related published paper: 
 Barone S., Errore A., Lombardo A. Prioritization of Alternatives With 
Analytical Hierarchy Process Plus Response Latency and Web 
Surveys. Total Quality Management & Business Excellence, Vol. 25, 7-8. 
(2014). 
The third chapter explores design and analysis issues for experimental design, 
specifically screening experiments. Two research papers currently under various states of 
advancement in the respective review process are: 
 Errore A., Jones B., Li W., Nachtsheim C.J. Two-level Minimal Foldover 
Screening Designs. 
 Errore A., Jones B., Li W., Nachtsheim C.J. Analysis Strategies for Model 
Selection with Definitive Screening Designs.  
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The fourth chapter explores the issues of experiments based on non-linear models, 
as for instance those involved in conjoint analysis studies. The related paper is a working 
paper: 
 Errore, A., Donohue, K., Nachtsheim, C.J. Discrete Choice Experiments: 
designing optimal experiments accounting for statistical efficiency and 
behavioral consequences 
The papers resulting from these three years of the doctoral program will be 
discussed in the core chapters of this thesis.   
Other papers written during these three years or currently in progress, are simply 
listed here, but they will not be specifically discussed in the remainder of this document: 
 Errore A., Linderman K., Lucianetti L. The Use of Financial and Non-
Financial Performance Measures: A Contingency Perspective. Joint 
Statistical Meeting 2013 Proceedings. 
 Barone S., Errore A., Lombardo A. A class of Regression Models with 
Weighted Predictors. Working paper. 
 Errore, A., Shah, R. (2014) Experimental research in Operations 
Management: opportunities and challenges. Working paper. 
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Six Sigma in Small- and 
Medium-sized Enterprises  
Introduction  
Many big companies around the world have solid Six Sigma infrastructures and it 
is easy to find in literature successful case studies regarding their implementation of Six 
Sigma.  
Conversely, small and medium-sized enterprises (SMEs) generally suffer lower 
attention in the literature related to this topic. Plausible explanations might be that SMEs 
have only more recently approached the methodology; that they have weaker connection 
with the academia; or they do not rigorously pursue the frameworks shown in the literature, 
when they introduce the Six Sigma philosophy in their business. 
Our first research study is based on an industrial Six Sigma Black Belt project 
carried out in a Swedish medium-sized company, Structo Hydraulics AB. The company 
produces steel tubes mainly for hydraulic applications. The project focused on the 
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improvement of warehouse activities, in particular related to cutting processes. This Black 
Belt project was also part of a Six Sigma education at the Chalmers University of 
Technology in Gothenburg in 2011. 
The case study offers the opportunity to discuss general and specific issues that a 
SME has to face in the implementation of the Six Sigma methodology. Discussion 
triggered by this case study contributes to connect the academic debate to the practical 
experience in industry.  
We don’t report here the case study details (which can be found in the published 
paper), but rather we use the general discussion on the application of Six Sigma in SMEs. 
This initial study gave us an overview of the issues faced by small companies wishing 
approach the Six Sigma methodology and philosophy. Inputs from this study were precious 
for the following development of this doctoral thesis.  
Six Sigma: origin and definitions 
Six Sigma found its origins in industry and it gathered attention in academia only 
in recent years. One of the main issue with research in Six Sigma is the lack of theory 
grounding and the disagreement in definitions. 
In Behara et al. (1995) Six Sigma is defined as “the rating that signifies “best in 
class”, with only 3.4 defects per million units or operations”. Antony (2002) calls it a 
strategy, “a business performance improvement strategy that aims to reduce the number of 
mistakes/defects – to as low as 3.4 occasions per million opportunities”; then in Banuelas 
and Antony (2003) Six Sigma is identified as “a philosophy that employs a well-structured 
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continuous improvement methodology to reduce process variability and drive out waste 
within the business processes using statistical tools and techniques”. 
In Kwak and Anbari (2006), it is also defined as “a business strategy used to 
improve business profitability, to improve the effectiveness and efficiency of all operations 
to meet or exceed customer needs and expectations”.  
Andersson et al. (2006) define Six Sigma as an “improvement program for reducing 
variation, which focuses on continuous and breakthrough improvements”. Bendell (2006) 
says it is “a strategic, company-wide, approach ... focusing on variation reduction, projects 
have the potential of simultaneously reducing cost and increasing customer satisfaction”. 
Black and Revere (2006) give the multiple view of “a quality movement, a methodology, 
and a measurement. As a quality movement, Six Sigma is a major player in both 
manufacturing and service industries throughout the world. As a methodology, it is used to 
evaluate the capability of a process to perform defect-free, where a defect is defined as 
anything that results in customer dissatisfaction”. Chakrabarty and Tan (2007) use again 
the term “a quality improvement program with a goal of reducing the number of defects to 
as low as 3.4 parts per million opportunities or 0.0003 per cent”. 
Unclear definitions are caused by a general lack of theoretical underpinnings of Six 
Sigma. Linderman et al. (2003) is a first attempt to link Six Sigma to goal theory.  
Schoeder et al. (2008) is a very well-known and cited article that aims at the 
defining Six Sigma and its underlying theory. The authors conduct a careful literature 
review on the available practitioner literature together with field observations through a 
case study approach based on 2 companies, one in the manufacturing industry, one in 
services; gathering field data on several successful and unsuccessful projects ran at both 
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companies, which, moreover, have different depth of experience in Six Sigma 
implementation. In this paper the proposed definition of Six Sigma is “an organized, 
parallel-meso structure to reduce variation in organizational processes by using 
improvement specialists, a structured method, and performance metrics with the aim of 
achieving strategic objectives”. 
This definition identifies four fundamental constructs: parallel-meso structure, 
improvement specialists, structured method, and performance metrics. 
Even though a deep and exhaustive discussion on Six Sigma definitions and theory 
is beyond the scope here, it is important to remark that this lack of clarity and standards is 
partly the cause of uneven and problematic diffusion of the methodology among small and 
medium sized enterprises. 
Literature on Six Sigma in SMEs 
Most of the academic literature on Six Sigma has focused on the methodology itself 
and case studies are usually related to big companies such as Motorola, General Electric, 
AlliedSignal, Sony and ABB (Snee 2004). Only few publications (see e.g., Sarkar 2007; 
Bewoor & Pawar 2010) concern case studies of Six Sigma implementation in Small and 
Medium-sized Enterprises (SMEs henceforth). 
The discussion about the implementation of the Six Sigma methodology in SMEs, 
concerns the applicability of the same established framework usually implemented by big 
companies. The methodology was in fact originally developed and successfully applied in 
companies of big size; therefore an issue arises: “can Six Sigma be adapted to SMEs or the 
company has to be a big one to successfully follow the Six Sigma pathway?”  
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The amount of human and financial resources necessary to build a solid Six Sigma 
infrastructure certainly is an advantage for big companies. However, is that a sufficient 
reason to be skeptical about the potential success of the Six Sigma methodology in SMEs? 
Recent studies have investigated in this direction (Antony 2008; Kumar 2007; 
Prasada Reddy & Venugopal Reddy 2010; Thomas & Barton 2006).  
The aim of this paper is to contribute to an open debate on how to implement Six 
Sigma in SMEs. A case study of a medium-sized Swedish company which recently 
approached the Six Sigma methodology, will be presented in the following Sections of the 
paper. The aim is to analyze this case study, discussing some of the issues that a SME has 
to face in order to improve the quality of its business. Some key success factors are 
discussed in the literature. It is useful to recognize them in the field studies and integrate 
this discussion with new and unexpected issues related to the daily activity of an industrial 
project. Some factors reveal their key role in the implementation of the Six Sigma 
methodology in the company, e.g. the management commitment and the training on the 
methodology. In this company under study, some people were already Black Belts, and the 
top management of the company sponsored the participation of another quality engineer to 
a 5-months Black Belt course running at the Chalmers University of Technology in 
Gothenburg. The attendance of the course gave the opportunity to carry out a project, 
following the DMAIC framework, and using the statistical and the managerial techniques 
learnt during the classes (Barone & Lo Franco, 2012; Magnusson et al., 2003). 
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Six Sigma and SMEs: perspectives of academicians and 
practitioners 
An interesting survey of practitioners’ and academicians’ perspectives on the topic 
of Six Sigma in SMEs can be found in Antony (2008). Some insights offered by several of 
those interviews can be applied and extended by the practical experience gained in the case 
study presented in this paper. 
Antony (2008) reports an interesting starting point made by Thomas Pyzdek 
(Pyzdek Consulting, USA). Pyzdek points out that there are two facets of Six Sigma: the 
approach and the infrastructure. On one hand, in terms of possibility to build the 
infrastructure, big and small companies are incomparable; but, on the other hand the 
approach can be the same. The lack of sufficient human and financial resources that a SME 
can devote to Six Sigma projects could be a limitation, but the question if the approach can 
be equally and successfully adopted should be separately considered. 
In this respect, one may start to think about how much SMEs are actually different 
from larger companies. In another interview, Larry Smith (Juran Institute, USA) reflects 
on the fact that since large companies tend to be organized into small and medium-sized 
departments and operations, one can actually consider that what applies to large companies 
also applies to SMEs. Roger Hoerl (GE Global Research, USA) suggests that not only the 
applicability of the methodology could be equally suitable to both large companies and 
SMEs, but even that in some cases the success of a Six Sigma project can be more 
impressive in SMEs, in terms of percentage of revenue basis. The possibility to gain 
substantial cost reduction is always a good incentive for a SME to start implementing Six 
36 
 
Sigma in their business, especially if this implementation can result in more impressive 
achievements when comparing the cost reduction with the revenues. Also, it can be 
generally demonstrated that less ambitious goals are easier to be achieved. “In my 
experience, the results are usually quicker and more visible in smaller companies” 
confirmed Matthew Hu (American Supplier Institute, USA). The challenge is to prove that 
those kind of achievements are possible, but perhaps even more important is to show how 
to do it. It is especially true for SMEs that the management commitment has the highest 
influence in reaching the goals of the projects. In this perspective, Jiju Antony himself 
(University of Strathclyde, UK) strongly advices that the senior management team in SMEs 
must be visibly supportive of every aspect of a Six Sigma initiative. As small companies 
are more agile, it is much easier to buy in management support and commitment, as 
opposed to large organizations. 
In another interview, Ronald Snee (Tunnell Consulting, USA) identified some 
critical points in the implementation of Six Sigma in SMEs. Such criticalities include the 
difficulty for the teams to stay focused on projects, because of many other concurrent tasks 
of the daily work; moreover it is very rare for the Black Belts to be resources full time 
dedicated to these projects;  many employees have several functions, unlike employees of 
larger organizations. It is clear that the availability of human resources is of utmost 
importance; the lack of specialization and employees responsible of different functions is 
quite a common issue for SMEs, which very often cannot dedicate a person or a team, full 
time to Six Sigma projects. Rick Edgeman (University of Idaho, USA) observed that SMEs 
are commonly confronted by limited human capital, especially in terms of specializations 
and training budgets. For this reason it is important to ensure that the early applications of 
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the Six Sigma methodology have a very high probability of success. How to ensure it? In 
this scenario the support from the academicians and experts can be very important. 
According to Thong Ngee Goh (National University of Singapore) SMEs should first invite 
Six Sigma experts to look into their operations and potential areas of applications. Then 
SMEs must tailor training programs to suit the needs of their specific organization. It may 
be the case that certain projects can result heavy on ‘DMA’ and light on ‘IC’, at least 
initially. This distinction, a kind of separation between the first phases of the DMAIC cycle 
and the Improve and Control phases, is more common than one might think; the case study 
that is going to be presented highlights this issue among the others. Also, as the previous 
evidence states, such approach can be initially quite a good result for inspiring a deep 
change in the way SMEs conduct their business. 
Some other interesting points for discussion can be found in a survey conducted on 
manufacturing SMEs in the United Kingdom (Kumar 2007). The aim of the survey was to 
assess the status of Six Sigma implementation in SMEs. Confirming some arguments 
discussed in Antony (2008), the following factors were found to be critical: top-level 
management commitment and direction of Six Sigma projects; decision making approach 
based on data, a data-focused approach able to look into all the input variables of the key 
processes; ability to measure the first-time pass rate for each process; being people-
oriented, in the sense that the implementation must be team-based and involve the 
employees at the shop floor. 
Among these factors, the senior management commitment is identified as the most 
critical element for the success of Six Sigma within SMEs. The findings of the study were 
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in line with existing Six Sigma literature on critical success factors. The same study 
identified poor training and resource availability as the highest barriers. 
SMEs may require more support and guidance from consultants/experts in order to 
effectively and efficiently integrate their daily activities with a well-organized way of 
implementing statistical and managerial techniques, as in Six Sigma projects. To a certain 
extent, when dealing with quality methods, the impediments of cost, time and relative 
impacts do not fully explain why SMEs have not adopted them to any significant degree 
(Husband & Mandal 1999). This is evidenced through the low implementation rates of 
common quality methods, such as quality systems and quality certification. A lack of 
understanding may also prevent SME owners/operators/managers and other SME interest 
groups from being able to justify the use of these methods.  
Summarizing the reflections from academicians and practitioners, it is possible to 
conclude that:  
 Six Sigma could be successfully applied either to SMEs or big companies. The 
sustainability of the approach can be independent from the ability to build a 
solid infrastructure. 
 The amount of savings and financial results obtained by SMEs can be 
sometimes small, but still significant for the company.  
 More than in large companies, in SMEs it is vitally important to have a strong 
commitment of the top management to successfully pursue the goals of Six 
Sigma initiatives, especially for the earliest projects. 
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 The involvement of right people in the projects can help overcoming the 
inherent difficulties incurring when introducing the approach in a SME. 
Involving operators of the shop floor, even if not fully committed to the 
projects, can help the project team to deeper understand the processes and the 
root causes of the problems. 
 A rigorous Six Sigma training and/or support of consultants and academicians 
can supply the needed knowledge for a good implementation of the 
methodology in companies that are starting to approach Six Sigma. 
 Simple projects and more easily achievable goals are a good way for SMEs to 
start with Six Sigma. Even unbalanced DMAIC cycles, e.g. heavier in DMA 
phases and lighter on the IC phases, can be a good starting point. 
The case study presented in the following Section reports and highlights some of 
the previous issues, critical success factors and peculiarities of the implementation of the 
Six Sigma methodology in a Swedish manufacturing company. Along with the presentation 
of the case study, other aspects will contribute to the discussion, such as the issues related 
to data recording and the trustworthiness of the information system, and the prioritization 
of short and long term improvement solutions, due to time and cost constraints.  
Reflections from the case study  
When the theory of the Six Sigma methodology becomes practice, it is surely 
successful with a rational and well organized project work carried out by a skilled and 
motivated team. The DMAIC framework is effective as demonstrated by successful 
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projects all over the world and across many industries. However, it is important to skip the 
temptation to solve everything at once, to consistently stay within the project scope.  
The case study here discussed was related to an early approach to Six Sigma by the 
company and gave the chance to the company to foresee the systematic adoption of the 
methodology. It raised reflections about the strengths and weaknesses of running a Six 
Sigma project in a SME, confirming that SMEs have some characteristics that should be 
always carefully considered. In this case the company showed interest in adopting the 
methodology, pushed by one of its biggest customer. The aim of introducing Six Sigma in 
the company could not achieve the goal of building a solid Six Sigma infrastructure, but to 
introduce the philosophy, educate people and get immediate benefits with some projects. 
A limited availability of human resources to fully dedicate to the project did not 
limit the ambition to achieve substantial improvement in the processes under study, to gain 
cost reduction and visible results. From different hierarchy levels, people in the company 
were willing to participate to the project, but unfortunately, the most important 
commitment was needed after the end of the academic course. As noted by T.N. Goh 
(Antony, 2008), it was easier to put more effort in the DMA part of the cycle, the hardest 
was to implement the solution and to follow up the results and to standardize the 
improvements. 
On one hand, the experience here presented, confirms some initial fears of 
substantially adopt Six Sigma in a SME and contributes to the scientific discussion with 
more findings. On the other hand, and the bright side, it is useful to take advantage from 
the lesson learned in order to better frame how SMEs should approach the methodology. It 
is certainly good to initially have the support of experts, other practitioners and 
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academicians, in order to start in the proper way. However, much more important is the 
continuous commitment of the management during and after the project. The formal 
completion of the project ended with recommendations for improvements and plan for 
control phase. It is remarkable to notice that even though SMEs can struggle with several 
limitations and raising issues in their daily business, they are willing to adopt new 
methodologies, to follow the best practices and to gain quality improvements in their 
activities.    
It is important to coordinate and gather people who are highly skilled in the subject 
of the Six Sigma methodology, as well as people who work in the company and are in strict 
contact with the operators and all workers involved in the processes under study. This is 
fundamental because both theory and technicalities of Six Sigma, as well as in-depth 
knowledge of how things happen in the daily life of the company’s activities, are necessary 
ingredients of a good project.  
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Managerial tools for Six Sigma: 
Prioritization of alternatives with 
AHP and response latency 
 
Introduction  
Six Sigma is toolbox that perfectly combines managerial and statistical tools and 
methods. Typical managerial tools include project management tools and techniques, 
decision making methods, process management diagrams, and many more. 
We developed another managerial tool for the Six Sigma toolbox that can be used 
in decision making and voice of the customer applications. This work has been first 
presented at the QMOD conference 2013, then selected among the best papers of the 
conference and published in April 2014 in the academic journal Total Quality Management 
and Business Excellence (Barone, Errore and Lombardo, 2014).  
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Our paper introduces an integration of the response latency with the AHP 
procedure. The main purpose is to overcome some critical aspects of the traditional AHP. 
This idea is not totally new in the literature (Feinstein, 2000; Feinstein & Lumley, 2001). 
However we use an analytical model of response latency previously validated in other 
recent research projects (Barone, Lombardo, & Tarantino, 2007, 2012). Moreover the 
original contribution of this work in respect to the state of the art is the use of the integrated 
method AHP-response latency in web surveys on currently available web platforms. A case 
study is used as a pilot test of the proposed method. It relates to the development of a new 
formula for a tourism service. The investigation has been performed using the online 
survey platform Qualtrics®. This platform was chosen because it is one that allows – among 
other options – to record and use the choice times. 
We include here the literature review on which the new proposed integrative 
approach is grounded and the new method. In the published paper we also discuss an 
application of the method to the development of a tourism service that provides an initial 
test. This new method can be profitably adopted in web surveys where it is easy to measure 
and record response latencies. Findings show that the respondent effort, fatigue and time 
consumption are drastically reduced, making the survey much simpler and faster. The 
obtained results seem to be very reliable in terms of judgment consistency. 
There are still open issues and opportunities for future research work, as discussed 
in the final sections of the paper. 
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Tools for prioritizing alternatives in decision making 
The prioritization of alternatives based on the determination of weights of relative 
importance represents a cross-field area of interest. This topic has been investigated in 
many research fields, such as marketing research (Kwong & Bai, 2003; Neslin, 1981), 
decision sciences (Barron & Barrett, 1996), experimental psychology (Zakay, 1985), 
operational research (Weber & Borcherding, 1993), management sciences (Wittink, 
Krishnamurthi, & Nutter, 1982).  
A well-established method for such purpose is the Analytical Hierarchy Process 
(AHP), originally developed by Thomas Saaty (Saaty, 1986, 1990). Several applications 
of the AHP can be found in vary fields. It is still nowadays a very well recognized and 
adopted approach. For instance, in Quality Management the AHP has been adopted in 
combination with the Quality Function Deployment to prioritize the Voice of Customer 
and the technical responses (Wang, Xie & Goh, 1998; Raharjio et al. 2007), to prioritize 
the critical dimensions in Supply Chain Quality Management (Kueia, Madua & Linb, 
2008), to quantify the weights for success factors for TQM in a case study involving Korean 
firms (Yoo, 2003) and to examine the relative importance of TQM practices in the service 
industry (Talib et al. 2011); these are just few examples. An illustrative presentation of the 
AHP in the context of Six Sigma is provided in Barone & Lo Franco (2012). 
However, despite this method is widely recognized by the scientific community, it 
has always led to debate and criticism (Belton & Gear, 1983, 1997; Holder, 1990).  
On the other hand, the concept of response latency has gained a certain attention in 
research and practice, especially in the last years. The general basic idea is that the time 
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needed for a human being to make a decision (for example a choice between two 
alternatives) is somehow related to the degree of complexity of the decision he/she is 
facing. The response latency can be related to the similarity between two stimuli, or 
alternatives to choose from (Thurmond & Alluisi, 1963). In other words, when the time 
taken to make a decision is long, this means that the proposed alternatives are very similar 
for the respondent, so their relative importance weights are essentially the same, which is 
equivalent to say that the respondent attaches the same utility to the alternatives. Vice versa 
if the alternatives are very different, the favorite one will be chosen sooner.  
With the use of platforms for conducting surveys, running on the internet, it is today 
possible to record the time taken for the decision. This approach could be non-intrusive for 
the respondent and costless for the researcher. 
 
The Analytical Hierarchy Process 
Determining the importance weights for the customer requirements is an essential 
and crucial process. The Analytical Hierarchy Process (AHP) has been used to determine 
the importance weights for product planning. 
The AHP is a well-established method that allows to simplify complex decisional 
problems. The methodology can be summarized in three phases:  
1. Decomposition of the problem into basic elements and hierarchy of the 
elements;  
2. Pairwise comparisons, and construction of the pairwise comparison matrix;  
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3. Summary of results and prioritizing between the elements of the decision-
making process. 
A critical phase in the procedure is the pairwise comparisons of the basic elements. 
This is usually made by human subjects (hereinafter called respondents), who are the 
decision makers involved in the process. Through a well-defined procedure, the 
respondents are asked to undergo pairwise comparisons between the basic elements. The 
assignment of priorities between the elements directly derives from the procedure with 
rather simple mathematical calculations.  
According to Saaty, who introduced the method in the late 1970s, it is natural for a 
respondent to compare pairs of elements, by establishing a relation of relative importance 
between the two. The pairwise comparison is considered as an unconscious process of the 
human brain when making any decision concerning more alternatives. In the AHP, 
respondents are asked to express the relative importance of pairs of alternatives through a 
semantic rating scale, whose levels are translated into numbers ranging from 1 to 9 (see 
Error! Reference source not found.). 
Table 1: Rating scale for the AHP (Saaty, 1990) 
Score Definition 
1 Equal importance between the two alternatives 
3 Alternative i is moderately more important than 
the alternative j 
5 Alternative i is sensibly more important than the 
alternative j 
7 Alternative i is much more important than the 
alternative j 
9 Alternative i is absolutely more important than the 
alternative j 
2,4,6,8 To be used as half points of the scale 
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Each pairwise comparison provides an element of the pairwise comparisons matrix: 
 𝐴 =  |
𝑎11 𝑎12 … 𝑎1𝑛
𝑎21 𝑎22 … 𝑎2𝑛
… … … …
𝑎𝑛1 𝑎𝑛2 … 𝑎𝑛𝑛 
| (1) 
Where aij is the score assigned by the respondent on the comparison of the 
alternative i with the alternative j. If n is the number of elements, assuming aij = 1/aji 
(reciprocity) and aii = 1, the number of judgments that the respondent is asked to make is 
𝑛(𝑛 − 1)/2. 
The judgments are said to be consistent when the transitivity property holds. For 
example, in case of three alternatives, having the first alternative judged to be twice more 
important than the second alternative and the second alternative twice more than the last 
alternative, it follows that the first alternative is judged four times better than the third. 
According to this condition, the pairwise comparison matrix should be ideally consistent. 
Mathematically, this condition is verified if the maximum eigenvalue of the matrix A is 
equal to its dimension, 𝜆𝑚𝑎𝑥 = 𝑛.  
Perfect consistency is seldom achieved in practice, mainly because of the natural 
limits of the human rationality. The level of inconsistency of a respondent can be measured 
by the consistency index, defined as: 
CI =  
λmax−𝑛
𝑛−1
               (2) 
In order to make this measure meaningful in respect to a certain value, Saaty 
randomly generated pairwise comparison matrices for different n and calculated the 
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average consistency index, calling it Random Index (RI). By making the ratio between the 
consistency index CI and the Random Index, a Consistency Ratio is obtained: 
CR =  
CI
RI
               (3) 
According to Saaty, the upper bound for CR to consider a respondent “sufficiently” 
consistent is 0.1 for n-dimensional matrices, with n bigger than 5. Only for n = 3 the CR 
upper bound is equal to 0.05 and for n = 4 the upper bound is 0.08.  
, An iterative procedure is used to calculate the final relative weights of the 
alternatives. This procedure requires more steps when the respondent’s consistency is poor. 
It spreads the inconsistency over the pairwise comparisons matrix. Such procedure is here 
reported for completeness.  
At the iteration step k:  
1. Calculate 
𝐴𝑘 =  𝐴𝑘−1 × 𝐴𝑘−1               (4) 
where “×” indicates the row-by-column matrix multiplication.  
2. Calculate the relative importance weights of the alternatives: 
𝑤𝑖 =  
∑ 𝑎𝑖𝑗
𝑛
𝑗=1
∑ ∑ 𝑎𝑖𝑗
𝑛
𝑗=1
𝑛
𝑖=1
   ∀𝑖 = 1, … , 𝑛 (5) 
3. Compare the obtained weights with those of the previous step and stop 
procedure if they are the same (with a preset tolerance).  
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Ishizaka & Lusti (2004) state that consistency is not necessary, and certainly not 
perfectly achievable by human subjects, but it is definitely desirable for the reliability of 
the results. 
 
Limitations and criticisms on the AHP 
Several authors noted some weaknesses of the AHP and proposed reviews of the 
method (see, e.g. Belton & Gear, 1983; Dyer, 1990; Holder, 1990). One of the main reasons 
of criticism versus the AHP is the use of the rating scale. Some researchers state that the 
pairwise comparison is an ambiguous action, especially for intangible assets, due to the 
difficulty to express subjective estimates on a scale of relationships (Dyer, 1990). This 
scale is considered restrictive because respondents may not find what actually fits their 
opinion among the nine points of the scale (e.g. an alternative considered twenty times 
more important than another). Therefore, the cut-off of the scale at “9” is an unnecessary 
limitation (Murphy 1993; Belton & Gear 1982; Belton 1986). Moreover it may be difficult 
for the respondent to discriminate between two adjacent scores of the scale. Considering 
these drawbacks, the transitive property seems to be only ideal and consequently the 
respondent is very seldom consistent.  
Finally, it has to be highlighted that, when the respondent is asked to compare two 
alternatives using the rating scale, he/she has to practically answer two questions at the 
same time: 
1. Which of these two alternatives do you prefer? 
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2. How much do you prefer the chosen one to the second? Or in other terms, 
what is your degree of preference? 
 
On this double question are grounded the major criticisms on the method, which 
results to be long and tedious for the respondent, especially when the number of pairwise 
comparisons grows with the increase of the total number of alternatives. A large number 
of comparisons might be considered itself another cause of inconsistency. 
 
Response latency  
The foundations of the use of response latency can be traced back to 1890, when 
Joseph Jastrow showed that every mental process takes time and that this time is increasing 
with the complexity of the decision to be taken (Jastrow, 1890). Terms as "reaction time", 
"time to choose", “choice time” are used in the so-called "preference uncertainty theory” 
(Fischer et al., 2000). In this theory it is stated that the more a subject is uncertain about 
the relative value between two alternatives, the greater is the response latency. This theory 
has some similarity with the position of Thurmond and Alluisi, who showed that the choice 
time is proportional to the similarity of the perceived stimuli when evaluating alternatives 
(Thurmond & Alluisi, 1963). In particular, the lower the perceived difference between the 
two alternatives, the longer the time required to choose one of the two. According to these 
theories, there is a relationship between the time to choose an alternative and its importance 
relative to the other one.  
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In marketing research, the use of the response latency metrics is nowadays rather 
consolidated as an indicator of latent processes linked to memory and attitudes (Otter, 
Allenby, & Zandt, 2008). In survey research, response latency is also used as an indicator 
of data quality. Answers given too quickly can be seen as lacking the necessary attention, 
while too high response latency may indicate respondents distracted by other concurrent 
activities. 
The increased interest on the response latency metrics contrasts, however, with a 
modest number of quantitative models using such data (Haaijer, Kamakura, & Wedel, 
2000). One reason may be that response latency may be affected by many latent factors, so 
that the interpretation and the use of such data need to be careful. 
Based on these concepts, Barone et al. (2007) proposed the formulation of a simple 
analytical model relating the response latency to the relative importance weights of two 
alternatives as a function of the response latency: 
𝑤1
𝑤2
= 𝑓(𝑡𝑐)               (6) 
Where: 
𝑤1  ∈  [0,1] is the relative importance weight of the first (chosen) alternative; 
𝑤2  ∈  [0,1] is the relative importance weight of the second alternative; 
𝑓(𝑡𝑐) is a mathematical function of the response latency tc (time to choose).  
It is assumed that: 
𝑤1 + 𝑤2 = 1      (7) 
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The mathematical function 𝑓(𝑡𝑐) is derived from boundary conditions: if the 
response latency (ideally) tends to infinity, this means that the respondent is absolutely 
undecided, so the two alternatives have the same importance (w1 = w2 = 0.5). 
lim
tc→∞
w1
w2
= 1 (8) 
If the response latency (ideally) tends to zero, this means that the respondent 
considers the chosen alternative greatly more important than the second one. In this case 
w1 = 1 and w2 = 0: 
𝑙𝑖𝑚
𝑡𝑐→0
𝑤1
𝑤2
= + ∞ (9) 
To make dimensionless the right hand side of the equation (6) and to take into 
consideration that different respondents may have different reaction times to the same 
stimulus, a reference time t* is introduced in the formulation. The simplest model meeting 
these boundary conditions and completely dimensionless is: 
w1
w2
= 1 +  
t∗
tc
         (10) 
When it is possible to measure the times t* and tc for a respondent, the unknowns 
w1 and w2 can be calculated by solving a simple system of two equations: 
{
𝑤1
𝑤2
= 1 +
𝑡∗
𝑡𝑐
𝑤1 + 𝑤2  =  1
        (11) 
Hence, w1 and w2 are given by: 
{
𝑤1 =  
𝑡𝑐+𝑡
∗
2𝑡𝑐+𝑡∗
𝑤2 =  
𝑡𝑐
2𝑡𝑐+𝑡∗
         (12) 
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This simple model can be implemented in more complex models aiming to 
incorporate the response time in the calculation of relative weights of importance and 
consequent prioritization.  
 
A proposed integration: AHP plus response latency  
When it is possible to record the response latency, this measure can be used to 
overcome the limitations of the AHP related to the use of the rating scale. Through the 
previously formulated model it is possible to determine the relative importance weights in 
the pairwise comparisons and to introduce them in the pairwise comparisons matrix: 
𝐴 = |
|
1
𝑤1
𝑤2⁄ …
𝑤1
𝑤𝑛⁄
𝑤2
𝑤1⁄ 1 …
𝑤2
𝑤𝑛⁄
… … … …
𝑤𝑛
𝑤1⁄
𝑤𝑛
𝑤2⁄ … 1
|
|
    (13) 
When the matrix has been fulfilled with the pairwise relative weights computed by 
the response latency model, then the AHP procedure continues as usual, so the relative 
importance weights for all alternatives are finally determined. 
The idea is not new. Jerald Feinstein (2000) already used the response latency for 
the calculation of the relative weights of alternatives in a decision-making process of 
pairwise comparison judgments. He used the reciprocal of the response time (measured in 
seconds) as a measure of the degree of preference of the alternative selected. Feistein made 
an experiment where respondents were subjected to a sequence of pairwise comparisons 
with two tasks: the choice between the two options, and the expression of the degree of 
preference on the rating scale 1-9. The calculation of the relative importance weights of the 
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alternatives was made by the standard procedure, using the explicit judgments of the 
respondent as aij or alternatively the reciprocal of the response latency. The experimental 
study showed that the matrices obtained with the response latency had higher consistency 
(on average) compared to the matrices constructed with the rating scale data. 
For the experimental test of the integrated method explained above, it is necessary 
to have a suitable platform for the interviews, i.e. a tool for researchers to easily build a 
survey and to manage the results simply and quickly. A software interface was initially 
developed for the purpose (Barone et al., 2007). This software was conceived for face-to-
face interviews which would allow more control on the respondent by the interviewer. 
Unfortunately face-to-face interviews imply small sample sizes.  
To test the method on larger samples, an extensive search of software already 
available, led to identify a web-based platform that proved suitable to the purposes of the 
research. This is the Qualtrics® Research Suite platform, which has all basic functions for 
conducting on-line surveys and other additional features. One of these features is the timing 
function that allows to record the time taken by respondents during each phase or screen 
of the survey.  
The survey can be conducted online via the circulation of a hyperlink through 
mailing lists or, to reach more extensive populations, social networks or blogs and forums 
related to the research topic can be used for the purpose. 
The decision to conduct an online survey is motivated by several advantages:  
 speed and ease of circulation: the survey is spread out with few clicks; possibility 
to reach a population of respondents without size and geographical limits;  
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 availability of survey results in real time: data are automatically uploaded on the 
server and they are continuously available to the researcher; 
 low cost compared with traditional survey techniques; 
 scalability of the investigation: it is possible to increase the sample size at any time; 
 absence of some noise factors – e.g. the presence of interviewer – which may 
influence the respondent. 
Obviously, one of the major drawbacks of online surveys is the fact that the 
researcher partially loses control on the respondent, being unable to check who is filling 
the survey, and to assess whether he/she is paying the necessary attention to the survey or 
is distracted by other concurrent activities. 
Qualtrics® allows the researchers to manage the survey with several tools and 
features. With a registered account the researcher designs the survey, sends it to a target 
population of respondents, and saves automatically the data for the subsequent analysis. 
Several features are available and customizable to build the survey, utilizing descriptive 
text and pictures, single-answer questions, multiple choice questions, matrix questions, 
sliders and so on. Moreover a special feature, as mentioned above, named timing, allows 
recording the response time.  
For each page of the survey, the server records four times (at millisecond 
resolution): 
 First Click time (tfc): time between the page load and the first click of the respondent on 
the page. It can be considered as a measure of the time taken by the respondent to read 
the question, reflect and make a first decision. 
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 Last Click Time (tlc): time between the page load and last click of the respondent on the 
page before clicking the “Next” button. It is the latest time when the respondent 
expresses his/her final decision. In case of no mind changes, tlc= tfc. 
 Page Submit Time (tps): time between the page load and the click on “Next” button. It 
represents the final decision to go ahead with the next question, so it separates the two 
moments of the last click (decision) and a confirmation of it.  
 Click Count: number of respondent’s clicks on the page. Between the first and last click 
the respondent may be uncertain about his/her decision and sometimes is going to revise 
it. A measure of this uncertainty could be the click count.  
The timing option can be added to each question that needs to be tracked. For the 
application of the AHP, needing several pairwise comparisons, each comparison appears 
on a separate page. The clock counter is not visible to respondents. 
With the aim of introducing the response latency into the AHP procedure the survey 
must be built in such a way that, after recording some respondent’s demographics (e.g. 
country of origin, age, gender), each pairwise comparison is made by a question asking 
which one of the following two alternatives is the preferred one. Two pictures show the 
alternatives and the respondent can click on either one or the other to express his/her 
preference; then the page submit button leads to the next comparison. 
To apply the response latency model on Qualtrics survey’s results, it is important 
to decide what time measurements to use, in particular for tc and t
* in equation (3). In the 
application discussed in the next section the Last Click Time has been chosen as 𝑡𝑐, while 
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the mean difference between Page Submit Time and Last Click Time is used for an estimate 
of the reference time 𝑡∗. 
Application and open issues  
A recurrent task in product and service development is the identification of an 
optimal profile, i.e. the best setting of attributes i.e. features of the product or service to be 
implemented. Attributes may assume different modalities (attribute levels). An attribute is 
considered important if the perception of the potential customer on this attribute determines 
a change of his/her judgment on the entire product/service profile and eventually the 
purchasing decision. Hence, surveys on customer preferences have a fundamental 
importance to anticipate which attributes have greatest impact on influencing customer 
opinion, and which levels of these attributes may determine the greatest satisfaction.  
The so-called agri-tourism – intended as a type of accommodation for tourists in 
farms - is a very popular tourism format in countries like Italy. This service was chosen as 
field application. In particular the study concerns the initial phases of development of a 
new service. We skip here the details about this application (which can be found in the 
paper), and just remark some findings and discussions. 
Beyond the specific application, there are methodological aspects which need to be 
highlighted. One of them is related to the consistency of the pairwise comparison matrices. 
The recorded times revealed how to discriminate surveys made by respondents paying the 
proper attention. By analyzing the pairwise comparison matrices of the final sample of 
respondents they show rather good values of the consistency ratios. For a high percentage 
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of respondents in the final sample it was not necessary to “force” the consistency in the 
iterative procedure presented in Section 2.  
The estimation of relative importance of alternatives has been widely discussed in 
the scientific literature and applied in many fields. Some methods are widespread and 
consolidated, although there are criticisms and limitations. Among them, the AHP has 
always stimulated scientific debate. Innovative models and more efficient and effective 
methods have been developed and proposed over the years and often already undergone 
several validations. However, these methods often suffer of an inadequate circulation in 
the academic community and industrial applications. Among those, the methods using 
response latency, as the one discussed in this paper. 
With methodological arguments supported by the results of a pilot investigation, a 
response latency model is proposed in this paper with the aim of improving the AHP 
procedure. The purpose was to highlight a possibility of integration that allows lightening 
the burden of the AHP procedure for the respondent with the use of response latency in the 
elicitation of pairwise comparisons. With response latency, the step in which the 
respondents should express judgments on a scale of preference is eliminated. The 
procedure is simplified and the overall completion time of the survey is strongly reduced, 
with a beneficial effect on the respondent consistency. Moreover thanks to the availability 
of response times, a data pre-filtering is also possible to eliminate cases of surely unreliable 
respondents. 
Further research is needed to investigate the appropriate choice of the recorded 
times to be used in the mathematical model of response latency, formulated in this paper 
and to deeper refine and validate the method. 
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Statistical tools for Six Sigma: 
experimental designs for screening  
Introduction  
The very basic principle behind experimental investigation is the acknowledgement 
that correlation does not imply causation. As opposed to observational studies, 
experimental studies actively manipulate independent variables that are under the 
experimenter’s control, in order to investigate their effect on the dependent variable of 
interest.  
As a mean of active manipulation, design of experiment (DOE) is the most 
powerful tool in the Six Sigma toolbox. Moreover, this is a tool that a Black Belt can 
leverage on all the phases of the define-measure-analyze-improve-control (DMAIC 
process). 
DEFINE - When defining the progress metrics in the define phase, a fundamental 
role is played by the Voice of the Customer (internal or external). Customer focus must be 
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the leading principle of any Six Sigma project. If the measure isn’t on the customer’s radar 
screen, it probably shouldn’t be on yours (Jones and Nachtsheim, 2003).Typical 
applications of DOE in the define phase are designed customer surveys.  
MEASURE - In the measure phase, DOE can be used to determine process 
capability, compare alternative measurement methods and establish the validity of selected 
metrics. 
ANALYZE – in investigating root causes of process variation 
IMPROVE - In this phase the project team identifies the specific changes that 
potentially can yield the desired improvements and reduce the major sources of variation. 
The key process variables are identified through statistically designed experiments; Black 
Belts then use these data to establish what ‘knobs’ must be adjusted to improve the process 
(Harry and Schroeder, 2000).  
CONTROL - Identified improvement actions need to be standardized, 
communicated and implemented throughout the organization. DOE is used in this step in 
a variety of ways, for instance performing sensitivity analysis, scale-ups, and fine-tuning 
studies. 
The earlier DOE is actively used in the production cycle, the more effective can be 
the cost savings. Design for Six Sigma (DFSS), is the integration of DOE and Six Sigma 
from the outset. DOE becomes the analytical tool of choice for new product and new 
process development. The potential savings from DFSS may far exceed the gains in simply 
optimize a product or process developed in traditional way. 
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The applications of DOE are not unique to Six Sigma. In the purpose of this doctoral 
thesis, experimental designs are framed as a powerful tool for Six Sigma projects, and they 
can be proved to be essential tools in every one and each of the DMAIC phases. However, 
it’s important to highlight that the value of research in this area goes far beyond the edges 
of the Six Sigma methodology. 
Since the dawn of experimental design, in the early 20th century, this research area 
has made contributions to virtually every area of science and technology. It is widely 
recognized that designed experiments require more effort than observational studies, and 
critical success factors of such studies go beyond the mere collection and analysis of data. 
They also require some up-front investment in time and resources. 
In the following paragraphs we explore some issues related to a peculiar case of 
experimental studies, screening experiments. This work comprises what is included in two 
papers currently under the review process in top international journals. The content 
reported here is mainly taken from early versions of the papers, respectively.   
 
Screening Designs for Two-Level Factors 
Jones and Nachtsheim (2011b) introduced a new class of three-level designs called 
Definitive Screening Designs (DSDs). These designs have a number of appealing statistical 
properties. For example, they provide estimates of main effects that are unbiased by any 
second-order effects; they require only one more than twice as many runs as there are 
factors; and they avoid confounding of any pair of second order effects. These authors later 
showed how two-level categorical factors could be added to existing DSDs (Jones and 
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Nachtsheim, 2013). Interestingly, the authors never considered the case where all factors 
are categorical and have only two-levels. This paper is directed toward creating and 
exploring a class of two-level designs that retain many of the advantages of DSDs. We 
employ an algorithm for the construction of designs for varying run sizes and numbers of 
factors, and we characterize the statistical properties of these designs. 
Screening experiments are often useful tools during the early phases of an empirical 
investigation, when an experimenter has little prior knowledge about the product or process 
under study. At this stage, subject matter experts may have identified a relatively large set 
of potential factors that may have cause-and-effect relationships with the response (or 
responses) of interest. Screening experiments are usually small, two-level, main effects 
designs that aim to identify the much smaller set of active factors. Follow-up experiments 
employing only the active factors are then employed to determine the nature of interactions 
or other non-linearities in a sequential process. 
Definitive screening designs (DSDs), as introduced by Jones and Nachtsheim 
(2011b), provide a new approach for screening experiments at three levels. DSDs provide 
estimates of main effects that are unbiased by any second-order effect, require only one 
more than twice as many runs as the number of factors, m, and avoid confounding of any 
pair of second-order effects. The use of three levels for each factor allows the investigator 
to identify quadratic effects. Also, for designs having six factors or more, these designs 
project to efficient response surface designs with three or fewer factors. Jones and 
Nachtsheim used numerical methods to construct DSDs and found that these designs were 
orthogonal for 6, 8, and 10 factors. In a key advance, Xiao et al. (2012), showed how to 
use conference matrices to construct orthogonal DSDs for most even numbers of factors. 
70 
 
One limitation of the original DSDs is that all factors must be quantitative. Recently 
Jones and Nachtsheim (2013) showed how to augment a three-level DSD with two-level 
categorical factors. They accomplish the construction of these mixed-level designs with 
two alternative methods: the DSD-augment method retains the fold-over structure of the 
DSD so as to provide highly efficient designs with all main effects unbiased by any active 
second-order effects. The ORTH-augment method leads instead to designs that are 
orthogonal linear main effects plans, even though some partial aliasing between main 
effects and interactions involving the categorical factors is present. 
Interestingly, the construction of DSDs in which all factors have two-levels has not 
been considered. Technically, it’s not possible to retain all the properties of the three-level 
DSDs when dealing with only two-level factors. For this reason it is not proper to call this 
expansion two-level DSDs; however our investigation on two-level design follow the same 
spirit, yet with its limitations, of the three-level case. 
Of course, there is a vast literature on screening designs for two-level factors, and 
standard practice is to employ resolution III or resolution IV fractional factorial designs, or 
non-regular designs such as Plackett-Burman designs. Margolin (1969) considered the use 
of full fold-overs of small non-orthogonal designs that have desirable aliasing properties 
for screening purposes, because of their desirable aliasing structure. As will be seen in 
Section 2, Margolin’s work is very closely aligned with our objectives here. 
The remainder of the paragraph is organized as follows. We provide an overview 
of the related literature. Then we give a simple construction method that leads to two-level 
factors designs whose estimated main effects are completely independent of second-order 
effects. We use the algorithm of Section 3 to characterize a class of two-level screening 
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designs. We then introduce a compound optimization procedure which leads to refinements 
for some of our designs. Conclusions and discussion are contained in the final section. 
 
Literature on screening experiments 
Standard approaches to factor screening, such as the use of 2𝑘−𝑝 resolution III 
fractional factorial designs and/or Plackett-Burman designs, all suffer from full or partial 
confounding of main effects and two-factor interactions. Resolution III 2𝑘−𝑝 fractional 
factorial directly confound main effects and two-factor interactions. These undesirable 
features can be avoided by moving to a design of a higher resolution, such as a resolution 
IV or a resolution V fractional factorial design. In a resolution IV fractional factorial 
design, all main effects are not confounded with any other main effects or two-factor 
interactions; however, some two-factor interactions are confounded with each other. In a 
resolution V fractional factorial design, neither main effects nor two-factor interactions are 
confounded with any other main effects or two-factor interactions. The preferable aliasing 
structure associated with resolution IV and V designs comes at the cost of significant 
increases to the sample size. 
Margolin (1969) was perhaps the first researcher to consider non-orthogonal 
designs that have desirable aliasing structures as a useful alternative to orthogonal designs 
in screening experiments. Margolin sought designs that were highly efficient for estimation 
of main effects with the property that all main effects are completely independent of two-
factor interactions. This condition leads to estimates of main effects that are unbiased by 
any potential two-factor interactions. For certain number of factors m he suggested the use 
of the so called “2𝑚/ / 2m” designs, which are 2m-run designs obtained from fold-overs of 
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m-run weighing designs (more details on weighing designs can be found in Hotelling, 
1944). This approach is unique, because these designs are generally not completely 
orthogonal for main effects. Perhaps for this reason, the Margolin designs have been largely 
ignored until recently, when Miller and Sitter (2005) studied the robustness and other 
properties of these designs and advocated their use in screening applications. Although 
Jones and Nachtsheim (2011b) did not reference Margolin’s 2𝑚/ / 2m designs, DSDs are 
closely related. Both are based on fold-overs of m-run designs and, for this reason, both 
approaches produce designs that provide estimates of main effects that are unbiased by 
two-factor interactions. DSDs, of course, are based on three-levels and hence provide 
estimates of curvatures. They are also frequently orthogonal for main effects. 
Since the publication of Jones and Nachtsheim (2011b), some extensions to DSDs 
have begun to appear. Xiao et al. (2012) showed how conference matrices can be used to 
construct three-level DSDs for most values of even m. Building on the work of Xiao et al., 
Jones and Nachtsheim (2013) showed how it is possible to construct DSDs with added two-
level categorical factors. In another extension, Jones and Nachtsheim (2013) developed 
methods for constructing orthogonally-blocked DSDs. 
The purpose of our investigation is to identify and characterize a new class of two-
level DSDs. The intention here is to expand upon the three-level DSDs and mixed two and 
three-level DSDs of Jones and Nachtsheim, as well as the 2𝑚/ / 2m designs proposed by 
Margolin. Margolin restricted his class of designs to fold-overs of weighing designs that 
require run size to be 2m. Our approach does not have such a requirement. Using numerical 
optimization techniques, we identify optimal two-level fold-over designs for sample sizes 
equal to 2m and larger.  
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Methodology 
Consider the linear main effect model (M E) 
𝑦𝑖 = 𝛽0 + ∑ 𝛽𝑗𝑥𝑖𝑗
𝑚
𝑗=1 + 𝜖𝑖      𝑖 = 1, … , 𝑛              (1) 
where m is the number of factors, the parameters 𝛽0, … , 𝛽𝑚 are unknown constants 
(of which many are zero by the sparsity of effects assumption), and the {𝜀𝑖} are iid 
N(0, 𝜎2). Similarly, the main effects plus bi-linear interactions model (M E + I) is: 
𝑦𝑖 = 𝛽0 + ∑ 𝛽𝑗𝑥𝑖𝑗
𝑚
𝑗=1 + ∑ ∑ 𝛽𝑗𝑘𝑥𝑖𝑗𝑥𝑖𝑘 + 𝜀𝑖
𝑚
𝑘=𝑗+1
𝑚−1
𝑗=1            𝑖 = 1, … , 𝑛     (2) 
Let d denote the 𝑛 × 𝑚 design matrix 
𝒅 = [
𝑥11 ⋯ 𝑥1𝑚
⋮ ⋱ ⋮
𝑥𝑛1 ⋯ 𝑥𝑛𝑚
] 
where 𝑥𝑖𝑗  = ±1, and let 𝒙𝑖
′ = (𝑥𝑖1, … , 𝑥𝑖𝑚) denote the i-th row of d. Let 
                                               𝐟1
′ (𝐱𝑖, 𝐝) =  (1, 𝑥𝑖1, … , 𝑥𝑖𝑚)                                    (3) 
                                          𝐟2
′ (𝐱𝑖, 𝐝) =  (𝑥𝑖1𝑥𝑖2, 𝑥𝑖1𝑥𝑖3, … , 𝑥𝑖(𝑚−1)𝑥𝑖𝑚)           (4) 
Then the M E model is: 
𝑦𝑖 =  𝐟1
′ (𝐱𝑖, 𝐝)𝛽1 +  𝜀1 , 
and the M E + I model is: 
𝑦𝑖 =  𝐟1
′ (𝐱𝑖, 𝐝)𝛽1 +  𝐟2
′ (𝐱𝑖, 𝐝)𝛽2 +  𝜀1 , 
Let 
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                             𝐗𝑘 =  |
𝐟𝑘
′ (𝐱1, 𝐝)
⋮
𝐟𝑘
′ (𝐱𝑛, 𝐝)
|    k = 1,2;      Y =  |
𝑦1
⋮
𝑦𝑛
| ,      𝜀 = |
𝜀1
⋮
𝜀𝑛
|. 
In matrix form, the M E model is Y = 𝐗𝟏𝜷𝟏 +  𝜺, where 𝐗1 is the n × (m + 1) model 
matrix for the intercept term and the linear main effects in 𝜷1. Similarly, the M E + I model 
in matrix form is Y = 𝐗𝟏𝜷𝟏 + 𝐗𝟐𝜷𝟐 +  𝜺 , where 𝐗2 is the n x t  model matrix for the 
interactions terms, t = (
𝑚
2
), and 𝜷𝟐 is the vector of interaction effects. 
Table 2: Design structure for three-level m-factor DSD   
 
If we assume that the reduced model Y= 𝐗1𝜷1 +  𝜺  is used for ordinary least 
squares estimation, it is well known that E{?̂?1} = 𝜷𝟏 +  𝐀𝜷𝟐, where A = (𝐗1
′ 𝐗1)
−𝟏𝐗1
′ 𝐗2  
is the alias matrix. If either A = 0 or 𝜷𝟐 = 𝟎, then the estimate of  𝜷𝟏 is unbiased. 
All DSDs proposed in the literature employ fold-over pairs in order to obtain alias 
matrices having most or all elements equal to zero. For example, three-level DSDs impose 
the structure shown in Table 2. To construct the two-level DSDs proposed in this article, 
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we start with a two-level design X, and then impose a similar fold-over structure. The 
design matrix, 𝐗1, is given by 
𝐗1 = |
𝟏   𝐗
𝟏 −𝐗
|.                                  (5) 
This structure guarantees that all main effects are orthogonal to any two-factor 
interactions. To see this we first note that X2 has the following structure: 
𝐗𝟐 =  |
𝐗𝐼
𝐗𝐼
|,                                            (6)             
where 𝐗𝐼 represents the t interaction columns obtained from the cross-products of 
main effects columns in X. Because of the fold-over structure of  𝐗1, the lower submatrix 
of 𝐗2, obtained from cross-products of columns in -X, also results in 𝐗𝐼. 
Consequently, the alias matrix: 
A =  (𝐗1
′ 𝐗1)
−𝟏𝐗1
′ 𝐗2 = |
𝟏′𝐗𝐼
𝟎
|.                (7) 
In summary, the construction method of (5) guarantees that no confounding will 
exist between main effects and two-factor interactions. Some confounding between the 
intercept term and two-factor interactions may be present for a general value of n = 2k. 
However, when n is a multiple of 4 (i.e., k is even), designs may exists such that A = 0. 
In general, a design is said to be an m-factor two-level DSD if the design 
maximizes|𝐗1
′ 𝐗1|, where 𝐗1 is constrained to follow the structure implied by (5). 
Following Jones and Nachtsheim (2011b), we use the coordinate exchange algorithm 
(Meyer and Nachtsheim, 1995) to search for the optimal design of X such that |𝐗1
′ 𝐗1| is 
maximized. The resulting DSDs may or may not be orthogonal, and the first row of the 
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alias matrix may or may not be zero. We explore the characteristics of the class of two-
level DSDs in the next section. 
We note that for certain values of n, the heuristic procedure based on modifying 
conference matrices given by Jones and Nachtsheim (2013) can be employed. Jones and 
Nachtsheim developed this procedure for obtaining mixed-level DSDs with 𝑚3 > 0 three-
level factors and 𝑚2 > 0 two-level categorical factors. The procedure also works, without 
modification, when all factors are two-level categorical factors (i.e., m = 𝑚2 and 𝑚3 = 0). 
We compared the results from use of the Jones and Nachtsheim (2013) heuristic to 
optimization of the determinant via coordinate exchange, as described above, and found 
that the results were roughly comparable. Because of its generality, in what follows, we 
report results from use of the coordinate exchange algorithm. 
 
Results 
We construct two-level DSDs for 3 ≤ m ≤ 13 and for selected even values of n ≥ 
2m. The results are summarized in Table 3. We compare our designs with alternative 
designs, if existing, in the table. We also show the D-efficiency of the obtained design, the 
average absolute correlation between main effects, and the correlation distributions in the 
last three columns of the table, respectively. In the following sections we identify some 
notable features of the proposed designs. 
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Table 3: DSD Table 
 
Orthogonal 2-level DSDs 
One attractive feature of the proposed 2-level DSDs is that they can be orthogonal 
when n is a multiple of four. There are several such designs shown in Table 3, where n = 
8, 16, 20, 24, and 32. For n = 8, our algorithm found the full factorial 23 design for m = 3 
and the maximum resolution fractional factorial 2𝐼𝑉
4−1 for m = 4. 
For n = 16, Sun, Li, and Ye (2008) obtained and cataloged all non-isomorphic 
orthogonal designs for all values of m. An interesting research question arises here. For a 
given m, how many 16 × m designs in the catalog satisfy the requirement of (7)? That is, 
78 
 
what proportion of orthogonal designs have main effects are orthogonal to all two-factor 
interactions? A careful check of the catalog of Sun et al. (2008) reveals that most of the 16-
run designs have a resolution 3 (for regular designs) or 3.5 (for non-regular designs), which 
do not satisfy the requirement of 2-level DSDs to have alias structure (7). For the cases of 
m = 6; 7, and 8 considered in Table 3, there is only one resolution-IV design that is DSD-
eligible. Our algorithm found the corresponding designs in all cases. For m = 5, there are 
two designs meeting the requirement of (7): a resolution-V design and a resolution-IV 
design. It can be easily proven that the resolution-V design does not have the fold-over 
structure of (5). Thus, it is not surprising that our algorithm did not produce the resolution-
V design.  
For (n; m) = (32; 13), the DSD is the same as the minimum aberration 32-run design 
given in Wu and Hamada (2008). 
The cases for n = 20 and 24 are also interesting. For m = 9 and n = 20, we did not 
find an orthogonal design. This should come as no surprise, as Sun et al. (2008) showed 
that all 20-run orthogonal designs have a resolution of either 3.8 (for m ≤ 10) or 3.4 (for 11 
≤ m ≤ 19). However, the 20 × 9 DSD obtained does not sacrifice much in the way of 
orthogonality. It has a D-efficiency of .96 and the average absolute correlation between 
columns of .09. The last column of Table 3 shows that, among the 36 pairs of columns, 20 
have a correlation of 0, and 16 have a correlation of .20. 
For n = 24, and m = 9, 10, 11, and 12, the DSDs found are all fold-overs of the 
corresponding 12-run Plackett-Burman designs with m factors, respectively. These results 
were consistent with those in Miller and Sitter (2001), who advocated the use of fold-overs 
of 12-run Plackett-Burman designs. 
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DSDs vs. Margolin’s Designs 
Margolin’s approach requires that n = 2m. In all such cases considered in Table 5, 
our approach found the designs that are equivalent to or better than Margolin’s designs. 
We call two designs equivalent if they have the same D-efficiency and correlation 
distributions. For m = 3; 5; 6; 10 and 13, the DSDs constructed are equivalent to those of 
Margolin’s. For instance, when m = 10 and n = 20, the DSD has D = .96. Among the 45 
pairs of columns, most (41 out of 45) have a correlation of only .09, and the remaining four 
pairs have a correlation of .27. Overall, the lack of orthogonality appears to be moderate. 
There is one case in which we obtained better results than Margolin’s approach. 
Consider the case having m = 7 factors and n = 14 runs. Our design, as shown in Table 4, 
has a D-efficiency of 0.91 and an average absolute correlation of 0.18. This represents 
substantial improvement over Margolin’s 27  / / 14 design, which has D = .79 and an 
average absolute correlation of 0.43. Figure 1 provides a correlation cell plot (for 
correlations among main effects and two-factor interaction columns) for the 14 × 7 DSD. 
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Table 4: Two-level DSD for m = 7 and n = 14 
 
We can compare this design with some alternative designs for studying seven 
factors, in which both main effects and 2-factor interactions are of interest. A resolution III 
fractional factorial design would require only eight runs, but main effects would be 
completely confounded with two-factor interactions. Similarly, a non-regular Plackett-
Burman design would require 12 runs, but all main effects are partially with some two-
factor interactions. 
A 16-run design would have better confounding structure, as shown in Table 3, but 
two extra runs would be needed. Thus, the 14 × 7 DSD or Table 4, like other DSDs 
proposed here, appears to have a good balance of the trade-offs between run size, 
orthogonality, and confounding structure. 
 
New DSDs 
Ten of the 27 DSDs summarized in Table 3 are identified as “New”, in the sense 
that there are no existing designs constructed satisfying the requirement of (7). Consider, 
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for instance, the case for m = 9 and n = 18, for which no existing design is available. (Note 
that Margolin’s approach is not applicable to all cases for n = 2m.) The DSD obtained has 
D = .96. The average absolute correlation is .12. Again, the loss of orthogonality is 
moderate. In exchange, it has completely eliminated any aliasing between main effects and 
two-factor interactions. 
 
Figure 1: Color map of correlations for a two-level DSD with m = 7 and n = 14 
 
Eliminating fully aliased two-factor interactions 
In the previous sections we considered the optimization of the |𝐗1
′ 𝐗1| for the main 
effects model subject to the constraint that the design is a DSD. As illustrated in Table 3, 
this approach results in a number of designs that perform quite well with respect to the D-
efficiency of the main effects model. In addition to estimating the main effects, an aim of 
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investigators using these designs might be to estimate a small number of non-negligible 
two-factor interactions without ambiguity. To accomplish this goal it is necessary that no 
two columns of 𝐗2 be identical. Such pairs of interactions are completely confounded, 
which means that their effects cannot be separated using any data driven methodology. One 
potential limitation of the class of DSDs summarized in Table 3 is that a few of them had 
some two-factor interactions fully aliased with other two-factor interactions. 
In this section, we develop a methodology for constructing DSDs that avoid full 
aliasing of pairs of second-order interactions. To break the aliasing between two-factor 
interaction pairs, when it exists, we use a multiple objective (or compound) function 
optimization as advocated by Jones and Nachtsheim (2011a) and as implemented in the 
procedure described by Jones (2013). The procedure involves creating designs that 
maximize a weighted average of two criteria. The primary criterion is approximate D-
efficiency: 
𝐶1 = 
|𝐗1
′ 𝐗1|
1
𝑚+1
𝑛
 
The secondary criterion, C2, seeks to find small values of the off diagonal elements 
of the  t ×  t covariance matrix M = 𝐗2
′ 𝐗2 , where 𝐗2 is defined in (6).  
Let {𝑐𝑘} , for k 1, … , g denote the set of g = 𝑡(𝑡 − 1) 2⁄  elements of M that lie 
above the diagonal. The secondary (maximization) criterion is given by the inverse of the 
Lr norm for r ≥ 1: 
𝐶2  = [∑ |𝑐𝑘|
𝑟𝑔
𝑘=1 ]
−1
𝑟                     (8) 
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We discuss the choice of r below. For r ≥, this secondary minimization criterion 
penalizes designs having pairs of columns in 𝐗2 with large covariances. The overall 
objective function is to maximize, for a specified weight w, (0 ≤w≤ 1), a weighted average 
of the above two criteria: 
𝐶𝑤  = w * 𝐶1
𝑠 + (1 – w) * 𝐶2
𝑠         (9) 
where 𝐶1
𝑠 and 𝐶2
𝑠 are scaled values of 𝐶1 and 𝐶2 . To find the scaling, following 
Jones (2013), we first maximize 𝐶1 . Let 𝐶1
𝑚𝑎𝑥   be the resulting D-efficiency. We then 
optimize 𝐶2  yielding 𝐶2
𝑚𝑎𝑥. Subsequently, for any design, the scaled primary and 
secondary criteria are given by: 
𝐶𝑖
𝑠= 
𝐶𝑖
𝐶𝑖
𝑚𝑎𝑥 
For i = 1; 2. To produce our compromise designs, we repeatedly choose w at 
random from (0,1) and find the design that optimizes 𝐶𝑤. We then find the Pareto front of 
non-dominated designs and choose a final design by requiring that the design avoid any 
confounding between pairs of two-factor interaction columns while maintaining a relative 
D-efficiency of greater than 95% with respect to the D-optimal DSD. 
For secondary criterion (8), we initially chose r = 1. However, with this choice we 
did not consistently eliminate the full aliasing among all two-factor interaction pairs. We 
observed that minimizing the average absolute covariance was not sufficient, and that 
minimization of the maximum absolute covariance was of greater relevance to the goal of 
eliminating confounded pairs. Since the mini-max criterion results for r →  ∞, we simply 
experimented with larger values of r, finding that choice of r = 4 was sufficient. 
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Of the two-level DSDs produced in Table 3, eight had two-factor interaction pairs 
fully aliased. We applied the compound optimization algorithm in each of these cases. The 
results are summarized in Table 5. Note that in every case, aliasing between pairs of two-
factor interactions has been eliminated. Decoupling these interactions has come at a very 
slight cost in terms of D-efficiency. The drop in D-efficiency for the compound designs 
ranges from 2% to 4%. For comparison, we include in Table 5 the average and maximum 
of the absolute correlations between pairs of two-factor interactions. It is interesting to note 
that the average absolute correlations for the compound DSDs have increased slightly, 
while the maximum is reduced in every case. This is typical of the mini-max criterion, 
where minimizing the maximum of a function usually comes at the expense of an increase 
in the average.  
We illustrate the use of our compound optimization procedure by applying to the 
case with m = 9 factors and n = 22 runs. To do so, we provide a plot of the two criteria for 
designs on the Pareto frontier of non-dominated designs in Figure 2. The point plotted at 
the upper left corresponds to the D-optimal DSD while the point in the lower right 
corresponds to the design having the maximum value of the secondary criterion 𝐶2. Note 
that of 10; 000 designs generated with the previously described random weights, w, we 
found only four designs on the Pareto front. The design we prefer corresponds to the point 
at the top right. Its D-efficiency is 0.995 while its efficiency with respect to the secondary 
criterion is 0:99. For this design, all the factor columns have a pairwise correlation of 1/11th 
with other columns. The maximum correlation among pairs of two-factor interaction 
columns is 7/15th (0.47). There are 126 such pairs. There are 252 pairs of two-factor 
85 
 
interaction columns having correlations of 4/15th (0.27) and a final 252 pairs of two-factor 
interaction columns having correlations of 1/10th. 
By contrast, the D-optimal DSD confounds three pairs of two-factor interactions. It 
also has 18 pairs of interactions with correlations greater than a half. On the other hand its 
main effects have standard errors that are around 5% smaller. In addition, the average 
correlation of two-factor interaction pairs is also about 5% smaller. 
Figure 3 provides a graphical comparison of the above results. The large 
correlations for the D-optimal DSD have been reduced through use of the compound 
optimization. The darkest off-diagonal cells in Figure 3(a) correspond to an absolute 
correlation of 1.0, whereas the darkest off-diagonal cells in Figure 3(b) correspond to an 
absolute correlation 0.46. 
 
Figure 2: Pareto frontier of criterion values for non-dominated designs for m = 9 and n = 22 
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Figure 3: Correlation cell plots for m = 9 and n = 22 
Discussion 
For screening designs there are three particularly desirable features: orthogonality 
of the main effects, no aliasing (or partial aliasing) of main effects with two-factor 
interactions, and a small run size. It is often the case that these characteristics cannot be 
fully satisfied simultaneously, and trade-offs among them must be considered. For 
example, Plackett-Burman designs have small run sizes and are orthogonal, but they 
exhibit partial aliasing among two-factor interactions. Resolution III fractional factorial 
designs are also orthogonal for main effects, but some main effects and two-factor 
interactions are fully aliased. Resolution IV fractional factorial designs are another 
orthogonal alternative, however two-factor interactions are completely confounded with 
other two-factor interactions. 
Two-level DSDs represent a different kind of tradeoff. These are small designs that 
sacrifice full orthogonality of main effects for complete independence between main 
effects and two factor interactions. This approach was introduced by Margolin (1969), and 
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strongly advocated by Miller and Sitter (2005), who studied the robustness properties of 
Margolin’s designs. Two-level DSDs improve upon and extend the class of Margolin-type 
designs. In addition, using the methodology of Section 5, they can be constructed in such 
a way that two-factor interactions are not completely confounded with other two-factor 
interactions. This provides the experimenter with the opportunity to identify, not only key 
main effects, but also active two-factor interactions in the presence of sparsity. 
Lack of orthogonality has two related consequences: the parameter estimates have 
longer confidence intervals than an orthogonal design based on the same number of runs, 
and the power to detect an effect is reduced, again in comparison to an orthogonal design 
of the same size. Consider the cases of non-orthogonal DSDs in Table 6. This table shows 
the fractional increase in the maximum standard error of all the parameter estimates of the 
main effects compared to the standard error for an orthogonal design (assuming one exists, 
and in most of these cases no such design exists). 
One way to reduce such impact is minimize non-orthogonality of the design. For 
this purpose one could employ E(𝑠2) as a driving criterion (subject to a lower bound on the 
D-efficiency of the design). We have used this approach for the cases considered in Table 
3 and have found some designs that have better correlation structures.  
Consider, for example, the 14 × 7 DSD reported in Table 3. According to Table 2, 
this design has D = 0.92, and 18 pairs of the seven factors have an absolute correlation of 
0.14, and the remaining 3 pairs have an absolute correlation of 0.43. By using the E(𝑠2) 
criterion, we constructed a design for which all 21 pairs have absolute correlation equal to 
0.14. The D-efficiency of this design is slightly lower at D = 0.89. Considering the drop in 
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the maximum absolute correlation from 0.43 to 0.14, the latter design may be preferred by 
some practitioners. 
Table 5: Compound DSDs from selected cases in Table 31 
 
Table 6: Upper bound on fractional increase in the maximum standard error of main effects 
compared to the standard error for an ideal orthogonal design 
 
                                                 
1 The table below refers to the designs in Table 2, however, in the enumeration of this document it has been 
so far referred as Table 3.  
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Analysis Strategies for Model Selection with Definitive 
Screening Designs 
Definitive Screening Designs (DSDs) were recently introduced by Jones and 
Nachtsheim (2011). These designs offer a new way to conduct screening experiments and 
optimization in one step. The use of three-level factors and the desirable aliasing structure 
of the DSDs make them suitable for identifying main-effects and second-order terms in 
one stage of experimentation. 
However, a comprehensive investigation of the best methods for analysis of these 
designs has not yet been conducted. This paper explores various variable selection methods 
in a variety of settings for a simulation study and methods comparisons.  
Let us remark again what are the purposes of screening experiments and what are 
the properties of three-level DSDs, as this work is focused on that class of designs. 
Screening experiments are used to identify a set of active effects within a large set 
of potential factors. In fact, some of the factors under investigation may actively influence 
a certain response of interest, whereas other may not. Because screening experiments are 
typically performed when a large number of factors is to be investigated, they usually have 
the primary goal of identifying active main-effects. Small, orthogonal main-effects plans 
have been traditionally preferred in early stages of experimentation. After the initial 
analysis, follow-up experiments are frequently used to identify interactions or higher-order 
terms in response surface models. However, this traditional two-stage approach can be very 
cost inefficient, or in some experimental conditions, unsuitable. 
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Definitive Screening Designs (DSDs), introduced by Jones and Nachtsheim (2011), 
provide a new approach for screening experiments that potentially allows the experimenter 
to comprehensively study all the active first- and second-order effects in one stage of 
experimentation. They used numerical methods to construct DSDs and found that these 
designs were orthogonal for 6, 8, and 10 factors. Xiao, Lin, and Bai (2012) showed how to 
use conference matrices to construct orthogonal DSDs for most even numbers of factors 
and how to easily construct the DSDs for odd number of factors starting from a DSD with 
even factors. A typical DSD is formed by m pairs of fold-over rows in which one factor is 
kept at the central level and the others are at levels ±1 (respectively ∓ in the foldover rows); 
a final row has all factors at the center point. For m factors, these designs require 2m+1 
runs and have the structure described in Table 1, where 𝑥𝑖,𝑗 denotes the setting of the j-th 
factor for the i-th run. The fold-over structure and the settings of the center points for one 
factor in each pair of rows have, as a consequence, the orthogonality of all main-effects 
with respect to all second-order terms; consequently the estimation of the main-effects is 
unbiased by any second-order term, and moreover, any pair of second-order terms is not 
fully aliased. A DSD having six factors or more projects to efficient response surface 
designs with three or fewer factors. 
Because of their properties, DSDs are not meant to be used for the estimation of the 
main effects only, but also higher-order effects. With respect to models that include higher-
order effects, a DSD can be considered as a supersaturated design. Generally, a 
supersaturated design is a design in which the number of columns exceeds the number of 
rows. This means that p, the number of parameters of interest, is greater than n, the number 
of observations, or design points. This concept usually applies to designs in which the 
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number of factors investigated is larger than the available degrees of freedom. However, 
this same idea applies when the p parameters of interest are not only the main-effects, but 
also some interactions and curvature effects. For the main-effects model, a DSD has 
enough degrees of freedom for the estimation of the main-effects and the error term. 
However, as noted above, if the experimenter wishes to investigate higher-order effects, 
then the design becomes supersaturated. In fact, the number of rows is less than the number 
of parameters that would need to be estimated if a full second-order model is to be fitted. 
Given the small number of runs, not all effects can be estimated by the same model. This 
gives rise to a model selection problem that could be handled with different variable 
selection methods. 
The main research question that we address in this work concerns the identification 
of the best methods for analysis of a DSD. We assess how well different model selection 
methods work in a variety of situations, such as different numbers of active effects, or 
different sizes of the effects. On the one hand, screening experiments are frequently carried 
out assuming sparsity; some empirical papers have demonstrated how sparsity and other 
empirical principles often hold in practice (see Li, Sudarsanam, & Frey, 2006). For this 
reason, we conduct a simulation study that assumes sparsity, strong heredity, and hierarchy 
of the effects. On the other hand, it can be the case that there are no-heredity effects, or 
heredity is weak (when in order for an interaction effect to be active one of the involved 
main-effects has to also be in the model). To make our study more comprehensive, we 
investigated different cases, relaxing the strong heredity assumption. We aim to find in 
what situations the analysis of each method fails to correctly identify the active terms. The 
remainder of the paragraph is again is organized as in the paper. We provide an overview 
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of the related literature on the construction and analysis of supersaturated designs for 
screening experiments. Then, we detail our study design, we summarize the results of our 
simulation study. Finally, we conclude with a discussion and suggestions for practitioners.  
 
Previous work 
Designs for screening experiments 
Screening is often the first step for an experimentation when there is a large number 
of potential causal factors in a system but only a few are expected to influence the response 
of interest. As explained by Wu and Hamada (2008), these experiments tend to be 
economical in the sense that they are usually small main-effects orthogonal designs, where 
a few degrees of freedom are left for estimating error variance and higher-order terms, such 
as quadratic effects or interactions. Once the important variables are identified, a follow-
up experiment is sometimes conducted for a thorough exploration of their effects on the 
response. This second step of experimentation frequently falls into the category of response 
surface exploration. Response surfaces are usually based on larger designs that allow the 
estimation of all linear and quadratic main-effects and all two-factor (linear-by-linear) 
interactions effects. In order to estimate all of these effects simultaneously it is necessary 
to fit a full second-order model. 
Traditionally, screening experiments have been based on small main-effects 
orthogonal designs, such as resolution III regular Fractional Factorial Designs or irregular 
designs such as Plackett-Burgman Designs. These designs are two-level designs, and for 
this reason they do not allow the estimation of quadratic effects. Two-factor interactions 
are not estimable in this first stage because they are either fully (in the case of regular 
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resolution III designs) or partially (in the case of irregular designs) confounded with main-
effects. For these reasons, follow-up experiments are frequently required to obtain a 
complete analysis.  
DSDs offer an opportunity to combine the two stages described above in a single 
stage of experimentation. These designs, as described in the introduction, combine a 
desirable aliasing structure that allows an unbiased estimation of main-effects, and a 
strategic use of center points that allows the estimation of quadratic effects, while avoiding 
full confounding between pairs of second-order effects. The partial confounding between 
pairs of second-order effects makes it possible to identify the active terms if the true model 
is sufficiently sparse, since the sample size is smaller than the number of potential effects.  
A supersaturated design is characterized by fewer runs than effects to be estimated. 
Thus, for instance, a design can be unsaturated when only main-effects are of interest but 
supersaturated when interactions are also to be investigated (Dragulji et al., 2014). In the 
case of DSDs the designs are unsaturated for the main-effects but supersaturated for the 
estimation of interactions; however, the orthogonality of the main-effects in respect to any 
second-order terms and the partial confounding of pair of second-order terms, give hope to 
the experimenter to conduct a more accurate model selection. In addition, if three or fewer 
main-effects are active, these designs projects to a highly efficient response surface design, 
and model selection becomes much easier. In this case, the full quadratic model is 
estimable. For supersaturated designs columns are not all pairwise orthogonal. For this 
reason, standard analysis techniques for orthogonal designs such as half-normal plots are 
not applicable. However, by the nature of the construction some interactions cannot be 
entertained, and a careful assignment of the factors to the columns may minimize aliasing 
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between important factors. Supersaturated designs are a good option for screening 
experiments because they are constructed based on the sparsity-of-effect practice. Sparsity 
refers to the observation that the number of relatively important effects in a factorial 
experiment is generally small (Box & Meyer, 1986). This is also called the Pareto Principle 
in Experimental Design. In addition to the effect sparsity principle, the hierarchical 
principle states that the lower-order effects are more likely to be significant than the higher-
order effects, and the heredity principle indicates that an interaction is significant one if 
one or both of its parent effects are significant, which are respectively called the weak and 
strong heredity (Wu & Hamada, 2008). This regularity can strongly influence sequential, 
iterative approaches to experimentation. Heredity can also provide advantages in analyzing 
data from experiments with complex aliasing patterns, enabling experimenters to identify 
likely interactions without resorting to high-resolution designs (Chipman, Hamada, & Wu, 
1997). 
Li et al. (2006) find that these well-known empirical principles very often hold in 
practice. The authors analyze a set of experimental designs results that confirm the general 
principles of sparsity, heredity, and hierarchy. In respect to heredity, this study finds that 
the probabilities that second-order effects are active depend on how likely the 
corresponding main-effects are active. If both main-effects involved in an interaction effect 
are active, this interaction effect follows the strong heredity principle; if only one of the 
two is an active main-effects, the effect is said to follow the weak heredity principle; if any 
of the main-effects involved in the interaction are active, then there is no heredity in the 
second-order term. Chipman et al. (1997) consider such probabilities 0.25 for strong 
heredity effects, 0.10 for weak heredity effects, and 0.01 for no heredity effects. Li et al. 
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(2006) empirically find these probabilities to be 0.33, 0.045, and 0.0048 respectively; 
moreover, they find that the probability of a main-effect to be active is 0.40. 
  
Analysis, model selection methods and comparison studies 
DSDs represent a promising alternative to traditional screening approaches from a 
design perspective. However, a comprehensive investigation of the best methods for 
analysis of these designs has not yet been conducted. The literature offers some studies of 
the analysis of other classes of supersaturated designs. Most previous studies concern two-
level designs, but they explore alternative variable selection methods that are easily adapted 
to the analysis of DSDs. 
For screening designs, Dragulji et al. (2014) presented a comprehensive 
comparison of screening strategies. They conducted a simulation study that compares two 
screening approaches, supersaturated designs and group screening, with several variable 
selection methods: LASSO, Smoothly Clipped Absolute Deviation (SCAD), Gauss-
Dantzig selector, Simulated Annealing Model Search (SAMS), Bayesian Model Selection, 
and Maximum A Posteriori (MAP) estimation. The literature on variable selection methods 
proposed for the analysis of supersaturated designs is very diverse. Wu (1993) suggested 
the use of forward selection methods to identify active main-effects. Lin (1993) suggested 
the use of stepwise selection procedures. Westfall, Young, and Lin (1997) utilized a 
modified forward model selection; Lu and Wu (2004) suggested a stepwise selection based 
on staged dimensionality reduction. Chipman et al. (1997) proposed a Bayesian variable 
selection method; and Beattie, Fong, and Lin (2002) used a two-stage Bayesian approach 
for model selection. Li and Lin (2002) introduced a variable selection method via non-
96 
 
convex penalized least squares that employs an iterative ridge regression. Holcomb, 
Montgomery, and Carlyle (2003) proposed contrast-based methods; Zhang, Zhang, and Liu 
(2007) a method based on partial least squares. Phoa, Pan, and Xu (2009) used a simulation 
study to examine the application of the Dantzig selector described by Candes and Tao 
(2007). Marley and Woods (2010) performed a simulation study that compares two classes 
of supersaturated designs and three methods for variable selection: forward stepwise 
regression (Miller, 2002), Gauss-Dantzig selector (Candes & Tao, 2007; Poha et al. 2009), 
and their proposed model averaging procedure. 
Variable selection methods that directly address principles of sparsity, heredity, and 
hierarchy were also considered in the literature. Yuan, Joseph, and Lin (2007) proposed a 
modification of Least-Angle Regression (LARS) (Efron, Hastie, Johnston, & Tibshirani, 
2004) to account for the empirical principles. Choi, Li, and Zhu (2010) proposed a method 
called Strong Heredity Interaction Model (SHIM) that automatically enforces the strong 
heredity constraints in the penalty function. Later Li and Zhu (2014) proposed a similar 
method, called Weak Heredity Interaction Model (WHIM), to allow also weak heredity 
effects.  
 
Study model 
The purpose of this study is to evaluate the efficiency of the analysis of screening 
experiments conducted through Definitive Screening Designs. We compare several 
popular and promising model selection methods using computer simulation in a variety of 
settings. We vary the number of factors in the design, the level of sparsity, and signal-to-
noise ratio.  
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Number of factors and sparsity 
Based on the existing literature, we set up our simulation study for different levels 
of sparsity and in one setting we assumed strong heredity; this assumption may look 
restrictive, for this reason we considered also the case that allows all kinds of second-order 
effects to be active. We conducted two simulations: in the first, we varied an increasing 
number of active main-effects in the true model, and for each number of active main-effects 
we varied the sparsity of the second-order effects, as will be explained. In the second, we 
let the number of active second-order-effects vary randomly according to certain 
probabilities, based on the results of the empirical study of Li et al. (2006). Results of the 
latter will be discussed and compared to our first simulation settings in the next section. 
In terms of design size, we investigate the analysis of DSDs having 6, 10, and 14 
factors. In each design, the number of active factors varies from 2 to the total number of 
factors, in steps of size two. Note that if we follow the empirical evidence of Li et al. 
(2006), we should expect 40% of the factors in the design to be active main-effects. Our 
simulation considers all these possibilities for sparsity of main-effects in combination with 
varied levels of sparsity of the second-order effects. Regarding sparsity in second-order 
effects, we evaluate three cases: 
1. Only main-effects are active; 
2. Some second-order effects are active, and their number is half the number of 
active MEs; 
3. Some second-order effects are active, and their number is the same as the number 
of active MEs. 
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These settings led to all cases examined in our first simulation, in a full factorial 
manner, in combination with the signal-to-noise ratio cases. For instance, when evaluating 
the DSD with 6 factors, Table7 displays the nine cases for the true model: 
Table 7: Effects in the nine true models for the 6-factor DSD 
 
Signal-to-noise ratio 
We also evaluated the designs and the different sparsity cases for different levels 
of signal-to-noise ratio. Consider the model Y = X𝛽 + ε, we allowed the β of the active 
terms in the true model to vary according to a cascading function. Assume there are k active 
factors. The nonzero regression coefficients are chosen such that: (1) the mean of the 
absolute values of the k regression coefficients is given by the signal size; and (2) for i ≥ > 
1, the absolute value of the i-th largest coefficient is 0.75(𝑖−1) times absolute value of the 
largest coefficient. For example, if k = 4 and the signal level is 3, the absolute values of the 
four coefficients, in descending order, are: 4.3886, 3.2914, 2.4686, and 1.8514. The signs 
of the coefficients are chosen at random. 
 
Variable selection methods and selection criteria 
We explored different options for variable selection. The goal of variable selection 
is to identify the smallest subset of the set of potential predictors that clearly explain the 
data (Wu & Hamada, 2008). One strategy is to use a model section criterion to evaluate all 
possible subsets of the covariates and select the model with the best value for the criterion. 
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This approach is called Best Subset Regression or All Possible Models (for a deeper 
exposition of subset selection procedures see Miller, 1990). With p parameters of interest, 
there are 2𝑝 possible models to evaluate – fewer if one considers only models that follow 
the strong heredity principle, or models that follow the weak heredity principle. Clearly, as 
p becomes large (e.g. greater than 20), Best Subset results in an infeasible strategy. 
Nonetheless, we ran one simulation including this method, and we found minimal 
difference in performance with respect to other methods that would have justified the 
extremely high computing time.  
Another popular approach to model selection is stepwise regression. The classical 
forward stepwise procedure starts with the null model and adds the most significant factor 
main-effect at each step according to an F-test (Miller, 2002). The procedure continues 
until the model is saturated or no further factors are significant. The evidence required for 
the entry of a variable is controlled by the probability to enter, denoted by the α level. 
Stepwise regression can also be conducted as a backward procedure, starting with all terms 
in the model and then dropping one at each step, but the approach is unfeasible for SS 
designs, where n ≤ p. Stepwise regression can be also applied in conjunction with other 
selection criteria, as will be described, such as AIC, or BIC. With these approaches, the 
idea is to add the variable, at each step, that leads to a new modeling having the best value 
by that particular criterion. When reach the n-term model, stop and choose the model that 
led to the best criterion value.  
LASSO, least angle shrinkage and selector operator, introduced by Tibshirani 
(1996) with modifications introduced by Efron (2006), is another option for model 
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selection that has become very popular. This method and the Dantzig selector (Candes & 
Tao, 2007) are two methods that we compare to stepwise regression. 
When the model consists of both main effects and two-factor interactions, and the 
true model follows heredity, Choi et al. (2010) and Li and Zhu (2014) proposed effective 
model selection methods for dealing with strong and weak heredity, respectively. Denote 
the linear model with p main effects and their two-factor interactions by 
𝑦 = 𝛽0 + 𝛽1𝑥1 +  … + 𝛽𝑝𝑥𝑝 +  𝛼12𝑥1𝑥2 +  … +  𝛼𝑝−1,𝑝𝑥𝑝−1𝑥𝑝 + 𝜖             (1)  
When the strong heredity holds, Choi et al. (2010) proposed to re-parameterize the 
coefficient 𝛼𝑗𝑗′ , (𝑗 < 𝑗
′; 𝑗, 𝑗′ = 1, … , 𝑝) as 𝛼𝑗𝑗′ = 𝛾𝑗𝑗′𝛽𝑗𝛽𝑗′. 
For the purpose of variable selection, we can consider the following penalized least 
squares criterion: 
min ∑(𝑦𝑖 − 𝛽0 − ∑ 𝛽𝑗𝑥𝑖𝑗
𝑗
− ∑ 𝛼𝑗𝑗′𝑥𝑗𝑥𝑗′
2
𝑗<𝑗′
+ 𝜆𝛽(|𝛽1| +  … +  |𝛽𝑝|) +
𝑛
𝑖=1
𝜆𝛾(|𝛾12| +  …
+  |𝛾𝑝−1,𝑝|).   (2) 
As pointed out by Choi et al. (2010), by writing the coefficient as a product, the 
coefficient of an interaction term does not equal zero only if both of its parent terms are 
not equal to zero. Thus, the strong heredity constraint is built into this model. Similarly, 
when the coefficient of the interaction term 𝛼𝑗𝑗′ , (𝑗 < 𝑗
′; 𝑗, 𝑗′ = 1, … , 𝑝)is reparameterized 
as 𝛼𝑗𝑗′ = 𝛾𝑗𝑗′(|𝛽𝑗| + |𝛽𝑗′|). the weak heredity constraint holds (Li and Zhu, 2014). 
Finally, we develop a simple algorithm that specifically leverages the properties of 
DSDs and compared it with the above mentioned variable selection methods. DSDs have 
a particular structure that allows them to project in full response surfaces if no more than 
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3 main-effects are active. This property, together with the orthogonality of main-effects, 
suggests a two-stage procedure for conducting variable selection: 
1. Select the active main-effects in the model, denoted by g. 
2. If g ≤ 3, evaluate all possible models in the full quadratic matrix that comprises 
interactions and quadratic terms with the selected MEs. Otherwise, if g > 3, for each 
group of 3 out of the selected MEs, perform the same analysis. Finally select the 
final model according to a defined criterion. 
For each method, we considered the available model selection criteria from existing 
literature. According to the principle of parsimony, a more parsimonious model with fewer 
variables should be preferred as long as it explains the data well. There must be a balance 
between data fitting and predictions. In fact, a model that fits the data too well may give 
poor predictions, as the variance of the estimated regression coefficients depends on the 
number of parameters in the model. Model selection criteria should then reward model 
fitting but penalize the increase in model complexity (which is the increase of number of 
terms in the model). 
One commonly used criterion is the Akaike Information Criterion AIC (Akaike, 
1973), defined as 
 AIC = N log
𝑆𝑆𝐸
𝑁
  + 2p,                        (1) 
This criterion tends to over-fit the model when the sample size is small. 
Modifications of the AIC criterion have been reported in literature. Hurvich and Tsai, 
(1989) developed the AICc criterion, where: 
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AICc = AIC + 
2(𝑝+1)(𝑝+2)
𝑁−𝑝−2
,                             (2) 
Phoa et al., (2009), proposed instead the following modification: 
mAIC = N log
𝑆𝑆𝐸
𝑁
 + 2𝑝2.                              (3) 
 
Performance measures 
In order to evaluate and compare the efficacy of variable selection methods in the 
different cases, we use the measures of sensitivity and specificity, as described in Choi et 
al. (2010). Moreover, we add two additional performance measures. All the measures are 
defined as follows:  
 Sensitivity is the number of correctly selected terms over the total number of active 
terms; 
 Specificity is the number of correctly unselected terms over the total number of 
non-active terms; 
 Percentage correct is the sum of the number of active terms selected and non-active 
terms unselected, over the total number of parameters in the full quadratic model; 
 Root mean square error of predictions is a measure that we evaluate over the 
selected model and a random sample of a thousand design points. 
Together these measures give us a way to evaluate the screening capacity of the 
methods, which is the ability to select the correct active terms and to not select the non-
active ones, and the ability to make predictions with the selected model.  
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Simulation algorithms 
We conduct two simulation studies. In the first study, we consider the models 
following the strong heredity principle. Table 8 summarizes the four factors, as well as 
their levels, in the simulation study. 
Table 8: Factors considered in the simulation 
 
In total, there are (3 + 5 + 7) × 3 × 2 × 4 = 360 cases. 
The simulation procedure then works as follows: 
 For each m, consider each number of active MEs (g) shown in Table 8. 
 For each number of active 2nd-order effects shown in Table 8, randomly generate 
nm = 10 models that follow strong heredity. 
 Obtain the β coefficients by using the two signal-to-noise ratios shown in Table 8, 
and then simulate the responses. 
 For each generated model and data, perform the model selection procedure ns = 10 
times, using each of the four variable selection methods considered. 
In total, there are (3 + 5 + 7) × 3 × 2 × nm × 4 × ns = 36, 000 simulations performed. 
In a second simulation setting we allow the true model to be constructed randomly, 
according to the conditional probabilities that a second-order effect is active. We still 
explore different cases of numbers of active MEs. 
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In this second setting, the simulation runs 675, 000 times. Since the actual number of 
second-order effects active terms is a random variable, we can calculate its expected value. 
For example, in a DSDs with 6 factors and 4 active main-effects, there are (4
2
) interactions 
effects and 4 quadratic effects that follow strong heredity; (2
2
) interactions plus 2 quadratic 
terms that do not follow heredity; and the remaining ones follow the weak heredity 
principle. These effects are randomly picked with probabilities 0.25 for strong heredity 
effects; 0.1 for weak heredity effects; 0.01 for no heredity effects. According to these 
probabilities then the expected number of active second-order effects is 3.33. 
 
Results and discussion 
In this section we discuss the results of our simulation for the design with 6 factors. 
We conducted the same simulation for 10 and 14 factors, and we saw that all findings hold 
in these cases as well. 
Moreover, the following refer to the case of signal-to-noise ratio equal to 3. Again, 
we did not see a substantial relative difference when imposing a different signal-to-noise 
value. We initially did some preliminary testing on separate variable selection methods. 
We wanted to make sure that each method could be compared to the others in the best 
setting of simulation variables and tuning parameters. Separate studies led us to set up all 
tuning parameters of the different variable selection methods, as for instance in LASSO, 
Dantzig selector, and SHIM. In the very beginning of our study, we simulated the Best 
Subset procedure and we soon noticed that the extremely long computing time was not 
worth any substantial improvement in performance compared to other model selections. 
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In including stepwise regression in our comparison with the more sophisticated 
methods, we first explored in which setting this method offered the best performance. We 
initially tested forward stepwise regression based on probability to enter level, α, equal to 
0.05, 0.10, and 0.20. We found that a higher value of α results in higher sensitivity, and we 
retained α = 0.2 for further comparison. Through the test of different model selection 
criteria in conjunction with the other methods, like LASSO, Dantzig, and our DSD-specific 
method, we determined that AIC was giving us slightly better results; for this reason, we 
decided to maintain the use of this criterion in all methods of our simulation and 
consequently also apply this criterion in stepwise regression.  
Focusing on the measure of sensitivity, it is possible to compare the variable 
selection methods in the primary purpose of screening, which is to correctly identify active 
terms. In case of only MEs in the active terms, all methods reach the value of sensitivity 
equal to 1. This is true both in the case of sparse effects and in the extreme case where all 
ME are active. This is a very important finding that shows the high efficacy that is related 
to very efficient designs such the DSDs. The designs prove to be robust in the correct 
identification of active main-effects, regardless the variable selection method used in the 
analysis. The performance of all methods obviously decreases when the number of active 
second-order terms increases. It appears that overall there is no clear winner, especially 
when the tradeoff between sensitivity and specificity is considered. However, if again we 
focus on sensitivity as our main goal in screening, then the best performance is the modified 
SHIM algorithm. Our proposed DSD-specific method that considers the design projections 
in 3 or less MEs, results by construction penalized when more than 3 factors are active. 
This happens mainly because of the way we construct the true model without restricting 
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the number of factors that are involved in second-order terms. If one believes that in reality, 
or in a particular case, no more than 3 factors are involved in higher-order terms, regardless 
of the number of active linear terms, then this method is a very interesting and valid 
alternative to the others and specifically leverages the properties of the DSDs. In any case, 
it may also be worth considering the implementation a model averaging procedure. 
We conducted our main simulation under the assumption of strong heredity, and 
we investigated different levels of sparsity. To make our analysis more complete, we ran 
the same simulation with a modification that allows the true model to be constructed 
following the probabilities found in the empirical investigation of Li et al. (2006). We did 
not enforce the number of active MEs to be determined by the empirical probability, and 
we kept our initial choice to investigate different numbers of active MEs; if we would have 
followed that probability of 40%, we would have focused on the case with 2 active MEs in 
the design with 6 factors. This case may be considered as the most representative of a real 
case. According to the above mentioned probabilities that a second-order effect is active 
conditionally to the fact that the MEs involved in that term are active or not (strong, weak 
and no-heredity terms), the expected number of active second-order terms is 1.47 when the 
active MEs are 2; 3.47 when the active MEs are 4; 6.93 when the active MEs are 6. Running 
our simulation with 50 different randomly constructed models that obey these probabilities, 
again, we did not see a clear winner, especially in consideration of the 
sensitivity/specificity tradeoff. However, it is interesting to note that still, in terms of 
sensitivity, SHIM performs better than the other methods, in addition to the fact that this 
method enforces strong heredity and the true model does not follow this principle.  
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Managerial and statistical tools 
for Six Sigma and marketing 
research: conjoint analysis and 
discrete choice experiments 
 
Introduction 
In the framework of the five steps of the DMAIC (Define, Measure, Analyze, 
Improve, Control) cycle a fundamental importance and careful attention has to be 
addressed in understanding the voice of the customer in order to achieve radical quality 
improvements and customer satisfaction. It helps define which characteristics are critical 
to quality from the customer perspective and it accordingly establishes a strong relationship 
between Statistics and Marketing Research. 
The following paragraphs are arranged in such a way to first introduce how 
marketing research is related to Six Sigma, then the most popular techniques used in order 
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to translate the voice of the customer in product specifications are presented and discussed 
in terms of evolution of the methods and recent steps forward, opening points and research 
opportunities for further studies. 
In this perspective Quality Function Deployment (QFD) and Conjoint Analysis 
(CA) will be discussed. In particular great attention will be dedicated to discrete choice 
experiments, models, design criteria, and possible fields of applications.  
Finally some possible path for further research studies will be highlighted from 
what is actually missing or still not well defined or established in the current literature. 
Six Sigma and marketing research 
Six Sigma is a long-term, forward-thinking initiative designed to fundamentally 
change the way organizations work. It is first and foremost "a business process that enables 
companies to increase profits dramatically by streamlining operations, improving quality, 
and eliminating defects or mistakes in everything a company does." (Rylander & Provost, 
2006). While traditional quality programs have focused on detecting and correcting defects, 
Six Sigma encompasses something broader: it provides specific methods to recreate the 
process so that defects are never produced in the first place (Harry and Schroeder, 2000). 
Tom McCarty, vice president of Motorola University Six Sigma Services and co-
author of the book “The New Six Sigma”, describes this process as looking for 
opportunities for customer engagement. Generalized customer information may be nice to 
have, but targeted research that seeks answers to specific questions is more likely to yield 
actionable results (Colby, 2003).  
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One of the most popular way to obtain information from the customer is nowadays 
obviously the Internet. Online research delivers superior results over traditional methods 
because it leverages the unique strengths of the Internet by: 
 eliminating group bias and dominant personalities; 
 getting unrushed and thoughtful answers sample; 
 having the ability to test, change, and retest on the fly (Sang, 2003). 
With the Internet finding a place in the business world, online reporting is taking 
on a new role. 
Information users are now accessing survey data from their desktops and slicing 
and dicing it over the Internet in ways that suit their particular needs (Hogg, 2001). Using 
a real-time data collection method produces actionable information virtually overnight and 
generally within minutes of completing a survey. Furthermore, adding the principles and 
elements of Six Sigma to the data makes the information dynamic, robust, and easily 
measured. 
Many conventional approaches to tracking customer satisfaction take too long to 
get information to the right people or focus on less-efficient measures. Future advances 
should address the mass customization of the approach for multiple industries, allowing 
technology to work with Six Sigma practices to improve customer satisfaction (Rylander 
& Provost, 2006). 
In the United States service organizations are now taking dissatisfaction seriously. 
Recent applications of the primarily manufacturing-oriented Six Sigma philosophy to 
services (Kim 2000; Pande, Neuman and Cavanagh 2000) point to the potential economic 
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value of refining relevant business processes to deliver absolutely predictable, defect free, 
service products - that is, the creation of perfect technical quality (Woodall, 2001). 
Conjoint analysis and quality improvement: 
understanding the voice of the customer 
Well established research in the management of technology suggests that 
cooperation and communication among marketing, manufacturing, engineering and R&D 
leads to greater new-product success and more profitable products. Quality Function 
Deployment (QFD) is one methodology that improves communication among these 
functions by linking the voice of the customer to engineering, manufacturing and R&D 
decisions (Griffin & Hauser, 1993). QFD uses perceptions of customer needs as a lens by 
which to understand how product characteristics and service policies affect customer 
preference, satisfaction, and ultimately, sales. The methodology’s steps are addressed to 
the construction of the so-called House of Quality (HOQ) (Figure 44).   
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Figure 4: House of Quality. Griffin (1993) 
 
Despite its popularity (Chan & Wu, 2002) the methodology has some limitations: 
 identification of customer requirements is subjective and limited by 
the customer’s knowledge of product design alternatives 
 it evaluates and rank customer requirements with a one-
requirement-at-a-time approach that ignores trade-offs and interactions among 
alternatives 
 generally it ignores segmentation of the customers 
 it is complex and time consuming 
Recently, some authors have suggested the use of Discrete Choice Experiments 
(DCE) to elicit the voice of the customer when constructing the House of Quality 
(Gustafsson, Ekdahl, & Bergman, 1999; Kazemzadeh, Behzadian, Aghdasi, & Albadvi, 
2008). A detailed comparison between a QFD based on HOQ and one based on DCE 
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resulted on the conclusion that DCE perform better (Katz, 2004; Pullman, Moore, & 
Wardell, 2002).  
Conjoint analysis, developed in fields like marketing and economics, is a useful 
tool for understanding the voice of the customer in order to guide quality improvement 
efforts, is emerging as a strategic tool, providing actionable intelligence businesses can use 
to go beyond product optimization to support organic growth. In other words, conjoint 
analysis has become a new source of insight into customer segments (Meer, 2011). 
Its ultimate goal is to find what attributes and what levels of those attributes are 
important to the customers and give him satisfaction of the product or influence his willing 
to pay. This method has so far received little attention in the quality area.  
Conjoint analysis has its origins in the work of Duncan Luce, mathematical 
psychologist, and John Tukey, statistician. According to their findings ranking of objects 
described by a set of attributes, measured on ordinary scales could be used to create interval 
attributes and response scale  (Luce, 1964). Simultaneously Kruskal developed a numerical 
method to create such a scale, MONANOVA (Kruskal, 1964). The introduction of conjoint 
analysis is due to Green and Rao (Green & Rao, 1971) who showed the possible application 
to marketing research problems, then in 1974 Green described how to use Design of 
Experiments to create product profiles and choice sets (Green, 1974). 
 
Discrete Choice Experiments 
Discrete Choice Experimentation (DCE) is a marketing research methodology that 
uses design and analysis of experiments to find the relationship between product attributes 
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and consumer preferences. Instead of asking each customer the importance of each attribute 
in a one-factor-a-time approach, a discrete choice experiment uses treatment combinations 
to build product prototypes to be evaluated by the respondent. 
Using a full factorial design given M attributes each of those having li levels, the 
complete design implies a number of profiles to evaluate equal to ∏ 𝑙𝑖
𝑀
𝑖=1 . The respondent 
usually ranks the prototypes or chooses one from a set. If the profiles are rated, the 
methodology is referred to as metric conjoint analysis; when the respondent identifies his 
first choice, the method is called choice-based conjoint or discrete choice experiment.  
Generally the number of combinations of attribute levels is too high and fractional 
factorial designs or orthogonal arrays are needed. Further approaches tend to reduce the 
size of choice sets, such as blocked designs, and particularly balanced incomplete block 
designs (Green, 1974). 
In DCE each respondent selects only his favorite profile from the choice set. If J 
profiles are evaluated by N customers, the joint probability that N1 customers select the 
profile 1,  N2 select the profile 2 and so on, is denoted P(N1, N2, …., Nj) and it is obtained 
from a multinomial distribution with parameters N, P1, P2, Pj, where  Pj is the probability 
that a customer select the j-th profile. 
The non-linear regression model called Multinomial Logit (MNL) is used to relate 
customer preferences to product attributes (Train, 2003). In DCE several issues arise, 
making them different and more complicated than usual Design of Experiments (DOE): 
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 The use of non-linear models: so that generalized linear approach is 
required for the analysis because the response model is not linear in the parameters 
(Kutner & al. 2005) 
 Subject differences: the subject-to-subject variation might be 
important to take into account, it can results from gender, age, socio-economic or 
other demographical variables. In standard DOE non-homogeneity of the 
experimental units is controlled by blocking. Here instead identifying and 
describing differences among customers may be one research objective, as for 
instance for market segmentation. 
 Subject fatigue and missing observations: any subject can tolerate a 
limited number of evaluating tasks so that the number of profiles need to be limited. 
It’s common that the respondent pays attention to the first choice sets, and then the 
fatigue arises and influences his answers which became quicker and inaccurate 
(Batsell & Louviere, 1991). A reasonable design ranges usually from 2 to 4 profile 
per choice set, for a total of 8 to 16 choice sets. 
 Identification of interactions: most of DCE employ main effects 
design, stressing the assumption of additivity and disregard the effects of 
interactions. On the other hand however, there is the need to limit fatigue that 
motivates the use of small designs. 
Some advantages of DCE enforce the use of such method instead of metric conjoint 
or other popular methodology which are used to study the voice of the customer, such as 
Quality Function Deployment  (Katz, 2004; Pullman et al., 2002).  
Among those: 
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 External validity: choosing the preferred profile and not evaluating 
the single attributes, the customer actually simulates what he actually does when he 
made a purchase decision or any other decision task. 
 Ability to assess tradeoffs: in evaluating the desirability of a set of 
attributes jointly, it is possible to assess interactions among them. 
 Ability to explore the entire space: a well design experiment can 
explore any possible product alternative as combination of attributes’ levels. 
 Customer segmentation: through the analysis of the DCE results and 
sophisticated clustering methods. 
 
Multinomial Logit Model 
The basis and theoretical argumentations regarding the MNL model will be now 
detailed and discussed. 
The model is based on the idea the respondent, in a given choice set, will choose 
the profile having for him the maximum utility, defined generally as “the net benefit 
derived from taking some actions” (Train, 2003). 
 A decision maker n, faces J alternatives in the choice set t. The utility that the 
decision maker obtains from alternative j can be written as:   
𝑈𝑛𝑗𝑡 = 𝑉𝑛𝑗𝑡 + 𝜀𝑛𝑗𝑡 
 where Vnjt  is known by the researcher up to some parameters, and an unknown part 
εnjt  is treated by the researcher as random. So Vnjt is function of the profile’s attributes: 
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𝑈𝑛𝑗𝑡 = 𝒇
𝑻(𝒙𝑛𝑗𝑡)𝜷 + 𝜀𝑛𝑗𝑡 
The logit model is obtained by assuming that each εnj is independently, identically 
distributed with an extreme value distribution, also called Gumbel.  
The density for each unobserved component of utility is  
𝑓 (𝜀𝑛𝑗𝑡 )  =  𝑒
−𝜀𝑛𝑗𝑡 𝑒−𝑒
−𝜀𝑛𝑗𝑡
 
and the cumulative distribution is    𝐹(𝜀𝑛𝑗𝑡 )  =  𝑒
−𝑒
−𝜀𝑛𝑗𝑡
 
If εnj and εni are i.i.d. extreme value, then 𝜀𝑛𝑗𝑖 =  𝜀𝑛𝑗 − 𝜀𝑛𝑖 follows a logistic 
distribution. 
The extreme value distribution gives slightly fatter tails than a Normal, which 
means that it allows for slightly more aberrant behavior than the Normal. Usually, however, 
the difference between extreme value and independent Normal errors is indistinguishable 
empirically. 
The key assumption is not so much the shape of the distribution as that the errors 
are independent of each other. This independence means that the unobserved portion of 
utility for one alternative is unrelated to the unobserved portion of utility for another 
alternative. It is a fairly restrictive assumption. However, it is important to realize that the 
independence assumption is not as restrictive as it might at first seem, and in fact can be 
interpreted as a natural outcome of a well-specified model.  
Under the assumption of independence, the error for one alternative provides no 
information to the researcher about the error for another alternative. Stated equivalently, 
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the researcher has specified Vnjt sufficiently that the remaining, unobserved portion of 
utility is essentially “white noise.”  
If the researcher thinks that the unobserved portion of utility is correlated over 
alternatives given his specification of representative utility, then he has three options:  
 use a different model that allows for correlated errors 
 representative utility so that the source of the correlation is captured 
explicitly and thus the remaining errors are independent 
 use the logit model under the current specification of representative 
utility, considering the model to be an approximation.  
The logit choice probability that decision maker n chooses alternative i is 
(McFadden, 1974): 
𝑃𝑛𝑗𝑡 = 𝑃𝑟𝑜𝑏{𝑉𝑛𝑗𝑡 + 𝜀𝑛𝑗𝑡 > 𝑉𝑛𝑖𝑡 + 𝜀𝑛𝑖𝑡} ∀𝑖 ≠ 𝑗 
= 𝑃𝑟𝑜𝑏{𝜀𝑛𝑖𝑡 < 𝜀𝑛𝑗𝑡 + 𝑉𝑛𝑗𝑡 − 𝑉𝑛𝑖𝑡} ∀𝑖 ≠ 𝑗 
Some algebraic manipulation results in a simple closed form expression: 
𝑃𝑛𝑗𝑡 =
𝑒𝑉𝑛𝑗𝑡
∑ 𝑒𝑉𝑛𝑖𝑡𝑖
 
which is the logit choice probability.  
Representative utility is usually specified to be linear in parameters: 𝑉𝑛𝑗𝑡 =  𝛽𝑋𝑛𝑗𝑡 
So the logit probability can be written as:  
𝑃𝑛𝑗𝑡 =
𝑒𝛽𝑋𝑛𝑗𝑡
∑ 𝑒𝛽𝑋𝑛𝑖𝑡𝑖
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The logit probabilities exhibit several desirable properties. First, Pnit is necessarily 
between 0 and 1, as required for a probability. When Vnit  rises, reflecting an improvement 
in the observed attributes of the alternative, with Vnjt ∀𝑗 ≠ 𝑖 held constant, Pnit approaches 
to 1.  Second, the choice probabilities for all alternatives sum to one. 
The relation of the logit probability to representative utility is sigmoidal, or S-
shaped. This shape has implications for the impact of changes in explanatory variables. If 
the representative utility of an alternative is very low compared with other alternatives, a 
small increase in the utility of the alternative has little effect on the probability of its being 
chosen: the other alternatives are still sufficiently better such that this small improvement 
doesn’t help much. Similarly, if one alternative is far superior to the others in observed 
attributes, a further increase in its representative utility has little effect on the choice 
probability. The point at which the increase in representative utility has the greatest effect 
on the probability of its being chosen is when the probability is close to 0.5, meaning a 50-
50 chance of the alternative being chosen. In this case, a small improvement tips the 
balance in people’s choices, inducing a large change in probability. The sigmoidal shape 
of logit probabilities is shared by most discrete choice models and has important 
implications for policy makers (Figure 55).  
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Figure 5: Logistic distribution. Train (2003) 
The parameters estimation can be achieved using the maximum likelihood function: 
𝐿(𝛽) = ∏ ∏ ∏ 𝑃𝑛𝑗𝑡
𝑦𝑛𝑗𝑡
𝑡𝑗𝑛
 
where   𝑦𝑛𝑗𝑡 = {
1 𝑖𝑓 𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑡 𝑛 𝑐ℎ𝑜𝑜𝑠𝑒 𝑝𝑟𝑜𝑓𝑖𝑙𝑒 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
taking the logarithm the log-likelihood function is:  
𝐿𝐿(𝛽) = ∑ ∑ ∑ 𝑦𝑛𝑗𝑡 ln ( 𝑃𝑛𝑗𝑡
𝑡𝑗𝑛
) 
McFadden demonstrated that the log-likelihood function with these choice 
probabilities is globally concave in parameters β, which helps in the numerical 
maximization procedures. Numerous computer packages, such as Sawtooth, SAS and JMP 
contain routines for estimation of logit models with linear-in-parameters representative 
utility. 
Test of hypothesis on the estimated parameters can be made with the likelihood 
ratio test (Wollen, 1963). 
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Other models 
Some limitations of the Logit model gave opportunities of improvements and the 
rise of other similar non-linear model. 
The logit model’s limitations are: 
 it’s not possible to capture random taste variation non connected to 
observed characteristics 
 substitution patterns are not taken into account (the Independence 
from Irrelevant Alternatives property holds, meaning that the relative odds of 
subject n choosing alternative j over i does not depend on the presence of other 
alternatives (Train, 2003))  
 it’s not possible to handle panel data in which unobserved factors 
are correlated over time 
The most popular alternative models are: 
1. Generalized Extreme Value (GEV) 
 The error terms of all alternatives are jointly distributed as 
generalized extreme value. The most widely spread model of this family 
is the nested logit (Train, 2003). Anyway this model can’t represent 
preference variation and panel data 
2. Multinomial Probit (MNP) 
 Assumes that the error terms 𝜀𝑛𝑡 = (𝜀𝑛1𝑡, … , 𝜀𝑛𝐽𝑡)
𝑇
, where t 
represent the choice set, follow a multivariate normal distribution. This 
allows great flexibility in modeling the substitution patterns by the 
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specification of the variance-covariance matrix of 𝜀𝑛𝑡; but the non-close 
form of the normal pdf (probability distribution function) implies 
computationally intensive numerical methods to calculate the probability. 
3. Mixed Logit (MMNL) 
 Permits heterogeneity among respondents assuming that the 
parameter vector 𝛽 varies from customer to customer, so that 
𝛽𝑛~𝑁(𝛽0, ∑ )0 . A restriction of this model is that assumes that each 
response is an independent realization of 𝛽𝑛. More commonly the 
experiments require repeated choices, so that slight modification of the 
model are necessary. 
 
Design of a DCE 
Design issues are related to the non-linearity of the MNL model, so that standard 
design criteria such as determinant of the information matrix are function of unknown 
parameter vector 𝛽. 
It’s required to use locally optimal designs (Atkinson, Donev & Tobias, 2007) or 
Bayesian designs (Chaloner & Verdinelli, 1995). 
Assuming the DCE design d has to be constructed with T choice sets, each 
consisting of J profiles, each profile defined by the level combination of M attributes, each 
having li levels; the information matrix corresponding to the model f is: 
𝑰𝒇(𝑑, 𝜷) = ∑ ∑ 𝑿𝑛𝑡
𝑇
𝑇
𝑡=1
𝑁
𝑛=1
(𝑑𝑖𝑎𝑔[𝑷𝑛𝑡] − 𝑷𝑛𝑡𝑷𝑛𝑡
𝑇 )𝑿𝑛𝑡 
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Where 𝑿𝑛𝑡 is the J x k model matrix for the ith choice set shown to respondent n, 
𝑿𝑛𝑡
𝑇 = (𝐟(𝐱𝑛1𝑡), … , 𝐟(𝐱𝑛1𝑡)) and 𝑷𝑛𝑡 = (𝑃𝑛1𝑡, … , 𝑃𝑛𝐽𝑡)
𝑇. 
Since β is unknown this information matrix needs an a priori estimation of β , β0 
(Chernoff, 1953). A design d* is locally D-optimal if it maximize the determinant of  
𝑰𝒇(𝑑, 𝜷𝟎). Under this formulation the effectiveness of the design depends on how close is 
the prior guess 𝜷𝟎 to β.  
A common approach is 𝜷𝟎 = 𝟎, so that the information matrix becomes:  
𝑰𝒇(𝑑, 𝟎) = 𝐽
−2 ∑ ∑ 𝑿𝑡
𝑇
𝑇
𝑡=1
𝑁
𝑛=1
𝑾𝐽𝑿𝑡 
Where 𝑾𝐽 is a JxJ matrix with diagonal elements equal to J-1 and off-diagonal 
elements -1. This method was used by many early DCE but also criticized (Huber & 
Zwerina, 1996). 
Bayesian methods are used to reduce the dependence on a single a priori guess (Box 
& Lucas, 1959). A proposed criterion for nonlinear design is the following (Chaloner & 
Verdinelli, 1995):  
𝜑1(𝑑, 𝑓) = ∫ 𝑙𝑜𝑔 [𝑑𝑒𝑡 (𝑰𝒇(𝑑, 𝜷))] 𝜋(𝜷)𝒅𝜷 
Where 𝜋(𝜷) is the prior distribution of parameters vector. 
A more frequently employed criterion is the DB-error criterion (Sandor & Wedel, 
2002): 
𝜑2(𝑑, 𝑓) = ∫ [det (𝑰𝒇(𝑑, 𝜷))]
−
1
𝑘
𝜋(𝜷)𝒅𝜷 
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Where k is the number of model terms. 
This criterion to be minimized is implemented in the JMP statistical software. 
Several optimality criteria, such as D, A, G, V criteria can be compared to this one (Kessels, 
Goos, & Vandebroek, 2006). 
An alternative is the Expected Normalized Information (ENI): 
𝜑3(𝑑, 𝑓) = ∫ [det (𝑰𝒇(𝑑, 𝜷))]
1
𝑘
𝜋(𝜷)𝒅𝜷 
Which is to be maximized. 
The very critical issues remain in the choice of prior distribution. Usually attributes 
are ordinal and bear monotone relationships to the probability of selection, where the 
direction of monotonicity is known in advance. For example for the attribute price is known 
a priori that the customers’ utility decreases with increasing price level, so the prior 
distribution must be selected to reflect such information (Arora, Ginter, & Allenby, 1995). 
A good and reasonable approach could be a small pilot study to obtain a prior 
distribution. 
Then for any design optimization criteria the design can be constructed using an 
algorithmic approach, as the coordinate-exchange algorithm (Kessels et al., 2006; Meyer 
& Nachstheim, 1995).    
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Use of DCE for market segmentation 
Segmentation is one the most established marketing technique that allows firms to 
better satisfy customers’ needs. It has also been considered one of the main purposes for 
carrying out DCE (Vriens, Wedel, & Wilms, 1996; Wittink & Cattin, 1989). 
Various approaches can be used for market segmentation: 
1. A priori approach. It assigns customers into groups based on 
demographic variables, then a separate DCE is fitted for each identified segment 
(Green & Krieger, 1991; Wind, 1978) 
2. Interaction approach. It’s an extension of the previous one where 
the segment-level models are obtained by an estimation of interactions between 
model parameters and demographic variables 
3. Two-stage approach. It runs one DCE analysis on all subjects, then 
cluster the respondents on the basis of estimated β-vectors (Green & Krieger, 1991) 
4. Bayesian approach. Respondent-level estimates of β are obtained 
computing the posterior distribution of [𝛽|𝑌] as the product of the likelihood of the 
respondent’s observed choice 𝐿(𝑌), and the population level distribution of 𝛽 (prior 
distribution). This approach requires a DCE analysis on all subjects and numerical 
simulation to compute the product of the likelihood and the prior distribution. Then 
clustering techniques are applied to identify similarities in estimated coefficients. 
5. Latent Class Method. The market segments and regression 
parameters are estimated simultaneously using finite mixtures of MNL models 
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(Desarbo, Ramaswamy, & Cohen, 1995; Desarbo, Wedel, Vriens, & Ramaswamy, 
1992) 
The mixed logit model (McFadden & Train, 2000) offers a good alternative for 
market segmentation when subject-level information are not available and Bayesian 
approach is needed to determine individual level parameters estimates. 
Given an estimated distribution of 𝛽~(𝛽0, ∑ )0 , that can be collectively called 
𝜃, 𝑿𝑛 denotes the T choice sets for respondent n, and 𝒀𝑛 = (𝑦𝑛1, … , 𝑦𝑛𝑡) the choices 
made, 
𝑃(𝒀𝑛|𝑿𝑛, 𝜷) = ∏ 𝑃(𝑦𝑛𝑡|𝑿𝑛, 𝜷)
𝑡
 
𝑃(𝑦𝑛𝑡|𝑿𝑛, 𝛽) =
𝑒f
𝑇(𝑥𝑛(𝑦𝑛𝑡)𝑡)𝜷
∑ 𝑒f
𝑇(𝑥𝑛𝑗𝑡)𝜷
𝑗
 
Since 𝜷 is unknown 
𝑃(𝒀𝑛|𝑿𝑛, 𝜽) = ∫ 𝑃(𝒀𝑛|𝑿𝑛, 𝜷) 𝒈(𝜷|𝜽)𝑑𝜷 
Applying Bayes rule for the posterior distribution of 𝜷 
ℎ(𝜷|𝒀𝑛, 𝑿𝑛, 𝜽) =  
𝑃(𝒀𝑛|𝑿𝑛, 𝜷)𝒈(𝜷|𝜽)
∫ 𝑃(𝒀𝑛|𝑿𝑛, 𝜷) 𝒈(𝜷|𝜽)𝑑𝜷
 
and the posterior mean of 𝜷𝒏 is 
𝜷𝒏̅̅ ̅̅ =
∫ 𝜷𝑃(𝒀𝒏|𝑿𝒏, 𝜷)𝒈(𝜷|𝜽)𝑑𝜷
∫ 𝑃(𝒀𝒏|𝑿𝒏, 𝜷) 𝒈(𝜷|𝜽)𝑑𝜷
 
This integral is computed by Monte Carlo simulation, let 𝜷𝒓 be the r-th random 
draw from 𝒈(𝜷|𝜽), the simulated posterior mean is 
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𝜷?̂? =  ∑ 𝑤𝑟𝜷
𝒓
𝑅
𝑟=1
 
Where  
𝑤𝑟 =  
𝑃(𝒀𝑛|𝑿𝑛, 𝜷
𝒓)
∑ 𝑃(𝒀𝑛|𝑿𝑛, 𝜷𝒓)𝑟
 
Then multivariate clustering techniques such as k-means clustering can be applied 
on 𝜷?̂? (Train, 2003). 
 
Reflections about the use of response latency in DCE 
Choice experiments have become prevalent as a mode of data collection in conjoint 
analysis. In conjoint choice experiments, respondents make choices from several sets of 
alternatives. These choices are analyzed with discrete choice models, which produce 
measurements of preferences for the attributes including the choice alternatives (Louviere 
and Woodworth 1983). In those discrete choice models, only the observed choices and the 
design of profiles and choice sets are taken into account. However, with modern computer-
assisted data collection information on the time taken by the respondents to make choice 
decisions is readily available. 
Although response latencies are collected automatically, without additional cost to 
the researcher, burden for the respondent, or interference with the choice task, they seem 
to have been overlooked in the conjoint literature. When response latencies are used to 
scale the covariance matrix of the MNP choice model, better estimates are obtained for the 
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parameters of interest, which leads to better fit and predictions of holdout choices. (Haaijer 
et al., 2000). 
 
Prospective research topic of interest 
As a result from the presented literature review, some interesting open issues can 
be taken into account as prospective possibility for research: 
 conjoint analysis is a really widespread and established research 
method in marketing and customer satisfaction studies, but, surprisingly, very little 
attention has so far been dedicated to a fundamental phase of such method that is 
the design of experiment behind the planning and analysis of a conjoint study, 
especially in the optimization of the experimental design; 
 one of the big limitation of choice based experiments is the discrete 
(generally binary) response that from one hand complicates the models underlying 
this kind of studies, and from the other hand limits the possibility to express slightly 
fuzzy response which perhaps in some situations could better reflect the customer 
opinion; 
 simplifying the survey tools in such a way that they become less 
annoying for the respondent and reliable for the researcher is always a challenge 
for researchers in any field who wish to obtain the maximum possible information 
from the customers, employing sometimes very completed models which however 
need to be translated in friendly tools to present to the subject for any kind of 
interview. 
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From all these inputs some research questions arise: 
1. How the design of a DCE can be improved in terms of effects 
estimation in consideration of all the constraints and differences with standard 
DOE? How efficient is a design which is dependent from an a priori estimation of 
the parameters? How can we let it be robust? 
2. Can we use the degree of preference (lying between 0 and 1) instead 
of the choice (0 or 1) to represent the decision of the respondent? How this changes 
the analysis? Does it improve the amount of information we can obtain? Could the 
response latency be the way to calculate and express this degree of preference? 
How much this is helpful in improving the analysis? Is it a reliable methods for 
these purposes? 
3. Are the current methods of this kind fully taken advantage from the 
modern tools that the web-based marketing research can use? The computationally 
intense more complicated methods are perhaps now easier to implement in order to 
combine complex analysis with simple but precise survey tools? 
 
A behavioral perspective 
Some initial research effort has been devoted to the interesting challenge of 
optimizing DCEs in a combined perspective which could account for both statistical and 
behavioral efficiency. 
The ultimate goal of an optimal DCE is to efficiently and accurately acquire 
information about the respondents’ preferences. The correct acquisition of such 
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information helps the researcher in understanding the respondents’ decision making rules 
and quantifying their preferences. The objective to gain the biggest amount of information 
can be viewed both in terms of quantity and quality of data. In order to do so both analytical 
and behavioral implications of a certain design need to be taken into account when making 
decision about the experimental design of a DCE.   
For such purpose, both statistical properties and behavioral consequences of DCEs 
are to be investigated. Research hypothesis and methodology for conducting future steps 
of this research project are briefly exposed in the last part of this chapter. This work is to 
be considered a work in progress. Computer simulations and behavioral experiments will 
be used to test some research hypothesis concerning the effects of design complexity on 
behavioral outcomes. Ultimately insights from this research and previous studies will be 
used for better inform the analytical optimization for the construction of optimal DCEs. 
This optimization needs to combine the maximization of statistical properties with 
minimization of negative behavioral outcomes; to a certain extent, the aim of taking into 
account both perspectives highlights the need to accept some sort of trade-off. 
When a researcher wants to conduct a DCE he/she has to make a certain number of 
decision regarding the way the experiment will be carried out. Along with decisions such 
as the survey mode, the subject pool, et cetera, a key decision that will influence the final 
outcome of the study regards the experimental design. Note that there are a number of 
judgmental calls about this particular aspect of the experiment, which require a careful set 
of decisions to make for the researcher: How many attributes? How many and which levels 
for each attribute? What Experimental design? How many choice sets? How many 
alternatives per choice set? What profiles to compare in each alternatives? 
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Like in other experimental settings the ideal objective of the experimentation would 
be to gain the maximum information about the phenomenon under study at the minimum 
cost.  
The objective to gain the biggest amount of information can be viewed in terms of 
both quantity and quality of data. In order to do so both analytical and behavioral 
implications of a certain design need to be taken into account when making decision about 
the experimental design of a DCE. Simply stated one can imagine, for instance, that the 
more choice sets are included in the experiment the better the information about the 
respondents’ preferences is collected. This may be perfectly true and intuitive if the 
subjects are perfectly rational, certainly aware of their preferences, and insensible to 
behavioral consequences such as fatigue or learning. In case this phenomena occur, the 
quantity of information acquired may not have the desired quality, meaning that does not 
reflect the real preferences of the respondent, because he/she is getting tired of the survey 
and his/her answers start to be inconsistent with his/her real preferences. 
The construction of optimal DCEs needs then to take into account both quantity and 
quality of data. In standard Design of Experiment (DOE) approaches, optimal designs can 
be created relatively easily according to specified optimization criteria. In most of the case 
for linear models applications of DOE efficient experimental designs are available in 
literature and easy to implement and also easy to analyze. 
Unfortunately, as seen in the paragraphs above, there are several reasons why the 
optimization of a DCE is not as immediate and it involves several and correlated issues, 
even just from the analytical standpoint. As discussed, an active research area in optimal 
experimental designs is dedicated to the analytical solution of the optimization of DCEs.  
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Behavioral implications related to the experimental design add a further complexity to the 
solution of this problem. 
Along with the analytical complexity of solving this problem and optimizing the 
experiment, additional complexity comes from the need to combine the statistical 
efficiency with the account of behavioral implications. Choice experiments usually involve 
human subjects (in contrast to other experiments in industry). For this reason, in a series of 
choices, the outcomes (subsequent choices) are not completely independent to each other, 
the subject may show fatigue, inconsistency of responses, boredom.  
It seems intuitive that, for instance, is not feasible to ask to one respondent to 
evaluate a too large number of choice sets (characteristic of the entire design) with very 
similar alternatives in each choice set (characteristic of the choice set) without incurring in 
phenomenon such as fatigue and incoherence of responses. These implications may 
ultimately affect the usefulness of the final information gained with the experiment. So 
again, in that case the ultimate goal of the experiment is not accomplished. It seems 
important to guarantee the respondent’s coherence by maintaining a limited number of 
profiles to evaluate. This implies that the complexity of the experiment may be lower, and 
overall fatigue as well (note some terms used here will be better defined as variables in the 
subsequent sections of this paper).  
If we were able to construct optimal DCEs taking into account in the analytical 
optimization the related behavioral implication of each design’ features, the optimal 
designs that we would construct were not only more suitable for the accomplish the 
objective of the experiment and gather the right information from the respondents, but also 
easier to analyze for the researcher in the analysis stage. 
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A research proposal builds on the following simple research questions:  How can 
we also take into account the behavioral outcomes? Are statistical and ‘behavioral’ 
optimization going in the same direction? If not, what’s the trade off? Can behavioral 
experiments help us exploring the behavioral outcomes? Can we incorporate some 
behavioral parameter into our analytical model for optimization? 
This research has some potential theoretical and practical contributions. First there 
isn’t currently any comprehensive analysis of all design’s characteristics impacts on 
behavioral outcomes; some effects have been studied but there isn’t a clear 
recommendation/list of recommendations to help the researcher to optimally design a DCE; 
second, a clearer identification of tradeoff between desirable properties (statistical and 
behavioral) is needed in order to assess when and how both statistical and practical 
efficiency can be accomplished; third there is a need for an analytical model for 
construction of optimal DCE that incorporate behavioral factors in the design stage; finally 
there isn’t any procedure in the  analysis stage that helps mitigating or at least identifying 
these behavioral effects. 
A huge collection of works in the marketing literature uses DCEs and conjoint 
analysis to study consumers’ behavior. In order to simply have an overview about the 
popularity of conjoint analysis in marketing research and commercial/industrial 
applications, please refer to Cuttin and Wittink (1982), Wittink and Cattin (1989), Green, 
Krieger and Wind (2001). Marketing literature very often takes not so much attention on 
the statistical optimization of the design, and most applications use standard DOE 
approaches even though non optimal for DCEs. 
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In the more statistical and mathematical literature on this topic there are a number 
of papers that focus on statistical efficiency, analytical properties of the DCE design and 
techniques for the analysis. This papers very often assumes rational choices, not accounting 
for the human subjects involved in the experiment. Very often the discussion section of 
such papers call for more research on the behavioral impacts of the experimental designs 
of a DCE. On the other hand some behavioral economists have already highlighted several 
behavioral issues related to these kind of experiments. 
There hasn’t been, to the best of our knowledge, any research addressed to jointly 
optimize the experiment from the analytical standpoint, which explicitly accounts for the 
behavioral outcomes.  
There has been only limited research on how changes in the structure of the choice 
set (experimental design settings) change choice outcomes and the occurrence of 
behavioral issues. Even in these cases there isn’t a subsequent optimization that takes those 
effects into account. 
This gap in the literature persists not only because economists tend to assume that 
consumers are omnipotent optimizers, but also because they have not been able to measure 
differences in the structure of choice (DeShazo & Fermo, 2002). 
In addition to what already discussed in previous paragraphs of this chapter, we 
should cite that, still from the analytical/statistical perspective, Huber and Zwerina (1996) 
identify four desirable properties for an efficient design of a discrete choice experiment. 
Two of these, level balance and orthogonality, also characterize linear designs. The third, 
minimal overlap, becomes relevant for choice designs, because each attribute level is only 
meaningful in comparison to others within a choice set. The fourth property is utility 
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balance, which occurs when alternatives within each choice set have more equal choice 
probabilities. This paper advocates the use of designs constructed according to these 
efficiency measures, however in the discussion the authors point out that these results are 
relevant for ideal customers and call for further research needed on the impact of human 
factors on choice designs; also Zwerina & Kuhfeld (1996) in their analytical paper on the 
construction of efficient DCE point out the need for future research on the behavioral 
impact of different choice designs. 
In fact in the conduction of a DCE experiment several behavioral phenomena occur 
and overlap while the subject goes through the experiment from one choice set to the other: 
on one hand learning and increasing awareness of preferences, on the other hand fatigue 
and incoherence/inconsistency of the answers. Some papers investigates some of these 
effects and the relationship with certain design’s characteristics (for instance Brouwer, 
Dekker, Rolfe, & Windle, 2009; Savage & Waldman, 2008). 
Some studies on DCEs investigate the complexity of the experimental design on 
the responses consistency (DeShazo & Fermo, 2002; Hensher, Stopher, & Louviere, 2001). 
In terms of design complexity, rational choice theory would assume that consumers are 
able to evaluate, compare, and rank-order the alternatives in the choice sets, and also that 
they can do so optimally and costless, regardless of the size and correlation structure of the 
information in their choice set, which increase complexity. In contrast, behavioral 
economists state that an increase in choice set complexity compromises choice consistency.  
Simon (1955) suggested that consumers develop some sort of approximate 
satisficing decision rules that avoid the full cognitive cost of complexity by considering 
only a portion of the information available in the choice set. Thus, as complexity increased, 
140 
 
the respondents tend to use simplifying decision rules (March, 1978). Heiner (1983) argued 
that increasing choice complexity would increase the gap between a respondent’s cognitive 
ability and the cognitive demands of the decision. As this gap grows, consumers will make 
choices restricting the range of decision rules they consider. Although this behavior 
produces increasingly predictable outcomes, it is not utility maximizing. Thus, for both 
Simon and Heiner an increase in choice set complexity will affect the analysis of the results 
of the experiment because it adds noise to the error term of the utility function.  
De Palma et al. (1994)  consider the choice processes used by individuals with an 
imperfect ability to choose and predict that as choice complexity increases, so does the 
magnitude of sub-optimal mistakes, as manifested in lower consistency. Building on this 
work, Swait and Adamovitz (2001) suggest to incorporate the choice complexity into the 
analytical modeling of choices. This authors propose a synthetic measure of choice 
complexity to add in the MNL model. 
This whole previous research in the different research area will be used in the 
following sections for the formulation of our research hypothesis, the definition of the 
variables that we will manipulate and the outcomes that we will measure in the simulation 
studies and behavioral experiments that will be exposed in Section 4. 
 
Proposed Methodology  
Given the difficulty that raises when constructing a DCE and the large number of 
judgmental calls that the experimenters has to consider when choosing a design of a DCE, 
the objective of this initial exploratory research would be to first investigate some of the 
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issues found in the related literature. Exploring how different DCE designs perform in 
terms of both statistical properties and behavioral implications has the aim to better inform 
the optimization of such models. Following steps of this research will use this findings and 
insights for the implementation of a numerical optimization of DCEs that incorporates 
some parameters related to the behavioral outputs in the analytical formulation of the 
model. 
First a computer simulation and then an experimental study should be conducted in 
order to assess how different DCEs (different in terms of design, number of choice sets, 
attribute settings, similarity of profiles) compare in terms of efficiency (which is related to 
statistical properties) and learning, fatigue and coherence (behavioral consequences of the 
human decision making process). Controlled experiments can potentially help in 
explaining the effect of design choices in the effectiveness of the analysis and optimality 
of the design. 
 
Variables under study  
Our objective is to study statistical properties and behavioral implications of a 
design for DCEs. In order to do so we need to define this properties and the variables we 
are going to measure. For this purpose we will define some variables representing the 
design’s complexity. Statistical efficiency of the design can be measured as D-efficiency, 
a measure related to the D-optimality of the design. Finally the outputs that we are 
interested in are: the actual choices, parameter vectors estimations (beta vectors), and the 
variables describing behavioral phenomena involved in conducting a DCE, such as fatigue, 
learning, consistency.   
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- Design Complexity  
The variables representing the design complexity are variable that we can measure 
in a given design taken from the literature. Those are also variables that we could ultimately 
manipulate in the subsequent step of the numerical optimization and construction of new 
designs. 
Unfortunately, there is no generally accepted definition of ‘‘complex’’ and there is 
little empirical evidence available to guide researchers wishing to design experiments but 
also not wanting to design overly complex experiments (Hensher et al., 2001).  
Complexity can be defined as a mix of subcomponents. The first and most intuitive 
of these components is the total number of choice sets. 
Hensher et al. (2001) investigate the effects of different numbers of choice sets (4, 
8, 12, 24 and 32) on response variability and model parameters in designed choice 
experiments. They find that fewer choice sets produce very similar mean elasticity 
estimates as more choice sets. This is encouraging, because it suggests that the empirical 
gains from more choice sets are marginal, at least for commonly used applications. These 
authors’ work provides interesting insights for the purpose of this paper, even though the 
designs that they compare are simply orthogonal fractional factorial designs for linear 
models, they have not used optimal DCEs. 
DeShazo and Fermo (2002) provide the most comprehensive analysis of the effects 
of task complexity on responses to and outcomes of designed choice experiments. The 
authors vary the complexity of choice sets to evaluate its impact on choice consistency. For 
doing so they first define five measures of complexity that capture either the amount of 
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information or the correlational structure of information in a choice set; then they 
investigate on the variation in these measures to changes in the distribution of the error 
term by parameterizing the scale factor of a heteroskedastic random utility model, which 
is considered a proxy of the consistency. 
These measures of complexity are grouped in two categories: 
- Variables related to the amount of information: 
1. Number of alternatives per choice set, 
2. Number of attributes per each alternative, 
- Variables related to correlational structure of information: 
3. Number of attributes whose levels differ across alternatives 
(NADA), 
4. Mean standard deviation of attribute levels within each alternative 
(S.D. of Attributes), computed as: 
 𝑆𝐷𝑗 = √[∑ (𝑥𝑖𝑗 − 𝑥?̅?)
2𝑀
𝑖=1 ] 𝐽⁄ ,  
so that: 
 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝐷𝑘 = [∑ 𝑆𝐷𝑗
𝐽
𝑗=1 ] 𝐽⁄ , 
5. Dispersion of the S.D. of attribute levels across alternatives 
(Dispersion of the S.D): 
 𝐷𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 𝑆𝐷𝑗 = √[∑ (𝑆𝐷𝑗 − 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝐷𝑘 )2
𝐽
𝑗=1 ] 𝐽⁄  
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DeShazo & Fermo (2002) find that all these measures of choice set complexity 
affect choice consistency, and in particular that changes in the correlational structure of 
information have the largest impact on choice consistency; finally their work shows that 
choice complexity significantly distorts utility estimates. 
Another interesting and synthetic variable that represent the design complexity can 
be found in Swait and Adamovitz (2001). They call it Entropy of Choice, it refers to each 
choice set t and they define it as:  
𝐻(𝑋𝑡) = − ∑ 𝑝𝑗𝑡
𝐽
𝑗=1
∗ log (𝑝𝑗𝑡) 
H(X) is nonnegative for all values of its arguments. In a case with J alternatives in 
a choice set, entropy reaches its maximum if each of the J are equally likely. If the number 
of equally likely alternatives increases, entropy also increases, at all levels of choice 
probability. Entropy is minimized if there is one dominant alternative in the choice set. 
- Learning, fatigue and consistency 
DeShazo & Fermo (2002) utilize as observable proxy for choice consistency the 
variance of the conditional distribution of the random error term. They explain the 
systematic portion of the error terms by parameterizing the scale factor in a standard 
random utility model. By viewing this dispersion measure as their implicit dependent 
variable the authors are able to characterize how the relative noise contained in consumers’ 
actual choices varies as the characteristics of the choice set vary, ceteris paribus. 
Savage & Waldman (2008) investigates the effect of survey mode on respondent 
learning and fatigue during repeated choice experiments. Objective of their analysis is to 
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compare different survey modes, mail and online surveys. Their way to measure learning 
and/or fatigue can be used even in other experiments that aim to test for instance the effect 
of different designs on these behavioral outcomes. These authors consider the ratio of the 
variance of the error components in the first half of the choice experiment over the variance 
of the error components in the second half of the experiment. If this ratio is approximately 
1 the subjects are not showing any learning or fatigue.  If the ratio is bigger than 1, subjects 
are becoming more proficient at the choice task as they move through more question 
occasions, the quality of the data improves. In other words respondents are showing 
learning towards the experiment. Contrary if the ratio is smaller than 1, subjects are 
becoming tired or bored as they move through the repeated choice questions, the quality of 
the data deteriorates. 
 
Research Hypothesis 
The research questions that we aim to address in this research project are quite 
complex. During the conduction of following steps the research hypothesis may be refined 
and extended. For the purpose of this paper this section will simply delineate some initial 
hypothesis and suggest the following steps to carry out in the next months.  
Starting from what has been found in literature we can develop a set of research 
hypothesis on the relationships of the design’s characteristics and resulting properties and 
behavioral implications. 
In order to meet the objective of this paper we would need to carefully and 
comprehensively analyze how different designs characteristics impact on behavioral 
outcomes. 
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A first test would be needed to explore simpler hypothesis, confirming some 
intuitive insights or available findings. Also, a comprehensive analysis of distinctive effects 
may induce new insights when testing for interactions. Then tradeoffs and thresholds need 
to be identified for less intuitive hypothesis. 
H1: As the number of alternatives in the choice sets increases the respondents 
experience more cognitive complexity and fatigue increases. 
In other words the more alternatives have to be compared the more difficult the task 
is.  
H2: As the correlation between alternatives in the same choice set increases the 
respondents experience more cognitive complexity and fatigue increases (and time). 
In other words the more similar (in terms of probability) are the alternatives, the 
more difficult is to choose. To test this hypothesis we could use the entropy of choice as 
complexity measure.   
This latter hypothesis also relates to another related topic that, for the purpose of 
more clarity and simplicity of this paper, has not been introduced so far: the response time. 
It is currently under discussion if and how we should incorporate the response time in this 
entire argumentation. Some interesting works on this topic are Barone et al. (2007, 2012). 
In respect to the entire experimental design a research hypothesis that can be 
conjectured relates to the total number of choice sets.    
H3: The effect of number of choice sets is U shaped. 
H3a: As the number of choice sets increases, the initial effect is learning, and it has 
a positive effect, the quality of data improves. 
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H3b: After a certain threshold of number of choice sets, fatigue increases and the 
quality of data decreases. 
In other words, first the respondent becomes more aware of his/her preferences and 
learns in the repeated choice tasks. But then he/she starts to get bored and the responses 
are less consistent and quality of the data deteriorates.  
We can test the performance of two different DCE designs through the use of 
simulation tools and behavioural laboratory experiments. A first exploratory approach may 
be to compare two DCE designs available in literature. 
It’s necessary to pick two designs that are different in terms of complexity, in 
particular, following some measures suggested by Swait and Adamovitz (2001) and 
Hensher et al. (2001) we can find designs which are different in terms of: 
1. Number of alternatives per choice set 
2. Number of choice sets 
3. Entropy of choice sets 
Through simulation experiments we can assess the D-efficiency of the designs and 
robustness from parameters prior. 
Running an experiment in the behavioral lab we can confirm and investigate the 
actual performance of the designs we are comparing. Moreover a behavioral experiment 
would allow us to test the behavioral implications associated with each design under study, 
so that we could infer what characteristics of the design better avoid or at least attenuate 
fatigue and inconsistency. 
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Dependent variables to measure during the experiment, or to compute in the 
analysis stage, could be:  
- Choices  
- Time (in case recorded during the experiment) 
o Total time taken for the survey 
o Time response patterns 
- Fatigue/learning (as defined in previous research in literature)  
- Consistency (as defined in previous research in literature) 
We will ultimately evaluate the designs under study in terms of all the properties 
and behavioral consequences in order to test our research hypothesis and use the knowledge 
gained to better inform the construction of an optimal DCE design.   
Subsequent steps, as said above, would be to use the knowledge acquired in this 
first step to incorporate behavioral implications effects in the analytical model in order to 
numerically construct new DCEs and next evaluate them in the same manner. 
Studying the relationship between design characteristics and choice’s behavioral 
implications we can use this knowledge to inform the construction of optimal DCEs, which 
ideally would meet both statistical and practical efficiency. 
We could be able to better identify methods for mitigating negative behavioral 
effects:  
 at the source, in the design stage; optimizing the design 
taking somehow these effects into account  
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 in the analysis; attempting to identify these effects and de-
bias the data  
DeShazo and Fermo (2002) for instance show that the negative impacts of design 
choices may be mitigated if precautions are taken at the design and estimation stages of 
stated preference methods: first, minimizing the complexity of choice sets at the survey 
design stage by choosing the optimal number of alternatives and carefully selecting 
attributes and correlation structures; second, at the estimation stage, economists can 
identify, parameterize, and properly control for complexity using a heteroskedastic logit 
model to mitigate the impacts on estimates. 
We want to accomplish an even more ambitious objective to numerically construct 
new designs that are accounting for the behavioral impacts. 
This research could find its theoretical and practical contribution, reconciling the 
need for statistical efficiency with the accounting of behavioral impacts of the experimental 
design. We may find that taking into account both kind of needs in designing the 
experiments, and accepting some sort of trade off, can make these kind of experiments 
more feasible and pleasant for the respondents and (more important) more useful for the 
researchers.  
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Conclusions 
All research studies presented and discussed in this document are the results of the 
three years doctoral program spent between the University of Palermo and the Carlson 
School of Management. 
Very simply, our work in these years and our current effort to continue working on 
high quality research projects addressing relevant problems, can be summarized in the 
following way:   
WHAT we have tried to accomplish: to advance the methodology of Six Sigma by 
extending and adapting its applicability to different instances of applications, especially 
tailored for cases of limited resources availability   
HOW we did so: investigating critical issues in the field with case study research 
methodology and developing and refining both managerial and statistical tools  
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WHY we did this all: is to show how it is possible to efficiently and effectively 
apply the methodology and its advanced tools in various situations, in different ways, with 
different tools and approaches. 
WHO, WHEN, and WHERE our work is applicable: we humbly hope to have 
contributed both within and beyond the Six Sigma framework. 
In viewing this work as a whole, our objective has been both academic and 
practitioners oriented. From an academic standpoint we aimed to contribute to different 
research streams involving Six Sigma as methodology, and its philosophy and its tools in 
a broader sense. In this perspective Six Sigma is a topic of interest for both top academic 
and practitioners’ journals in operations management and applied statistics. 
In our initial work, we had the empirical approach of the case study methodology, 
together with some review of practitioners’ journals. Comparing several experiences in the 
implementation of Six Sigma in small and medium companies, both in Italy and abroad, 
we had the opportunity do get closer to the phenomenon we wanted to investigate, and to 
understand better how we could contribute to the literature and especially to practical 
applications with further developments of our work. 
To do so, we turned completely our method into specific studies addressing one or 
more managerial and/or statistical tools of the Six Sigma toolbox. Small and medium 
enterprises, and, in a broader sense all instances with resources availability constraints, can 
have incredible financial and operational gains from applying such methodology and the 
correct statistical thinking. It is not needed to change the methodology, nor either the 
approach, in order to tailor Six Sigma to such kinds of environments. Even with structural 
and infrastructural constraints, what is really needed is a broader and more flexible set of 
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tools, which could allow for a more efficient and effective use of the available resources 
and the same relative, or even bigger gains. 
Moreover, we worked on decision making and/or statistical tools that could 
advance the discipline both theoretically and practically, not just within the framework of 
Six Sigma in quality improvement, but also in explorative innovation activities and broadly 
in other applications of such tools in operations management, marketing, decision sciences. 
Our work that combines the response latency model in the AHP procedure, was a 
way to leverage on existing and emerging analytical models and methods in order to 
accomplish the same task in a faster, more intuitive, reliable, and more efficient way than 
before. 
In the same spirit our entire research agenda on experimental design, all our work 
on design planning and analysis, both for linear and non-linear models, can be viewed as 
an efficiency oriented approach that aims to gain more information at a smallest cost and 
in a more reliable and robust way. 
We have worked with all these concepts in the background of our different works 
partly described here, and we are strongly oriented to pursue this approach in continuing 
our work, in completing what is currently in progress and in embracing new projects in the 
near future. 
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Case study: a Six Sigma project at Structo Hydraulics 
The company and general description of the project 
Structo Hydraulics AB is a Swedish manufacturing company producing steel tubes 
mainly for hydraulic applications. Its production facility is located in Storfors, in the 
Swedish county of Värmland. Structo Hydraulics is among the European leading suppliers 
of tubes for the hydraulic industry and it has more than 400 years’ experience in iron and 
steel processing. The product portfolio includes cold-drawn seamless tubes, cold-drawn 
welded tubes, roller-burnished cylinder tubes, cold-formed tubes and components. The 
product variety covers a wide and comprehensive range of geometrical dimensions. Today, 
Structo Hydraulics counts around 100 employees and a production capacity of 30,000 tons 
of cold-drawn tubes, 18,000 of which are skived and roller-burnished, and 6,000 are 
components. The company has an annual turnover of 450 million SEK (approximately 70 
million dollars) and covers a wide market in Europe. It is owned by ISMT Ltd., a leading 
Indian global firm that supplies precision seamless tubes and steels to the bearing, 
automotive, mining, OCTG (Oil Country Tubular Goods) and energy industries 
worldwide.  
According to the European definition of SME (European Commission 2003), 
Structo Hydraulics (henceforth only Structo for simplicity) is a medium-sized enterprise. 
Nowadays suppliers have to face many challenges imposed by customers. 
Customers want to buy products and services at a price viewed as good value for money 
(Malliga & Srinivasan 2007). The interest in Six Sigma at Structo derived by one of its 
biggest customers. This is common in many medium-sized companies, especially those 
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operating at the highest levels of the supply chain for a certain industry. A large company 
with consolidated Six Sigma infrastructure and years of experience in Six Sigma often 
pushes its suppliers to use the same approach and sometimes offers Green/Black Belt 
training. The drawback in this widespread approach is that such training programs are often 
expensive and highly company-oriented.  
During the last decade, Chalmers University of Technology in Gothenburg, Sweden 
has established a Six Sigma Black Belt education within the Master Program in Quality 
and Operations Management. The Black Belt course involves both master students and 
industrial participants, grouped in small teams to carry out Black Belt projects while 
attending the course. Black Belt education at academic level is a good formula. Rao and 
Girija Rao (2007) have suggested introducing the subject of Six Sigma as a full subject at 
the Academic level. They believe that all students of management should leave the 
University as certified Black Belts. 
Taking the opportunity offered by Chalmers University of Technology, Structo 
decided to take part to the Black Belt course in 2011. The Managing Director of Structo, 
in agreement with the Quality Manager, selected a suitable project idea and a Quality 
Engineer to attend the course. She was selected because of her role and her skills were the 
right prerequisites for a Black Belt candidate. The choice of the right people to educate in 
Six Sigma is of crucial importance for an organization that wants to successfully implement 
the methodology (Black& McGlashan 2006). 
The project idea was to reduce waste in the cutting processes of the warehouse 
department. The company had already dedicated previous efforts to solve this issue, 
without significant effects. The management recognized that Six Sigma could help solve 
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this big issue. According to the standard practice of the Black Belt course at Chalmers, the 
team was composed by two master students and the company’s Quality Engineer. During 
the project, there was continuous interaction with company Managers to get feedback and 
advice, and the team involved also other people in the company, directly or indirectly 
related to the project; as among them the executive managing director, the process owner, 
the production manager, the quality manager, the production leader of the warehouse, and 
some operators. 
It was soon clear that the company was seriously committed to devote some 
resources (human and financial) to the implementation of the Six Sigma methodology. The 
attractiveness of the potential savings related to successful Six Sigma projects is definitely 
a further incentive for the management commitment to these initiatives, along with the 
pressure from the suppliers. In approaching Six Sigma, Structo’s management was 
pursuing the objective of gaining benefit out of the methodology, although aware of the 
limit of not being capable to build a solid infrastructure, at least initially.  
The DEFINE phase 
As mentioned above, the project idea was selected before the course start, by the 
Managing Director together with the Quality Manager. Although many previous efforts to 
reduce the yield losses in the warehouse (this is a very common problem in Six Sigma 
projects, see for instance similar issues in Sarkar, 2007), none of the past projects had been 
completely successful, and scrap remained a major issue. Error! Reference source not 
found..1 illustrates the different causes of scrap for the company and their relative 
percentage contribution to the total amount.  
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Figure 1.1: Sources of scrap 
The sources of scrap could be grouped into five main categories: raw material 
defects, which means scrap due to non-compliance of suppliers’ materials with required 
specifications; scrap in warehouse, meaning the remaining material in cutting processes; 
scrap in tube production, because of defects caused in the production of cold-drawn tubes; 
scrap in component production, because of defects caused in the components department; 
scrap due to administrative errors. 
Raw material defects could be due to several causes. There was a dedicated 
database for this type of data. The main supplier of Structo was also the owner of the 
company and, as mother-company, it had several ongoing projects aiming to reduce the 
scrap rate of the raw material supplied to Structo. For this reason, the focus of this project 
was the second-largest source of waste, the warehouse activities. Waste arises when the 
last part of a long tube, cut according to customer’s specifications, remains after the cutting 
process and it is not long enough to be used to fulfill other orders. This is pure waste; the 
material complies with quality standards, but not with the length requirements of the 
customers. It’s important to notice here that, as previously discussed, the size of potential 
gains from a Six Sigma project can be even more substantial for a SME than for a large 
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company. Simply consider that the waste in the warehouse is the largest issue of internally 
produced scrap and amounts to 2.6% of the company’s annual turnover. 
As one the most important initial activities in the define phase, the project charter 
was written at the project start, as the main official document for the Six Sigma project 
(hereinafter bold font will highlight the Six Sigma techniques used in the project). The 
project charter framed the project, its main scope and goals, the potential savings, the 
team and all involved people, the milestones for each phase and a detailed project plan. 
The project was planned to be completed in five months, i.e. the time horizon of the Six 
Sigma course. The DMAIC phases and milestones were planned as shown in the Gantt 
chart of  Error! Reference source not found.. However, due to the limited time span and 
the ambitious goal, it was clear since the beginning that the phases of improve and control 
could not be completed by the end of the project, but they were going to have a follow-up 
plan.  
 
Figure 1.2: Gantt chart of the project plan 
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The main goal of the project was to increase the profitability of the warehouse 
department, and consequently of the company, by better utilizing materials and thereby 
reducing the cost. Increasing the yield by 1% – a reasonable project goal – would have 
represented savings of approximately 600,000 SEK (about 95.000 $)per year. 
Indirectly, the project goal included a better planning for late deliveries to the final 
customers, when those were due to shortage of material. This issue was indirectly caused 
by a non-optimal cutting planning which, if completely or at least partially solved, would 
reduce the risk of losing orders due to late deliveries. 
In order to better frame the scope of the project, note that Structo sells tubes in 
random and cut lengths. Random length means that a customer orders a total length, and 
each single tube can be delivered in a length ranging between 4 and 12 m. However, most 
of the large customers place orders in cut lengths, which means specific required lengths. 
The warehouse is the department responsible for the cutting process according to requests 
from customers. In this scenario, the big Y that the project aims to improve is the yield of 
the cutting processes, defined as: 
yield= 
output (Kg)
input (Kg)
% 
Where output refers to the total amount of cut tubes obtained in the process, and 
input refers to the amount of long tubes that have been cut (measured in kilos). The yearly 
yield for the year 2010 was 90.9%, which represented a scrap cost of about 5.3 MSEK 
(about 838,000 $). Due to technical limitations of the cutting machines (because a part of 
the long tube is always needed just to fix the tube on the cutting machine), the yearly yield 
cannot exceed 96÷97%. The goal of the project was set by calculating the potential savings 
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for different levels of yield improvements, where the monetary value of the losses based 
on the average cost of the product (cost is related not only to the weight in kilos, but also 
to refinement processes). According to the previous reasoning, the goal set by Structo for 
this project was a yield of 92%, representing potential savings of 100,000$ per year. On a 
long-term basis, this goal would become more ambitious and the aimwas to further improve 
the yield to 94%, by developing successful improvement solutions arising from the project.  
To complete the Define phase, it was necessary to fully understand the process 
under study and its related activities. The planning of the cutting process was usually based 
on a two-week time-frame (see the process flow of Error! Reference source not found.). 
The orders were loaded in the warehouse information system at the time the y were 
received from the Marketing department. The process had different lead times depending 
on the required final product; in some cases the required final product was already available 
in stock (input tubes ready to be cut) or it might need to be supplied by starting a new 
production order or a purchase order; in some other cases, customers’ special requirements 
for a new product or new characteristics could require a specific product design.  
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Figure 1.3: Planning for cutting - process flow  
The cutting orders to execute in the warehouse were printed out and sorted by date, 
customer, and product (input product). The planning was not made according to a well-
structured method or facilitated by software. The operators had a list with commonly sold 
lengths per product, and – after executing the order –with that list they used to check 
whether or not the remaining pieces could be suitable for smaller cut lengths. This check 
was done in a non-structured way. 
Finally a SIPOC diagram (Error! Reference source not found..1) was used by 
the project team to better understand how the process was currently working. This tool 
helped identifying the process’ suppliers, input, output, and customers, including the 
requirements for input and output and the process start and end. The SIPOC was divided 
into two key processes – administrative planning and actual production – in order to capture 
both the flow of information and the actual flow of materials. The two processes often run 
in parallel. The two customers in the process were the internal customer (operator) and the 
external customer (final customer). 
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SUPPLIERS INPUT PROCESS OUTPUT CUSTOMERS 
Marketing 
Check material in stock; 
enter the customer order 
in the system. 
If there is not enough 
material in stock, start the 
process of buying or 
producing tubes 
Customer order 
(Fix cut 
products) 
Part number 
Length 
Delivery date 
Quantity 
 
Delivery Date 
between Tues week1 and Fri 
week2 
 
 
Planning of Cutting 
When and what to cut 
 
 
Start of cutting process 
 
Cutting 
schedule 
Warehouse 
operators 
Tube 
suppliers/Production 
Long tubes 
(material) 
Cut products End customers 
Table 1.1: SIPOC 
MEASURE phase 
The second phase of the DMAIC cycle had the main purpose to deeply understand 
the process and to develop a measurement plan for collecting quantitative data.  
A detailed process map was made with the aim of better understanding the process’ 
inputs in each step. They were then used in a cause-and-effect matrix to link the inputs to 
the outputs of the process and to show how much they were relevant in the fulfillment of 
the key process output for the customer. 
Then a measurement plan was designed for the data collection, it was considered a 
time frame covering the entire year 2010. This period was chosen because it was long 
enough to represent truthful data for the analysis. In fact, in shorter periods, some periodical 
changes in the orders might influence the data and hide the general trends. The dataset was 
an Excel© worksheet of 3290 orders. 
The most important information collected for the analysis included: part numbers 
(the output part number was a code identifying one product with specific physical and 
process characteristics like inner and outer diameter, wall thickness, surface characteristics, 
etc.; the input part number identified the long tubes used to cut the final products); 
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customers, identified by name and code,(only customer codes will be shown for 
confidentiality reasons); number of pieces required (when the sales unit was meters rather 
than pieces, the quantity was calculated by dividing the total length by the length of each 
product); length, as specified by the customer; input and output weights and lengths, used 
to calculate the yield and the amount of waste related to the order after execution; date of 
the order and due date. 
The dataset was mainly collected from weekly and monthly company’s internal 
reports. It was not possible to verify the data accuracy. Therefore, the first issue to consider 
was the trustworthiness of the data. From a first look at the data sheet, it was clear that 
there were some orders with a yield higher than 100%. This evidence gave rise to four 
questions:  
1. What was the problem when this data was recorded? What was causing the 
yield to be a clearly wrong number? 
2. Were these the only unreliable data or this was a symptom of a more severe 
problem in the system, or in the way data were recorded?  
3. If that was the case, how was it possible to recognize other unreliable data with 
yield lower than 100%? In other words, was the data inaccuracy identifiable?  
4. What conclusions could be drawn from such dataset? 
Since the purpose of the data analysis was to better understand the problem, the 
first analysis was exploratory. The team decided to proceed in the best possible way with 
other analysis, but the issue raised in this phase showed a non-trivial problem that needed 
to be addressed.  
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In order to successfully apply a data driven approach as the Six Sigma 
methodology, the quality and the reliability of the data and the information system are 
fundamental. This issue represents an important contribution to the discussion on the 
applicability of Six Sigma in SMEs that must be grounded on reliability of the data in order 
to assure a ‘decision-by-fact’ approach. 
ANALYZE phase 
An Affinity Diagram session was held with four operators and the Production 
leader of the warehouse. The main goal of such session was to ascertain their contribution 
in understanding the causes of waste. One of the team members attended the session and 
an Affinity Diagram was then created. The session started with the simple question: “What 
is causing waste?”. All participants wrote their ideas on notes, independently from each 
other. The second step was to present the ideas to the group and to discuss the ideas related 
to each other, then to group them in categories. Another step was to evaluate the different 
ideas by scoring the five most affecting causes in order to gain a better picture of which 
ideas to focus on in the next phases of the project. The Affinity Diagram session helped 
identifying the reasons behind cutting problems that the Managers had not initially 
mentioned, for instance unreadable handwriting and communication problems. Some 
findings were later considered in the Improve phase, like establishing a systematic, 
computer-based way of planning the cutting processes. 
In order to consider all possible causes of waste in the cutting processes, a 
Brainstorming session was arranged and a Fishbone Diagram was created (Error! 
Reference source not found.). The causes of the problem were classified into seven 
categories: management, marketing, planning, machinery, stock, operators and material.  
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Figure 1.4: Fishbone diagram 
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Another tool, the Cause-and-Effect Matrix, was used based on the process map 
and customer ranking of the process inputs. The Fishbone Diagram identified all potential 
causes of the problem, but did not recognize the most important and critical ones. The 
Cause-and-Effect Matrix was used to prioritize potential causes according to what was 
considered critical to customers. The Cause-and-Effect Matrix, in which the input is sorted 
according to its importance, showed that the first four process steps related to the most 
affecting input were related to: getting customer orders, planning for cutting, prioritizing 
the orders, and checking the availability of the tubes in stock. The critical inputs were: 
customer order’s specifications, tolerances, and stock data available in the information 
system.  
At this point, having a better qualitative picture of the process, a quantitative data 
analysis aimed to quantify some aspects of the problem that would help identify the 
potential improvements. This data analysis distinguished the products that were often sold 
in the same lengths and to the same customers (in other words, the products whose demand 
could be forecasted to some extent) from other products which were requested more rarely 
and most likely with particular and occasional specifications. The products sold in 2010 
were identified in the data collection by a code, 216 codes in total, identifying a specific 
type of tube with certain characteristics and dimensions (inner and outer diameter, wall 
thickness). Each customer order reported the required length of the cut products. 
The orders were analyzed according to different criteria, unfortunately the number 
of products was huge and the relative frequencies were always small. The team first 
searched for products which were the best sellers in terms of number of orders, then in 
terms of the total amount of pieces. For example, some orders required few pieces of one 
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specific product and other orders required several hundred pieces; the number of pieces 
ranged from 1 to 1386. Another criterion for grouping the products was based on how many 
different lengths were found in the orders of the previous year. The reasoning behind this 
analysis was that some products were almost always required in the same length or few 
variants. For other products, the range of length and the number was huge. The former 
products were also mainly the best sellers. An optimization study for these products could 
be more complex but reasonably effective for the whole business of Structo. Finally, the 
best-selling products in a specific length and in terms of total amount of required pieces 
were identified. 
Customers were analyzed in terms of number of orders as well (Error! Reference 
source not found.). Other analysis on customers could have considered total tubes ordered 
in terms of weight or the quantity of cut products in order to figure out the importance of 
each customer for the company. Error! Reference source not found. shows that there 
were two most important customers in terms of orders. It was found that 80% of the 
company’s revenue was related to its top eight customers, representing around the 20% of 
the company’s total number of customers. 
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Figure 1.5: Pareto chart, customers – total number of orders 
Then the attention was shifted to the bestsellers. Further analyses of these products 
were performed in order to study the distributions of these products’ orders.  
As noted before, the data set consisted of 3290 observations, each one representing 
a specific order. The yield (The big Y) for the whole time period provided the following 
statistics: average = 0.92; median = 0.94; mode = 1.00; standard deviation = 0.099; range 
= (0.33; 1.20). 
The histogram of the yield data (Error! Reference source not found..a) was 
negatively skewed as a truncated distribution (note: some data were higher than 1 as 
discussed above) and the histogram of sold lengths (Error! Reference source not 
found..b) was positively skewed and bimodal. 
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Figure 1.6: Two aspects of the exploratory data analysis 
In the Analyze phase it was very important to use a variety of tools for qualitative 
and quantitative analysis. On one hand, for this phase it had a crucial role the knowledge 
acquired during the Six Sigma training, along with the support of the Academic tutors of 
the course. On the other hand the perspective and contribution of the operators during the 
Affinity Diagram session was fundamental for a deep understanding of the problem. Some 
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of the nuances of the process could have been highlighted with only the view of the 
Managers. 
This remark doesn’t simply acknowledge the support of all people involved in the 
project but also strengthen the point made in the initial discussion, that consult of 
academics and people in the field may make the difference, especially in initial steps into 
Six Sigma projects in a SME.  
IMPROVE phase 
The most important aims of the Improve phase of the DMAIC cycle were: find 
improvement solutions; test the solutions; validate and implement the best ones. 
All possible solutions, discussed below, needed to be evaluated and classified. In 
this project, some were relatively simple to implement and to be routinely applied to the 
process in the future; others were radical improvement solutions. Ratings were given after 
reflections and discussions within the team.Error! Reference source not found. shows 
the solutions in a Cartesian graph on two dimensions: “Difficulty of Implementation” and 
“Effectiveness”. This simple tool helped prioritize the improvement solutions. 
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Figure 1.7: Rating of potential improvements 
Improvements that needed to be done as soon as possible were those with a low 
difficulty and a high effectiveness (top left in the graph). Improvements with a high 
difficulty and lower effectiveness could be postponed. Here it is important to note that the 
long term versus short term perspective in prioritizing improvements is another crucial 
aspect in the implementation of Six Sigma in a small company. In fact, on one hand, these 
kind of projects very often discover urgent and critical needs for improvements that require 
prompt attention and resources, along with the more substantial and radical changes in the 
process. On the other hand, all this needs that appear to be indispensable have to face the 
limits of the available human and financial resources at disposal. If this argument is true in 
general, it becomes extremely important for an SME.  
The Improve phase aimed to address the issues emerged in the previous phases and 
to suggest solutions. One of the problems that emerged in the Affinity session was a non-
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systematic plan for maintenance and calibration of the cutting machines. This resulted in 
problems during the cutting process and, consequently, some waste of material. If a tool 
does not measure correctly, a piece can be cut too short and not meet specifications. The 
proposed solution was to include this machine in the existing general maintenance plan and 
periodically check its effectiveness.  
Another important issue that emerged from the Affinity Diagram concerned the 
tolerances. The standard cutting tolerance was +2/-0 mm. Some customers gave their own 
requirements of tolerances. When no requirement was given, the standard tolerance was 
used. When the tolerances were not met, this resulted in a waste of material. However, that 
material could be good for the customer, which could avoid the waste to some extent. This 
issue could be easily overcome by reviewing customer tolerances regarding each particular 
order.  
An issue concerned the company’s information system. On the one hand, the data 
that were found to be incorrect showed that there was something wrong in the system used 
for registration of data or in the way it was used. On the other hand, a practical problem 
with the information system concerned a difference in the quantity of available details 
regarding the customer orders compared to the same necessary details about the available 
stock, which consists of long tubes produced in the company or bought from other external 
suppliers. 
The issue was how the system showed this material in stock, regarding the input to 
the cutting process. The system showed only a total quantity per batch; for instance, 12 
pieces with a total length of 100 m. It did not show the length of each piece. It was possible 
to reflect upon the implementation of an efficient solution for the biggest problem (the 
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cutting schedule) only with complete information on the available stock and orders. A 
redesign of the information system was needed. This was seen as an opportunity for another 
Black Belt project.  
The most important issue emerged during this project was the lack of a structured 
way of planning and cutting the long tubes in fixed lengths according to customers’ 
specifications. 
Both at strategic and operational level, the cutting plan was essentially based on the 
operators’ experience and knowledge. Therefore, the input to the cutting plan was mostly 
their knowledge and experience, with guidance from the warehouse’s production leader. 
Two types of improvement were considered here: a short-term and a long-term 
option. The short-term improvement tried to answer the question of how to cut the tubes 
that were already in stock, and to generate the least possible waste. This improvement is 
short-term because it does not consider what tube length should be bought or produced 
according to the orders to minimize the waste, but how to cut the existing tubes to reduce 
the waste. The long-term improvement idea was to forecast the orders before receiving 
them from the customers so that it could be possible to purchase the right lengths of tubes, 
so reducing waste at the cutting operations. 
The costs of the various solutions were split into direct and indirect costs. The direct 
costs are for instance purchasing software and hourly costs of educating personnel and 
maintaining the solutions on a yearly basis. A rough Cost-Benefit Analysis (see Table 1.9) 
helped the evaluation. 
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Table 1.9: Cost-benefit analysis 
 
One of the options that could be considered for optimizing the cutting planning was 
to implement an optimization software, which could be easily found on the Internet. A trial 
version of Cutting Optimization Pro v.4.9.1.8 was chosen for this purpose and some 
preliminary runs were performed to test its applicability and effectiveness. The different 
aspects to consider were: cost of the software, integration of the software into the 
company’s information system, extent of changes in the process needed for a practical 
implementation, ease of use and training for people who had to use it, potential increase in 
yield. 
In order to test the software, data about customer orders and stock on hand were 
needed. For customer orders, it was possible to use both historical data from previous data 
collection and current orders extracted from the company database. For stock on hand, data 
in the system had a certain structure. When looking at the system, in order to check the 
feasibility to execute a customer order, the operator saw a table with the following 
Improvement Direct Cost Indirect Cost Total Cost Benefits 
Add Cutting Machines 
to the Preventive 
Maintenance Program 
Maintenance 
Cost 
Machine 
Downtime 
€500 
Less intervention to 
failure 
Calibration Program 
for the cutting 
machines 
Calibration 
Cost 
Machine 
Downtime 
€500 
More accuracy and 
precision 
Short Term Planning 
(Software no 1) 
€75 
€1000/year 
Education and 
Maintenance 
€1075 
Using the software, the 
goal of increasing by 1% 
will definitely be 
achieved. 
Long Term Planning 
(Excel Matrix) 
€0 
Education and 
Maintenance 
€750 €  
Analysis of tolerances This is a suggestion for improvement activities/projects. 
Information System This is a suggestion for improvement activities/projects. 
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information for each lot in stock: part number (code identifying the product) and 
description; location in the stock; length (total per batch); number of pieces in the lot; lot 
number and remarks. 
The variable length represented the total length (in meters) of that product in that 
specific lot, but it was not possible to obtain information about the length of a particular 
tube in that lot. Obviously, the operator could physically go to the warehouse and check 
the length of the tubes. Sometimes in the remarks column of the database it was possible 
to find records on whether a specific lot had been already cut into pieces of a certain length. 
Before doing simulations, it was considered that the data about stock on hand was 
continuously updated during the daily work of the company. The only chance to use this 
data for the simulation was to assume a picture of the stock at a certain time and use the 
data only for the simulation purpose. 
Keeping in mind other simplifications, it was possible to run some simulations of 
eventually optimal cutting patterns using data extracted from the company system, 
including orders up to June 2011 of the customer with code 1600, stock-on-hand 
information about the most popular input part numbers. 
Error! Reference source not found. shows the output of one simulation on the 
part number VCE111. It was found that the waste could be reduced and the yield increased 
when considering, for instance several orders of different lengths at the same time and not 
executing each order one at a time.  
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Figure 1. 8: Optimal pattern from the software optimization 
These results needed to be verified and tested; the yield increase had to be 
interpreted as a hypothetical possibility of improvement using optimization tools, which 
showed that better cutting patterns could be found and that the waste could be reduced. 
Another possible way to improve the cutting schedule was related to the use of 
different tools developed in a previous project at Structo Hydraulics. This could be 
considered as a solution that was more suitable in a long-term planning perspective. The 
previous project had the aim of reducing waste when considering two orders at the same 
time.An Excel spreadsheet was created as a tool to be used every time the customer 
specified two orders of different lengths for the same part number. This sheet (Error! 
Reference source not found.) was further developed during the project to make it more 
user-friendly. The cells of the Excel sheet gave the length of the remaining piece after 
cutting in all possible combinations. The colors indicated what was most effective. This 
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tool could be easily used for long-term planning to decide the optimal input length using 
forecasts of orders. 
 
Figure 1. 9: Excel spreadsheet for cutting schedule improvement 
The aim of the project team was to implement these two tools to optimize the 
cutting process in two different perspectives: short-term and long-term. For the most 
popular products, the best sellers, found in the analyze phase, it was important to study the 
orders in more depth, to identify some patterns on the data that can enable the construction 
of demand forecast for this products. Combining the use of the tools found with this 
forecast, could make it possible to buy or produce the optimal input length. On the other 
hand, the analysis showed that some products were rarely bought, with some lengths being 
required by few and smaller customers. For these products, it was more convenient to have 
a short-term perspective for the optimization, trying to schedule the cuts in a way that could 
minimize the amount of waste as much as possible, simply by utilizing the software tool. 
CONTROL phase 
It was important to make plans for further activities after a full implementation of 
the improvement solutions in a precise and easily understandable way. Having a person 
Cutting Matrix - Optimal mix of lengths from one cold drawn tube
Input Length: 6500 422
0 1 2 3 4 5 6 7 8 9 10
597 0 6500 6078 5656 5234 4812 4390 3968 3546 3124 2702 2280
1 5903 5481 5059 4637 4215 3793 3371 2949 2527 2105 1683
2 5306 4884 4462 4040 3618 3196 2774 2352 1930 1508 1086
3 4709 4287 3865 3443 3021 2599 2177 1755 1333 911 489
4 4112 3690 3268 2846 2424 2002 1580 1158 736 314 -108
5 3515 3093 2671 2249 1827 1405 983 561 139 -283 -705
6 2918 2496 2074 1652 1230 808 386 -36 -458 -880 -1302
7 2321 1899 1477 1055 633 211 -211 -633 -1055 -1477 -1899
8 1724 1302 880 458 36 -386 -808 -1230 -1652 -2074 -2496
9 1127 705 283 -139 -561 -983 -1405 -1827 -2249 -2671 -3093
10 530 108 -314 -736 -1158 -1580 -2002 -2424 -2846 -3268 -3690
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responsible for the follow up and for the report to the management and the operators, was 
another important aspect in the control phase. A Control Plan established both the time 
schedule for the implementations and the Control Plan Schedule. Error! Reference 
source not found. shows the control frequencies and the responsibilities. The person 
responsible for control was also responsible for implementation. 
Solution Control Frequency Person responsible 
Maintenance Program Once a month Production manager 
Calibration Program Once a month Production manager 
Short Term Planning Once a week Project Black Belt 
Long Term Planning Once a week Project Black Belt 
 
Table 1. 3: Control frequency and responsibilities 
The project team designed a Control Chart in order to keep attention on the yield 
related to the customer orders. In particular, the control chart was supposed to focus on the 
yield data of the top five customers in terms of their financial importance for the company. 
 
Figure 1. 10: Control chart for top five customers’ orders of 2010 
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Error! Reference source not found. shows the control chart. The control 
frequency had to be weekly, which means that each point in the chart had to be calculated 
on a different sample size according to the number of orders of that specific week. 
Therefore, this chart has variable control limits. The control chart of Error! Reference 
source not found. was made on the basis of the yield data for the orders of 2010. However, 
an increase of the average value of the yield (more or less abrupt, depending on the efforts 
of the company) should also be taken into account due to the implementation of the 
recommended improvement solutions. 
LEARN phase 
Although not included in the classic DMAIC framework, another phase which was 
important, was the so-called Learn phase (Magnusson et al. 2003). At the end of the course, 
the project was not fully completed. The Improve and Control phases were planned but not 
implemented and some important issues had to be discussed with the management and 
other people involved in the project and particularly in the process itself. This is an 
important step for validating the solutions found and properly achieving the planned 
improvements.  
The project showed the need to have more accurate data in some cases and in other 
cases data that were not yet available; these issues were related to the need to redesign the 
process in a more structured way, which was essentially one of the largest struggles during 
the project. One of the key lessons of this project was from the previous experiences of the 
company. For example, the matrix presented as one of the improvement solutions had 
previously been used in the company for a short period of time and seemed to be a practical 
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tool for at least short-term improvements. However, this also showed the importance of 
fully completing the phases of improve and control. 
Further analysis would have been necessary to achieve the real improvement of the 
process results and the increasing of yield in the cutting warehouse. After the end of the 
Black Belt course and project presentation, the company continued the discussions, 
meetings, and reflections. Meetings with the operators and involvement of them in the 
project’s improvements suggestions made them more aware of the importance of the 
cutting waste. Thereinafter, even a little amount of scrap was reported in the system with 
the proper code, and this avoided miscalculations on the causes of scrap. What the Six 
Sigma philosophy tended to introduce in the daily business of the company was starting to 
produce results even if they must be more incisively supported by the top management.  
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An application of AHP + response latency model 
Eight agri-tourism service attributes have been initially selected, based on a 
preliminary sector study (Error! Reference source not found..1). In the early 
development of an agri-tourism service, one has to prioritize the efforts in terms of 
investments of time and money on the selected attributes, all potentially very attractive and 
important for customers. For this purpose a web survey was created with the platform 
Qualtrics® and the investigation was carried out through internet. The invitation to respond 
to the survey was sent to users of international agri-tourism blogs or to webmasters of farms 
located in various places of the world, and it was circulated on social networks. After two 
weeks of promotion, 155 respondents had undergone the survey. Figure 2.1 shows the 
distribution of respondents’ country of origin. 
With the eight attributes of Error! Reference source not found..1, a total of 28 
pairwise comparisons were submitted to each respondent in the survey. The attributes were 
visually displayed through clip art (see e.g. Error! Reference source not found..1 for the 
comparison of the attribute 2 and attribute 5).  
 Reports for each respondent were easily obtained conducting the interviews online, 
with real time data logging from the server of the Qualtrics® web-site. After a first step of 
data download on a PC, a data cleaning operation was carried out. In fact, before going 
ahead with the calculations and application of the whole procedure, an accurate data 
filtering was necessary to eliminate the surveys which showed some major problems, as 
for example, too many clicks in the same page or too long response times on one question 
(meaning that the respondent was surely distracted by other tasks). This was a pre-filtering 
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in which the response time was used, before any deeper calculation, as a way to get a good 
quality dataset, since it helped to identify cases which could negatively bias the analysis.  
 
 
Table 2. 1: A list of agri-tourism attractive attributes 
Attribute Description 
1. Swimming pool A swimming pool accessible to the guests 
2. Transportation services 
Public transportation easily accessible, or shuttle bus 
to airport/city center 
3. Typical architecture and 
nature 
The structure is an historical building and/or the 
location is within a natural reserve 
4. Comfort Facilities typical of a hotel service 
5. Sport facilities 
Availability of sport facilities on site (e.g. gym, 
tennis court) 
6. Gastronomy and typical food Dining available, typical food, drinks. 
7. Natural excursions Organization of excursions in the surroundings 
8. Cultural and traditional 
activities  
Organization of visits to museums and places of 
cultural interest 
 
Figure 2. 1:Empirical distribution of the respondents’ country of origin 
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Figure 2. 2: A pairwise comparison visually presented to the respondent 
After the pre-filtering a final sample of 102 surveys was used to implement the 
procedure and to calculate the importance weights of the attributes. Firstly the relative 
importance weights of each pair of attributes were computed according to the response 
latency model described above. Then a pairwise comparison matrix was created for each 
respondent. 
The average consistency ratio of the pairwise comparison matrices so obtained is 
equal to 0.075. The respondents with a consistency ratio strictly below the suggested limit 
0.1 are 86, which is a pretty satisfying percentage of the entire sample (average CR for this 
subgroup of respondents is 0.045).  Two respondents were excluded from further analysis 
because of high CR of their pairwise comparison matrices (we used here a threshold of the 
98th percentile of the entire distribution of CR).  
The final rating of the eight attributes for each respondent was calculated through the 
implementation of the AHP procedure. In particular the weights were computed by the 
formulas in the model previously described. Figure 2.3 shows the empirical distributions 
of the calculated weights per each attribute.  
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Figure 2. 3: Empirical distribution of the relative importance weights of the agri-tourism service 
attributes (see Error! Reference source not found..1) 
The prioritization of the agri-tourism attributes given by this sample of respondents 
provided a useful indication for the development of the service. For example the attributes 
4 (Comfort) and 6 (Gastronomy and typical food) are considered the most important. 
Attributes 3 (Typical architecture and nature) and 7 (Natural excursions) follow, and so 
forth. A manager in charge of developing a the agri-tourism service or in charge of making 
new investments in the existing service may know in advance which priority it is best to 
give to the several aspects involved.  
A good result of the case study is that the time spent by the respondents to complete 
the entire task is quite small, despite the 28 pairwise comparisons to undergo. Error! 
Reference source not found. shows the distribution of the total time spent by the 
respondents on the AHP part of the survey. The average time is 137 seconds with a standard 
deviation of 55seconds. It is also worth noting that the distribution of the time taken is not 
symmetrical. 
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Figure 2.4: Empirical distribution of the total time (in seconds) spent on the interview 
 
 
 
 
 
