Abstract. We consider algebraic functions z satisfying equations of the form
Introduction
Consider the class of algebraic functions which satisfy algebraic equations with symbolic coefficients, i.e., equations of the form (1.1) a 0 z m + a 1 z m 1 + a 2 z m 2 + . . . + a n z mn + a n+1 = 0.
Here m > m 1 > . . . > m n > 0, m, m i ∈ N, z = z(a 0 , . . . , a n+1 ) is a function of the complex variables a 0 , . . . , a n+1 . Any solution to (1.1) satisfies the A-hypergeometric system defined by Gelfand, Kapranov and Zelevinsky [8] (see also [16, 11] A classical result of Mellin from 1921 (see [10] ) states that solutions to such equations satisfy certain systems of partial differential equations of hypergeometric type. More In this article we will only consider algebraic equations of the form (1.2). The system (1.3) will be referred to as the Mellin system of equations associated with (1.2) .
The goal of this paper is to describe all the solutions of the Mellin system of equations and to construct explicit bases of local complex analytic solutions for any n and any value of the greatest common divisor d of m, m 1 , . . . , m n . We describe the space of algebraic solutions and we exhibit explicit non-algebraic solutions in terms of the roots of (1.2) and their logarithms. These problems arose in the framework of the general theory of hypergeometric functions and their relations with algebraic equations, see [4] , [6] , [13] , [16] , and [17] .
The special case of the trinomial equation y m + xy p − 1 = 0 (which corresponds to ordinary Mellin equation) was thoroughly studied in [9] . The Mellin equation is always reducible and unless p = m − 1, it is never the linear differential equation with polynomial coefficients of smallest order satisfied by the roots of the trinomial equation. Moreover, in this case all solutions to the Mellin equation are algebraic except in the case when d = 1 and p < m − 1, where we exhibit an explicit nonalgebraic solution, as a special case of our main Theorem 4.3.
We show that the monodromy of the Mellin equations is always reducible. This could be deduced when d = n = 1 from the general results in [17] since in this case the homogeneity β has integer coordinates. In the last section, we give some factorization results in the univariate case.
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Convenient bases and generating solutions of the Mellin system
Mellin calls the solution of (1.2) which assumes the value 1 for x 1 = . . . = x n = 0 the principal solution of this equation. He shows (see [10] ) that the power series expansion of the principal solution to (1.2) around the origin is given by
Here |ν| = ν 1 + . . . + ν n and the empty product is defined to be 1.
For a multi-index I = (i 1 , . . . , i n ) and a complex vector x = (x 1 , . . . , x n ) ∈ C n we use the standard notation
n . By B we denote the set B = {(i 1 , . . . , i n ) ∈ Z n : 0 ≤ i j ≤ m − 1, for any j = 1, . . . , n}. 
We say that a system of functions of the form (2.2) forms a convenient basis in the solution space of the Mellin system (1.3).
The proof of this theorem can be deduced from Theorems 2.8 and 3.1 in [14] by adjusting the arguments in [14] to the case of a nonconfluent hypergeometric system. For the benefit of the reader we give now a proof which uses the results of [14] as little as possible. We will reprove a part of this theorem in the next section, as a consequence of the relation with the A-hypergeometric system associated to the exponents m, m 1 , . . . , m n , 0, and its translation to a Horn system [6] .
Proof. For the sake of brevity we will use the notation
. . , θ n ) and denote by ·, · the scalar product. We multiply the j-th equation in (1.3) with x m j . This will not affect the space of holomorphic solutions to (1.3). Let us denote by P j (θ) the polynomial
Let D be the Weyl algebra in n variables [3] , and define M = D/ n j=1 DG j to be the left D-module associated with the system of differential operators (2.3). Let
Let us define the operators
It was pointed out in [1] that the operators (2.5) form a commutative family of D-linear operators. Let D denote the vector (D 1 , . . . , D n ). For any j = 1, . . . , n we define the operator
This operator commutes with the operators ∂ k since both D j and the multiplication by z −1 j commute with ∂ k . Moreover, the operator ∇ j commutes with ∇ k for all 1 ≤ j, k ≤ n and with D k for j = k. In the case j = k we have
Let us define a family of linear operators {W j } n j=1 acting on the ring R[x] by
We claim that the family of operators {W j } n j=1 is commutative. Indeed, using the fact that {D j } n j=1 is a commutative family of operators and the identity ∇
Computing the composition of the operators W j and W k in the reversed order, we arrive at the same expression. Using Lemma 2.2 and Theorem 2.4 in [14] we conclude that the D-module associated with the modified Mellin system (2.3) is isomorphic to the quotient
By the commutativity of the operators W j and Lemma 2.7 in [14] , the dimension of this quotient as a complex vector space equals the product of the degrees of the operators in the Mellin system, i.e., m n . This justifies the first claim of the theorem. Let us now prove the second statement of the theorem. Let I ∈ B and consider a power series of the form
To compute the action of the operator G j on f I (x) we notice that
and that
Since m−1 k=0 (i j − k) = 0 for any I ∈ B and any j = 1, . . . , n, it follows, that G j f I (x) = 0 if and only if
Here e j = (0, . . . , 1, . . . , 0) with 1 in the j-th place. It is always possible to satisfy this relation by choosing ϕ(s) in an appropriate way. Indeed, the product 
As we will see in Theorem 2.4, a generating solution gives rise to a basis in the solution space of the Mellin system. On the other hand, the sum of the elements of a convenient basis is a generating solution to (1.3). We denote by ε the m-th primitive root of unity ε := e 2πi/m . 
follows from the identity ε m = 1. Since the differential equations in the system (1.3) only contain such operators, it follows that the function y I (x) = y(ε
Let us show that the family of m n functions {y I (x)} I∈B is linearly independent. This will prove the assertion of the theorem. Let
be the Taylor series expansion of y(x) around the origin. For a given I ∈ B consider its subseries defined by (2.10)
where mN
is a generating solution to (1.3). Hence the family of series {f I (x)} I∈B is linearly independent since their initial monomials are different. Being subseries of a convergent power series, they all converge in some neighbourhood of the origin. It follows directly from the definition of
Suppose that the family of functions {y I (x)} I∈B satisfies a linear relation (2.11)
Using the definition of the function f J and the identity ε m = 1 we conclude that
where I, J denotes the scalar product. Thus the relation (2.11) can be written in the form 0
The assumption that y(x) is a generating solution to the Mellin system (1.3) implies that the family of functions {f J } J∈B is linearly independent. It therefore follows from (2.12) that (2.13)
The matrix of this system of linear homogeneous algebraic equations is the n-th exterior power of the Vandermonde matrix 
This Vandermonde matrix is nondegenerate since the numbers 1, ε, ε 2 , . . . , ε m−1 are all different. It is known that the eigenvalues of the exterior product of two matrices are products of the eigenvalues of the factors. Thus the exterior product of two nondegenerate matrices is nondegenerate and hence so is the matrix of the system (2.13). This implies that c I = 0 for any I ∈ B and hence the functions {y I (x)} I∈B are linearly independent.
Assume now that y(x) is not generating and let J ∈ B such that ∂ J y(0) = 0. Then, ∂ J y I (0) = 0 for all I ∈ B. By Theorem 2.1 there exists a solution f J with ∂ J f J (0) = 1. Then, the family {y I (x), I ∈ B} cannot be a basis of solutions of the Mellin system. This completes the proof.
Recall that we denote d = GCD(m, m 1 , m 2 , . . . , m n ). Proof. If d > 1 then the term m 1 ν 1 + . . . + m n ν n − mν + 1 in the numerator of the coefficient of (2.1) is never zero. In particular, it is nonzero for (ν 1 , . . . , ν n ) ∈ B and hence y pr (x) is a generating solution to the Mellin system. The conclusion of the corollary follows now from Theorem 2.4. Example 2.6. Consider the algebraic equation (2.14)
A generating solution for the corresponding Mellin system is given by the function
A simple computation in Maple shows that all of the initial exponents for (2.14) are present in the series expansion of y(x 1 , x 2 ), as predicted by Corollary 2.5. In contrast with Example 4.2 below, in this case it is possible to give a generating solution to the Mellin system associated with (2.14) in terms of the solutions to (2.14) itself.
Remark 2.7. From the point of view of the original algebraic equation (1.2) it is, of course, very unnatural to make the assumption that d > 1. Indeed, the change of unknown u(x) = y(x) d reduces (1.2) to an equation with relatively prime exponents. However, it turns out that the Mellin system associated with this transformed equation differs essentially from the Mellin system associated with the original algebraic equation. This is illustrated by Examples 5.7 and 5.3, and by Examples 2.6 and 4.2, since in case d > 1 all solutions are algebraic by Corollary 2.5, while as we will see, in case d = 1, n = 1, m 1 < m − 1 or d = 1, n > 1, there always exists a non-algebraic solution. Thus from the point of view of the Mellin system the case when d > 1 cannot be trivially reduced to the case of relatively prime exponents.
A-hypergeometric, Horn hypergeometric and Mellin systems
Given the equation (1.1), its roots (thought of as functions of a = a 0 , . . . , a n+1 )) satisfy the A-hypergeometric system with parameter β := (0, −1) (cf [16] ), where
Namely, it is the left ideal in the Weyl algebra C[a 0 , . . . , a n+1 , ∂ 0 , . . . , ∂ n+1 ] generated by the toric operators
and the Euler operators Note that the corresponding A-hypergeometric system is the same as the hypergeometric system associated with the matrix (3.4) . . , H n the corresponding Horn system, as in Definition 2.1 in [6] , which we now recall. For j = 1, . . . , n, the Horn operator H j in the variables w = (w 1 , . . . , w n ) equals (3.6)
We deduce from Lemma 5. 
Then, ϕ is a solution to the A-hypergeometric system with parameter β if and only if ψ is a solution to Horn B (c).
Setting a 0 = 1, a n+1 = −1, we deduce the relation ϕ (1, a 1 , . . . , a n , −1) = (−1) (a 1 , . . . , a n ) = ϕ (1, a 1 , . . . , a n , −1). We now translate the Horn operators in the w variables to the x variables. Since
, we get for all j = 1, . . . , m,
where now θ 1 , . . . , θ n refer to derivatives with respect to the variables (x 1 , . . . , x n ), i.e., θ i = x i ∂ ∂x i , i = 1, . . . , n.
Note that (3.6) , where µ and ψ are related by (3.8) 
(in suitable open sets).
We now take advantage of these translations to provide a new proof of the rank of the Mellin system stated in Theorem 2.1. Note that the greatest common divisor g of the maximal minors of B equals g = m n−1 d. The normalized volume of A equals m/d. Moreover, by the results in [7] , the lattice ideal I B is a complete intersection. We deduce from [6, Theorem 2.5] that the rank of Horn B (c) equals
Using the translation of solutions in Lemma 3.2, it is easy to check that the holonomic rank of the Mellin system is also m n . , satisfies the A-hypergeometric system with parameter β. But calling λ an m-th root of −a 0 /a n+1 we deduce from the definitions of the functions and the homogeneity (0, −1) satisfied by ϕ that
and we are done.
Solutions in terms of roots
Mellin not only observed in [10] that the roots y 1 (x), . . . , y m (x) of the algebraic equation It is also clear that for any choice of I = (i 1 , . . . , i n ) ∈ N n , the function y I (x) = y pr (ε i 1 x 1 , . . . , ε in x n ) is a root of the algebraic equation
where, as in Section 2, we denote ε = e 2πi/m . Moreover, as we have already remarked, all these functions lie in the solution space of (1.3). So, the Mellin system has not only the roots of the algebraic equation (1.2) as solutions, but also the roots of the associated equations (I). It is clear that we only get m n different equations this way, and we could parametrize them taking I ∈ B. We denote by Y the C-vector space generated by all the roots of all the equations of the form (I). The roots of the original equation Its 2k roots are ε j k (−x ± √ x 2 + 4)/2, j = 0, . . . , k−1, where ε is the primitive k-th root of unity. Observe that these roots span a vector space of dimension 2. A basis in the 2k-dimensional solution space of the Mellin equation associated with (4.1) is given by the functions k −x ± √ x 2 + 4ε j , j = 0, . . . , k − 1.
For the rest of this section we will then assume that d = 1. Our task is to explain and generalize the following example. The corresponding Mellin system is given by
The three solutions to (4.2) are linear combinations of the following functions:
where u(x 1 , x 2 ) = 108+36x 1 x 2 −8x In this example, the set of initial exponents is given by B = {(i, j) ∈ Z 2 : 0 ≤ i, j ≤ 2}. The expansions of y 1 , y 2 , and y 3 into power series contain 7 of the 9 elements in B. This could be also checked differentiating (4.2) implicitly and evaluating at 0. The 2 missing exponents are (2, 1) and (0, 2). Thus the solution space of (4.3) contains a two-dimensional subspace which is not spanned by solutions to (4.2).
Remark that the roots of the equations (I) above with any index set of the form I j = (jm 1 , . . . , jm n ) for any j = 1, . . . , m − 1, are just constant multiples of the roots of the original equation (1.2) (corresponding to j = 0). More generally, there are m n−1 subsets G (1) , . . . , G (m n−1 ) of algebraic equations of the form (I), each of them consisting of m equations, such that for any pair of equations (I), (J) in the same subset G (k) , the corresponding solutions only differ by multiplicative constants. Denote by Γ = {I (1) , . . . , I (m n−1 ) }, where each I (k) ∈ B is a choice of an index set in the subset G (k) of algebraic equations, for all k = 1, . . . , m n−1 . The analytic roots of the algebraic equation (I (k) ) defined in a small neighborhood of the origin will be denoted by y 
Moreover, for any nonzero c ∈ R, the function χ c defined by (4.4) is a non-algebraic solution to the Mellin system, the space
has dimension dim S = dim R and the sum S ⊕Y is direct and equals the full solution space of the Mellin system.
When n = 1, S is nonzero only when m 1 < m − 1 and in this case it is spanned by the non-algebraic function χ = y 1 log(y 1 ) + · · · + y m log(y m ), where y 1 (x), . . . , y m (x) denote the roots of y m + xy m 1 − 1 = 0, while the space of algebraic solutions Y has dimension m − 1. This is the content of Theorem 3.5 in [4] for A-hypergeometric systems associated to monomial curves, which can be directly translated to the Mellin equation via our computations in Section 3. So, Theorem 4.3 is inspired by and generalizes this result. When translating the Mellin system to the homogeneous setting as in Section 3, the ocurrence of logarithmic solutions is explained by the results in [5] .
Example 4.4. (Example 4.2 continued)
In this case dim R = dim S = 3−1 = 2, as we have seen. There are 3 subsets of 3 equations each and we could choose the following representatives to form our set Γ:
where ε is a primitive cubic root of 1, and I 1 = (0, 0), I 2 = (0, 1), I 3 = (0, 2). A basis of relations in R is given for instance by the two relations (1, −1, 0), (1, 0, −1), since the sum of the roots of each of the 3 equations above equals the same value x 1 . On the other side, the space Y spanned by the functions y
has dimension 7. So a basis of the solutions near the origin is given by choosing seven of these roots together with the two non-algebraic functions χ (1,−1,0) , χ (1,0,−1) .
Proof of Theorem 4.3.
We begin by computing the dimension of Y . Call ϕ ν , for ν ∈ N n 0 , the coefficients in the expansion (2.1) of the principal solution y = y pr of the algebraic equation (1.2):
Note that when d > 1, the solution y pr is generating. This is proven in Theorem 2.4, whose proof we now generalize with similar notations. Let f I , I ∈ B, be defined as in (2.10) . Observe that when ϕ I = 0, then ϕ I ′ = 0 for all I ′ ∈ I + mN n 0 . It follows that when ϕ I = 0 then f I = 0. Let B ′ = {I ∈ B : ϕ I = 0}. We claim that dim Y = #B ′ . Clearly, y = I∈B ′ f I and the family {f I : I ∈ B ′ } is linearly independent. Suppose that the family of functions {y I } I∈B satisfies a linear relation In fact, (c I ) I∈B satisfy (4.6) if and only if these last equalities hold. Since the full matrix (ε I,J ) I,J∈B is of maximal rank, it follows that the system of equations (4.7) has rank #B ′ and so the dimension of the space of linear relations R ′ among the algebraic functions {y I , I ∈ B} is equal to #B − #B ′ . Dualizing, we conclude that their linear span Y has dimension #B ′ , as wanted. We now prove that the cardinality of
′′ if and only if there exists a positive integer µ strictly smaller than |ν| such that m 1 ν 1 + · · · + m n ν n − mµ + 1 = 0, which we simply write as M, ν − mµ + 1 = 0, where M = (m 1 , . . . , m n ). Note that when this equality holds, it follows that the integer µ satisfies 1 ≤ µ ≤ |ν|, since 0 < m n < · · · < m 1 < m and all ν i are non-negative. Moreover, it is easy to check that the equality µ = |ν| can only hold when m 1 = m − 1 and µ = ν 1 = 1 and ν j = 0 for any j > 1. So it is enough to prove that the cardinality of the set In order to see that for any c ∈ R the function χ c is a solution to the Mellin system, we will need the translations described in Section 3 between the Mellin system and the corresponding Horn and A-hypergeometric systems. This will allow us to use the results in [4] based on the study of the relation between lattice hypergeometric ideals and A-hypergeometric ideals explained in [6] . We sketch the main ingredients of the proof and refer the reader to [4, 6] for the details. Since the lattice generated by the columns of the matrix B ∈ Z (n+1)×m in (3.5) equals m n−1 and the associated lattice ideal is a complete intersection, the Horn system (3.6) gets translated by homogenization (as in Lemma 3.1) to the hypergeometric system H B corresponding to this lattice. We get m n−1 hypergeometric systems H i , i = 0, . . . , m n−1 − 1 which are torus translates of the A-hypergeometric system, all with the same homogeneity β = (0, −1) and such that all solutions of any H i satisfy the system H B . The different functions y I ∈ Y which satisfy the Mellin system, and thus the Horn system after the change of variables in Lemma 3.2, satisfy (after A-homogenization as in Lemma 3.1) different systems in the family H i , i = 0, . . . , m n−1 − 1 according to (I). Each system is satisfied precisely by m of these homogenized functions, which we denote by z I (a). The functions z I (a) also satisfy the corresponding algebraic equation:
In particular, when I = (i 1 , . . . , i n ) with i k = jm k mod (m) for all k = 1, . . . , n and some fixed j = 0, . . . , m−1, the function z I satisfies the differential A-hypergeometric system recalled in Section 3 and the algebraic equation (1.1). Recall that y I (x) = z I (1, x 1 , . . . , x n , −1) as in Theorem 3.3. Changing a little bit the notation of the homogeneous roots as in (4.4), in order to prove that the function χ c is a solution of the Mellin system, it is enough to prove that the homogenized function (4.9) χ c :=
satisfies the lattice hypergeometric system H B . Then, it is possible to prove that each of the functions
m ) is annihilated by the toric operators in the corresponding torus translate of the Ahypergeometric system as in the proof of Proposition 3.2 in [4] . Moreover, the fact that c lies in R allows one to prove that the whole sum χ c satisfies the homogeneity equations.
The theorem will be proved if we show the following statement: If a linear com-
Note that this implies in particular (since the function 0 is algebraic) that the dimension of the linear span of the functions {χ c : c ∈ R} equals the dimension of R, from which we deduce not only that the sum S ⊕ Y is direct but also that it equals the full solution space of the Mellin system.
In order to prove the above statement, we observe that if χ λ is an algebraic function of (x 1 , . . . , x n ) then, the homogenized function
is an algebraic function of a = (a m , a m 1 , . . . , a mn , a n+1 ). But now, as in [4, Th. 3.5], we fix a point a with |a n+1 | sufficiently small relative to the absolute values of the other coordinates and consider the loop γ defined by
Analytic continuation around γ will return all the local roots in a suitable neighborhood of a to their original values, while there is a subset S (k) containing m n < m of the roots, such that the logarithms of the roots in S (k) will be increased by 2πi. Then γ * (α (k) ) − α (k) equals 2πi times the sum of the m n roots in S (k) , which cannot be zero since R = R ′ . We denote this sum of roots by z S (k) . Therefore
which, after dividing by 2πi, equals
S is not the complete sum of all the roots corresponding to one equation, the only way in which a finite iterate of the action of γ returns χ λ to its original value is when Proof. Suppose that n > 1. By Theorem 2.1, the dimension of the space of analytic solutions to (1.3) equals m n . Since the solutions to the algebraic equation (1.2) span a linear space of dimension at most m, there is a nontrivial invariant subspace in the solution space of (1.3). If n = 1 and m 1 < m − 1, then the solutions of the algebraic equation form a nontrivial invariant subspace of dimension m − 1. Finally, for n = 1 and m 1 = m − 1, the one-dimensional linear space spanned by the rational solution x 1 is invariant under the action of the monodromy.
The case of dimension one
In this section we further investigate the special case of the Mellin system of equations associated with the trinomial algebraic equation 
or by the roots of the algebraic equation (5.3) . Notice that after multiplication with x 2 the differential operator defining the equation (5.4) can be factorized as follows:
This factorization makes the rational solution y 1 (x) = x obvious.
More in general, assume m 1 = m − 1. Since the roots y 1 (x), . . . , y m (x) of the trinomial satisfy the equation (5.2) and sum up to x, it follows that the operator θ−1 (which is the annihilator of x) can be factored out of M(m, m−1). This factorization is described in the following proposition. Since the coefficient by y 2 in (5.6) is zero, the solutions to (5.6) generate a twodimensional vector space and thus there exists a solution χ to the differential equation (5.7) which is not a solution to the algebraic equation (5.6). The following functions give a basis of solutions to the Mellin equation (5.7): z 1 (x) = 3 108 + 12 √ 12x 3 + 81, z 2 (x) = x/z 1 (x), χ(x) = y 1 log(y 1 ) + y 2 log(y 2 ) + y 3 log(y 3 ), where y 1 (x), y 2 (x), y 3 (x) are the three (linearly dependent) solutions to (5.6 
The functions z 1 , z 2 give a fundamental system of solutions to the second-order factor in this decomposition. This operator is described in [9] .
It turns out, that the Mellin operator corresponding to m 1 = 1 allows a similar decomposition. Proof. According to Corollary 2.5 and the discussion in Section 4, all solutions to M(m, m 1 ) are algebraic (so its associated Galois group coincides with the monodromy group) and a basis of solutions is given by the functions 
