We study the asymptotics of the heat equation Tr{f P e −tP 2 } where P is an operator of Dirac type, where f is an auxiliary smooth smearing function which is used to localize the problem, and where we impose spectral boundary conditions. 2π √ −1 C (A − λ) −1 dλ
Introduction
Let P be an operator of Dirac type with leading symbol γ on a vector bundle V over a compact m dimensional Riemannian manifold M with smooth boundary ∂M . One may choose a Hermitian inner product (·, ·) and a Hermitian connection ∇ on V so that γ is skew-adjoint and so that ∇γ = 0 [10] ; such structures are said to be compatible with the given Clifford module structure γ. Let indices i, j range from 1 to m and index a local orthonormal frame {e i } for the tangent bundle of M . We adopt the Einstein convention and sum over repeated indices to expand P = γ i ∇ ei + ψ P where ψ P is a smooth endomorphism of V ; the sign convention for ψ P differs from that in [10, 11] . Note that the matrices γ i are skew-adjoint endomorphisms of V satisfying the Clifford commutation relations
If ∂M is non-empty, then we must impose suitable boundary conditions. For m even, P always admits local elliptic boundary conditions; see, for example, the discussion of bag boundary conditions in [6, 7] . However, if m is odd, there is a topological obstruction to the existence of local boundary conditions for certain operators. We therefore introduce spectral boundary conditions; these boundary conditions, which are defined regardless of the parity of m, play a crucial role in the index theorem for manifolds with boundary [3] .
Near the boundary, choose a local orthonormal frame so e m is the inward unit geodesic normal vector field and let {e a } for 1 ≤ a ≤ m−1 be the induced orthonormal frame for the tangent bundle of the boundary. Let γ T a := −γ m γ a be the induced tangential Clifford module structure. Let ψ A be an auxiliary smooth endomorphism of V | ∂M . Consider the auxiliary operator of Dirac type on V | ∂M A := γ T a ∇ ea + ψ A . Assume A has no purely imaginary eigensections. Let C be a suitable contour in the complex plane containing the spectrum of A with positive real part. Let Π + A := 1 be the spectral boundary operator; Π + A is spectral projection on the generalized eigenspaces associated to eigenvalues with positive real part. Let P A be the realization of P with respect to the boundary conditions defined by Π + A . Let e −tP 2 A be the associated fundamental solution of the heat equation and let F ∈ C ∞ (End(V )) be a smooth auxiliary smearing endomorphism which is used for localizing the problem. As t ↓ 0 + , Grubb and Seeley [19] showed that there are asymptotic expansions of the form:
A ) ∼ n<m a η n (F, P, A)t (n−m−1)/2 . There is in fact a full asymptotic series. However non-local terms and log terms arise when n ≥ m. Since we shall assume that n < m, these terms play no role for us. We shall normally assume that F = f · Id where f ∈ C ∞ (M ) is scalar valued, but it will be convenient occasionally to have this more general setting available.
The heat trace coefficients a ζ n and a η n of Equation (1.a) are locally computable and play a crucial role in many areas. The invariants a ζ n have been studied extensively [13, 17, 19, 20] ; the invariants a η n have received a bit less attention. Let dx and dy be the Riemannian measures on M and on ∂M respectively. We may decompose We note there is a parity constraint for the interior invariants; a ζ,M n = 0 if n is odd and a η,M n = 0 if n is even .
Formulae for the invariants a ζ,M n for n = 0, 2, 4, 6, 8 follow from work of [2, 4, 14, 22] ; similar formulae for the invariants a η,M n are known for n = 1, 3 [10] . Let ∇ k m F denote the k th normal covariant derivative of the endomorphism F . There are local invariants e ζ,∂M n,k (y, P, A) and e η,∂M n,k (y, P, A) which are homogeneous of weight n − k − 1 in the jets of the total symbol of P and of A so that a ζ,∂M n (F, P, A) = k<n ∂M Tr{∇ k m F (y) · e ζ,∂M n,k (y, P, A)}dy and a η,∂M n (F, P, A) = k<n ∂M Tr{∇ k m F (y) · e η,∂M n,k (y, P, A)}dy . Let Ω ij be the curvature of the connection ∇. We define
Let τ := R ijji be the scalar curvature. We can use [10, 13, 17] to see:
We refer to [17] for the corresponding computation of a ζ 3 (f, D, B). In this note, we establish formulas for a η n without self-adjointness assumptions:
As the interior integrands a η,M 1 and a η,M 3 were determined previously by Branson and Gilkey [10] , we shall concentrate upon determining the boundary integrands.
Here is a brief outline to the paper. In Section 2, we derive some basic functorial properties of these invariants. In Section 3, we express the invariants a η,∂M n in terms of a Weyl basis with certain undetermined coefficients and begin the evaluation of these coefficients. We complete the proof of Theorem 1.2 in Sections 4 and 5 by completing the determination of the coefficients.
Functorial properties
Let L ab be the second fundamental form. We refer to [16, 17] for the proof of the following result which describes the adjoint structures: Lemma 2.1. Let P * be the formal adjoint of P , let A * be the formal adjoint of A, and let A # := γ m A * γ m .
(1) The operator A # defines the adjoint boundary condition for P * .
The next observation follows from work of Grubb and Seeley [20] . Lemma 2.2. Assume that the metric on M is product near the boundary, that P A is self-adjoint, that A is self-adjoint, and that the coefficients of P and of A are independent of the normal variable near the boundary. Let F be an endomorphism of V whose coefficients are independent of the normal variable near the boundary.
(1) If n is even, then a ζ,∂M
. Taking the adjoint yields yet another useful property. Proof. As we are in the real setting, taking the complex conjugate plays no role. Consequently
The Lemma follows by equating powers of t in the asymptotic expansions and by using Lemma 2.1 to see that A # defines the adjoint boundary condition.
There is a useful relation between the ζ and the η invariants.
. Let (A, P ) be as above.
Proof. To prove Assertion (1), let P ε := P + εF . We compute
. Setting k = n − 1 and equating terms in the asymptotic expansions establishes Assertion (1a). Similarly, we compute:
. Again, equating coefficients in the associated asymptotic expansions yields Assertion (1b); the proof of Assertion (2) is similar and is therefore omitted. To prove Assertion (3), we compute:
Assertion (3) now follows by equating coefficients in the asymptotic expansions.
We will need the following Lemma to apply Lemma 2.4. It involves a formula for endomorphism valued smearing functions which is related to the product case and which generalizes the formula of Theorem 1.1 (3). Lemma 2.5. Assume that the metric on M is product near the boundary, that P A is self-adjoint, that A is self-adjoint, and that the coefficients of P and of A are independent of the normal variable near the boundary. Let F be an endomorphism of V whose coefficients are independent of the normal variable near the boundary. If m ≥ 3, then
Remark 2.6. To ensure that P A is self-adjoint, we impose the relations of Lemma 2.1 (3). Since L aa = 0 by assumption, this means that ψ A = γ m ψ A γ m and hence Tr{ψ A } = 0. Thus a ζ,∂M 2 (Id, P, A) = 0; this is in agreement with Theorem 1.1 (3).
Proof. We refer to [11] for the determination of the interior integrand. Let N = ∂M . We apply Theorem 1.1 to the operator A on the closed manifold N to see
We set A ε := A + εF . By Lemma 2.4, with an appropriate dimension shift,
Combining this result with Lemma 2.2 (1) then yields:
A formula with universal coefficients
As a η n (F, −P, A) = −a η n (F, P, A), the boundary contributions, which are homogeneous of weight n − 1, must be odd functions of P . Consequently, they vanish for n = 0, 1; Assertions (1) and (2) of Theorem 1.2 now follow. Furthermore, we have:
Many invariants do not occur because the trace over an odd number of γ-matrices is zero. Furthermore, invariants of the form W ab γ m γ a γ b and W am γ a are omitted as their trace vanishes as well.
We begin our study of these coefficients by varying the compatible connection chosen: Lemma 3.2. We have the relations:
Proof. There always exist Hermitian connections so ∇γ = 0, see for example [10] .
There are, however, many such connections. If ω := ̺ i e i is a purely imaginary 1 form, then∇ := ∇ − ω Id is again a Hermitian connection with∇γ = 0. One has
Clearly a η n does not depend on the particular connection chosen. We exhibit the terms which are linear in ̺ and omit the remaining terms to derive the following equations from which the desired relations of the Lemma will follow:
We shift the spectrum of A to show: 
. By Lemma 2.1, P, A) ; the Lemma follows.
We use conformal variations to show:
Proof. Let f be a smooth function with f | ∂M = 0. Let ds 2 (ε) = e 2εf ds 2 and let P (ε) := e −εf P . Let ∇ be a unitary connection with ∇γ = 0. Let x = (x 1 , ..., x m ) be a system of local coordinates on M . Expand P = γ ν ∇ ∂ν + ψ P and use the metric to lower indices and define γ ν . Define a smooth 1 parameter family of connections [13] show ∇(ε)γ(ε) = 0 and ∇(ε) is unitary. Furthermore, ψ P (ε) = e −εf {ψ P − m−1 2 εf ;i γ i } and ψ A (ε) = ψ A . We suppose ψ P = 0. We study the term Tr{f ;m γ m ψ A } and compute:
We concentrate on the term Tr{f ;m γ m ψ A } and compute
We study a variation of the form P ε := P + ε Id to establish (1 − 1 2 πβ(m)).
Proof. Let ψ P be self-adjoint. Set ψ A := 1 2 L aa Id; then A # = A * = A and P A is self-adjoint. Let P ε := P + ε Id. By Theorem 1.1 and Lemma 2.4: (1) follows. To establish Assertion (2), we compute: In this section, we will study ∂ ε a η 3 (1, P ε , A). There is a non-trivial interaction between the boundary and interior integrals that must be dealt with. Our basic identity is provided by Lemma 2.4, (F, P, A) . Let F be endomorphism valued. Then:
On the other hand, by Lemma 2.5,
Consequently, we may integrate by parts to see 
There are several different settings where we know a ζ,∂M
2
. For the next two lemmas, to ensure that P A is self adjoint, we shall assume ψ P and ψ A are self adjoint and that ψ A = γ m ψ A γ m + L aa Id. We begin by applying Theorem 1.1:
Proof. We take F = f · Id to be scalar and set P ε := P + εF . The terms involving Tr(ψ A ) and Tr(γ m ψ P ) cancel and we have
We equate the coefficients of f L aa to determine a value for c 12 m which agrees with that obtained in Lemma 3.6. Equating the coefficients of f ;m determines c 11 m .
We apply Lemma 2.5 to prove: Proof. We assume the structures are product near the boundary. We first study the terms Tr{F ψ A } and Tr{γ a F γ a ψ A }. Since L aa = 0, γ m ψ A γ m = ψ A . We compute using equations (4.b) and (4.c) that Assertion (1) follows. Assertion (1) and Lemma 3.2 imply Assertion (2).
A special case calculation on the ball
In order to find the remaining unknown coefficients c 2 m and c 16 m we evaluate the leading coefficients in the asymptotic of the eta invariant for an example on the ball. We first describe the setting considered.
Let r ∈ [0, 1] be the radial normal coordinate and dΣ 2 the usual metric on the unit sphere S m−1 . Then the standard metric on the ball is ds 2 = dr 2 + r 2 dΣ 2 . The inward unit normal on the boundary is −∂ r . For this metric, the only nonvanishing components of the Christoffel symbols are Γ abc = 1 rΓ abc and Γ abm = 1 r δ ab ;
the second fundamental form is given by L ab = δ ab . We will useΓ abc to refer to the Christoffel symbols associated with the metric dΣ 2 on the sphere S m−1 . We will consider the Dirac operator P = γ ν ∂ ν on the ball; we take the flat connection ∇ and set ψ P = 0. We suppose m even (there is a corresponding decomposition for m odd) and use the following representation of the γ-matrices,
We stress that the matrices γ j(m) are the γ-matrices projected along some vielbein system e j . We decompose ∇ j = e j + ω j where ω j = 1 4 Γ jkl γ k(m) γ l(m) is the connection-1 form of the spin connection. If∇ denotes the connection on the sphere, we have that
This allows us to decompose the Dirac operator on the ball into a radial part and a part living on the sphere. In detail, ifP is the Dirac operator on the sphere, we have
Let d s be the dimension of the spin bundle on the disk; d s = 2 m/2 if m is even. The spinor modes Z (n) ± on the sphere are discussed in [12] . We havẽ P Z (n)
Let J ν (z) be the Bessel functions. These satisfy the differential equation [18] :
Let P ϕ ± = ±µϕ ± be an eigen function of P . Modulo a suitable radial normalizing constant C, we may express:
We next impose the boundary conditions. We choose for ǫ ∈ R the boundary endomorphism
A γ m(m) + L aa Id . This guarantees that P A is self-adjoint, see Lemma 2.1, Assertions (2) Thus finding explicit answers for this example will allow us to determine c 2 m and c 16 m . We proceed towards this goal.
For the ψ A given in (5.c) the boundary operator A is given by
We need to find the spectral projection on those eigen spinors of A whose eigenvalues have a positive real part. The endomorphism ψ A chosen allows us to obtain closed forms for all eigenvalues ±µ n and eigenspinors (α ± 1 , α ± 2 ) defined by the differential equation be the eigenvalues associated with ǫ = 0 [17] . One can then show that µ n = λ 2 n − ǫ 2 and
in terms of a contour integral and to apply the techniques described in detail in [7, 8, 9, 21] . The coefficients in the asymptotic expansion (1.a) are then determined by evaluating residues of η according to [15] Res η(m − n; P, A) = 2a η n (1, P, A) Γ m−n+1 
