Microarray gene expression data usually have a large number of dimensions, e.g., over ten thousand genes, and a small number of samples, e.g., a few tens of patients. In this paper, we use the support vector machine (SVM) for cancer classification with microarray data. Dimensionality reduction methods, such as principal components analysis (PCA), class-separability measure, Fisher ratio, and t-test, are used for gene selection. A voting scheme is then employed to do multi-group classification by k(k − 1) binary SVMs. We are able to obtain the same classification accuracy but with much fewer features compared to other published results.
Introduction
Microarrays, 16 also known as gene chips or DNA chips, provide a convenient way of obtaining gene expression levels for a large number of genes simultaneously. Each spot on a microarray chip contains the clone of a gene from a tissue sample. Some mRNA samples are labelled with two different kinds of dyes, for example, Cy5 (red) and Cy3 (blue). After mRNA interact with the genes, i.e., hybridization, the color of each spot on the chip will change. The resulted image reflects the characteristics of the tissue at the molecular level. Microarrays can thus be used to help classify and predict different types of cancers. Traditional methods for diagnosis of cancers are mainly based on the morphological appearances of the cancers; however, sometimes it is extremely difficult to find clear distinctions between some types of cancers according to their appearances. Hence the microarray technology stands to provide a more quantitative means for cancer diagnosis. For example, gene expression data have been used to obtain good results in the classifications of lymphoma, 1 leukemia, 10 breast cancer, 14 and liver cancer.
4
It is challenging to use gene expression data for cancer classification because of the following two special aspects of gene expression data. First, gene expression data are usually very high dimensional. The dimensionality ranges from several thousands to over ten thousands. Second, gene expression data sets usually contain relatively small numbers of samples, e.g., a few tens. If we treat this pattern recognition problem with supervised machine learning approaches, we need to deal with the shortage of training samples and high dimensional input features. Recent approaches to solve this problem include artificial neural networks, 13 an evolutionary algorithm, 7 nearest shrunken centroids, 18 and a graphical method.
3
In this paper, we apply a powerful classifier, i.e., the support vector machine (SVM), and four effective feature reduction methods, i.e., principal components analysis (PCA), class-separability measure, Fisher ratio, and t-test, to the problem of cancer classification based on gene expression data. This paper is organized as follows. Three gene expression data sets used in this paper are described in Sec. 2. Then we discuss an important step for dimension reduction, i.e., gene selection, in Sec. 3. Numerical results are presented in Sec. 4, followed by discussions and conclusions in Sec. 5.
Gene Expression Data Sets

The SRBCT data set
The SRBCT data set 13 
The lymphoma data set
The lymphoma data set 1 can be obtained from the website (http://llmpp.nih.gov/lymphoma). In this data set, there are 42 samples derived from diffuse large B-cell lymphoma (DLBCL), 9 samples from follicular lymphoma (FL), and 11 samples from chronic lymphocytic lymphoma (CLL). The entire data set includes the expression data of 4026 genes. In this data set, a small part of data is missing. A k-nearest neighbor algorithm was applied to fill those missing values. 
The leukemia data set
The leukemia data set 10 can be obtained at (http:// www-genome.wi.mit.edu/ cgi-bin/ cancer/publications/ pub paper .cgi?mode = view & paper id = 43 ). The samples in this data set belong to two types of leukemia, i.e., the acute myeloid leukemia (AML) and the acute lymphoblastic leukemia (ALL). Among these samples, 38 of them are used for training and the other 34 independent samples are for testing. The entire leukemia data set contains the expression data of 7129 genes. Ordinarily, raw gene expression data should be normalized to reduce the systemic bias introduced during experiments. For the SRBCT and the lymphoma data sets, the data after normalization can be found on the web. However, for the leukemia data set, normalized data are not available. Thereafter, we need to do normalization by ourselves.
We followed the normalization procedure used in (Ref. 8) . Three steps were taken, i.e., (a) thresholding: with a floor of 100 and a ceiling of 16000, that is, if a value is greater/smaller than the ceiling/floor, this value is replaced by the ceiling/floor; (b) filtering, leaving out the genes with max/min ≤ 5 or (max − min) ≤ 500, here max and min refer to the maximum and minimum of the expression values of a gene, respectively; (c) carrying out logarithmic transformation with 10 as the base to all the expression values. 3571 genes survived after these three steps. Furthermore, the data were standardized across experiments, i.e., minus the mean and divided by the standard deviation of each experiment.
Gene Selection Methods
Introduction
Among the large number of genes, only a small part may benefit the correct classification of cancers. The rest of the genes have little impact on the classification. Even worse, some genes may act as "noise" and undermine the classification accuracy. Hence, to obtain good classification accuracy, we need to pick out the genes that benefit the classification most. In addition, gene selection is also a procedure of input dimension reduction, which leads to a much less computation load to the classifier. Maybe more importantly, reducing the number of genes used for classification can help researchers put more attention on these important genes and find the relationship between those genes and the development of the cancers.
Principal component analysis
The most widely used technique for input dimension reduction in gene expression analysis is principal component analysis (PCA) (see, e.g., Chapter 8 of (Ref. 17) ). The basic idea of principal component analysis is transforming the input space into a new space described by the principal components (PCs). All the PCs are orthogonal to each other and are ordered according to the absolute values of their eigenvalues. The kth PC is the vector with the kth largest eigenvalue. By leaving out the vectors with small eigenvalues, the dimensionality of the input space is reduced. Because PCA chooses vectors with the largest eigenvalues, it covers the directions with the largest vector variations in the input space. In the directions determined by the vectors with small eigenvalues, the vector variations are very small. In a word, PCA intends to capture the most informative directions. Figure 1a shows the change of eigenvalues in the lymphoma data set. The classification result using PCA as input dimension reduction scheme is given in Fig. 1b . Through comparing Fig. 1b with Fig. 8a , we found that t-test (to be introduced in the latter part) could achieve much better classification accuracy than PCA.
Class-separability analysis for gene selection
Another frequently used method for gene selection is to measure the class-separability (CS). 8 CS of gene i is defined as:
where
Here SB i is the sum of squares of between-class distances (the distances between samples of different classes). SW i is the sum of squares of with-in class distances (the distances of samples within the same class). In the whole data set, there are K classes. C k refers to class k that includes n k samples. x ij is the expression value of gene i in sample j.x ik is the mean expression value in class k for gene i. n is the total number of samples.x i is the general mean expression value for gene i. A CS is calculated for each gene. A larger CS indicates a larger ratio of the distances between different classes to the distances within one specific class. Therefore, CSs can be used to measure the capability of genes to separate different classes. 20 important genes with the largest CSs in the SRBCT data set are given in Table 1 .
Fisher-ratio for gene selection
Fisher ratio (see e.g., (Ref. 15) ) is also a ratio of between-class distances to with-in class distances. If there are two classes in a data set, the Fisher ratio (F ) for gene i is:
If there are more than two classes in the data set,
The main differences between the CS and the F are as follows. (a) When extending F from twoclass version in Eq. (6) to multi-class version, Eq. (7) averages all the F between any two different classes; however, CS can be directly calculated for multiclass data sets. (b) When calculating the betweenclass distance, the CS adds up all the distances from the mean of each class (x ik ) to the overall mean (x i ); however, F directly calculates the distances between the means of any two different classes and then adds them up.
A t-test-based gene selection approach
T -test is a statistical method proposed by Welch. 23 It is used to measure how large the difference is between the distributions of two groups of samples. For a specific gene, if it shows larger distinctions between 2 groups, it is more important for the classification of the two groups. To find the genes that contribute most to the classification, t-test has been used in gene selection in recent years.
21
To select important genes using t-test involves several steps. In the first step, a score based on t-test (named t-score or T S) is calculated for each gene. In the second step, all the genes are rearranged according to their T Ss. The gene with the largest T S is put in the first place of the ranking list, followed by the gene with the second largest T S, and so on. Finally, only some top genes in the list are used for classification.
The standard t-test is only applicable to measure the difference between two groups. Therefore, when the number of classes is more than two, we need to modify the standard t-test. In this case, we use t-test to calculate the degree of difference between one specific class and the centroid of all the classes. Hence, the definition of T S for gene i can be described like this:
Here max{y k , k = 1, 2, . . . , K} is the maximum of all {y k , k = 1, 2, . . . , K}. s i is the pooled within-class standard deviation for gene i.
The classification results using the 20 top genes selected by class-separability, Fisher-ratio, and the t-test in the SRBCT data set are shown in Fig. 2 . From these results, it is obvious that t-test is better than CS and Fisher-ratio for gene selection.
Experimental Results
The structure of an SVM 2,5,22 is shown in Fig. 3 . Two of the most commonly used kernel functions are the polynomial kernel:
where p is a constant specified by users, and the radial basis function:
where γ is also a constant specified by users. If there are more than two classes in the data set, binary SVMs are not sufficient to solve the whole problem. To solve multi-class classification problems, we should divide a whole problem into a number of binary classification problems. Usually, there are two approaches.
12 One is the "one against all" scheme and the other is the "one against one" scheme.
For the "one against all" scheme, if there are N classes in the entire data set, then N independent binary classifiers are built. Each binary classifier is in charge of picking out one specific class from all the other classes. For one specific pattern, all the N classifiers are used to make a prediction. The pattern is categorized to the class that receives the strongest prediction. The prediction strength is measured by the result of the decision function.
For the "one against one" scheme, there must be one (and only one) classifier taking charge of the classification between any two classes. Therefore, for a data set with K classes, K(K −1)/2 binary classifiers are used. To get the ultimate result, a voting scheme is used. For every input vector, all the classifiers give their votes so there will be K(K − 1)/2 votes, when all the classification (voting) finished, the vector is designated to the class getting the highest number of votes. If a vector gets highest votes for more than one class, it is randomly designated to one of them. In fact, there is still no conclusion about which scheme is better for combining binary classifiers.
11 In our practice, we choose the "one against one" scheme. We applied the SVM described above to process the SRBCT, the lymphoma, and the leukemia data sets. The results are as follows.
Results for the SRBCT data set
In this data set, we first ranked the importance of all the genes with T Ss. We picked out 60 of them with the largest T Ss to do classification. The top 30 genes are listed in Table 2 . We input these genes one by one to the SVM classifier according to their ranks. That is, we first input the gene ranked No.1 in Table 2 . Then, we trained the SVM classifier with the training data and tested the SVM classifier with the testing data. After that, we repeated the whole process with top 2 genes, and then top 3 genes, and so on. Figure 4 shows the training and the testing accuracies with respect to the number of genes used.
In this data set, we used SVMs with RBF kernels. C and γ were set as 80 and 0.005, respectively. This classifier obtained 100% training accuracy and 100% testing accuracy using the top 7 genes. Actually, the values of C and γ have great impact on the classification accuracy. Figure 5 shows the classification results with different values of γ(gamma). We also applied linear SVMs and SVMs with polynomial kernel function to the SRBCT data set. The results are shown in Fig. 6 and Fig. 7 . The linear SVMs and the SVMs with the polynomial kernel function obtained 100% accuracy with 7 and 6 genes, respectively. The similarity of these results indicates that also correctly classified the SRBCT data set with 43 genes by using a method named nearest shrunken centroids. Deutsh 7 further reduced the number of genes needed for reliable classification to 12 with an evolutionary algorithm. Compared with these previous results, the SVMs introduced here can achieve 100% accuracy with 7 genes (for the linear and the RBF kernel function version) and 6 genes (for the polynomial kernel function version). Table 3 gives the detail of this comparison. 
Results for the lymphoma data set
In the lymphoma data set, the top 196 genes selected by T Ss are listed in Table 4 . Figures 8a and 8b are training and testing results of the top 70 genes. The classifiers used here are also RBF SVMs. C and γ are 20 and 0.1, respectively. They obtained 100% accuracy in both training and testing data set with only 5 genes.
In the lymphoma data set, nearest shrunken centroids 19 used 48 genes to give a 100% accurate classification. In comparison with this, the SVMs we used greatly reduced the number of genes required.
Results in the leukemia data set
The leukemia data set is a widely known data set. Golub et al., built a 50-gene classifier 10 for it. This classifier made 1 error in the 34 testing samples; and in addition, it cannot give strong prediction to the other 3 samples. Nearest shrunken centroids made 2 errors among the 34 testing samples. From Fig. 9a and Fig. 9b , we found the RBF SVMs we used also made 2 errors in the testing data set with 20 genes.
Conclusions
To find a good solution to the problem of cancer classification using gene expression data, one can work towards two related directions. One is gene selection. Selecting important genes can make the task easier because important genes determine a new input space in which the samples are more likely to be correctly classified. The other direction is to build powerful classifiers. This paper also described the procedure of constructing support vector machines. After that, 3 gene expression data sets were classified with the SVMs we built. The results proved the effectiveness of the SVMs. In all the three data sets, the SVMs obtained very high classification accuracies with much fewer genes compared with previously published methods. In addition, we found that effective gene selection schemes could largely simplify the requirements to classifiers. For example, linear SVMs achieved high accuracy in the SRBCT data set. However, this does not mean the SVM can not deal with nonlinear problems. In fact, SVMs with RBF or polynomial kernels are good classifiers for nonlinear problems (see for e.g., Ref. 22) .
