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THE NONCOMMUTATIVE TOPOLOGY OF
ANTI-SELF-DUAL GAUGE FIELDS
SIMON BRAIN
Abstract. Through techniques afforded by C∗-algebras and Hilbert modules, we study the
topology of spaces which parametrize families of instanton gauge fields on noncommutative
Euclidean four-spheres S4σ. By deforming the ADHM construction of instantons on the clas-
sical sphere S4, we obtain families of instantons on the quantum sphere which are naturally
parametrized by noncommutative topological spaces. Using the internal gauge theory of S4σ
determined by the inner automorphisms of its function algebra, we find that one may always
recover a classical parameter space by making a suitable choice of internal gauge.
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1. Introduction
The moduli space of anti-self-dual gauge fields (instantons) on a compact four-dimensional
spin manifold encodes a vast amount of information about its differential structure. Although
the field of differential geometry is well over a hundred years old, the study of instanton moduli
spaces has over the past three decades inspired some great leaps forward in the development of
the subject as a modern entity [15].
On the other hand, the field of noncommutative differential geometry is still relatively new:
our understanding of the differential structure of noncommutative spin manifolds is very much
in its infancy. From this point of view, it is only natural to hope that studying moduli spaces of
instantons on noncommutative four-manifolds will lead to some insight into the parameters on
which their differential structures might depend [27]. Recent years have witnessed some rapid
progress in this direction although, for the most part, this has been purely at the algebraic
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level [23, 3, 4, 8]. In this paper we continue our somewhat more refined approach to the study
of instantons on noncommutative manifolds [5], which takes place at the much richer analytic
level of noncommutative topology afforded by C∗-algebras and the differential structure of
noncommutative spin manifolds encoded by Connes’ notion of a spectral triple [9].
Arguably the simplest example of a four-dimensional noncommutative spin manifold is the
quantum four-sphere S4σ of [11], obtained via ‘isospectral deformation’ of the classical sphere
S4 along the isometric action of a two-torus T2, where σ is a deformation parameter. This
quantum sphere is therefore a natural point of departure for our exploration of the structure of
instanton moduli spaces in noncommutative geometry.
In [4] it was shown that, at the level of describing spaces in terms of their coordinate alge-
bras, it is possible to have both classical and noncommutative parameter spaces for the same
system of instantons on S4σ. These parameter spaces are related by new ‘internal’ gauge trans-
formations determined by the inner automorphisms of the function algebra of the underlying
noncommutative manifold [10], which for classical spaces are necessarily trivial. The goal of the
present paper is to make these ideas more precise, by showing that they have a very natural
interpretation at the more interesting level of C∗-algebras and spectral triples.
In passing from algebraic geometry to the more complicated setting of operator spaces, we
are led to adopt a much more careful description of the construction of instantons and, in
particular, of their gauge theory. In classical geometry, the gauge group of a Hermitian vector
bundleE over S4 consists of the set of unitary vertical automorphisms of the differential fibration
E → S4. Over the noncommutative sphere S4σ, the new internal gauge symmetries afforded by
the noncommutativity of the function algebra C(S4σ) must also be incorporated into the group
of gauge symmetries [10, 7].
The paper is organized as follows. In §2 we sketch Kasprzak’s recent approach [19] to Rieffel’s
strict deformation quantization [29]; this is the deformation procedure that we shall use herein
to obtain noncommutative spaces from classical ones. The strategy is built upon Landstad’s
beautiful characterization of crossed product C∗-algebras [24], which uses the Takai-Takesaki
dual action to determine the conditions under which a given C∗-algebra B is isomorphic to a
crossed product B ≃ A>⊳Γ for a given Abelian group Γ. Kasprzak’s observation is that this
dual action may be twisted using a given choice of two-cocycle σ on the Pontryagin dual group
Γ̂ to obtain a new dual action upon B and hence a different but isomorphic factorization of the
crossed product B ≃ Aσ>⊳Γ. In contrast to Rieffel’s original approach to strict deformation
quantization (which goes first via group actions on smooth subalgebras), Kasprzak’s version has
the advantage of being applicable directly at the C∗-algebraic level and is therefore particularly
appropriate to the techniques of noncommutative topology used in the present paper.
In §3 we apply the Landstad–Kasprzak theory of twisted C∗-algebras to obtain the noncom-
mutative sphere S4σ from its classical counterpart S
4. We then extend this to obtain a noncom-
mutative analogue of the Penrose twistor fibration CP3 → S4, the most important geometric
ingredient in the construction of instantons on the four-sphere. Indeed, every instanton bundle
over S4 is equivalent via pull back along the twistor fibration to a holomorphic vector bundle
over twistor space CP3. By pulling them back to the homogeneous twistor space C4 → CP3,
such bundles are in turn quite easily constructed using algebraic methods [1]. The approach
of [3, 4, 8] was to show that the same is true of instanton bundles over the noncommutative
four-sphere; we adopt the same strategy herein.
Of particular novel value is our passage between the coordinate-algebraic description of ho-
mogeneous twistor space and its topological description at the C∗-algebraic level. Since this is a
construction involving non-compact spaces, this is problematic even in the classical case (where
coordinate functions act as unbounded operators on the space of continuous functions). Our ap-
proach to this problem for the noncommutative twistor spaces constructed in the present paper
is essentially an adaptation of techniques appearing in [19], although it perhaps suggests a new
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approach to a more general reconciliation of algebraic- and differential-geometric techniques in
the noncommutative setting.
In §4 we recall the basic definitions of Connes’ theory of noncommutative spin manifolds,
describing in particular how the Landstad–Kasprzak theory extends to give a procedure which
yields isospectral deformations of spectral triples over classical spin manifolds. We then recall
the gauge theory of a noncommutative spin manifold as described in [10, 3, 4] and elaborated
upon in [7].
Finally in §5 we present the main results of the paper. Using our description of the non-
commutative twistor fibration, we present the construction of instantons on the classical sphere
S4 from the point of view of C∗-algebras and noncommutative topology, which we then de-
form using the Landstad–Kasprzak deformation theory. The parameter spaces of instantons
so obtained are a priori noncommutative: we show that, using the internal gauge theory of
the noncommutative four-sphere, one may always recover a classical space of parameters. In
conclusion we deduce that the gauge theory of the quantum four-sphere is an important part
of its noncommutative geometry, in the sense that the topology of the space of instanton gauge
fields on S4σ tells us a great deal about its differential structure.
Some basic notation and terminology. Given a separable C∗-algebra A, we write M(A) for the
multiplier algebra of A, usually equipped with the strict topology. Recall that a C∗-algebra A
is unital if and only if A = M(A). We write Aut(A) for the group of all ∗-automorphisms of
A. By a morphism of C∗-algebras A→ B we mean a continuous ∗-algebra map φ : A→ M(B)
from A into the multiplier algebra M(B) such that φ(A)B is norm dense in B.
We describe unbounded linear operators on A using the notation T : Dom(T ) → A, where
Dom(T ) ⊆ A denotes the (necessarily dense) domain of T . Let T : Dom(T ) → A be an
unbounded linear operator on A. Then T is said to be affiliated to A, and we write TηA, if
there exists an element zT ∈M(A) such that ||zT || ≤ 1 and
(x ∈ Dom(T ) and y = Tx) ⇔
(
∃ a ∈ A such that x = (1− (z
T
)∗z
T
)1/2a and y = zTa
)
.
We write Aη for the set of all linear operators affiliated to A. The element zT is called the
z-transform of T . It has the property that a multiplier z ∈ M(A) is the z-transform of some
affiliated element T ∈ Aη if and only if ||z|| ≤ 1 and (1 − z∗z)1/2A is linearly dense in A.
Amongst the many useful properties of affiliated elements, one finds that M(A) ⊆ Aη and that
if T ∈ Aη and a ∈ M(A) then both Ta ∈ Aη and aT ∈ Aη. In particular, if A is a unital
C∗-algebra, then Aη = A.
For an arbitrary C∗-algebra A there is in general no way to add or multiply affiliated elements.
However, when A = C0(X) is a commutative C
∗-algebra one finds that Aη = C(X), the algebra
of continuous functions on X. Indeed, if a ∈ C(X), let T be the operator on A given by
multiplication by a. By definition, we have
Dom(T ) := {f ∈ C0(X) | limx→∞a(x)f(x) = 0}.
One checks that the z-transform of T is the function zT (x) := a(x) (1 + a
∗(x)a(x))−1/2 and hence
that T ∈ Aη. Conversely, if T ∈ Aη then zT belongs to the multiplier algebra M(A) = Cb(X),
with ||zT || ≤ 1 and |zT (x)| < 1 for all x ∈ X (otherwise the set Dom(T ) = (1− z
∗
T zT )
1/2A would
not be dense in A). It follows that, by setting
a(x) := zT (x) (1− z
∗
T (x)zT (x))
−1/2 ,
we obtain an element a ∈ C(X) such that the operator T coincides with multiplication by a. We
shall use the affiliation relation extensively in the present paper, as a way of relating elements of
the function spaces C(X) and C0(X) (and their generalizations to the noncommutative setting).
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2. Duality for Crossed Product C∗-Algebras
In the present paper the fundamental construction will be that of the crossed product algebra
A>⊳α Γ associated to the action α : Γ → Aut(A) of a locally compact Abelian group Γ on a
C∗-algebra A. In this section we review the various aspects of the theory that we shall need.
2.1. Landstad duality for covariant systems. In this paper, by a covariant system we shall
mean a triple (A,Γ, α), where Γ is a locally compact Abelian group and A is a C∗-algebra
equipped with a strongly continuous action α : Γ→ Aut(A). Associated to the system (A,Γ, α)
there is the ∗-algebra Cc(Γ, A) of continuous compactly supported A-valued functions on Γ,
equipped with the multiplication and involution operations
(2.1) (f1 ⋆ f2)(g) =
∫
Γ
f1(r)αr(f2(r
−1g))dr, f∗(g) = f(g−1)∗,
for each f1, f2, f ∈ Cc(Γ, A) and g ∈ Γ, where the integral is with respect to the Haar measure on
Γ. The crossed product algebra associated to the system (A,Γ, α) is the completion of Cc(Γ, A)
with respect to the C∗-norm induced by the left regular representation; we denote it by A>⊳α Γ.
Remark 2.1. The crossed product algebra associated to the covariant system (C,Γ, id) is
nothing other than the group C∗-algebra C∗(Γ), i.e. the completion of the ∗-algebra of contin-
uous compactly supported functions Cc(Γ) equipped with the usual convolution product and
involution.
A covariant representation of the system (A,Γ, α) is a pair µ = (µΓ, µA), where µΓ : Γ →
U(Hµ) is a unitary group representation and µA : A → B(Hµ) is a representation of A by
bounded operators on the same Hilbert space Hµ, which together obey the covariance condition
(2.2) µΓ(g)µA(a)µΓ(g)
∗ = µA(αg(a))
for all g ∈ Γ, a ∈ A. The representation theory of the crossed product algebra A>⊳α Γ completely
encodes the covariant representations of the triple (A,Γ, α). Indeed, every covariant represen-
tation of (A,Γ, α) on Hµ gives rise to a representation of A>⊳α Γ on Hµ via the integrated
form
µ(f) :=
∫
Γ
µA(f(r))µΓ(r)dr, f ∈ Cc(Γ, A), r ∈ Γ.
Conversely, given a representation µ : A>⊳α Γ→ B(Hµ), one uses the canonical inclusions
(2.3) ιΓ : Γ→ M(A>⊳α Γ), ιA : A→ M(A>⊳α Γ),
to recover a covariant representation (µΓ, µA) of (A,Γ, α) by setting µΓ := µ◦ιΓ and µa := µ◦ιA.
Next we come to describe Landstad duality for covariant systems [24]. Given a locally com-
pact Abelian group Γ, we write Γ̂ for its Pontryagin dual group. The fundamental notion in
Landstad’s theory is that of a Γ-product, whose definition we now recall.
Definition 2.2. A C∗-algebra B is said to be a Γ-product if:
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(i) there is a continuous homomorphism
λ : Γ→ UM(B), g ∈ Γ 7→ λg,
of Γ into the unitary group of M(B);
(ii) there is a homomorphism
αˆ : Γ̂→ Aut(B), ξ ∈ Γ̂ 7→ αˆξ ∈ Aut(B),
such that (B, Γ̂, αˆ) is a covariant system and αˆξ(λg) = ξ(g)λg for all g ∈ Γ and ξ ∈ Γ̂.
By integration, the unitary representation λ : Γ → UM(B) extends to a ∗-algebra map
Cc(Γ) → M(B) and hence to a morphism of C
∗-algebras C∗(Γ) → B. Identifying C∗(Γ) with
C0(Γ̂) via Fourier transform, we get an injective morphism λ : C0(Γ̂) → B, realizing C0(Γ̂) as
a subalgebra of M(B). Given a Γ-product (B,λ, αˆ), there is an important role attached to the
set of elements of the multiplier algebra M(B) obeying the following special conditions.
Definition 2.3. Let B be a Γ-product. An element x ∈ M(B) is said to satisfy Landstad’s
conditions if:
(i) x is a fixed point of the Γ̂-action, namely αˆξ(x) = x for all ξ ∈ Γ̂;
(ii) for all g ∈ Γ the map g 7→ λgxλ
∗
g is norm continuous;
(iii) for all f1, f2 ∈ C0(Γ̂) we have λf1xλf2 ∈ B.
In terms of these definitions, the essence of Landstad duality is the following. Given a
covariant system (A,Γ, α), there is an action αˆ of Γ̂ on Cc(Γ, A) defined by
(αˆξ(f))(g) := ξ(g)f(g), f ∈ Cc(Γ, A), g ∈ Γ,
which extends to an action αˆ : Γ̂ → Aut(A>⊳α Γ) such that the triple (A>⊳α Γ, Γ̂, αˆ) is a
covariant system. Moreover, the C∗-algebra A>⊳α Γ is a Γ-product and each element in A
satisfies Landstad’s conditions. The triple (A>⊳α Γ, Γ̂, αˆ) is called the dual system of (A,Γ, α).
The action αˆ of Γ̂ is nothing other than the Takai-Takesaki dual action; it has the property
that, modulo compact operators, the ‘double dual’ system (A>⊳α Γ)>⊳αˆ Γ̂ is isomorphic to A.
Conversely, a C∗-algebra B is a Γ-product for a given Abelian group Γ only if there is a
covariant system (A,Γ, α) such that B = A>⊳α Γ. In particular, the C
∗-algebra A consists of
those elements in M(B) satisfying Landstad’s conditions, whereas the Γ-action is defined by
αg(a) := λgaλ
∗
g for each a ∈ A and g ∈ Γ. The triple (A,Γ, α) is unique up to isomorphism.
In the special case where Γ is a compact group, its Pontryagin dual group Γ̂ is discrete. For
each ζ ∈ Γ̂, we define the corresponding ζ-spectral subspace by
Aζ := {a ∈ A | αr(a) = ζ(r)a for all r ∈ Γ}.
These spectral subspaces give a Γ̂-grading of A, in the sense that there is a decomposition
(2.4) A =
⊕
ζ∈Γ̂
Aζ ,
with infinite series on the right hand side converging on an appropriate dense subalgebra of A
[28].
2.2. Landstad-Kasprzak deformation theory. Landstad duality identifies the conditions
under which a given C∗-algebra B can be decomposed as a crossed product B = A>⊳αΓ for a
given Abelian group Γ, the crucial component of this characterization being the Takai-Takesaki
dual action αˆ. Kasprzak’s observation [19] is that the action αˆ may be deformed to give a new
action and consequently a new Γ-product structure on B.
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By a two-cocycle σ on Γ̂ we mean a continuous map σ : Γ̂× Γ̂ → T with values in the circle
group T obeying the identities
σ(e, ξ) = σ(ξ, e) = 1, σ(ξ, η)σ(ξ + η, ζ) = σ(ξ, η + ζ)σ(η, ζ)
for all ξ, η, ζ ∈ Γ̂.
Remark 2.4. A bicharacter on the group Γ̂ is a continuous map σ : Γ̂ × Γ̂ → T such that
the maps σ1ξ : η 7→ σ(ξ, η) and σ
2
η : ξ 7→ σ(ξ, η) each define characters of the group Γ̂ and
hence elements of the group Γ. Since Γ̂ is Abelian, every two-cocycle on Γ̂ is cohomologous to
a bicharacter [20].
Given a Γ-product (B,λ, αˆ) and a two-cocycle σ on Γ̂, for each ξ ∈ Γ̂ we define a unitary
element Uξ := λ(σ
1
ξ ) of the multiplier algebra M(B). Then there is a twisted action of Γ̂ on B
defined by
(2.5) αˆσ : Γ̂→ Aut(B), αˆσξ (b) := U
∗
ξ αˆξ(b)Uξ ,
for each b ∈ B, ξ ∈ Γ̂. This action too obeys the relation
αˆσξ (λg) = ξ(g)λg , ξ ∈ Γ̂, g ∈ Γ,
and hence it defines a Γ-product structure on the C∗-algebra B. Immediately from the Landstad
theory it follows that there must exist a C∗-algebra Aσ and an action ασ : Γ → Aut(Aσ) such
that (Aσ,Γ, ασ) is a covariant system and B = Aσ>⊳ασ Γ.
Remark 2.5. One of the main results in [19] is that, if σ1 and σ2 are cohomologous cocycles,
then the corresponding C∗-algebras Aσ1 and Aσ2 are canonically isomorphic. In light of Rem. 2.4,
we may as well work exclusively with bicharacters instead of two-cycles.
The C∗-algebra Aσ is identified with the fixed points in M(B) under the action αˆσ of Γ̂. It
carries the Γ-action ασ defined by
ασ : Γ→ Aut(Aσ), ασg (a) = λgaλ
∗
g,
for each a ∈ Aσ, g ∈ Γ. Note that it is not the formula defining the Γ-action which changes
under the deformation, rather its domain of definition.
Following [17], we can be rather more precise about the algebras A and Aσ. Indeed, A is by
construction identified with the fixed subalgebra of M(A>⊳α Γ) under the Γ̂-action defined by
αˆξ(f)(g) = ξ(g)f(g), where ξ ∈ Γ̂, g ∈ Γ and f ∈ Cc(Γ, A). The fixed points of this action are
precisely the set of distributions concentrated at the group identity of Γ, which make sense as
elements of the multiplier algebra. They give an algebra isomorphic to A.
On the other hand, for the algebra Aσ the dual action is defined using the elements Uξ := λ(σ
1
ξ )
for ξ ∈ Γ̂. By the covariance property (2.2), the adjoint action of Uξ coincides with the action
of ασ1
ξ
and so it follows that
(αˆσξ (f))(g) = α
−1
σ1
ξ
(αˆξ(f)(g)) = ξ(g)α
−1
σ1
ξ
(f(g))
for all g ∈ Γ, ξ ∈ Γ̂ and f ∈ Cc(Γ, A). The fixed subalgebra where αˆ
σ
ξ (f) = f is therefore seen
to consist of those functions f satisfying
ασ1
ξ
(f(g)) = ξ(g)f(g), for all g ∈ Γ, ξ ∈ Γ̂,
for all g ∈ Γ, ξ ∈ Γ̂, upon making a suitable change of variable.
As one might expect, this deformation construction has a number of important functorial
properties [19]. In particular, let (I,Γ, α
I
), (A,Γ, α) and (B,Γ, β) be covariant systems and
suppose there is an exact sequence of C∗-algebras
0→ I → A
pi
−→ B → 0
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consisting of Γ-equivariant morphisms. Let σ be a two-cocycle on Γ̂ and let Iσ, Aσ and Bσ be
the Landstad C∗-algebras associated to the deformed dual actions. Then there is a Γ-equivariant
exact sequence of C∗-algebras
0→ Iσ → Aσ
piσ
−→ Bσ → 0,
where the morphism πσ : Aσ → Bσ is the restriction of the morphism π : A>⊳α Γ→ B>⊳β Γ to
the Landstad algebra Aσ ⊆ M(A>⊳α Γ). The deformation operation A 7→ A
σ therefore gives an
exact covariant functor from the category of Γ-equivariant C∗-algebras to itself.
3. The Noncommutative Twistor Fibration
As already mentioned, one of the crucial ingredients in the study of instantons on the classical
sphere S4 is the Penrose twistor fibration CP3 → S4. It encapsulates in its geometry the very
nature of the anti-self-duality equations, enabling us to reinterpret instanton bundles on S4
via pull-back in terms of algebraic vector bundles over CP3. In this section we briefly recall
the details of this fibration from a topological point of view, which we then deform using the
Landstad-Kasprzak deformation theory.
3.1. Classical and noncommutative twistor theory. In this section we recall the coordinate-
algebraic description of the various spaces which constitute the twistor fibration, as a way to
understand the maps involved [6]. Then by passing to the level of C∗-algebras, we apply the
deformation theory of the previous section to obtain a noncommutative analogue of the twistor
space construction. We begin with the four-dimensional sphere S4.
Definition 3.1. The algebra A[S4] of coordinate functions on the four-sphere is the commuta-
tive unital ∗-algebra generated by the complex coordinate functions x1, x2, their conjugates x
∗
1,
x∗2 and the real coordinate function x0 = x
∗
0, subject to the sphere relation
(3.1) x∗1x1 + x
∗
2x2 + x
2
0 = 1.
To study instantons on the Euclidean space S4, one needs two versions of its associated
twistor space. The first of these is nothing other than the complex vector space C4, which we
refer to as homogeneous twistor space. The second is its corresponding projectivization CP3,
which we refer to as projective twistor space.
Definition 3.2. The algebra A[C4] of polynomial functions on homogeneous twistor space C4
is the commutative unital ∗-algebra generated by the coordinate functions zj, j = 1, . . . , 4,
together with their conjugates z∗l , l = 1, . . . , 4.
To obtain a coordinate-algebraic description of projective twistor space CP3 (thought of as
a real manifold), we note that specifying a one-dimensional subspace of C4 is equivalent to
specifying a matrix e ∈ M4(C) obeying
e2 = e, e∗ = e, Tr e = 1.
Since e is Hermitian, its eigenvalues must be real. As e is idempotent, these eigenvalues must
be elements of the set {0, 1} and, from the trace condition on e, its image must therefore be a
line in C4, i.e. the eigenspace with eigenvalue 1. This leads to the following definition.
Definition 3.3. The algebra A[CP3] of coordinate functions on projective twistor space CP3
is the commutative unital ∗-algebra generated by the entries of the self-conjugate matrix
(3.2) q :=


a1 u1 u2 u3
u∗1 a2 v3 v2
u∗2 v
∗
3 a3 v1
u∗3 v
∗
2 v
∗
1 a4

 ,
subject to the relation Tr q = 1 and the relations coming from the projection condition q2 = q,
that is to say
∑
r qjrqrl = qjl for each j, l = 1, . . . , 4.
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Let us write C˜4 := C4\{0}. Then twistor space CP3 is of course defined by the canonical
projection C˜4 → CP3. The coordinate algebra A[C˜4] is by definition obtained by adjoining to
A[C4] the inverse of the radius element
∑
i |zi|
2. The fact that CP3 is just the projectivization
of C4 translates into the fact that there is an injective ∗-algebra map
(3.3) η : A[CP3]→ A[C˜4], η(qjl) :=
1∑
i |zi|
2
zjz
∗
l , j, l = 1, . . . , 4.
In this way, we immediately find the following coordinate-algebraic description of the Penrose
fibration.
Lemma 3.4. There is a ∗-homomorphism of unital ∗-algebras A[S4]→ A[CP3].
Proof. The required inclusion is given at the level of generators by
x1 7→ 2(u2 + v
∗
2) = 2(z1z
∗
3 + z
∗
2z4), x2 7→ 2(v3 − u
∗
3) = 2(z
∗
2z3 − z
∗
1z4),(3.4)
x0 7→ 2(a1 + a2 − 1) = z
∗
1z1 + z
∗
2z2 − z
∗
3z3 − z
∗
4z4(3.5)
and extended as a ∗-algebra map. It is straightforward to check as in [6] that the sphere relation
in A[S4] is equivalent to the trace relation in the algebra A[CP3]. 
We shall need some additional structure on the algebra map A[S4]→ A[CP3]. For later use,
we introduce the map J : A[C4]→ A[C4] defined on generators by
(3.6) J(z1, z2, z3, z4) := (−z
∗
2 , z
∗
1 ,−z
∗
4 , z
∗
3)
and extended as a ∗-algebra map. Equipping the algebra A[C4] with the map J identifies the
underlying space C4 with the quaternionic vector space H2 [23]. Using the identification of
generators (3.3), the map J also defines an automorphism of the algebra A[CP3], given on
generators by
J(a1) = a2, J(a2) = a1, J(a3) = a4, J(a4) = a3, J(u1) = −u1,
J(v1) = −v1, J(u2) = v
∗
2 , J(u3) = −v
∗
3, J(v2) = u
∗
2, J(v3) = −u
∗
3
and extended as a ∗-algebra map.
Lemma 3.5. The invariant subalgebra of A[CP3] under the automorphism
J : A[CP3]→ A[CP3]
is isomorphic to the coordinate algebra A[S4] of the four-sphere.
Proof. This follows immediately by direct calculation as in [6], using the identification (3.4) of
generators of the algebras A[S4] and A[CP3]. 
Having dealt with the algebraic structure of the twistor fibration, we pass to the topological
level of C∗-algebras. The universal completions of the commutative unital ∗-algebras A[S4] and
A[CP3] are respectively the unital C∗-algebras C(S4) and C(CP3) of continuous functions on
the compact spaces S4 and CP3. On the other hand, the topology of the locally compact space
C
4 is encoded by the non-unital C∗-algebra C0(C
4) of continuous functions on C4 vanishing at
infinity.
The following lemma gives a C∗-algebraic description of the topology of the twistor fibration,
both at the homogeneous and non-homogeneous levels. Recall the definition of a morphism of
C∗-algebras given in §1.
Lemma 3.6. The ∗-algebra map A[S4] →֒ A[CP3] extends to an injective morphism of unital
C∗-algebras C(S4)→ C(CP3). There is a sequence
(3.7) C(S4)→ C(CP3)→ C0(C˜
4)
of injective morphisms of C∗-algebras.
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Proof. This is a consequence of Gelfand duality, with injectivity corresponding to the fact
that the underlying maps are surjective morphisms of topological spaces. The second map
is constructed by pulling back elements of C(CP3) to obtain elements of the C∗-algebra Cb(C˜
4)
of bounded continuous functions on C˜4. The latter is nothing other than the multiplier algebra
M(C0(C˜
4)), whence we obtain a morphism C(CP3)→ C0(C˜
4). 
We are now ready to illustrate the Landstad-Kasprzak deformation theory. Let us assume
that Γ is a compact Abelian group acting continuously and equivariantly on the twistor fibration.
By pulling back the actions of Γ on these spaces to continuous functions, we find that (3.7) is a
Γ-equivariant sequence of C∗-algebras, yielding a corresponding sequence of Γ-covariant systems.
Proposition 3.7. Given a two-cocycle σ : Γ̂× Γ̂→ T there is sequence of injective morphisms
C(S4σ)→ C(CP
3
σ)→ C0(C˜
4
σ).
Proof. The deformation theory immediately gives a noncommutative version of the twistor fi-
bration, obtained as application of the following three steps: (i) construct the crossed product
algebras associated to the above covariant systems; (ii) introduce the Γ-product structures corre-
sponding to the twisted Γ̂-actions; (iii) let C(S4σ), C(CP
3
σ) and C0(C˜
4
σ) be the Landstad algebras
for these new Γ-products. Functoriality of the deformation induces the required morphisms. 
As usual in noncommutative topology, we interpret C(S4σ) and C(CP
3
σ) as the C
∗-algebras
of continuous functions on underlying ‘virtual’ spaces S4σ and CP
3
σ. We think of the mor-
phism C(S4σ)→ C(CP
3
σ) as giving a noncommutative analogue of the Penrose twistor fibration.
Similarly, there is a virtual space C4σ associated to the deformed C
∗-algebra C0(C
4
σ) giving a
noncommutative analogue of the homogeneous twistor space. Since the C∗-algebra C0(C˜
4) is
obtained from C0(C
4) by a quotient construction (given by taking the dual of the continuous
inclusion C˜4 →֒ C4), we also find by functoriality that C0(C˜
4
σ) is simply a quotient of C0(C
4
σ)
by an appropriate ideal.
Proposition 3.8. There is a Γ-equivariant isomorphism of C∗-algebras
Jσ : C(CP
3
σ)→ C(CP
3
σ)
for which the C∗-subalgebra of invariant elements is isomorphic to C(S4σ).
Proof. It is clear that the map (3.6) extends to an isomorphism of C∗-algebras
J : C(CP3)→ C(CP3)
whose subalgebra of invariant elements is isomorphic to C(S4). The above assumption that Γ
acts equivariantly upon the twistor fibration means precisely that J commutes with the group
action on C(CP3). Functoriality ensures that, after deformation, we obtain a Γ-equivariant map
with the necessary properties. 
3.2. Algebraic structure of noncommutative twistor space. The previous section de-
scribed how to deform the twistor fibration at the topological level of C∗-algebras. For later
use, we shall also need a description of the noncommutative twistor space C4σ at the algebraic
level, in the sense that we need to understand how to deform the coordinate algebra A[C4] in
way which is compatible with the deformation of its topological version A := C0(C
4).
To this end, we note that A[C4] is a unital ∗-subalgebra of the algebra C(C4) of elements
affiliated to the C∗-algebra C0(C
4). Our strategy will be to deform the algebra A[C4] in such a
way that the elements of the resulting algebra A[C4σ] are affiliated to the deformed C
∗-algebra
Aσ := C0(C
4
σ).
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Remark 3.9. The way to proceed now depends upon the group Γ and so we have to make a
choice. In keeping with the literature [11] we shall assume henceforth that Γ = T2 is a compact
two-torus with Pontryagin dual Γ̂ = Z2 (it is not difficult to imagine how one ought to proceed in
other cases). This now means that there are in fact not so many choices for σ. Indeed, any two-
cocycle on Z2 is cohomologous to a bicharacter of the form σ((k, l), (m,n)) := exp(iθ(kn− lm))
for some real number θ (cf. [20]).
The action of Γ on C4 yields in particular an action
(3.8) β : Γ→ Aut(A[C4])
by ∗-algebra automorphisms. Without loss of generality we may as well assume [22] that it acts
upon the generators zj , z
∗
l according to
(3.9) β : Γ→ Aut(A[C4]), βr(z1, z2, z3, z4) = (e
2ipir1z1, e
−2ipir1z2, e
2ipir2z3, e
−2ipir2z4),
for each element r = (e2ipir1 , e2ipir2) ∈ Γ. Immediately we obtain a decomposition of the algebra
A[C4] into spectral subspaces labelled by elements of Γ̂,
(3.10) A[C4] =
⊕
ζ∈Γ̂
Aζ [C
4],
where the ζ-spectral subspace is defined to be
Aζ [C
4] :=
{
a ∈ A[C4] | βr(a) = ζ(r)a for all r ∈ Γ
}
.
In contrast to the completed summation in eq. (2.4), the direct sum (3.10) is purely algebraic.
Let us define a collection {Vζ | ζ ∈ Γ̂} of unitary multipliers by
(3.11) Vζ := λ(σ
1
ζ )
∗ ∈ M(C∗(Γ)) ⊆ M(C0(C
4)>⊳Γ).
Since the elements of the commutative algebra A[C4] are affiliated to the C∗-algebra C0(C
4), it
therefore makes sense to conjugate them by the multipliers Vζ , resulting in a new set of elements
affiliated to C0(C
4)>⊳Γ. Given ζ ∈ Γ̂ and a ∈ Aζ [C
4] an element of the ζ-spectral subspace, we
define
aˆ := Vζ aV
∗
ζ .
It is not difficult to see that the elements aˆ are normal operators. We already know that they
are affiliated to the crossed product C0(C
4)>⊳Γ and so our task is to prove that they are also
affiliated to the Landstad algebra C0(C
4
σ) ⊆ M(C0(C
4)>⊳Γ) for the σ-twisted dual action.
Proposition 3.10. Let f ∈ C0(C). Then for each a ∈ Aζ [C
4] the element f(aˆ) belongs to the
multiplier algebra M(C0(C
4
σ)).
Proof. First we check that f(aˆ) is invariant under the twisted action ρˆσ. In fact it is enough to
check that aˆ is invariant: we compute that
(3.12) ρˆσξ (aˆ) = ρˆ
σ
ξ (Vζ) ρˆ
σ
ξ (a) ρˆ
σ
ξ (Vζ)
∗.
Individually computing each of the factors on the right hand side gives
ρˆσξ (a) = λ(σ
1
ξ ) ρˆξ(a)λ(σ
1
ξ )
∗ = λ(σ1ξ ) aλ(σ
1
ξ )
∗,
ρˆσξ (Vζ) = ρˆξ
(
λ(σ1ζ )
∗
)
= λ(σ1ζ+ξ)
∗ = λ(σ1ζ )
∗λ(σ1ξ )
∗ = Vζ λ(σ
1
ξ )
∗,
where the first calculuation uses the fact that the element aζ is ρˆ-invariant and the second uses
the fact that λ is a group homomorphism. Substituting these expressions into eq. (3.12), we
deduce that
ρˆσξ (aˆ) = Vζ λ(σ
1
ξ )
∗
(
λ(σ1ξ ) aλ(σ
1
ξ )
∗
)
λ(σ1ξ )V
∗
ζ = Vζ aV
∗
ζ = aˆ,
as required. Next we show that the map
(3.13) Γ→M(C0(C
4)>⊳Γ), r 7→ λrf(aˆ)λ
∗
r
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is norm continuous. Indeed, we have that
λrf(aˆ)λ
∗
r = Vζλrf(a)λ
∗
rV
∗
ζ = Vζf(λraλ
∗
r)V
∗
ζ
and, since the function f is continuous and vanishes at infinity, the map (3.13) is indeed norm
continuous. This shows that the element f(aˆ) satisfies the first two of Landstad’s conditions in
Def. 2.3, whence it is an element of the multiplier algebra M(C0(C
4
σ)). 
Proposition 3.11. For each a ∈ Aζ [C
4], the set
I := {f(aˆ)Aσ | f ∈ C0(C)}
is linearly dense in Aσ.
Proof. It is straightforward to check that I is invariant under the action ρˆσ, since the latter
is implemented by the unitary elements λr for each r ∈ Γ. Let g ∈ C0(C) be the function
g(z) := (1 + z∗z)−1. Then g(aˆ) = Vζ(1 + a
∗a)−1V ∗ζ and so we find that
[C∗(Γ)g(aˆ)AσC∗(Γ)] =
[
C∗(Γ)Vζ(1 + a
∗a)−1V ∗ζ A
σC∗(Γ)
]
⊆ [C∗(Γ)IC∗(Γ)] ,(3.14)
where we have used the equality C∗(Γ)Vζ = C
∗(Γ). It is clear that the set V ∗ζ A
σC∗(Γ) is linearly
dense in C0(C
4)>⊳Γ and so, since a is affiliated to C0(C
4)>⊳Γ, it follows that the set
C∗(Γ)(1 + a∗a)−1V ∗ζ A
σC∗(Γ)
is linearly dense in C0(C
4)>⊳Γ. Using the inclusion (3.14), we deduce that the set C∗(Γ)IC∗(Γ)
is linearly dense in C0(C
4)>⊳Γ. Using [19, Lem. 2.6] we obtain the linear density of I in Aσ. 
Introducing the homomorphism of C∗-algebras
πa : C0(C)→ M(C0(C
4
σ)), πa(f) := f(aˆ),
for each j = 1, . . . , 4, we arrive at the desired theorem.
Theorem 3.12. For each a ∈ Aζ [C
4] the homomorphism πa is a morphism of C
∗-algebras and
the element aˆ is a normal operator affiliated to C0(C
4
σ).
Proof. By Prop. 3.11, the norm closure of the set πa(C0(C))A
σ is equal to Aσ, which shows
that πa : C0(C) → A
σ is a morphism of C∗-algebras. Let ι ∈ C0(C)
η be the identity function
defined by ι(z) = z for all z ∈ C. Then applying the morphism πa to the function ι, we find
that πa(ι) = ι(aˆ) = aˆ ∈ (A
σ)η , whence the result. 
Given an element of the coordinate algebra a ∈ A[C4], we therefore obtain a new element aˆ
by first decomposing a into its spectral components according to eq.(3.10) and then taking the
appropriate conjugate of each component. The latter theorem shows that this new element aˆ
is affiliated to the noncommutative C∗-algebra C0(C
4
σ).
Definition 3.13. The coordinate algebra A[C4σ] of noncommutative twistor space C
4
σ is the
unital ∗-algebra
A[C4σ] :=
{
aˆ | a ∈ A[C4]
}
.
One finds that the commutation relations in the algebra A[C4σ] are given by
aˆζ aˆξ = σ(ζ, ξ)
2aˆξaˆζ
for each pair of elements aˆζ ∈ Aζ [C
4
σ] and aˆξ ∈ Aξ[C
4
σ] with respect to the spectral decompo-
sition (3.10). The affiliation relation between the C∗-algebra C0(C
4
σ) (describing the topology
of noncommutative twistor space) and the coordinate algebra A[C4σ] (describing its algebraic
structure) will be of particular importance in the final section, when we come to discuss the
geometry of the noncommutative twistor fibration and the construction of instantons.
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4. Gauge Theory on Noncommutative Spin Manifolds
It is the founding principle of noncommutative geometry that the structure of a classical
Riemannian spin manifold is encoded very succinctly in terms of an associated spectral triple, a
notion which gives a very natural way to generalize many of the standard tools of differential
geometry to the context of noncommutative spaces. In this section we recall the basic theory
of spectral triples and examine the extent to which their symmetries describe gauge theories.
4.1. Spectral triples and noncommutative spin geometry. Let A be a unital C∗-algebra.
According to the standard parlance of noncommutative geometry, we think of A as the algebra
of continuous functions on some underlying ‘virtual’ compact topological space. The essence
of a spin geometry on this noncommutative space is encapsulated by the following definition
[9, 26].
Definition 4.1. A spectral triple (A,H,D) over a unital C∗-algebra A consists of:
(i) a Hilbert space H equipped with a faithful representation µA : A→ B(H);
(ii) an unbounded self-adjoint operator D : Dom(D)→H with compact resolvent
such that the Lipschitz algebra
A := {a ∈ A | [D,µA(a)] ∈ B(H)}
is a dense ∗-subalgebra of A. Such a triple is called even if it is graded, i.e. if there exists a
self-adjoint operator Γ : H → H with Γ2 = idH such that ΓD +DΓ = 0 and ΓµA(a) = µA(a)Γ
for all a ∈ A. Otherwise the triple is said to be odd.
Example 4.2. Let X be a compact Riemannian spin manifold and let A = C(X) be the C∗-
algebra of continuous complex-valued functions on X. Let H = L2(M,S) be the Hilbert space
of square-integrable sections of the spinor bundle S, upon which A acts faithfully by pointwise
multiplication, and let D : Dom(D) → H denote the Dirac operator on X determined by the
Riemannian metric. The datum (A,H,D) is called the canonical spectral triple over A, for which
the Lipschitz algebra A is nothing other than the ∗-algebra of Lipschitz functions on X. The
canonical spectral triple is even if and only if the underlying manifold X is even-dimensional.
Next we come to the differential structure of a noncommutative spin manifold. Given a spec-
tral triple (A,H,D) over a C∗-algebra A, one associates to it a canonical first order differential
calculus (Ω1DA,d) in the following way.
Definition 4.3. The A-A-bimodule Ω1DA of differential one-forms over A is defined to be
(4.1) Ω1DA := {ω =
∑
j
aj0[D, a
j
1] | a
j
0, a
j
1 ∈ A},
where the summations defining the one-forms ω ∈ Ω1DA are taken to be convergent in the norm
topology on B(H). The exterior derivative d : A→ Ω1DA is defined by the formula da := [D, a]
for each a ∈ A.
The exterior derivative d : A → Ω1DA extends in the usual way [9] by imposing a graded
Leibniz rule and requiring that d2 = 0, followed by making a quotient by Connes’ ideal of ‘junk’
differential forms, yielding a complex of higher differential forms
Ω∗DA =
⊕
k
ΩkDA
for k = 0, 1, 2, . . ., whose differential we denote by d : ΩkDA→ Ω
k+1
D A.
Example 4.4. In the case of the canonical spectral triple over a compact spin manifold X, this
definition of Ω1DA recovers the A-bimodule Ω
1
D(X) of continuous one-forms on X, which extends
to a complex of higher differential forms in the standard way, of course taking into account the
fact that the exterior derivative is an unbounded operator and hence only has dense domain.
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Combining the canonical spectral triple over a Riemannian spin manifoldX with the Landstad-
Kasprzak deformation theory gives a natural way of obtaining noncommutative spin geometries.
Indeed, let X be a compact Riemannian spin manifold and let (A,H,D) denote the canonical
spectral triple over A = C(X). Suppose that X is equipped with an isometric action of a
compact Abelian group Γ and denote by α : Γ → Aut(A) the corresponding action of Γ on A.
Let σ : Γ̂× Γ̂→ T be a two-cocycle on Γ̂ and write (Aσ ,Γ, ασ) for the twisted covariant system
obtained from the classical covariant system (A,Γ, α).
The passage from A to Aσ deforms the topological space X into a virtual noncommutative
space Xσ, in the sense that we regard A
σ = C(Xσ) as the C
∗-algebra of continuous functions
on Xσ. However, we otherwise leave the spin structure alone, i.e. we leave unchanged the
Hilbert space and the Dirac operator of the canonical spectral triple. The isometric action of
Γ on X lifts to the spinor bundle S (although not canonically so, there are in general many
inequivalent choices, cf. for example [13]). Given such a lift, let us write µΓ : Γ → B(H) for
the corresponding unitary representation on the Hilbert space of square-integrable sections and
assume that the action is smooth, in the sense that µΓ(Dom(D)) ⊆ Dom(D). Then we have
(4.2) µΓ(g)µA(a)µΓ(g
−1) = µA(αg(a)), µΓ(g)DµΓ(g
−1) = D,
for all g ∈ Γ. The first condition in (4.2) says that we have a covariant representation of (A,Γ, α)
on the Hilbert space H and hence a representation of the crossed product A>⊳α Γ. Using the
isomorphism A>⊳α Γ ≃ A
σ>⊳ασ Γ, we obtain a representation of the twisted covariant system
(Aσ ,Γ, ασ) on the same Hilbert space H.
The second condition in (4.2) implies that, by leaving the Hilbert space and the Dirac operator
unchanged, we obtain a spectral triple (Aσ,H,D) over the deformed C∗-algebra Aσ = C(Xσ)
and hence a noncommutative spin geometry on the quantum space Xσ. Here we write A
σ for
the Lipschitz algebra of Aσ in the sense of Def. 4.1 (which should not be confused with the
noncommutative coordinate algebras obtained as in Def. 3.13). The details are checked just
as in [11, 5]. We write Ω∗D(Xσ) for the differential calculus determined by the Dirac operator.
Since the Dirac operator is unchanged, we call (Aσ,H,D) the spectral triple over Aσ obtained
by isospectral deformation of the classical spectral triple (A,H,D) over A.
4.2. Gauge theory of noncommutative spin manifolds. In classical Riemannian geometry,
a unitary gauge theory over a given manifold X consists of a Hermitian vector bundle over X
equipped with a metric-compatible connection. Here we recall how to generalize this idea to
noncommutative spin manifolds.
Let A be a unital C∗-algebra with norm ‖ · ‖A. Recall that the notion of a Hermitian vector
bundle over the underlying noncommutative space is given by that of a Hilbert A-module.
Definition 4.5. A right Hilbert A-module, denoted E ⇌ A, is a right A-module E equipped
with a right A-valued inner product
(4.3) 〈·, ·〉A : E × E → A
such that E is complete in the norm ‖e‖2 = ‖〈e, e〉‖A, where e ∈ E .
The module E plays the role of the space of continuous sections of an underlying vector
bundle. Indeed, given a compact Hausdorff space X, every (finitely generated and full) Hilbert
module E ⇌ C(X) is isomorphic to the right C(X)-module Γ(X,E) of continuous sections of
some Hermitian vector bundle E → X. We write End∗A(E) for the C
∗-algebra of adjointable
linear operators [21] on a right Hilbert module E ⇌ A. If E is equipped with a representation
B → End∗A(E), we write B → E ⇌ A and say that E is a Hilbert B-A bimodule.
Remark 4.6. Just as we did for spectral triples in Def. 4.1, we allow Hilbert modules E ⇌ A
and Lipschitz modules E ⇌ A to be Z2-graded, which in turn imposes a grading on the C
∗-
algebra End∗A(E). In doing so, when taking tensor products of such modules we shall always
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mean the graded tensor product; similarly, the tensor product of graded linear operators will
always be the graded one [18].
Let (A,H,D) be a spectral triple over a unital C∗-algebra A. The following definition gives
us an appropriate notion of connection on a noncommutative vector bundle.
Definition 4.7. A Hermitian connection ∇ on a right Hilbert module E ⇌ A is an unbounded
linear map ∇ : Dom(∇)→ E ⊗AΩ
1
DA with dense domain Dom(∇) ⊆ E , obeying the conditions
∇(ea) = (∇e)a+ e⊗ da,
d〈e, f〉A = 〈∇e, f〉A + 〈e,∇f〉A,
for all e, f ∈ Dom(∇) and all a ∈ A.
Now that we have a suitable notion of a vector bundle with connection, we are ready to
discuss its gauge theory [9, 10, 7]. Let (A,H,D) be a spectral triple over a unital C∗-algebra A
and let E ⇌ A be a finitely generated right Hilbert A-module. In this paper we shall consider
two types of gauge transformations which arise naturally in noncommutative geometry. The
first is the obvious generalization of the unitary gauge group of a classical Hermitian vector
bundle.
Definition 4.8. The external gauge group of the module E ⇌ A is the group
Ge(E) := {U ∈ End
∗
A(E) | UU
∗ = idE = U
∗U}
of unitary endomorphisms of the module E ⇌ A.
The external gauge group Ge(E) of the module E ⇌ A acts upon a Hermitian connection
∇ : Dom(∇)→ E ⊗A Ω
1
DA in the usual way by conjugation,
(4.4) ∇ 7→ ∇U := (U ⊗ idΩ1)∇U
∗,
for each U ∈ Ge(E), yielding a new connection ∇
U : Dom(∇U )→ E ⊗A Ω
1
DA.
The second type of gauge transformation we shall need arises from the notion of Morita
equivalence between C∗-algebras. With (A,H,D) as above, recall that any C∗-algebra B which
is Morita equivalent to A is necessarily isomorphic to the algebra of adjointable endomorphisms
of some finitely generated right Hilbert A-module, that is to say
B = End∗A(E)
for some E ⇌ A. Given a choice ∇ : Dom(∇)→ E ⊗A Ω
1
DA of Hermitian connection, one may
construct a new spectral triple (B,HE ,D∇) over the C
∗-algebra B by setting
(4.5) HE := E ⊗A H, D∇ := id⊗D +∇⊗ id,
with B the corresponding Lipschitz algebra. This construction first appeared in [10].
In the special case where B = E = A, a connection is given by an unbounded linear map
∇ : A → Ω1DA
and we automatically have that ∇ = d + ω for some self-adjoint one-form ω = ω∗ ∈ Ω1DA.
Using the identification H := E ⊗A H we have that D∇ = D + ω. In this special case, we
write Dω := D∇, so that a choice of connection results in a perturbation D 7→ Dω of the Dirac
operator on A.
Definition 4.9. The internal gauge group of the spectral triple (A,H,Dω) is the group
U(A) := {u ∈ A | u∗u = 1A = uu
∗}
of unitary elements of the C∗-algebra A.
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The internal gauge group U(A) acts upon the spectral triple (A,H,Dω) by unitary equiva-
lences, according to the replacement
Dω 7→ D
u
ω := uDωu
∗
or, equivalently, according to the familiar transformation rule
(4.6) ω 7→ ωu := uωu∗ + u[D,u∗]
for each u ∈ U(A). When the algebra A is commutative, the one-forms commute with functions
and so the fluctuations D 7→ Dω and the action (4.6) of the internal gauge group U(A) are trivial
[10, 3]. The internal gauge group is therefore not visible in gauge theory over a commutative
algebra: it is a purely ‘quantum’ phenomenon.
Remark 4.10. Although the external gauge group Ge(E) and the internal gauge group U(A)
may at first appear to be very different and irreconcilable entities, it turns out that there is in
fact a very natural unifying framework in which these two notions of gauge transformation may
be brought together [7]. More on this will be reported elsewhere.
5. The Noncommutative Topology of Instanton Gauge Fields
This final section is dedicated to the study of instantons on the noncommutative four-sphere
S4σ constructed earlier in the paper. We begin with a brief review of the basic definitions of anti-
self-dual fields (instantons) and their gauge theory. We then recall the construction of instantons
on the classical four-sphere S4, to which we apply the Landstad-Kasprzak deformation functor.
5.1. Instantons on noncommutative four-spheres. Following Rem. 3.9, we recall that the
topological deformation of S4 described in §3.1 was implemented by the action of a two-torus
Γ = T2 acting continuously on the four-sphere S4. However, in order to preserve the spin
geometry of S4 and obtain an isospectral noncommutative manifold as in §4.1, we assume in
addition that Γ acts upon S4 by Euclidean isometries. The very form of the isometry group of
S4 justifies our assumption that Γ is a torus of rank two and not of higher rank.
In this section we shall simplify our notation and write A := C(S4σ) for the Landstad–Kasprzak
deformation of the classical C∗-algebra C(S4), writing (A,H,D) for the spectral triple over A
obtained by isospectral deformation: this determines the noncommutative Riemannian spin
structure of the quantum sphere S4σ. The corresponding Hodge structure is obtained just as in
[5]. Let us recall the definition.
Definition 5.1. The Hodge ∗-operator on S4σ is the linear map ∗ : Ω
r(S4σ)→ Ω
4−r(S4σ) defined
for each ω1, ω2 ∈ Ω
r(S4σ) by the formula
ω1 ∧ (∗ω2) = (ω1, ω2)̟,
where ( , ) is the Hermitian structure on differential forms and ̟ denotes the volume form.
As an operator ∗ : Ωr(S4σ)→ Ω
4−r(S4σ), the Hodge ∗-operator obeys ∗
2 = (−1)rid and so, in
particular, it maps the space Ω2(S4σ) of two-forms onto itself. One therefore has a direct sum
decomposition into eigenspaces
(5.1) Ω2(S4σ) = Ω
2
+ ⊕ Ω
2
−,
where Ω2± := {ω ∈ Ω
2(S4σ) | ∗ ω = ±ω}. The elements of Ω
2
+ are said to be self-dual; the
elements of Ω2− are said to be anti-self-dual.
Now let E ⇌ A be a finitely generated right Hilbert A-module, which we assume arises as
a deformation of the space of sections of a Γ-equivariant vector bundle over S4 in the sense of
[5]. Let ∇ : Dom(∇)→ E ⊗AΩ
1(S4σ) be a Hermitian connection on E and consider the spectral
triple (B,HB,DB) over the C
∗-algebra B = End∗A(E) described in eq. (4.5).
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The assumption that the module E is Γ-equivariant implies that it is in fact an A-bimodule
and in particular that there is an isomorphism HomA(E ,E⊗AΩ
2(S4σ))
∼= End∗A(E)⊗AΩ
2(S4σ) (cf.
[5] for a careful explanation of these facts, in particular that End∗A(E) is also an A-A-bimodule
and so the right hand side of the latter identification is well defined). As a consequence, the
Hodge ∗-operator extends to a linear map
id⊗ ∗ : End∗A(E)⊗A Ω
2(S4σ)→ End
∗
A(E)⊗A Ω
2(S4σ)
on endomorphism-valued two-forms.
Definition 5.2. A Hermitian connection ∇ : Dom(∇) → E ⊗A Ω
1(S4σ) on E is said to be an
instanton if its curvature F∇ ∈ End
∗
A(E)⊗A Ω
2(S4σ) is an anti-self-dual two-form.
Under the action (4.4) of the external gauge group Ge(E), the curvature F∇ of the connection
∇ transforms according to the rule
F∇ 7→ F∇U = (U ⊗ idΩ2)F∇(U
∗ ⊗ idΩ2), U ∈ Ge(E),
from which it follows that, if ∇ is an instanton, then so is the gauge-transformed connection
∇U (due to the fact that, in the tensor product End∗A(E)⊗AΩ
2(S4σ), the endomorphism U acts
upon the factor End∗A(E), whereas the Hodge operator acts only upon Ω
2(S4σ), cf. [5]).
The action of the two-torus Γ upon the classical sphere S4 is by Euclidean isometries and so
it commutes with the Hodge ∗-operator ∗ : Ω2D(S
4)→ Ω2D(S
4), whence the same is true of the
Hodge operator ∗ : Ω2DA → Ω
2
DA on the noncommutative sphere S
4
σ. In this case the internal
gauge group U(A) is interpreted as being the group of continuous functions on S4σ with values
in the circle group U(1).
The action (4.6) of the internal gauge group U(A) upon the spectral triple (A,H,D), by
unitary equivalences therefore preserves the eigenspace decomposition (5.1) of two-forms into
self-dual and anti-self-dual components, since the same is true in the classical case. It follows
that the internal gauge group also preserves the anti-self-dual curvature condition and so it has
a well defined action upon the space of instanton connections.
Remark 5.3. The philosophy that we shall adopt in the present paper is that, if we wish
to construct the space of gauge equivalence classes of instanton connections on a given vector
bundle over S4σ, we should divide the space of all such instanton connections not just by the
group of external gauge transformations (as we would do in classical geometry) but also by the
action of the internal gauge group (cf. [4]).
5.2. Construction of instantons on the classical sphere. In order to construct instantons
on the noncommutative sphere S4σ, our strategy will be to start with the construction of in-
stantons on the classical sphere S4 and then to see what happens to this construction under
the deformation. Let E ⇌ A be a finitely generated right Hilbert module over the C∗-algebra
C(S4), necessarily isomorphic to the space Γ(S4, E) of continuous sections of some Hermitian
vector bundle E → S4.
Let us further specify the topology of our vector bundle by assuming that E ⇌ A has Chern
numbers ch0(E) = n and ch2(E) = k, the noncommutative analogues of the rank and the first
and second Chern classes [9, 16] (the first Chern class ch1(E) is automatically zero, since it
takes values in the trivial homology group H2(S4,Z)).
As already mentioned, in this case the action of the internal gauge group is trivial and so
the gauge freedom for connections on E is given by the external gauge group Ge(E). Given a
connection ∇ we write [∇] for its equivalence class under the action of this gauge group.
Definition 5.4. The moduli space of instantons on E is defined to be the set
Mk,n := {[∇] | ∗ (F∇) = −F∇}
of gauge equivalence classes of connections ∇ : Dom(∇) → E ⊗A Ω
1
D(S
4) with anti-self-dual
curvature.
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The moduli space Mk,n has a natural topology inherited from that of the affine space of all
connections on E although, of course, it is far from being Hausdorff, due to the presence of
singularities coming from the fixed points of the gauge group action.
As remarked in the introduction, the construction of instantons is equivalent to the con-
struction of holomorphic vector bundles over CP3. The crucial ingredient in doing so is the
following.
Definition 5.5. Let k, n ∈ Z be fixed positive integers. A monad with indices k, n over
homogeneous twistor space C4 is a complex of free right C0(C
4)-modules
(5.2) M : 0→ H ⊗C0(C
4)
ρz
−→ K ⊗ C0(C
4)
τz−→ L⊗C0(C
4)→ 0,
where H, K and L are complex vector spaces of dimensions k, 2k + n and k respectively, such
that the right module maps ρz, τz are linear in the coordinates z1, . . . , z4 of C
4.
In the latter definition, we think of the coordinate functions z1, . . . , z4 ∈ C(C
4) as unbounded
operators affiliated to the C∗-algebra C0(C
4). As such, they act upon C0(C
4) via their z-
transforms,
zj ∈ C(C
4) 7→ z(zj) := zj(1 + zjz
∗
j )
−1/2 ∈ M(C0(C
4)),
for each j = 1, . . . , 4. The module maps ρz, τz being linear in the coordinate functions z1, . . . , z4
means that they have the form
(5.3) ρz =
∑
j
Mj ⊗ zj , τz =
∑
l
Nl ⊗ zl,
for complex-valued matrices Mj ∈ Mk,2k+n(C) and Nl ∈ M2k+n,k(C) with j, l = 1, . . . , 4. This
gives meaning to the composition of the maps ρz and τz, viz.
τz ◦ ρz =
∑
j,l
NjMl ⊗ zjzl.
For j ≤ l the quantities zjzl are all linearly independent, from which the condition τz ◦ ρz = 0
becomes explicitly
(5.4)
∑
b
(
N cbj M
bd
l + N
cb
l M
bd
j
)
= 0
for all j, l = 1, . . . , 4 and all c, d = 1, . . . , k. In the next definition, we denote the vector space
duals of H, K, L by H ′, K ′, L′, respectively.
Definition 5.6. Given a monad (5.2), we define its conjugate monad to be the complex of free
right modules
(5.5) M ′ : 0→ L′ ⊗ C0(C
4)
τ ′
J(z)
−−−→ K ′ ⊗ C0(C
4)
ρ′
J(z)
−−−→ H ′ ⊗ C0(C
4),
where J is the quaternionic involution defined in eq. (3.6) and τ ′z, σ
′
z are the adjoint maps defined
by the canonical Hermitian structures.
As with all constructions in linear algebra, the explicit form of a monad depends upon the
choice of basis in each of the vector spaces H, K and L. The following definition gives us a
precise formulation of when two monads are equivalent.
Definition 5.7. Monads M , M˜ are said to be equivalent if there is a commutative diagram
M : H ⊗ C0(C
4)
ρz
−−−−→ K ⊗ C0(C
4)
τz−−−−→ L⊗ C0(C
4)yu⊗id yv⊗id yw⊗id
M˜ : H˜ ⊗ C0(C
4)
ρ˜z
−−−−→ K˜ ⊗ C0(C
4)
τ˜z−−−−→ L˜⊗ C0(C
4)
for some invertible linear transformations u ∈ GL(H, H˜), v ∈ GL(K, K˜) and w ∈ GL(L, L˜). We
denote this equivalence relation by ∼.
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Definition 5.8. A monad (5.2) which is equivalent to its conjugate (5.5) is said to be self-
conjugate. We write Mk,n for the set of all self-conjugate monads with indices k, n ∈ Z.
The self-conjugacy condition imposes a certain relationship between the matrices M j and N l
for j, l = 1, . . . , 4. Indeed, the adjoint maps ρ′J(z) and τ
′
J(z) have the explicit form
ρ′J(z) =
∑
j
Mj
∗ ⊗ J(zj)
∗, τ ′J(z) =
∑
l
Nl
∗ ⊗ J(zl)
∗,
where Mj
∗ and Nl
∗ denote the conjugate transpose matrices. From this one easily finds that,
for a monad to be self-conjugate, we must have
(5.6) N1 = −M2
∗, N2 =M1
∗, N3 = −M4
∗, N4 =M3
∗.
In this way, we think of the matrix elements Mabj and N
cd
l (modulo the relations (5.4) and (5.6))
as parametrizing the space Mk,n of self-conjugate monads.
Monads are the input data for the construction of instantons on S4. Indeed, the ADHM
construction [2] provides an algorithm for converting monads over C4 into vector bundles over S4
equipped with an instanton connection. Given a monad (5.2), its cohomology is a holomorphic
vector bundle over CP3 with rank n and second Chern number k. The self-conjugacy condition
(of being invariant under the quaternionic involution (3.6)) implies that this bundle is the pull-
back of a Hermitian vector bundle over S4 with the same rank and Chern number; the canonical
connection on this bundle has anti-self-dual curvature and every such connection arises from a
monad in this way.
It is known [2] that any two instanton connections are equivalent under the action of the
gauge group Ge(E) if and only if they arise from monads which are equivalent in the sense of
Def. 5.7. In this way, the moduli space of instantons on a given Hermitian vector bundle over
S4 is given by the quotient
Mk,n ≃ Mk,n/ ∼ .
As already mentioned, since the algebra A = C(S4) is commutative, the action (4.6) of the
internal gauge group U(A) is trivial [10, 3] and so plays no role in the classical case.
The subtle but important feature of the construction is that it replaces the rather awkward
infinite dimensional space of all instanton connections by the much more manageable finite
dimenional space Mk,n. Similarly, the infinite dimensional gauge group Ge(E) is replaced by the
finite dimensional group
(5.7) G = GL(H)×GL(K)×GL(L).
Obtaining the moduli space in this way as the quotient of finite dimensional spaces is a far
easier computation [14]. Our next step is to investigate the effect of the Landstad-Kasprzak
deformation theory of the twistor fibration upon the moduli space Mk,n and its topology.
5.3. A noncommutative space of monads. We now look to modify this formulation of the
space of monads over classical twistor space C4, with a view to obtaining an analogous picture
of the space of monads over noncommutative twistor space C4σ and hence a construction of
instantons on the quantum sphere S4σ. The first step is to deform each of the free modules
appearing in the complex (5.2) into free C0(C
4
σ)-modules.
In order to deform the algebra C0(C
4), we used the action
(5.8) β : Γ→ Aut(C0(C
4)), (βr(a))(x) := a(r
−1x),
where r ∈ Γ, a ∈ C0(C
4) and x ∈ C4. Given a finite-dimensional vector space H, the action
(5.8) extends to an action of Γ on the free right module H ⊗ C0(C
4) by
(5.9) βH : Γ→ End∗C0(C4)(H ⊗ C0(C
4)), βHr := id⊗ βr,
18
for each r ∈ Γ. Given a monad M and an element r ∈ Γ, we obtain a new monad by acting in
this way upon each of the modules in the complex (5.2), that is to say
M : H ⊗ C0(C
4)
ρz
−−−−→ K ⊗ C0(C
4)
τz−−−−→ L⊗ C0(C
4)yβHr yβKr yβLr
M r : H ⊗ C0(C
4)
ρrz−−−−→ K ⊗ C0(C
4)
τrz−−−−→ L⊗ C0(C
4),
where the right module maps in the sequence M r are defined by
ρrz := β
K
r ◦ ρz ◦ β
H
r−1 , τ
r
z := β
L
r ◦ τz ◦ β
K
r−1 ,
for each r ∈ Γ. It is clear that τ rz ◦ ρ
r
z = 0, so the group action preserves the monad condition.
Moreover, since the action (5.8) commutes with the quaternionic structure (3.6), if the given
monad M is self-conjugate, then so is the resulting monad M r, giving us a natural action of Γ
on the space Mk,n. Let us examine this action in more detail: to do so we introduce the notation
µr = (µrj) := (e
2ipir1 , e−2ipir1 , e2ipir2 , e−2ipir2)
so that, in the notation of eq. (3.9), we have βr(zj) = µ
r
jzj for each j = 1, . . . , 4.
Lemma 5.9. For each r ∈ Γ we have
(5.10) ρrz =
∑
j
µrjMj ⊗ zj, τ
r
z =
∑
l
µrlNl ⊗ zl.
Proof. For each r ∈ Γ and all v ∈ H, a ∈ C0(C
4), it is straightforward to compute that(
βKr ◦ ρz ◦ β
H
r−1
)
(v ⊗ a) = βKr
(∑
j
Mjv ⊗ z(zj)βr−1(a)
)
=
∑
j
Mjv ⊗ βr(z(zj))a
=
∑
j
µrjMjv ⊗ z(zj)a.
A similar computation establishes the analogous result for the map τz. 
Acting upon the modules according to (5.9) therefore induces a continuous action of Γ on
the space Mk,n, defined by eq. (5.10). In particular this means that, if we want to deform each
of the modules in the complex (5.2) into C0(C
4
σ)-modules, we cannot ignore the fact that the
Γ-action (5.9) also acts on the maps between these modules.
As a submanifold of C4k(2k+n), the space Mk,n of self-conjugate monads over C4 is a locally
compact and Hausdorff topological space. We shall therefore study it (and its deformations)
from the point of view of the C∗-algebra C0(M
k,n) of continuous functions vanishing at infinity.
The action (5.10) immediately gives rise by pull-back to an action
(5.11) β˜ : Γ→ Aut(C0(M
k,n))
of Γ by automorphisms of the C∗-algebra C0(M
k,n). In applying the deformation procedure to
twistor space, it follows that the space of monads is automatically deformed. With the same
cocycle σ : Γ̂× Γ̂→ T that we used in §3.1, we arrive at the following definition.
Definition 5.10. We write C0(M
k,n
σ ) for the Landstad-Kasprzak deformation of the C∗-algebra
C0(M
k,n) along the Γ-action (5.11) via the two-cocycle σ. We think of C0(M
k,n
σ ) as the algebra
of continuous functions vanishing at infinity on the noncommutative space Mk,nσ .
Now we turn to the algebraic structure of the space of monads. Just as in [4], we regard the
matrix elements Mabj and N
cd
l as coordinate functions on the space M
k,n. We write A[Mk,n]
for the coordinate algebra of Mk,n, that is to say, the commutative unital ∗-algebra generated
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by the matrix elements Mabj and their conjugates M
ab
j
∗, subject to the relations (5.4). In these
terms, the set of all pairs of module maps ρz, τz appearing in eq. (5.2) may be written
ρz : H ⊗ C0(C
4)→ A[Mk,n]⊗K ⊗ C0(C
4), ρz : v ⊗ a 7→
∑
j
Mj ⊗ v ⊗ z(zj)a,(5.12)
τz : K ⊗ C0(C
4)→ A[Mk,n]⊗ L⊗ C0(C
4), τz : w ⊗ a 7→
∑
j
Nj ⊗ w ⊗ z(zj)a,(5.13)
for all a ∈ C0(C
4), v ∈ H and w ∈ K. Evaluation of the coordinate functions Mj , Nj at a point
of the space Mk,n yields precisely the self-conjugate monad labelled by that point.
Applying the deformation procedure therefore yields a pair of families of module maps
ρˆz : H ⊗ C0(C
4
σ)→ A[M
k,n
σ ]⊗K ⊗ C0(C
4
σ), ρˆz : v ⊗ a 7→
∑
j
Mˆj ⊗ v ⊗ z(zˆj)a,(5.14)
τˆz : K ⊗ C0(C
4
σ)→ A[M
k,n
σ ]⊗ L⊗ C0(C
4
σ), τˆz : w ⊗ a 7→
∑
j
Nˆj ⊗ w ⊗ z(zˆj)a,(5.15)
where a ∈ C0(C
4
σ), v ∈ H and w ∈ K. The elements zˆj , j = 1, . . . , 4, denote the generators of
the coordinate algebra A[C4σ]. Moreover, we write Mˆj , Nˆl for the elements affiliated to C0(M
k,n
σ )
obtained by conjugating the matrix elements Mj , Nl by appropriate unitaries, in analogy with
eq. (3.11).
Since the torus action preserves the monad condition τz ◦ ρz = 0, we automatically find that
τˆz ◦ ρˆz = 0. We define the coordinate algebra A[M
k,n
σ ] of the noncommutative parameter space
M
k,n
σ to be the unital ∗-algebra generated by the conjugated matrix elements Mˆabj , Nˆ
cd
l , for each
j, l = 1, . . . , 4 and a.d = 1, . . . , k, b, c = 1, . . . , 2k + n, subject to the relations coming from the
monad condition (see [4] for further details).
Although the parameter space Mk,nσ has fewer classical points than the original space Mk,n,
we may nevertheless work with the whole family at once, by considering it as parametrizing
a quantum family of maps in the sense of [30, 23]. Moreover, as shown in [4, 8], there is a
noncommutative version of the ADHM construction which produces a family of instantons on
the quantum sphere S4σ parametrized by the space M
k,n
σ , that is to say a noncommutative family
of Hermitian vector bundles over S4σ with rank n and second Chern class k, equipped with a
canonical family of connections having anti-self-dual curvature (since the homology groups of
the noncommutative sphere S4σ are isomorphic to those of the classical four-sphere [5], the first
Chern class of this family of bundles is automatically zero). It is beyond the scope of this paper
to recall the construction here: we are interested more in the structure of the noncommutative
parameter space Mk,nσ itself.
5.4. Gauging away noncommutative parameters. In this final section of the paper we
investigate how the internal gauge group of the quantum sphere S4σ interacts with the topology
of the parameter space Mk,nσ . In this case the algebra C(S4σ) is noncommutative and so the
gauge theory of instantons on S4σ is now also affected by the internal gauge group U(A) of the
function algebra A = C(S4σ).
Once again we rely on the fact that the C∗-algebra A = C(S4σ) has a spectral decomposition
A =
⊕
ζ∈Z2
Aζ .
This determines an action of the dual group Γ̂ = Z2 upon A by ∗-automorphisms, according to
the formula
(5.16) δˆ : Γ̂→ Aut(A), δˆξ(a) := σ
−2(ζ, ξ) a,
defined here for each homogeneous element a ∈ Aζ and extended by linearity. The fact that
σ is a bicharacter means that this is a well-defined group action. This is a version of the
‘bosonization’ action described by Majid for Hopf algebras [25], but now at the level of group
actions on C∗-algebras.
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Proposition 5.11. The group action δˆ : Γ̂→ Aut(A) is by inner automorphisms of A.
Proof. We consider E := A as a right Hilbert module over itself by right multiplication, with
A-valued inner product defined by 〈a, b〉A := a
∗b for each a, b ∈ E . We write π : A→ End∗A(E)
for the representation of A upon E by left multiplication. Then each ξ ∈ Γ̂ gives rise to a
representation of A upon E by
πξ : A→ BA(E), πξ := π ◦ δˆξ.
For fixed ξ ∈ Γ̂, we get a map
Wξ : E → E , Wξ(e) = σ
−2(ζ, ξ) e,
defined for each homogeneous element e ∈ Aζ and extended by linearity. This defines a unitary
isomorphism of Hilbert modules which intertwines the representations π and πξ, whence there
exists a unitary element u ∈ End∗A(E) such that uπ(a)u
∗ = πξ(a) for all a ∈ A [12]. However,
since A is unital, we have End∗A(E) = A, from which the result follows immediately. 
As a consequence we obtain an injective group homomorphism from the discrete group Γ̂ into
the internal gauge group of S4σ,
(5.17) δˆ : Γ̂→ U(A),
given by sending the element ξ ∈ Γ̂ to the unitary element u ∈ U(A) which implements the
automorphism δˆξ.
The action (5.16) lifts to give a group homomorphism
(5.18) δˆ : Γ̂→ Aut(C0(C
4
σ)), δˆξ(a) := σ
−2(ζ, ξ)a,
for each ξ ∈ Γ̂ and each homogeneous element a ∈ C0(C
4
σ)ζ with respect to the spectral de-
coposition of C0(C
4
σ). Given a monad over the noncommutative twistor space, the action of an
element ξ ∈ Γ̂ gives rise to a new monad determined by the diagram
M : H ⊗C0(C
4
σ)
ρz
−−−−→ K ⊗ C0(C
4
σ)
τz−−−−→ L⊗ C0(C
4
σ)yid⊗δˆξ yid⊗δˆξ yid⊗δˆξ
M ξ : H ⊗C0(C
4
σ)
ρξz
−−−−→ K ⊗ C0(C
4
σ)
τξz−−−−→ L⊗ C0(C
4
σ),
where the right module maps in the complex M ξ are defined by
ρξz := (id⊗ δˆξ) ◦ ρz ◦ (id⊗ δˆ
∗
ξ ), τ
ξ
z := (id⊗ δˆξ) ◦ τz ◦ (id⊗ δˆ
∗
ξ ).
A computation along similar lines to those in Lem. 5.9 yields the explicit expressions
ρξz :=
∑
j
σ−2(ζj, ξ)Mj ⊗ zˆj , τ
ξ
z :=
∑
j
σ−2(ζj, ξ)Nj ⊗ zˆj,
for the module maps in the monad M ξ. By construction, the instanton bundles corresponding
to the monads M and M ξ via the noncommutative ADHM construction are gauge equivalent
under the internal gauge symmetry δˆξ. Indeed, it is explained in [4] that the action of Γ̂ on
monads induces an action upon the corresponding instanton connections via conjugation by a
unitary automorphism. This is a purely ‘quantum’ phenomenon which becomes trivial in the
classical limit where σ is the trivial bicharacter.
More generally, the same idea works for noncommutative families of monads over C4σ. Once
again regarding the matrix elements Mˆabj and Nˆ
cd
j as generators of the coordinate algebra
A[Mk,nσ ], under the gauge transformation δξ the quantum families of maps (5.12)–(5.13) become
ρˆξz :=
∑
j
σ−2(ζj, ξ)Mˆj ⊗ zˆj , τˆ
ξ
z :=
∑
j
σ−2(ζj, ξ)Nˆj ⊗ zˆj,
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hence defining an action of Γ̂ upon C0(M
k,n
σ ) by gauge transformations:
δˆ : Γ̂→ Aut(C0(M
k,n
σ )), δˆξ(a) = σ
−2(ζ, ξ) a,
for each j = 1, . . . , 4 and each homogeneous element a ∈ C0(M
k,n
σ )ζ , then extended to C0(M
k,n
σ )
by linearity. Once again it is shown in [4] that the corresponding noncommutative families of
instantons produced by the noncommutative ADHM construction are related via conjugation
by a unitary operator under the action of the group Γ̂.
It follows that the ‘points’ of the noncommutative space Mk,nσ which lie in the same Γ̂-orbit
describe gauge equivalent instanton connections. Consequently, we should quotient the space
M
k,n
σ by the action of Γ̂ in order to obtain a more efficient space of parameters. In this way, we
obtain a covariant system (C0(M
k,n
σ ), Γ̂, δˆ) and hence an associated crossed product C∗-algebra
B := C0(M
k,n
σ )>⊳δˆ Γ̂ describing the quotient of the space M
k,n
σ by the gauge transformations
induced by the action of the Pontryagin dual group Γ̂.
Our goal is to obtain different factorizations of the crossed product algebra B by equipping
it with a family of Γ̂-product structures. Recall that, in order to have such a structure, we need
a pair of group homomorphisms
Γ→ Aut(B), Γ̂→ UM(B),
satisfying the conditions of Def. 2.2 (although now in the dual picture with Γ and Γ̂ inter-
changed). We begin by taking λˆ : Γ̂ → UM(B) to be the canonical inclusion described in
eq. (2.3) of Γ̂ into the crossed product C0(M
k,n
σ )>⊳δˆ Γ̂.
On the other hand, for each r = (e2ipir1 , e2ipir2) ∈ Γ and each m = (m1,m2) ∈ Γ̂, let us define
a group homomorphism
(5.19) β˜m : Γ→ Aut(C0(M
k,n
σ )), β˜
m(r) := β˜
(
(e2ipim1r1 , e2ipim2r2)
)
,
where β˜ : Γ→ Aut(C0(M
k,n
σ )) is the torus action (5.11). We shall refer to the element m ∈ Γ̂ as
the winding number of the homomorphism βm defined in eq. (5.19). Each such winding number
gives rise to an action of Γ on B = C0(M
k,n
σ )>⊳δˆ Γ̂ via the diagonal action, defined by
(5.20) αm : Γ→ Aut(B), (αmr (f))(ξ) := ξ(r)β
m
r (f(ξ)),
for each f ∈ Cc(Γ̂, C(M
k,n
σ )), r ∈ Γ, and extended by continuity.
Lemma 5.12. For each m ∈ Γ̂ the datum (B,αm, λˆ) constitutes a Γ̂-product.
Proof. It follows immediately from the definitions that αmr (λˆξ) = ξ(r)λˆξ for all r ∈ Γ and all
ξ ∈ Γ̂, which is all we needed to check. 
We write C0(M
k,n
m ) for the Landstad algebra of the crossed product C∗-algebra B determined
by the Γ̂-product (B,αm, λˆ). The Landstad theory of §2.1 immediately implies that, for each
winding number m ∈ Γ̂, we have an isomorphism B ≃ C0(M
k,n
m )>⊳ Γ̂. In particular, we have
C0(M
k,n
σ ) ≃ C0(M
k,n
0 ).
For each j, ξ ∈ Γ̂, we introduce the families of distributions
fj,ξ ∈M(B), fj,ξ(η) ∈ C0(M
k,n
σ )ξ if η = j
and fj,ξ(η) = 0 otherwise. These are simply the set of distributions concentrated at the point
j ∈ Γ̂ taking values in the ξ-spectral subspace C0(M
k,n
σ )ξ. The action (5.20) of Γ on M(B)
induces a Γ̂-grading upon M(B) for which the ζ-spectral subspace is given by
(5.21) M(B)ζ =
{
fζ−ξm,ξ ∈ M(B) | ξ ∈ Γ̂
}
,
where we have used the notation ξm := (m1ξ1,m2ξ2) for each ξ = (ξ1, ξ2) ∈ Γ̂.
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Proposition 5.13. The Landstad algebra Bm := C0(M
k,n
m ) for the action (5.20) is given by
Bm =
⊕
ζ∈Γ̂
{f−ζm,ζ ∈ M(B)} ,
whose ζ-spectral subspace is the set of distrubutions concentrated at −ζm and taking values in
C0(M
k,n
σ )ξ.
Proof. The fixed points in M(B) of the Γ-action (5.20) are precisely those of the degree zero
subalgebra for the grading (5.21), which is the algebra Bm as stated. The second and third
conditions of Def. 2.3 are now obvious. 
Let us check that there is a choice of winding number m ∈ Γ̂ for which the algebra of
parameters C0(M
k,n
m ) is commutative.
Theorem 5.14. There exists m ∈ Γ̂ and a factorization B ∼= C0(M
k,n
m )>⊳ Γ̂ such that C0(M
k,n
m )
is a commutative C∗-algebra.
Proof. On the homogeneous functions fj,ζ and fl,ξ, the product (2.1) in the multiplier algebra
M(B) simplifies greatly to
(fj,ζ ⋆ fl,ξ)(η) =
∫
Γ̂
fj,ζ(γ) δˆγ (fl,ξ(η − γ)) dγ
= fj,ζ(j) δˆj (fl,ξ(l))
= σ−2(ξ, j)fj,ζ(j)fl,ξ(l)
if η = j + l and zero otherwise. The relations in the Landstad algebra C0(M
k,n
m ) are therefore
given by
f−ζm,ζ ⋆ f−ξm,ξ = σ
−2(−ζm, ξ)σ−2(ξ, ζ)σ−2(ζ,−ξm) f−ξm,ξ ⋆ f−ζm,ζ .
Since σ is a group bicharacter, we may expand the coefficients involving σ−2 in terms of the
generators of the discrete group Γ̂, effectively reducing the situation to the algebraic case of [4].
As shown there, any choice of m = (m1,m2) for which m1+m2 = 1 makes the resulting algebra
C0(M
k,n
m ) commutative. 
Thus we have shown that, up to gauge transformations induced by the inner automorphisms
of the C∗-algebra C(S4σ), the system of instantons described by the space of monads over
noncommutative twistor space C4σ is determined equally well by each of the quantum parameter
spaces Mk,nm . Moreover, by making a certain choice of internal gauge, this parameter space may
always be chosen to be classical.
Within the parameter spaces Mk,nm there still remains the gauge freedom afforded by the
finite dimensional group G of eq.(5.7). Indeed, recall that, in order to compute the moduli
space of instantons on the classical sphere S4, it is sufficient to replace the infinite dimensional
gauge group by its finite dimensional counterpart. Moreover, in the above computations, we
have replaced the infinite dimensional group U(A) by the discrete group Γ̂ = Z2. It is therefore
natural to conjecture that, in order to compute the moduli space of instantons on the quantum
sphere S4σ, it is sufficient to replace the infinite dimensional gauge groups Ge(E) and U(A) by
the much simpler groups G and Γ̂.
6. Concluding Remarks
We conclude with a summary of the present paper, together with a few remarks regard-
ing some technical points which have been overlooked and some possible directions of future
research.
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As we have seen, the action of the group Γ = T2 upon the C∗-algebra C0(C
4) automatically
induces an action of Γ on the space of monads over twistor space C4. The functorial nature
of the Landstad–Kasprzak deformation procedure means that, in passing from C0(C
4) to the
noncommutative algebra C0(C
4
σ), we cannot avoid deforming the space M
k,n into the ‘quantum’
family of monads Mk,nσ over noncommutative twistor space C4σ.
The points of the space Mk,n corresponding to Γ-equivariant monads (that is to say, monads
with the property that M ∼M r for all r ∈ Γ) survive as classical points of the noncommutative
space Mk,nσ . This is equivalent to saying that the Γ-equivariant instantons on the classical
sphere S4 are preserved by the deformation procedure and automatically yield instantons on
the quantum sphere S4σ (see [5] for further details). On the other hand, the points of M
k,n
which correspond to monads which are not Γ-equivariant become ‘quantized’ by the deformation
procedure. Nevertheless, Thm. 5.14 shows that every equivalence class for the action of the
subgroup Γ̂ of the group of internal gauge transformations of S4σ contains a classical point.
In this paper we do not claim that all instantons on S4σ arise in this way from a monad
construction, although the results of [5] seem to indicate that this is the case. However, even
in the noncommutative case, equivalence of monads in the sense of Def. 5.7 under the action of
the group (5.7) continues to imply gauge equivalence of the corresponding instantons (cf. [8]
for further discussion in this direction).
As a way to interpret the noncommutative geometry of Thm. 5.14, we recall that the correct in-
terpretation of quotient spaces in noncommutative geometry is via crossed product C∗-algebras
[9]. This means that (up to Morita equivalence) the C∗-algebra C0(M
k,n
m )>⊳ Γ̂ should be thought
of as the algebra of continuous functions on the quotient space Mk,nm /Γ̂. The fact that, for each
m ∈ Γ̂, these crossed product C∗-algebras are all isomorphic leads to the following diagram of
noncommutative spaces:
M
k,n
σ

M
k,n
m

M
k,n
σ /Γ̂ ≃ M
k,n
m /Γ̂
As a consequence, we are directed towards a ‘stacky’ interpretation of the moduli space of
instantons on S4σ. The noncommutative spaces M
k,n
m are all equivalent presentations of the
‘stack’ Mk,nσ /Γ̂. Since in noncommutative geometry there is no reason to prefer classical spaces
over noncommutative ones, these presentations should be thought of as equivalent parameter
spaces for the same system of instantons. It remains to be seen how one should define a
topological stack over an appropriate category of noncommutative spaces, in order to make this
idea precise.
A small but important technical point we have overlooked (since it did not play a particularly
important role in the present paper) is that, strictly speaking, the space Mk,n of self-conjugate
monads introduced in Def. 5.8 is not parametrized by the matrix elements Mabj and N
cd
j , as
claimed in §5.2. Indeed, these matrix elements parametrize the space of all self-conjugate pairs
of module maps ρz and τz such that τz ◦ ρz = 0, with no guarantee that ρz is injective and τz
is surjective, as demanded by eq. 5.2. The algebra A[Mk,n] is therefore rather the coordinate
algebra of a completion of the space of monads obtained by relaxing these ‘non-degeneracy’
conditions (cf .[15]). An important point to be understood is the way in which this completion
of the space of monads on classical twistor space C4 is related to the corresponding completion
of the space of monads on noncommutative twistor space C4σ.
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