This paper presents a new technique for automatically detecting and characterizing major brain lesions for diffusion-weighted imaging. The analytical framework consists of pre-processing, segmentation, features extraction and classification. For segmentation process, Fuzzy C-Means integrated with correlation template are proposed to detect the lesion region. The algorithm performance is evaluated using Jaccard and both false positive and false negative rates. Next, the features from wavelet transform are extracted from the region and fed into the rule-based classifier. Results demonstrated that FCM with correlation template offered the best performance for acute stroke segmentation with the highest rate of 0.77 Jaccard index. The classification accuracy for acute stroke, tumor, chronic stroke and necrosis are 94%, 97, 63% and 60%. In conclusion, the proposed hybrid analysis has the potential to be explored as a computer-aided tool to detect and diagnose of human brain lesion.
INTRODUCTION
Recent years, the application of image processing methods has rapidly increased. Capturing and storing medical images are done digitally nowadays [1, 2] . Image segmentation is to divide the image into different regions according to given criteria for future process [2] . The key task in many medical applications is image segmentation [3] . There are lots of techniques for automatic and semi-automatic image segmentation but most of them fail in unknown noise, poor image contrast and weak boundaries which are usual in medical images. Medical images contain complicated structures and their accurate segmentation is necessary for clinical diagnosis [4] .
The major trouble with medical segmentation is the accurate segmentation in improving the treatment and diagnosis of disease due to use of medical imaging techniques. Image segmentation becomes challenging and complex task because of the usual medical image has unknown noise and inhomogeneity [5] . The brain image segmentation is a complicated and challenging task that its precise segmentation is extremely important for detecting tumors, chronic stroke and necrosis [6] . Accurate detecting of these tissues is very significant in diagnostic systems. Magnetic resonance imaging (MRI) is an important imaging method for the detecting abnormal changes in different part of the brain in early stage [1] .
Diffusion-weighted magnetic resonance imaging (DWI) has been widely applied in the medical image processing such as for a stroke, tumor and abscess [7] . The function of DWI is to measure the strength of water diffusion within a tissue structure like white matter (WM) and gray matter (GM), cerebral spinal fluid (CSF) and brain lesions ( tumour, stroke n necrosis) that have their own particular diffusion character. Image contrast is based on the diffusivity character, where hyperintense is a lesion or tissues with low diffusion appear bright and hypointense is a lesion or tissues with high diffusion appear dark. Compared with MRI, DWI provides higher lesion contrast that considered as the most sensitive brain imaging detecting acute stroke. It useful in providing details of the lesions components [7] . In 2014, the estimated numbers of new brain cancers are increasing from 17,000 in 2009 to 23,380 in United States [8] . Ministry of Health Malaysia is reported in July 2012 the brain neoplasm (tumors) and cerebrovascular disease (strokes) are the third-and fourth-leading cause of death respectively in Malaysia [8] .
Image segmentation techniques can be carved up into three categories such as boundary-based techniques, region-based techniques and pixel-based techniques; both are supervised and unsupervised. Fully automatic segmentation and the areas partition in feature space with high density is called unsupervised. The example of unsupervised is a feature-space based techniques, clustering and adaptive thresholding [9] . Region growing segmentation is based on intensity information or edges in the image [7] . An operator chooses a seed point manually and extracts all the pixels connected to the initial seed according to some specific criteria. The disadvantage of region growing is it sensitive to noise that can cause extracted regions to have holes or to be disconnected. The split and merge also called quad-tree segmentation that based on a quad-tree partition of an image. It is not a pixel based on segmentation [10] .
Clustering is applied in the segmentation of images that can be used to unionize set of pixels into groups according to similarities among the individual data items in such a way that data points of the same group are more identical to one another than samples belonging to different groups. The fuzzy clustering technique is interesting to applied compare to hard clustering because it holds large information from the image. FCM provides flexibility that admits pixels to belong to multiple classes with changing degree of membership [11] . The disadvantage of FCM is unable to segment the image precisely because of the noise and inhomogeneity that it only considers clustering based on intensity only [12] . Three commonly applied clustering algorithms are k-means clustering, fuzzy cmeans (FCM) and expectation maximization (EM) algorithms. EM performs the segmentation technique as a normal Gaussian distribution, but a noisy image is not a normal distribution generally [10, 13, 14] . To overcome the problem, a modified FCM is applied by incorporating the spatial neighborhood information into the standard FCM algorithm and modifying the membership weighting of each cluster [15] .
Kwon and Han proposed a hierarchical FCM algorithm according to the template matching [16, 17] requirement for an accurate template. The segmentation efficiency of the FCM method is improved based on the cluster center initialization instead of random initialization by silhouette [16] . A parallel processing concept also implemented in FCM algorithm. It promises high speed processing but the hardware implementation is not effective. The clustering algorithm is implemented through quantization and aggregation by Esrich and KE that includes a weight factor for cluster center updating. The fast clustering algorithm based on random sampling that yields a speed-up factor proposed by Cheng and Godgof in 1998. Fuzzy C-Means (FCM) is a popular technique proposed by many researchers for segmentation of medical images [10] . However, noises and intensity inhomogeneity, FCM technique fail in producing accurate results. Although the original FCM algorithm provides good results for segmenting noise free images, it fails to segment images that are corrupted by noise, outlines and other imaging artifacts [11] . The FCM algorithm is modified to improve the part of the meaningful regions [9, 12] . Our theory is that it is feasible to automatically segment the hypointensity lesions in DWI by using Fuzzy C-means with template matching and dynamic contour. A brain classification system can be developed according to the features in DWI images. This paper discusses automatic segmentation of brain lesions from DWI using Fuzzy C-means method with correlation template and active contour. This paper has outlined as follows. The proposed methods are discussed in details in section II. Firstly, the section starts with flowchart of the proposed method. Then, the DWI used for this paper and description of the segmentation process. In section III, experimental results of applying the algorithm are used. In section IV, the conclusion is discussed. Figure 1 depicts the flowchart for the whole analysis. The samples of the brain DWI dataset are gathered first. Various algorithms are utilized for the preprocessing stage for normalization, background removal and intensity enhancement. Image segmentation algorithm is used in order to extract the region interest (ROI) of the lesion. Then, statistical measured is applied to measure the characteristics of the lesions. Lastly, rule-based classifier is performed to separate the type of brain lesion. The performance of the proposed techniques is evaluated according to the accuracy of the system. 
MATERIALS AND METHODS

Diffussion-weighted MRI
Image Dataset
The DWI images are collected from General Hospital of Kuala Lumpur using 1.5T MRI scanners Siemens Magnetom Avanto. The parameters obtained from this scanner are time echo (TE), 94ms; time repetition (TR), 3200ms; pixel resolutions, 256x256; slice thickness, 5mm; gap between each slice, 6.5 mm; intensity of diffusion weighting known as b value, 1000s/mm 2 and total number of slices, 19. The data is encoded in 12-bit DICOM (Digital Imaging and Communication in Medicine) format. The evaluation of the performance is based on the Area Overlap (AO), False negative rate (FNR) and False Positive Rate (FPR). The data set consists of 30 acute infarctions, 15 tumors, which are hyperintense lesions; 20 chronic strokes; 10 necrosis are hypointense cases. Overall, 75 images are used in the analysis. A portion of the data is used as training samples and the remaining data is for testing.
Brain Lesions
Brain lesions were segmented and marked manually by the specialist to perform the lesion area. Figure 2 portrays sample of the image obtained from this analysis. The lesion is indicated by a red circle. The region of normal brain consists of brain tissue also called as gray and white matter tissue in conventional MRI and the cavity which is full of cerebral spinal fluid (CSF) situated in the middle of the brain. The DWI intensity for CSF is dark. Several brain lesions are shown in Figure 2 
Pre Processing Stage
Image preproc essing is the first stage in an image processing task. Various algorithms are applied for the pre-processing algorithms stage as in [8] .
Segmentation
The flowchart of the proposed method is shown in Figure  3 .
Rule-based classifier
Collected data from 10 acute stroke, 10 chronic stroke, 10 solid tumor, 10 necrosis Bezdek (1984) was the first researcher that proposed FCM algorithm. This algorithm widely used in the image segmentation [12, 18] . This algorithm functions by assigning membership to each data point corresponding to each cluster center on the basis of distance between the cluster and the data point.
More the data is near to the cluster center more is its membership towards the particular cluster center. Summation of the membership of each data point should equal to one. The algorithm is based on minimization of the following objective function.
where m (the fuzziness exponent) is any number greater than 1, N is a number of data, C is the number of clusters, is the degree of the membership of in the cluster j, is the ith of d-dimensional measured data, is the d-dimension center of the cluster, and ǁ*ǁ is any norm expressing the similarity between any measured data and center.
Fuzzy partition works through an iterative optimization of the objective function shown above, with the membership and the cluster centers by:
where ǁ -ǁ is the distance from point i to current cluster center j, ǁ -ǁ is the distance from point i to the cluster center k.
The iteration will stop when
where is a termination criterion between 0 and 1, whereas k is the iteration step. This procedure converges to a local minimum or a saddle point Jm.
At each iteration, the algorithm can be finished in two steps which are the first step includes computing the fuzzy membership function. Second, the algorithm calculates the values of cluster centers. The cluster centers are initialized to random values ranged between maximum and minimum intensity level since the unknown variables regarding the cluster centers and fuzzy membership arrays cannot be computed directly. To estimate cluster centers and fuzzy membership values in the desired accuracy, the algorithm exploits its iterative. When the difference between two clusters at two successive iterations is less than a small value of ε, the stopping criterion for an algorithm is met. The algorithm is composed of the following steps:
1. Select cluster center 2. Initialize the membership matrix U with random values between 0 and 1.
U= [ ] matrix, (0)
Calculate the by using this equation:
At k-step: calculate the centers vectors
4.
5. If ǁ ( +1) − ( ) ǁ < ε or the minimum J is achieved, then STOP. Otherwise, return to step 2.
The Morphological operation is used to get rid of the dissonance in the picture after segmentation process. To get rid of the commotion and the result become more precise, both algorithms need to employ this technique. Binary area open is applied to remove unwanted pixels less than 100 for hyperintense and 200 for hypointense. BW2 = bwareaopen (BW, P) removes from a binary image all connected parts (objects) that have pixels less than P pixels. It will produce some other binary image BW2. The value is set at 100 for hyperintense and 200 for hypointense.
Hypointense is one of the problems by using the FCM algorithm. One of the way to encounter this problem is by using correlation coefficient template [17] . The major problem with this algorithm is the value of the intensity between the lesion and the CSF is quite similar. Thus, the algorithm is unable to segment accurately and start out worse. 
Correlation Template
In hypointense lesions, the intensity of the lesion and the CSF are in the middle of the brain DWI is similar. Therefore, FCM cannot differentiate between these clusters and unable to segment the hypointense lesion precisely. The performance of result can be improved by using correlation template (refer Figure 4) to remove the CSF area [17] .
Figure 4 Template CSF for normal image
Correlation quantifies the extent to which two quantitative variables, X and Y, "go together". When high values of X are associated with high values of Y, positive correlation existed while higher values of X are associated with low values of Y, the negative correlation exists. The correlational strength cannot judge by the eye. The abnormal image need to compare with normal images first in order to see the CSF characteristic. Three different sums of square (SS) are required to estimate a correlation coefficient which is the sums of squares for variable X, the amount of square variable Y and the sum of square variable of XY.The total of squares for variable X is:
The statistic keeps track of the spread of variable X. This statistic is the numerator of the variance of X ( 2 x ), it can be calculated as:
The sum of squares for variable Y is:
= ∑( − ̅ ) 2 or ( 2 y ) (n-1)
The sum of the cross-product (SSXY) is:
This statistic is analogous to the other sums of squares except that it is used to quantify the extent to which the two variables "go together". The correlation coefficient (r) is
The sign of the correlation identifies whether the correlation is positive or negative. The firm of the correlation is known based on the magnitude of the correlation coefficient. I [hesitatingly] offer the guidelines because there are no hard and fast rules for describing correctional strength. For 0 < |r| < 0.3 is weak correlation, 0.3 < |r| < 0.7 is moderate correlation and when|r| > 0.7 is strong correlation. There are numbers of normal image clinical sample gathered in the template. The template which is used to remove CSF image is selected when the value of r is high. After the template is selected, the process is continued to perform the segmentation result. The equation that is used to get the result is:
where Pi (x,y) is sample of image and P2 (x,y) is the template image.
Features Extraction
Feature extraction is applied to present the characteristics of lesion parameter such as mode, standard deviation, mean, median and mean of the boundary. The continuous wavelet transform (CWT) algorithm can be shown below:
1. The wavelet is taking and compared to section at the start of the original signal. 2. The number C is calculated to know the close between related wavelet and signal. 3. The wavelet is shifted to the right and the step and 2 is repeated for the whole signal. 4. The scale wavelet is stretched and the step 1 to 3 is represented. 5. Lastly, step 1 to 4 is repeated for all scale.
CWT detects smooth signal features and produce large wavelet coefficient at scales where the oscillation in the wavelet correlate best with signal feature.
After segmentation process, the image is crop based on the shape of the lesions. Then, the image is converted to 64x64 pixels from 256 x 256 pixels to fix the size. Every image is transformed to signal. Last but not least, it will convert to CWT. It possess the ability to construct a time-frequency representation of a signal that offers very good time and frequency localization. Continuous wavelet transform of a function x(t) at a scale (a>0) a∈R t translate value b∈R
Ѱ( ) = continous function in both the time domain and frequency domain (mother wavelet). At this stage, the significant difference is tested by using anova method. The function of anova is to find the difference between the abnormal and normal signal. If there is a value when the comparison between abnormal and normal signal is made, so, the hypothesis is accepted. After that, we continue the research find the features by using median, mean, variance and standard deviation. The equations that are applied to each pixel are following:
The features measured are shown in Figure 5 and Figure 6 . These figures show two dimensional (2-D) plots of wavelet transform from the ROI. The plots show obvious distinction in clusters between acute stroke and tumor. Acute stroke and tumor are represented by blue and green while necrosis and chronic stroke are represented by red and cyan respectively.
During the classification stage, a rule-based classifier is applied [21, 22] . This is based on its simplicity as well as its ability to do multi-classification of many input features. The combinations of these features can differentiate the described lesions. The overall process of lesion classification is portrayed in the flowchart in Figure 7 . 
Performance Evaluation
The segmentation results obtained from the proposed technique are compared with the manual reference segmentation images, drawn by neuro-radiologists. Area overlap (AO) based on Jaccard's index is applied to measure the accuracy of the segmentation for the pair of segmented and reference image [7] . The range is from 0 which is no overlap and 1 for complete congruence. The advantage of Jaccard's overlap ratio is insensitive to over-under-segmentation estimations. Therefore, to evaluate the error measure, false positive rate (FPR, over segmentation error) and false negative rate (FNR, under segmentation error) are also calculated using the following metrics [7] : 
where A represents the segmentation results obtained by the proposed algorithm and G represents manual reference segmentation. AO computes Jaccard's overlap ratio between the segmentation and the manual reference. FPR and FNR are applied to quantify over-and under-segmentation respectively. High AO and low FPR and FNR show high accuracy and low error of the measurement. Accuracy of the correct classification is evaluated using equation (23) . 
RESULTS AND DISCUSSION
Segmentation Performance and Error Rates
The suggested algorithm is examined in several DWI with some cases of lesions like acute stroke, tumors, chronic stroke and necrosis. The hyperintense and hypointense lesions and their segmentation are presented in Figure 11 . The lesion's area is indicated by the red circle in the original image in Figure 8 . Figure 9 portrays the hyperintensity lesions for acute stroke and tumors. The results show that FCM can successfully segment the hyperintensity lesions while for hypointense which is for chronic stroke and necrosis, FCM need to combine with correlation template or active contour. It is because the FCM method fails to locate the area of the lesions. The cerebral spinal fluid (CSF) is situated in the middle of the brain, that it shares a similar intensity range with lesions and is segmented as the lesion's region. So, from the above result, by using correlation template, the FCM provides more accurate segmentation compare to active contour [23] . The result can be shown in Figure 10 The performance of the FCM segmentation method is shown in Table 1 and Table 2 . The results depend on 10 sample images for each type of lesions. To perform manual reference, each manual segmentation image needs to be handled by experts. The results show that for a hyper-intensity lesion, the overlap ratio rate is above 0.5, which is 0.78 for acute stroke, and for solid tumor is 0.64. The FPR and FNR error are low which are for acute stroke 0 and 0.23; and for tumor 0.07 and 0.28 for solid tumor, respectively. From the results, solid tumor depicts lower segmentation results compared to acute stroke. This is because the lesion region is irregular and partially blurry compared than acute stroke; the lesion is high intensity and has clear boundaries.
For hypointensity, the correlation template and active contour are applied to get accurate results. This is due to the inability of the method to characterize the intensity between lesions and CSF. CSF shares similar hypointensity and situated in the middle of the brain. It is symmetric and the area is big, so resulting in over segmentation error. The Jaccard's overlap ratio for a correlation template for chronic stroke is 0.51, while necrosis is 0.47. FPR and FNR for chronic stroke are 0.37 and 0.11 and for necrosis is 0.33 and 0.19. The average segmentation performance of correlation template are 0.598 (Jaccard's overlap ration); 0.195 (false positive rate); and 0.204 for false negative rate. For active contour, the Jaccard's overlap ratio for chronic stroke is 0.50, while necrosis is 0.37. For FNR, chronic stroke is 0.22 and 0.1 for necrosis. FPR are 0.28 (chronic stroke) and 0.31 (necrosis). FCM with template correlation provides better performance for chronic stroke and necrosis compare to active contour [23] . Jaccard's similarity index of the segmentation results for correlation template for acute stroke, solid tumor, chronic stroke and necrosis are 0.77, 0.65, 0.51 and 0.47 compare to active contour is 0.77, 0..65, 0.50 and 0.37, respectively.
Classification Performance and Accuracy
The confusion matrix for the classification results is shown in Table 3 . This experiment is performed by training classifier by 90% of samples, using a simple static split data. The rest of the samples (75 images) are applied for testing the classifier. The best classification performance is obtained for acute stroke which is composed of hyperintensity features. Furthermore, for hypointensity classification, the correlation template gives high performance results compare to active contour. Correct classification is achieved at 0.94, 0.97, 0.78 and 0.7 for acute stroke, tumor, chronic stroke and necrosis.
The classification rate for the automatic system is shown in Figure 11 . The results of correct classification are 94% and 97% for acute stroke and tumor; 63% and 60% for chronic stroke and necrosis. It is shown that the automated classification accuracy is comparable to the manual reference. Overall, FCM segmentation provides accurate segmentation performance for both hyper-and hypo-intensity lesions. By utilizing a rule-based classification approach, four types of lesions in DWI can be characterized. 
CONCLUSION
A new DWI analysis method for segmentation and classification of brain lesions is demonstrated in this research. FCM and rule-based classifier is the method of applying to develop an automated brain classification system. The performance of the segmentation method is evaluated and discussed. Jaccard's similarity index of the segmentation results is 0.77, 0.65, 0.51 and 0.47. For the classification accuracy is 94% and 97% for acute stroke and tumor; 63% and 60%. So, correlation template provides high performance classification for hyperintensity and hypointensity lesions. 
