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Abstract
We introduce a new realistic input model for straight-line geometric graphs and nonconvex polyhedra. A geo-
metric graph G is local if (1) the longest edge at every vertex v is only a constant factor longer than the distance
from v to its Euclidean nearest neighbor among the other vertices of G and (2) the longest and shortest edges of G
differ in length by at most a polynomial factor. A polyhedron is local if all its faces are simplices and its edges form
a local geometric graph. We show that any boolean combination of two local polyhedra in Rd , each with n vertices,
can be computed in O(n logn) time using a standard hierarchy of axis-aligned bounding boxes. Using results of
de Berg, we also show that any local polyhedron in Rd has a binary space partition tree of size O(n logd−2 n) and
depth O(logn); these bounds are tight in the worst case when d  3. Finally, we describe efficient algorithms for
computing Minkowski sums of local polyhedra in two and three dimensions.
 2004 Published by Elsevier B.V.
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1. Introduction
Nonconvex polyhedra are ubiquitous in computer graphics, solid modeling, computer aided design and
manufacturing, robotics, and other geometric application areas. Unlike nonconvex polygons or convex
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102 J. Erickson / Computational Geometry 31 (2005) 101–125objects in space, for which many problems can be solved easily, polyhedra are notoriously difficult to
handle efficiently, at least in the worst case.
Collision detection is a textbook example of a problem that is relatively easy for polygons but hard for
polyhedra. Although it is quite easy to detect whether two simple polygons intersect in O(n logn) time,
the fastest algorithm for deciding whether two static nonconvex polyhedra intersect, due to Pellegrini,
runs in time O(n8/5+ε) [43]. For polyhedral terrains, the time bound can be improved to O(n4/3+ε) [11].
Pellegrini’s algorithm was generalized by Schömer and Thiel [46] to find the first collision between two
translating polyhedra in time O(n8/5+ε), or between two rotating polyhedra in time O(n5/3+ε). To avoid
directly checking all (n2) edge pairs, these algorithms employ complex multilevel range-searching
data structures that would be difficult (if not impossible) to implement efficiently. Erickson [18] proved
that the polyhedron intersection problem is at least as hard (in the algebraic decision tree model of
computation) as Hopcroft’s problem: Given a set of points and lines in the plane, does any point lie on a
line? The main idea of the reduction is to replace each point and line with an infinitesimally thin spike.
In light of this reduction and Erickson’s (n4/3) lower bound for Hopcroft’s problem [19], an algorithm
that detects intersections in o(n4/3) worst-case time appears unlikely.2
In practice, one of the most popular techniques for intersection detection uses a hierarchy of bounding
volumes. For a given placement of two disjoint polyhedra, the algorithms refine their hierarchies only
to the coarsest level at which the resulting bounding volumes are disjoint. Beginning with Guttmann’s
introduction of the R-tree in the early 1980s [24], several types of bounding volume hierarchies have
been proposed and implemented [2,22,23,26,31,33,35]. Unfortunately, all of these methods—in fact, any
related method that uses a hierarchy of convex bounding volumes—can be forced to spend (n2) time to
determine whether two n-vertex polyhedra intersect. The worst-case example consists of two polyhedra
whose edges approximate a twisted grid, similar to a construction of Chazelle [10,41]. (See Section 4.)
Since worst-case efficient algorithms for detecting intersections seem unlikely, many authors have
analyzed heuristics under the assumption that the input objects satisfy certain realistic constraints. For
example, Suri and others have shown that for large collections of objects, a standard bounding box heuris-
tic culls out most non-intersecting pairs, provided the objects are fat (at least on average) and all about
the same size [53,60]. Agarwal et al. [1,23] and independently Lotan et al. [33] recently showed that in a
certain hierarchy of bounding spheres for well-behaved necklaces of balls, only O(n4/3) pairs of balls can
intersect. Haverkort et al. [25] also recently showed that storing a set of boxes with low slicing number in
a certain bounding box hierarchy allows box-intersection and approximate range queries to be answered
in polylogarithmic time.
This paper introduces a new realistic input model for nonconvex polyhedra, called locality. We actually
define our model in terms of geometric graphs, that is, graphs whose vertices are points and whose edges
are straight line segments in Rd . A geometric graph is local if (1) the longest edge at every vertex v is
only a constant factor longer than the distance from v to its Euclidean nearest neighbor among the other
vertices and (2) the longest and shortest edges differ in length by at most a polynomial factor. A simplicial
polyhedron is local if its edges form a local geometric graph. Unlike most earlier realistic models, our
model allows polyhedra with arbitrarily sharp spikes and folds; however, it forbids many long edges to
be packed closely together. See Section 2 for more formal definitions and basic properties.
2 It should be emphasized, however, that Erickson’s results [18,19] are proved in incomparable models of computation and
therefore do not imply an (n4/3) lower bound for the polyhedron intersection problem. The strongest lower bound known for
this problem is only (n logn), in the algebraic decision tree and algebraic computation tree models [4,52].
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puting binary space partitions, and constructing Minkowski sums. Restricting the input to local polyhedra
significantly improves the worst-case complexity of each problem.
In Section 3, we prove that standard bounding volume hierarchy techniques can be used to detect
whether two local polyhedra of any fixed dimension intersect in O(n logn) time in the worst case. In
fact, our algorithm can compute the intersection, union, or any other boolean combination of two local
polyhedra in same time bound. Section 4 describes a construction of two local polyhedra that intersect
in (n logn) distinct points, implying that our O(n logn) upper bound is optimal. Our construction also
implies that both conditions in the definition of locality are necessary to achieve this bound.
Section 5 considers the complexity of binary space partitions. Applying a result of de Berg [5], we
show that any local polyhedron in Rd has a BSP of size O(n logd−1 n) and depth O(logn). We also show
that these bounds are tight in the worst case when d  3, and tight up to a logarithmic factor when d > 3.
Our result is a significant improvement over the (nd−1) worst-case complexity of BSPs of general
polyhedra [41].
We develop upper and lower bounds on the complexity of Minkowski sums of local polyhedra in low
dimensions in Sections 6 and 7. Specifically, the Minkowski sum of two local polygons has complexity
O(n3 logn), and the Minkowski sum of two local polyhedra in R3 has complexity O(n4 log2 n). Both
upper bounds are tight up to polylogarithmic factors in the worst case. This improves the (n2d) worst-
case complexity of the Minkowski sum of two general polyhedra.
We conclude in Section 8 by reporting measurements of our model parameters in several real-world
graphical models and suggesting several open problems.
2. Preliminaries
2.1. Definitions
A geometric graph G = (V ,E) is an undirected simple graph whose vertices V are distinct points in
R
d and whose edges E are straight line segments. Planar straight-line graphs are examples of geometric
graphs in the plane; however, the edges of a geometric graph may cross. The vertices and edges of any
(convex or non-convex) polyhedron or piecewise linear complex also form a geometric graph. The size
n(G) of a geometric graph G is the number of vertices.
Let N(v) denote the set of neighbors of a vertex v in a geometric graph G. We define the local stretch
of a vertex, denoted σ(v), to be the ratio between the length of the longest edge at v and the distance
from that vertex v to its nearest Euclidean neighbor (which may not be a neighbor of v in the graph).
The local stretch of a graph G, denoted σ(G), is the maximum local stretch of its vertices. Similarly, we
define the global stretch of G, denoted Σ(G), as the ratio between the longest and shortest edge lengths
in G.
σ(v) = maxu∈N(v) |uv|
minu∈V \{v} |uv| , σ (G) = maxv∈V σ (v), Σ(G) =
maxuv∈E |uv|
minuv∈E |uv| .
Intuitively, σ(G) and Σ(G) respectively bound the local and global variation in the ‘scale’ of the graph.
We easily observe that Σ(G) σ(G)n(G). We will write n = n(G), σ = σ(G) and Σ = Σ(G) whenever
the graph G is clear from context.
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stretch Σ is less than some fixed polynomial in the number of vertices. Local graphs are a generalization
of the civilized graphs considered by Teng [56], for which Σ = O(1). The choice of the word “local” is
meant to emphasize the much more important role of the local stretch; all of our complexity bounds are
polynomial in σ but at most polylogarithmic in Σ (for any fixed dimension).
A polytope is the convex hull of a finite number of points. A polyhedron is the union of a finite number
of polytopes, all of the same dimension. The boundary of any d-dimensional polyhedron P is a (d − 1)-
dimensional manifold, comprised of several connected (d − 1)-dimensional polyhedra called the facets
of P . A face of P is either P itself or a face of a facet of P ; the latter are called proper faces of P .
In particular, the empty set is the unique (−1)-dimensional face of every polyhedron. A polyhedron is
simplicial if its facets (and thus its faces) are all simplices. A boundary triangulation of a polyhedron
decomposes its facets into simplices that meet face to face, with no additional vertices, Finally, we say
that a polyhedron is local if it has a boundary triangulation whose edges form a local geometric graph.
Most of our bounds for simplicial polyhedra apply immediately to ‘simplex soup’: arbitrary collections
of simplices in Rd , possibly with shared or overlapping faces. Thus, for example, we can replace the
word ‘polyhedron’ with ‘mesh’ or ‘piecewise linear complex’ or ‘immersed manifold’ in almost all our
results with no other changes. The only exceptions are the bounding volume hierarchy time bounds in
Section 3.2, which require the diameter of the input to be at most a polynomial factor larger than the
distance between its closest pair of vertices, and the bounds for BSP trees in Section 5, which increase
by a logarithmic factor if the simplices do not have disjoint interiors.
Finally, all the results in this paper hold under slightly weaker versions of locality. For example, we
can allow a constant number of vertices to have non-constant local stretch, or allow polyhedra that can be
partitioned into a constant number of local components. Our analysis also applies to small perturbations
of local polyhedra, by identifying nearby pairs of vertices that are not graph neighbors. More significantly,
let σk(v) denote the ratio between the length of v’s longest edge and the distance from v to its kth nearest
Euclidean neighbor. Say that a geometric graph or polyhedron is k-local if Σ = nO(1) and σk(v) = O(1)
for all every vertex v (or all but a constant number). All our bounds for local polyhedra also apply to
k-local polyhedra, up to a small polynomial factor in k; we omit the easy details.
2.2. Basic properties
In a geometric graph with local stretch σ , any edge of length  has two balls of radius /σ around
its endpoints that contain no other vertices of the graph. Several basic properties of local geometric
graphs and local polyhedra follow immediately from this simple observation by straightforward packing
arguments.
Fig. 1. Any edge in a local geometric graph has large empty balls around its endpoints.
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is tight in the worst case.
Proof. Let v be an arbitrary vertex of G. Without loss of generality, suppose that the distance from v
to its nearest neighbor is exactly 1. We define a sequence of open nested balls B0 ⊂ B1 ⊂ B2 ⊂ · · ·, all
centered at v, where each ball Bi has radius 2i . Every neighbor of v lies inside the ball Blgσ. Let Ai
denote the annulus Bi \Bi−1.
Consider an edge uv of G where u ∈ Ai . The distance from u to v is at least 2i−1, which implies that the
ball of radius 2i−1/σ centered at u does not contain any other vertex of G. The intersection of this empty
ball and Ai has volume (2id/σ d). On the other hand, the volume of Ai is O(2id). A straightforward
packing argument immediately implies that each annulus Ai contains at most O(σ d) neighbors of v.
For the matching lower bound, let v be an arbitrary point, pack as many points as possible into each
annulus Ai , and let G be the graph connecting v to every other point. 
This lemma immediately implies that any geometric graph has at most O(nσ d logσ) edges; a more
careful argument removes the logarithmic factor.
Lemma 2.2. Any n-vertex geometric graph G in Rd has at most O(nσ d) edges. This bound is tight in the
worst case.
Proof. Let u and v be the closest pair of vertices in G, and without loss of generality, assume that
|uv| = 1. Let B be a ball of radius σ centered at v. Every neighbor of v in the graph lies inside B and
is the center of an empty unit ball. A straightforward packing argument now immediately implies that v
has O(σ d) neighbors. Let G′ be the graph obtained from G by deleting v and all its incident edges. We
easily observe that σ(G′) σ(G). By the inductive hypothesis, G′ has (n− 1) · O(σ d) edges. The trivial
base case is a one-vertex graph.
For the matching lower bound, consider the graph G∗ whose vertices lie on the integer grid
{1,2, . . . ,m}d , where m = n1/d, with an edge between any two vertices whose Euclidean distance
is at most σ . This graph clearly has (mdσ d) = (nσd) edges. Our construction is quite degenerate, but
we can remove these degeneracies by perturbing the vertices slightly. 
Lemma 2.3. Any set of simplices in Rd with n vertices (where each vertex may be shared by many
simplices) has at most O(σ d(d−1)n) faces. This bound is tight in the worst case.
Proof. Let u and v be the closest pair of vertices. The proof of Lemma 2.2 implies that v has at most
O(σ d) neighbors in graph of simplex edges. Every k-dimensional face that has v as a vertex is the
convex hull of v and k of its graph neighbors. It follows that v is a vertex of at most
(O(σ d )
k
) = O(σ kd)
k-dimensional faces, and thus O(σ d(d−1)) faces altogether. By the inductive hypothesis, deleting v and
all the simplices that contain it leaves a complex with at most (n− 1) · O(σ d(d−1)) faces.
The matching lower bound is attained by the simplicial complex whose vertices lie on an integer grid,
where a subset of up to d + 1 points form a simplex if and only if its diameter is at most σ . 
Although this bound is tight for ‘simplex soup’, we can prove smaller bounds for polyhedra. Of course,
n-vertex polygons have exactly n edges, and genus-zero polyhedra in R3 have at most 3n − 6 edges and
2n− 4 facets, regardless of the value of σ .
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Proof. Without loss of generality, assume that the polyhedron is simplicial. The link of a vertex v is
the boundary of the union of the facets of the polyhedron that contain v. Each face of the polyhedron is
either a facet or a face of the link of a vertex. Each link is a simplicial polyhedron, homeomorphic to the
(d − 2)-sphere, with O(σ d logσ) vertices. Thus, by McMullen’s upper bound theorem [61], each link
has O((σ d logσ)(d−1)/2) faces. Summing over all n links gives us a bound of O(n(σ d logσ)(d−1)/2) on
the number of lower-dimensional faces. Finally, the number of facets is at most d times the number of
(d − 2)-dimensional faces. 
We conjecture that even this improved bound is not tight.
Lemma 2.5. Let G be a geometric graph in Rd , all of whose edges have length at least 1. At most
O(σ d logΣ) edges of G intersect any unit-width hypercube.
Proof. Let  be a hypercube of unit width, and let E be the set of edges in G that intersect . We
define a sequence of nested hypercubes 1 ⊂ 2 ⊂ · · ·, all concentric with , where each hypercube
i has width 2i+1 + 1. We partition the edges in E into disjoint length classes E1 ∪ E2 ∪ · · ·, where
each set Ei contains all edges in E whose length is between 2i−1 and 2i . Any edge in Ei has at least
one endpoint in i , and that endpoint is the center of an empty ball of radius at least 2i−1/σ . Thus, by a
straightforward packing argument, O(σ d) edges in any length class Ei intersect . At most lgΣ of the
length classes are nonempty. 
Finally, we say that two line segments s and t are α-close if their Euclidean distance is less than α
times the sum of their lengths:
min
x∈s miny∈t |xy| < α
(|s| + |t |).
Two line segments are close if they are 1-close.
Lemma 2.6. Let G be a geometric graph in Rd , all of whose edges have length at least 1. For any α > 0,
at most O((1 + α)dσ 2d logσ logΣ) edges of G are α-close to any line segment of length 1.
Proof. Let s be a line segment of length 1. As in the previous lemma, we partition the edges of G into
disjoint length classes E1 ∪ E2 ∪ · · ·, where each edge class Ei contains edges whose length is between
2i−1 and 2i . If an edge e ∈ Ei is α-close to s, then the distance between e and s is at most α + α2i . In
particular, some endpoint of e is within distance α + α2i + 2i−1 of segment s.
Let Ci denote the Minkowski sum of s with a ball of radius α + α2i + 2i−1 = O((1 + α)2i ). Any
edge e ∈ Ei that is close to s must have at least one endpoint in Ci . We charge the close edge e to this
endpoint. Each charged endpoint must lie at the center of a ball of radius 2i−1/σ that contains no other
vertex of G. Since the volume of Ci is O((1 + α)d2id ), a standard packing argument implies that at most
O((1 + α)dσ d) endpoints of edges in Ei are charged. Lemma 2.1 implies that each endpoint is charged
O(σ d logσ) times. Finally, at most lgΣ of the length classes are nonempty. 
Corollary 2.7. For any α > 0, two geometric graphs G and G′ have at most O(n(1+α)dσ 2d logσ logΣ)
α-close edge pairs, where σ = max{σ(G),σ (G′)}, Σ = max{Σ(G),Σ(G′)} and n = n(G)+ n(G′).
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n, and we will omit explicit dependence on these parameters from our upper bounds. Most of our bounds
hide factors of σO(d2); the only exceptions are the BSP bounds in Theorem 5.3 and Corollary 5.5, which
hide factors of σO(d3). These hidden factors are mostly inherited from Lemma 2.4 and are therefore (we
believe) quite conservative.
2.3. Relationship to other input models
Several different models of realistic or well-shaped geometric data have been proposed in the past
[6,7]. Perhaps the most well-known realistic input model is fatness [59]. An object X is fat if any ball
centered inside X either contains X or has a constant fraction of its volume inside X. Thus, fat objects
have no sharp spikes or folds. Local polyhedra, however, can have arbitrarily sharp features, and thus
need not be fat; conversely, fat objects can have vertices with edges of arbitrarily different length, and
thus need not be local. See Fig. 2.
Another realistic input model, introduced by van der Stappen in the context of motion planning [51],
is low density; see also [39,48]. A set of objects have density λ if any ball of radius r intersects at most λ
objects with diameter r or greater. Most bounds for low density scenes depend linearly on λ. Lemma 2.5
implies that a local polyhedron, viewed as a collection of facets, has density O(logn); thus, bounds for
low-density environments apply to local environments with only a polylogarithmic penalty. On the other
hand, low-density objects need not be local.
Two other realistic input models studied by de Berg et al. are uncluttered scenes and scenes with
small simple cover complexity [5,7]. Again, local polyhedra fit these models up to a logarithmic factor,
but neither uncluttered nor easily-covered polyhedra are necessarily local. We discuss the connection
between locality and clutter in more detail in Section 5.
Unlike these previously studied models, locality is not a function of the shape of a geometric object,
but rather a function of its representation. Any polyhedron can be “localized” by carefully decomposing
each face with a graded mesh. For example, the n × n × 1 rectangular box has a local boundary mesh
with O(logn) vertices; see Fig. 3. On the other hand, our results imply that any local boundary mesh of
Chazelle’s polyhedron (see Section 4), or of a regular convex n-gonal cylinder with constant height and
radius, must have (n2/ logn) vertices.
We can also compare our model to quality metrics used for simplicial finite-element mesh generation.
For example, Miller, Talmor, Teng and others [32,34,49,54,56] define a triangulation to be well-shaped if
the circumradius of each simplex is only a constant factor longer than the shortest edge of that simplex.
Fig. 2. A local nonfat polygon, and a fat nonlocal polygon.
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Fig. 4. Local but badly-shaped tetrahedra. From left to right: spindle, wedge, cap, sliver.
Well-shaped triangulations have bounded local stretch σ , but they are not necessarily local, since the
global stretch Σ could be exponential in the worst case. Conversely, local triangulations need not be well-
shaped, even in two dimensions, since they can contain sharp angles; see Fig. 4. Talmor [54] proved that
a well-shaped triangulation with n vertices, in any fixed dimension, has only O(n) simplices. Lemma 2.3
implies that this linear upper bound actually holds for any triangulation whose local stretch is bounded
by a constant.
3. Intersecting local polyhedra
3.1. Combinatorial bounds
Intuitively, one of the reasons that collision detection is difficult for arbitrary nonconvex polyhedra in
R
3 is that two polyhedra can intersect, or nearly intersect, in a quadratic number of different locations
[10,41]. For local polyhedra, this quadratic behavior is impossible, even in higher dimensions.
Lemma 3.1. If two simplices 
 and 
′ in Rd intersect, then at least one edge of 
 is close to at least
one edge of 
′.
Proof. Let uv and u′v′ be the longest edges of 
 and 
′, respectively, and let x be an arbitrary point in
the intersection 
 ∩ 
′. We easily observe that the distance from any point in 
 to uv is at most |uv|.
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|u′v′|. Thus, by the triangle inequality, uv and u′v′ are close. 
Corollary 3.2. Between any two local polyhedra in Rd , each with at most n vertices, there are O(n logn)
pairs of intersecting faces. Thus, any boolean combination of two local polyhedra has complexity
O(n logn).
Proof. Without loss of generality, we can assume that both polyhedra are simplicial; triangulating the
boundary of each polyhedron can only increase the number of intersecting face pairs. Corollary 2.7
implies that there are O(n logn) close edge pairs. We charge each intersecting pair of faces to some close
pair of edges with one edge from each face. By Lemma 2.4, each edge belongs to O(1) faces. It follows
that each close edge pair is charged O(1) times. 
Our algorithmic results are based on the following stronger observation. A bounding box of a geomet-
ric object is a parallelepiped with orthogonal edges, such that each facet of the box touches the object.
Unless specifically stated otherwise, we do not assume that bounding boxes are aligned with the coordi-
nate axes.
Lemma 3.3. If two simplices 
 and 
′ have bounding boxes that intersect, then at least one edge of 

is close to at least one edge of 
′.
Proof. Let  and ′ denote the intersecting bounding boxes of 
 and 
′, respectively. Each facet of 
contains at least one vertex of 
. Thus, 
 must have at least one edge e with vertices on the farthest pair
of parallel facets of . This edge is close to every point in , that is, the distance from e to any point
in  is at most the length of e. Similarly, 
′ has at least one edge e′ that is close to every point in the
bounding box ′. The triangle inequality now implies that e and e′ are close. 
Corollary 3.4. Between any two local, simplicial polyhedra in Rd , each with at most n vertices, there
are O(n logn) pairs of faces with intersecting bounding boxes.
Proof. Essentially the same as Corollary 3.2. 
Corollary 3.4 immediately suggests the following algorithm for detecting whether two local, simpli-
cial polyhedra P and Q intersect. Let B1 and B2 be the set of axis-aligned bounding boxes of facets of
P and Q, respectively. Since each polyhedron has O(n) facets, we can clearly calculate B1 and B2 in
O(n) time. Using multidimensional range trees and segment trees [17,50], we can find all pairs of inter-
secting boxes (1,2) ∈ B1 ×B2 in time O(n logd−1 n+ k), where k is the number of intersecting pairs.
Finally, for each pair of intersecting boxes, we can test in O(1) time whether the corresponding pair of
facets intersect. Corollary 3.4 implies that k = O(n logn), so the overall running time of the algorithm is
O(n logd−1 n). This algorithm can be made extremely practical, at least in low dimensions, by combining
it with simple heuristics [62]. In fact, we can actually compute the intersection, or any other boolean
combination, of two local polyhedra within the same time bound, by performing an additional constant
amount of work for each pair of intersecting facets, plus a constant number of point-in-polyhedron tests
to handle the special case where no pair of facets intersects.
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3.2. Graded bounding volume hierarchies
We can obtain a faster and more general intersection algorithm by constructing a bounding volume
hierarchy, called a graded box-tree, for each polyhedron. A graded box-tree is (as usual) a rooted tree
with constant degree, where the root corresponds to the entire polyhedron, and the leaves correspond to
individual facets. Each internal node v stores the axis-aligned bounding box of the facets (leaves) in its
subtree. All the bounding volumes at the same level in a graded box-tree have approximately the same
diameter. In the interest of simplifying the analysis, we will describe a bounding-volume hierarchy that
can easily be improved in practice.
Let P be a local, simplicial polyhedron, or more generally, a local collection of (d − 1)-simplices in
R
d
, and let (P ) be a minimal axis-aligned bounding cube for P . To each internal node v in a graded
box-tree, we associate an axis-aligned control cube v , an axis-aligned bounding cube v , and a facet
set Pv as follows.
• The control cubes are defined by a 2d -tree of(P )—a quadtree inR2, an octtree inR3 and so forth. In
particular, root =(P ). Nodes at each level of the graded box-tree have congruent, interior-disjoint
control cubes. We emphasize that the control cubes are not the actual bounding volumes.
• The bounding cube v is the cube concentric with the corresponding control cube v , whose width
is twice the width of v . We will use these cubes as bounding volumes in our intersection algorithm.
(In practice, it would be more efficient to use bounding volumes that fit the corresponding facet sets
tightly, but this is not required for our analysis.)
• Finally, the facet set Pv contains every facet f of P that is contained in the bounding cube v and
whose centroid lies inside the control cube v . In particular, the facet set at the root of the tree is the
entire polyhedron. At any level of our tree, the bounding cubes are all the same size, and at most 2d
of them contain any point. The facet sets are not explicitly stored in internal nodes of the tree, only
their bounding cubes.
A facet f ∈ Pv is called an outlier if it is not a member of Pw for any child w of v, or equivalently, if
it is not contained in any child’s bounding cube w . Each outlier is attached to v as a new child; these
outlier children are the only leaves in our hierarchy. Because P is local, the proof of Lemma 2.5 implies
that each internal node has O(1) outlier children, in addition to its 2d subcube children. We easily verify
by induction that Pv is actually the set of facets that appear as leaves in the subtree rooted at v.
A two-dimensional example of our construction is shown in Fig. 5. The top of the figure shows a
control square (shaded) and the bounding box for a set of eleven triangles. This node has three subcube
children (northwest, southwest and southeast) and three outlier children. In each child, the control square
(if any) is shaded and the parent’s control square is dashed. Because none of the triangles is contained in
the southeast bounding square, there is no southeast child.
Each facet is stored in exactly one leaf. If we remove nodes w whose facet sets Pw are empty and
compress paths with no branches to single edges, we obtain a tree with constant degree, O(n) leaves (by
Lemma 2.4), and therefore O(n) internal nodes. The diameter of any local polyhedron is at most nΣ
times the length of its shortest edge. Thus, the graded box-tree of any local polyhedron has depth at most
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log2(nΣ) = O(logn). We can easily construct a graded box-tree for any local polyhedron in O(n logn)
time.
Theorem 3.6. Given graded box-trees for two local simplicial polyhedra P and Q, each with n vertices,
we can determine whether P and Q intersect in O(n logn) time.
Proof. We use the following standard recursive algorithm, which can be used with any bounding volume
hierarchy. If the top-level bounding cubes (P ) and (Q) are disjoint, we can halt immediately. Other-
wise we replace one of the two bounding cubes, say (P ), with its O(1) children, and recursively check
for intersections between each of those children and Q. (In practice, it is usually more efficient to expand
the larger of the two bounding volumes, but our analysis does not require this choice.) The recursion stops
when both polyhedra are reduced to individual facets—leaves in their respective hierarchies—which we
can test for intersection in O(1) time.
The running time of this algorithm is clearly dominated by the number of recursive calls, each of
which is caused by an intersection between two bounding cubes, or between a bounding cube and a facet.
Each bounding cube is the parent of O(1) leaves. Thus, to complete the proof, it suffices to show that
between the two graded box-trees, there are only O(n logn) intersecting pairs of bounding cubes. (This
is a conservative upper bound; not every pair of intersecting bounding cubes is tested by the algorithm.)
We claim that each bounding cube in one hierarchy intersects only O(logn) larger bounding cubes
in the other hierarchy. Let v be a node in the graded box-tree of P , and let w be a node in the graded
box-tree of Q, such that the bounding cubes v and w intersect. We charge this intersection to either
v or w, whichever has the smaller bounding cube (breaking ties arbitrarily). Suppose v has the smaller
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the cubes in Bw are congruent (and larger than v), and at most 2d = O(1) of them overlap at any point.
It follows that v intersects at most a constant number of cubes in Bw . Thus, v is charged only O(1)
times for each level of Q’s hierarchy, or O(logn) times overall. 
As we noted earlier, it is easy to modify this algorithm to actually compute any boolean combination
of the two polyhedra in the same asymptotic running time. Our algorithm allows for the boxes in the two
trees to have different orientations or extremely different sizes. Thus, even if P and Q undergo arbitrary
similarity transformations, we can still test for intersection in O(n logn) time without recomputing their
hierarchies.
Almost any type of bounding volume can be used in place of axis-aligned cubes in our hierarchy with
no loss of efficiency; the only requirement is that the diameter of each bounding volume is at most a
constant factor larger than the diameter of the set of objects it encloses. Similarly, the underlying 2d -tree
of control cubes can be replaced by any recursive decomposition into fat regions. Our definition for the
facet sets Fv is also quite flexible. For example, we could redefine Fv to be the set of facets that are
contained in the bounding cube v and intersect the control cube v . This redefinition allows facets to
be stored in multiple leaves, but the overall increase in the size of the tree and the running time of the
intersection is only a constant factor (exponential in d).
3.3. Related problems
All the arguments in this section apply directly to local self-intersecting polyhedra, local piecewise-
linear complexes, or more generally, any local ‘simplex soup’ whose edge graph is connected. For dis-
connected sets of simplices, however, our running-time analysis requires the spread of the vertices—the
ratio between the largest and smallest pairwise Euclidean distances [20]—to be bounded by a polynomial
in n.
For example, given two local connected planar straight-line graphs, we can overlay them in O(n logn)
time in two different ways. One method is to use the standard sweep-line algorithm, which runs in
O(n logn+k) time, there k is the number of intersecting pairs of segments [8]; Corollary 3.2 implies that
k = O(n logn) if each graph is local. Alternately, we can build a graded (semi-)R-tree for each planar
graph and then merge them using the recursive algorithm described in the proof of Theorem 3.6; similar
algorithms are described by Brinkhoff et al. [9] and van Oosterom [38].
Many finite-element applications require multiple meshes, either to partition to the domain for par-
allel computation, to support the computation of different physical quantities over a single domain, or
to track the evolution of a domain over time. In these applications, solutions must be transferred effi-
ciently between overlapping meshes [29]. A key step in the solution transfer process is identifying pairs
of overlapping elements. If the meshes are local, we can find all such pairs in near-linear time, using
recursive bisection to define a graded bounding volume hierarchy. Similar methods can be use to overlay
non-matching meshes of similar (or identical) surfaces [27,28,30]. In particular, this technique is efficient
for the well-shaped tetrahedral meshes produced by Delaunay refinement algorithms [44,49], even if they
contain slivers.
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We now show that the results from the previous section are asymptotically optimal for polyhedra in
R
3 by constructing a pair of local polyhedra that intersect in (n logn) distinct points. Our lower bound
construction also implies that our near-linear upper bounds do not hold under two obvious relaxations of
our input model.
Our bad examples are variants of Chazelle’s polyhedron, which was originally used to prove quadratic
lower bounds for convex decomposition [10,41]. Our version of Chazelle’s construction consists of two
polyhedra P and Q, each with total complexity O(n). Each of these two polyhedra contains n edges
on the saddle surface z = xy. Specifically, the ‘vertical’ saddle edges of P lie on the lines z = iy for
integers 1  i  n, and the ‘horizontal’ saddle edges of Q lie on the lines z = xj for integers 1 
j  n. Otherwise, P lies entirely above the saddle and Q lie entirely below. P and Q touch at (n2)
distinct points of the form (i, j, ij). If we build bounding volume hierarchies for P and Q, the standard
intersection algorithm must examine (n2) leaf pairs, no matter what shape the bounding volumes have.
A simple modification gives us a pair of disjoint polyhedra with similar worst-case behavior. Let
P+ = P + (0,0, ε) and Q− = Q− (0,0, ε) be translations of P and Q away from the saddle, where ε =
O(1/n2) is an arbitrarily small positive real number. Chazelle [10] proved that any convex decomposition
of R3 \ (P+ ∪Q−) has (n2) cells. The convex hull of any two saddle edges of P+ intersects every
saddle edge of Q−. It easily follows that for any convex bounding volume hierarchies for P+ and Q−,
the standard intersection algorithm requires (n2) time to prove that P+ and Q− are disjoint.
Theorem 4.1. For any sufficiently large n, σ and Σ , there are two n-vertex polyhedra P and Q, where
σ(P ) = σ(Q) = σ and Σ(P ) = Σ(Q) = Σ , that intersect in (nσ logΣ) = (n logn) distinct points.
Proof. In Chazelle’s original construction, the edges that meet along the saddle are all roughly the same
length, but this is clearly not necessary. Instead, we use two parallel sets of line segments of exponen-
tially decaying length, resembling the strings of a harpsichord; specifically, the ith segment in each set has
Fig. 6. Chazelle’s polyhedra.
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Fig. 8. The template annuli A	 and A
.
length ((2 + σ)/σ )i . See Fig. 7. These segments can be placed arbitrarily close together without increas-
ing the local stretch above σ . If each set has m segments, the global stretch of each set is ((2 + σ)/σ )m.
Thus, for any desired σ and Σ , we can construct two local sets of m segments that meet in an m × m
grid, where
m = lnΣ
ln(1 + 2
σ
)
>
σ lnΣ
2
.
We now construct a local O(m)-vertex polyhedron with m edges on the saddle surface z = xy. Since
our polyhedron resembles an accordion, with several saddle edges resembling the strings of a harpsi-
chord, we call it a harpsicordion.
The harpsicordion is built by gluing together several copies of two local triangulated annuli A	 and
A
, shown in Fig. 8. The annuli have the same convex outer boundary. The holes are similar triangles;
the hole in A	 is (2 + σ)/σ times as large as the hole in A
. Moreover, if we scale A
 by a factor of
(2 + σ)/σ and align the two holes, the bottom edges of the annuli become collinear.
The harpsicordion consist of a sequence of m folds. Each fold is built by gluing a copy of A
 to a copy
of A	 along their common outer boundary, and translating the holes slightly away from the plane through
this outer boundary. Successive folds, which differ in size by a factor of (2 + σ)/σ , are glued together
along a common hole boundary. We fill the holes in the first and last annuli with triangles to close the
polyhedron. Finally, we slightly tilt the bottom edges of the folds to lie on the saddle surface. If A
 and
A	 are constructed carefully, the resulting polyhedron has local stretch σ and global stretch Σ , no matter
how thin we make the folds. Specifically, we must ensure that if we overlay A	 and A
 so that either their
outer boundaries or the boundaries of their holes coincide, the vertices of A	 are sufficiently far from the
vertices of A
.
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cordion in P meets one harpsicordion in Q in m2 distinct points in some saddle. The total number of
intersection points is nm = (nσ logΣ). We can make P and Q connected by adding prisms between
pairs of harpsicordia. 
Similar collections of harpsicordia can be used to prove the following lower bounds.
Theorem 4.2. There are two disjoint, local, simplicial, n-vertex polyhedra in R3, such that for any hier-
archy of convex bounding volumes, the standard intersection algorithm requires (n logn) time.
Theorem 4.3. There is a local, simplicial, n-vertex polyhedron P in R3 such that any convex decompo-
sition of R3 \ P has (n logn) cells.
Our lower bound construction implies that both the local stretch and the global stretch must be bounded
in order to obtain our near-linear upper bounds. Specifically, we obtain pairs of n-vertex polyhedra with
(n2) intersection points either by setting σ = (n) and Σ = 2, or by setting Σ = 2(n) and σ = 4. In
fact, for the case σ = (n), we can simplify our lower bound construction by using a single annulus to
construct a non-local accordion, as shown in Fig. 10.
Fig. 9. A harpsicordion with four folds.
Fig. 10. A non-local accordion and its template annulus.
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A binary space partition tree, or BSP, is a binary tree where every internal node v has an associated
cutting hyperplane hv in Rd . We can recursively associate an open convex polyhedral cell v with every
node v in a BSP as follows. The cell associated with the root is Rd . If u and w are the children of some in-
ternal node v, then u = v ∩h+v and w = v ∩h−v , where h+v and h−v are the open halfspaces bounded
by the cutting hyperplane hv . The (closures of the) leaf cells of a BSP form a convex decomposition of
R
d
. We say that a BSP B respects a polyhedron P—or less formally, that B is a BSP for P—if no facet
of P intersects the interior of any leaf cell of B. The size of a BSP is the number of cuts, or equivalently,
one less than the number of leaves.
Fuchs et al. [21] introduced BSP trees, following earlier work by Schumacker et al. [47], as a tool
for computing depth orders for rendering. Since their introduction, BSP trees have been used for many
other applications in computer graphics, including shadow generation [12,13], solid modeling [37,57],
geometric data repair [36], and visibility culling for interactive walkthroughs [55].
As in the case for intersection detection, the worst-case complexity bounds for BSPs of polyhedra in
R
3 are quite pessimistic. Chazelle’s polyhedron, described in the previous section, gives an (n2) lower
bound in general [41]. For orthogonal polyhedra in R3, a construction of Thurston gives a lower bound
of (n3/2) [42]. In both cases, matching upper bounds were first proved by Paterson and Yao [41,42]. In
fact, Paterson and Yao’s techniques imply that any set of n interior-disjoint simplices in Rd has a BSP of
size O(nd−1).
De Berg [5] defined the clutter factor κ of a set of objects to be the largest number of objects that
intersect a hypercube that does not contain a vertex of the axis-aligned bounding box of any object. A set
of objects is uncluttered if its clutter factor is smaller than some fixed constant. De Berg also proved that
any uncluttered set of n objects has a BSP of size O(n). For scenes with non-constant clutter factor κ ,
de Berg’s construction, combined with the earlier results of Paterson and Yao [41], yields a BSP of size
O(κd−1n). By adapting and slightly improving de Berg’s results, we show that any local polyhedron has
a BSP of near-linear size.
Lemma 5.1. The facets of any local, simplicial, n-vertex polyhedron in Rd have clutter factor O(logn).
Proof. Let 
 be a simplex and let  be a hypercube of width w, such that 
 and  intersect, but no
vertex of the bounding box of 
 lies inside . The longest edge of 
 must have length greater than w.
Following the proof of Lemma 3.3, we conclude that this edge must be close to some edge of .
Let P be a local simplicial polyhedron, such that no facet of P has a bounding box vertex inside .
We charge each facet that intersects  to its longest edge, which is close to some edge of  by the
previous argument. Lemma 2.6 implies that at most O(logn) edges of P are close to any edge of , and
by Lemma 2.1, each edge belongs to O(1) facets. Finally,  has d2d−1 = O(1) edges. 
Lemma 5.2. Let P be a set of n interior-disjoint simplices in Rd with clutter factor κ . We can construct
a BSP of size O(nκd−2) for P in time O(nκd−2 + n logn).
Proof. De Berg [5] describes a two-level BSP of linear complexity for any uncluttered collection of
n objects. The first level is an orthogonal BSP of size O(n) that covers the vertices of the bounding
boxes of the objects; this bound does not depend at all on the clutter factor. Moreover, each leaf cell in
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Fig. 11. Constructing the top-level orthogonal BSP with κ = 5. (a) No subcube has |V |−κ points. (b) The bottom right subcube
contains |V | − κ points. The construction continues recursively in the shaded squares.
this orthogonal BSP can be covered by O(1) hypercubes that contain no bounding box vertices. This
orthogonal BSP can be constructed in O(n logn) time. We modify this construction slightly, building an
orthogonal BSP of size O(n/κ), where every leaf cell contains at most κ bounding box vertices.3
We build the orthogonal BSP recursively as follows. Let  be an axis-aligned bounding hypercube for
P , and let V be the set of bounding box vertices that lie inside . (Initially, V contains all 2dn bounding
box vertices.) If |V |  κ , we return the trivial BSP. Otherwise, we split  into 2d smaller hypercubes,
each with half the width of . If no subcube contains |V | − κ or more points from V , we cut along the d
bisecting planes to construct d complete levels of the BSP, and then continue recursively in each resulting
subcube. Otherwise, let ′ be any subcube of  that contains at least |V |− κ points in V . (There may be
more than one such subcube if |V | < 2κ .) This subcube shares exactly one vertex v with the parent cube
; let ′′ be the smallest cube inside  that has v as a vertex and contains |V | − κ points in V . We cut
along the facets of ′′ that are not also facets of , forming the first d levels of a kd-tree, and continue
recursively only inside′′. See Fig. 11. The entire orthogonal BSP can be constructed in time O(n logn).
There are clearly at most 2d leaves of depth less than d . If  is a leaf with depth at least d , the d th
direct ancestor of  (for example, the grandparent of  if d = 2) has a cell containing more than κ
bounding box vertices. Thus, the BSP has at most 2dn/κ such leaf-ancestors, and therefore at most
4dn/κ + 2d = O(n/κ) leaves altogether.
By construction, every leaf cell in our orthogonal BSP contains at most κ bounding box vertices;
moreover, each leaf cell can be covered a set of at most 2d−1 = O(1) hypercubes. It follows that each leaf
cell intersects at most (2d−1 + 1)κ = O(κ) simplices in P . Using an auxiliary data structure, de Berg [5]
describes an algorithm to determine the k leaf cells that intersect any constant-complexity query range in
O(k logn) time. Using this query structure, we can determine the simplices in P that intersect each leaf
cell in time O(n logn).
To construct the second level of our BSP, we apply the algorithm of Paterson and Yao [41] to the
set of O(κ) simplices that intersect any leaf of the orthogonal BSP. Each second-level BSP has size
O(κd−1) and can be constructed in time O(κd−1). (Paterson and Yao claim a running time of O(kd+1),
where k is the number of input objects, but this can be reduced to O(kd−1) using standard randomized
techniques [14].) Since there are O(n/κ) second-level BSPs, the overall size of the resulting BSP is
O((n/κ)κd−1) = O(nκd−2). 
3 This modification was suggested by Mark de Berg (personal communication).
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Theorem 5.3. Any local, simplicial, n-vertex polyhedron P in Rd has a BSP of size O(n logd−1 n) and
depth O(logn), which can be constructed in O(n logd−1 n) time.
Proof. We construct the two-level BSP described in the proof of the previous lemma. The upper bounds
on the size and construction time follow immediately from Lemmas 5.1 and 5.2. It remains only to show
that the resulting BSP has logarithmic depth. Without loss of generality, assume that the shortest edge of
P has length 1. The diameter of P , and thus the width of the initial control cube, is at most nΣ , where
Σ = Σ(P ) = nO(1) is the global stretch of P .
Consider an internal node v with depth d log(Σn) in the first-stage orthogonal BSP. The corresponding
cell v is a hypercube of width at most 1. If v contains a vertex of the bounding box of any facet 

of P , then (following the proof of Lemma 3.3) at least one edge of 
 is close to at least one edge of v .
Lemma 2.5 implies that each edge of v is close to O(logn) edges of P , and Lemma 2.1 implies that
each edge of P lies on O(1) facets. Thus, v contains O(logn) bounding box vertices. Our construction
guarantees that v is the ancestor of O(1) leaves in the orthogonal BSP. We conclude that depth of the
orthogonal BSP is at most d log(Σn)+ O(1) = O(logn).
Let k be the number of facets intersecting some leaf cell in the orthogonal BSP; Paterson and Yao’s
algorithm [41] constructs a BSP of depth at most k for these k facets. Since our construction guarantees
that k = O(logn), every second-level BSP also has depth O(logn). 
Theorem 4.3 implies that the size bound is tight in the worst case when d  3. All of these results apply
directly to any local collection of interior-disjoint simplices. If we allow self-intersections, however, the
worst-case complexity increases by a single logarithmic factor.
Lemma 5.4. Any set of n (d −1)-simplices in Rd with clutter factor κ has a BSP of size O(nκd−1), which
can be constructed in time O(n logn+ nκd−1).
Proof. Again we start with by constructing an orthogonal BSP of size O(n/κ). We can then trivially
construct a BSP of size O(κd) for the O(κ) simplices that intersect each leaf cell, in O(κd) time, by
incrementally constructing the arrangement of hyperplanes through those simplices. 
Corollary 5.5. Any local set of n (d − 1)-simplices in Rd has a BSP of size O(n logd−1 n), which can be
constructed in O(n logd−1 n) time.
The following theorem shows that this bound is tight in the worst case.
Theorem 5.6. For any d and any sufficiently large n, σ and Σ , there is a set X of n (d − 1)-dimensional
simplices in Rd , with σ(X) = σ and Σ(X) = Σ , such that any BSP for X has (σd−1n logd−1 Σ) =
(n logd−1 n) cells.
Proof. Generalizing the planar harpsichord grid used in the proof of Theorem 4.3, we can construct
d sets, each containing m = (σ lnΣ)/2 parallel (d − 1)-simplices, that intersect in a regular cubical
grid. The complement of the union of these simplices has (σd logd Σ) connected components. Col-
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(σd−1n logd−1 Σ) connected components. Any BSP has at least one leaf cell in each component. 
6. Larger combinations
Unions and intersections of local polyhedra are not necessarily local. Thus, if we want to efficiently
construct a boolean combination of more than two local polyhedra, we cannot combine the objects in
pairs; we must combine everything at once.
Theorem 6.1. Any boolean combination of r local, simplicial polyhedra in R3, each with n vertices, has
complexity O(r3n log2 n).
Proof. Let P1,P2, . . . ,Pr be local polyhedra. We will show that the arrangement of these polyhedra
has total complexity O(r3n log2 n); any boolean combination of the polyhedra consists of a subset of the
faces of the arrangement, possibly with some faces merged together. We analyze the complexity of this
arrangement using an argument similar to Paterson and Yao’s analysis of their three-dimensional binary
space partition trees [41].
First we count the vertices of the arrangement. Each arrangement vertex is either a vertex of a poly-
hedron Pi , the intersection of the edge of some polyhedron Pi with a facet of another polyhedron Pj ,
or the mutual intersection of three facets of three different polyhedra. There are clearly rn vertices of
the first type, and Corollary 3.2 implies there are O(r2n logn) vertices of the second type. We charge
each triple intersection point to the triangle whose longest edge is shortest among the three intersectors.
By Lemma 3.1, the longest edge of the charged triangle is close to the longest edges of the other two
triangles.
Consider three polyhedra Pi , Pj , Pk . Each polyhedron has O(n) edges, and each edge lies on O(1)
facets. Each edge of Pi is close to O(logn) longer edges in Pj and O(logn) longer edges in Pj . Thus,
each edge of Pi is charged O(log2 n) times by triple intersections with Pj and Pk . Since there are O(r2)
choices for j and k, each edge of Pi is charged O(r2 log2 n) times, so Pi is charged O(r2n log2 n) times
altogether. We conclude that the total number of triple intersections, and thus the total number of vertices,
is O(r3n log2 n).
The edges of the arrangement can be grouped into collinear super-edges, where each super-edge is ei-
ther an edge of some polyhedron Pi , or the intersection of two facets of different polyhedra. Corollary 3.2
implies that there are O(r2n logn) super-edges. To count the actual arrangement edges, we charge each
edge to one of its endpoints. Each triple intersection point is charged at most six times; all the remaining
charges go to endpoints of super-edges. Thus, the total number of edges is O(r3n log2 n).
Finally, each facet of each polyhedron Pi is decomposed into several arrangement facets, which we
will call fragments, by the other polyhedra. Let F be a facet of Pi . Euler’s formula implies that the
number of fragments of F is less than 2vF − 4, where vF is the number of arrangement vertices on F .
If F charges two of its fragments to every vertex on F except its original vertices from Pi , only 2
fragments are uncharged. Except for polyhedra vertices, each vertex in the arrangement lies on exactly
three polyhedron facets and thus is charged at most six times. Therefore, the total number of fragments
is twice the number of facets plus six times the number of vertices, which by our earlier analysis is
O(r3n log2 n). 
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with n vertices, in time O(r3n log2 n).
7. Minkowski sums
Finally, we consider the complexity of Minkowski sums of local polyhedra in two and three dimen-
sions. In the worst case, the Minkowski sum of two n-gons has complexity (n4), and the Minkowski
sum of two polyhedra in R3, each with n faces, has complexity (n6).
Theorem 7.1. The Minkowski sum of any two local n-gons in the plane has complexity O(n3 logn) and
(n3) in the worst case.
Proof. Let P and Q be two local n-gons with vertices labeled p1, . . . , pn and q1, . . . , qn, respectively.
The Minkowski sum P + Q is the union of cells in the arrangement of the r = 2n polygons pi + Q
and P + qj . Simplifying the proof of Theorem 6.1 to the two-dimensional case, we can prove that the
arrangement of r local n-gons has complexity O(r2n logn).
For the lower bound, we construct two local O(n)-gons P and Q, with σ ≈ 2 and Σ = (n), whose
Minkowski sum has complexity (n3). Each polygon consists of a comb with n widely-spaced extremely
thin spikes, each of length O(n), and a vertical zigzag of 2n edges, each of length 1. To maintain locality,
a series of O(logn) edges interpolates between the large and small features of each polygon. Fig. 12(a)
shows the comb polygon, plus a simplified geometric graph with the same salient features.
The distance between the spikes in P is very slightly larger than in Q, so that the Minkowski sum
of the two combs has n2 spikes, grouped into 2n − 1 bundles; see Fig. 12(b). Similarly, the Minkowski
sum of the two zigzags has n2 teeth. The zigzags of P and Q are positioned so that their Minkowski sum
cuts through the middle bundle of n spikes. Each of the n2 teeth cuts all the way through this bundle,
intersecting all n spikes; see Fig. 12(c). Thus, P +Q has (n3) vertices. 
Theorem 7.2. The Minkowski sum of any two local, simplicial polyhedra in R3, each with n vertices, has
complexity O(n4 log2 n) and (n4) in the worst case.
(a) (b) (c)
Fig. 12. (a) One comb polygon and its salient features. (b) The Minkowski sum of two combs has several bundles of spikes.
(c) The Minkowski sum of two zigzags cutting through a bundle.
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Proof. Let P and Q be two local n-vertex polyhedra. The Minkowski sum P + Q is the union of cells
in the arrangement of the r = 2n polyhedra pi + Q and P + qj . The proof of Theorem 6.1 implies that
this arrangement has complexity O(r3n log2 n) = O(n4 log2 n).
The lower bound construction is a generalization of the two-dimensional case. Each polyhedron ap-
proximates a piecewise linear complex consisting of two sets of square ‘shelves’, one set parallel to the
xz plane and one set parallel to the yz plane, along with a vertical ‘staircase’ with edges parallel to the
plane x = y. The Minkowski sum of the two sets of shelves contains a tight n × n grid of planes, all
parallel to the z axis. The Minkowski sum of the two staircases cuts through this grid n2 times to create
(n4) vertices. We construct a local polyhedron with these salient features by gluing together several
annuli, similarly to the harpsicordion construction in Section 4. See Fig. 13. We omit the straightforward
but tedious details. 
8. Discussion and open problems
We have introduced a new realistic input model, called locality, for nonconvex simplicial polyhedra
and other sets of simplices. Unlike many other realistic input models, our model permits objects with
arbitrarily sharp features.
In order to gauge the realism of our ‘realistic’ input model, we measured the local and global stretches
of several geometric models. While the global stretch Σ was less than the number of vertices for every
model we tested, the local stretch σ was not as well-behaved.
Not surprisingly, for most of the CAD models we tested, the local stretch σ was extremely large,
usually because the model contained nearly-coincident vertices from different components of the model,
or several long skinny rectangles modeling a portion of a cylinder or cone. Our analysis can be modified to
work for models with nearly-coincident vertices, but for objects with large cylindrical or conical regions,
this bad behavior is simply unavoidable without introducing a large number of additional vertices.
We also tested standard models that were automatically reconstructed from scattered surface
points [15,58]. The maximum local stretch σ was often extremely large, especially for models like
122 J. Erickson / Computational Geometry 31 (2005) 101–125the happy Buddha and the dragon that were reconstructed using volumetric methods [16]. Even for these
models, however, the kth-order stretch σk decayed quickly as a function of k; even for the worst model
we tried, the 10th-order stretch was a small constant. See Table 1.
We also examined the distribution of local stretch over the vertices of each model. Rather surprisingly,
this distribution often had an extremely heavy tail, suggesting that the average local stretch might be a
more realistic measure than the maximum. (Although most realistic input models restrict the worst-case
behavior of some parameter, a few results are known for sets of objects that are fat on average [40,60].)
Higher-order local stretch, on the other hand, was more tightly concentrated around the mean. First- and
tenth-order local stretch distributions for the dragon model are displayed in Fig. 14; the other models had
similar (but tighter) distributions.
We derived nearly-matching upper and lower bounds for the Minkowski sum of two local polyhedra in
two or three dimensions. The closeness of these bounds is somewhat misleading, however, since they have
very different dependencies on the global stretch Σ ; the two-dimensional bounds are more accurately
written as O(n3 logΣ) and (n2Σ). How complex is the Minkowski sum of two civilized polyhedra,
where Σ = O(1)? Our input model allows vertices to be arbitrarily close to higher-dimensional facets.
Can we obtain better bounds by replacing the nearest neighbor distance in the definition of σ with, say,
the local feature size at each vertex? What is the worst-case complexity of a single cell in the Minkowski
sum of two local polyhedra? How do these complexity bounds grow in higher dimensions?
Intersection, convex decomposition, and Minkowski sum are only three of many problems involving
nonconvex polyhedra that are difficult in the worst case, but may be easier for local or other ‘realistic’
Table 1
Global and local stretch of some large geometric models
Model n Σ σ σ2 σ3 σ4 σ6 σ8 σ10
teapot 1177 59.00 17.675 12.325 8.215 6.519 5.775 4.916 4.008
bunny 35947 27.59 302.626 8.818 4.720 4.096 3.400 2.718 2.045
armadillo 172974 2683.81 1705.08 1160.72 921.857 3.240 2.475 2.075 1.726
hand 327323 129.31 122.274 100.082 48.427 7.358 2.098 1.680 1.500
dragon 437645 315093. 80172.9 35132.0 991.039 294.512 68.046 22.458 21.611
buddha 543652 261019. 42065.3 26466.3 4105.940 608.669 14.324 10.277 8.960
blade 882954 214.27 210.559 197.254 80.889 27.025 3.931 2.936 2.219
Fig. 14. Distributions of σ and σ10 for the dragon model.
J. Erickson / Computational Geometry 31 (2005) 101–125 123polyhedra. For example, can local polyhedra be triangulated using only a near-linear number of sim-
plices? How hard is constructing the triangulation of a local polyhedron with the minimum number of
Steiner points [45] or tetrahedra [3]? How complex is the medial axis of a local polyhedron in the worst
case?
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