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然估计参数拟合。在 E- 步求得完全数据的对数似然函数的期望后，在 CM- 步将待























With the development of information technology, more and more attention has
been paid to financial high-frequency data analysis. The autoregressive conditional
duration (ACD) model plays an important role in dealing with the positive time series
of financial high-frequency data. In the general case, the error of the duration model
is dense in the vicinity of 0, and presents an asymmetric heavy-tailed distribution, so
the distribution of the heavy-tailed shape is more and more used by the statisticians in
the ACD model. In fact, setting the exponential distribution, Weibull distribution and
generalized gamma distribution as an error distribution for ACD model has been able
to handle most of the high frequency data. However, there is a common disadvantage
of these models, that is, the fitting effect of the model error sequence is not very good,
and the estimation of the model parameters can only be quasi maximum likelihood
estimation. As the amount of data is increasing more and more, data structure becomes
more and more complex, so we still need to seek a new error distribution function which
is more flexible to fitting duration model.
It has been proved theoretically that the distribution of mixed Erlang distribution
is dense in the positive continuous type distribution and can be approximated by any
finite mixed Erlang distribution. Moreover, in estimating the ACD model, the sample
size is thousands of, which is entirely suitable for the use of mixed Erlang distribution.
We consider a data model in the insurance loss distribution widely used which is called
Mixed Erlang distribution( MER distribution) as a new error distribution model of
ACD, and learn the modeling idea that introducing latent variables to construct the
complete data log likelihood function in order to fitting calculation. In this paper,
on the basis of CMM-GEM algorithm, using extended algorithm from EM algorithm
which called ECM algorithm, thus using a new algorithm which called CMM-GECM
algorithm is performed for parameter fitting by using maximum likelihood estimation,
first to obtain the expectations of complete data log likelihood function in the E-step,
then in the CM-step the parameters set Ψ is divided into Ψ𝐴𝐶𝐷,Ψ𝑀𝐸𝑅 two sets of
parameters, and one fixed on another set of parameters for conditional maximum, next















determine whether they meet the stop condition, finally we get the results of fitting
parameters of MER-ACD model.
We use R software to design CMM-GECM algorithm, fitting MER-ACD model
respectively to simulated data and financial data, and compared with the Exponential
distribution, Weibull distribution and generalized Gamma distribution duration model,
to prove the effectiveness of the CMM-GECM algorithm, and the MER-ACD model is
superior to the existing ACD model in the financial high-frequency data analysis.
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个随机因子衡量市场中的硬币信息 [4]。而Box-Cox ACD 模型为非对称 Log-ACD 模










期望值的估计可能发生错误 [10]。对于马尔科夫转换 ACD （MSACD）模型，属于离




















模型 [15] 和随机波动持续期模型 [16]。他们得出，一个好的模型拥有一个将概率集中
在小持续期，而极小的持续期则较少概率分布的持续期分布。于是，他们最终推荐
广义伽马 ACD或 Burr- （log）ACD 模型。
我们梳理ACD模型如下：
ACD(r,s):[2]








ln𝜑𝑣 = 𝜔 +
𝑟∑︁
𝑖=1




































𝜑𝛿1𝑣 = 𝜔 +
𝑟∑︁
𝑖=1





















𝜑𝑣 = 𝜔 +
𝑟∑︁
𝑖=1
























件分布不稳定，此时 q-指数 ACD 则更具优势 [10] 。SBS-ACD（BS-ACD, BS-PE-








杂持续期数据的 ACD模型？由 ACD模型与 GARCH 模型的相似性 [23]，参考混合











































































































连续交易时间的时间间隔（持续期）{𝑥𝑣}组成的时间序列。我们令 {𝑡0, 𝑡1, . . . , 𝑡𝑣, . . .}
为交易时间点序列，满足 𝑡0 ≤ 𝑡1 ≤ · · · ≤ 𝑡𝑣 ≤ · · ·，其中 𝑡0 为初始交易时间，𝑡𝑇 为最
后一次交易时间。持续期 𝑥𝑣 = 𝑡𝑣 − 𝑡𝑣−1，因此 {𝑥1, 𝑥2, · · ·𝑥𝑇}为非负时间序列，T为
时间序列长度。令 𝜑𝑣 为给定过去的信息时，第 𝑣 − 1次交易到第 𝑣次交易的时间持
续期的条件期望，满足
𝜑𝑣 = 𝐸[𝑥𝑣|𝑥𝑣−1, . . . , 𝑥1] = 𝐸[𝑥𝑣|ℱ𝑣−1] (2-1)
其中，ℱ𝑣−1是第 𝑣 − 1次交易时可得的信息集合。
基本的 ACD模型定义为
𝑥𝑣 = 𝜑𝑣𝜀𝑣 (2-2)
其中，𝐸[𝜀𝑣] = 1，且 {𝜀𝑣}为独立同分布的非负随机变量序列，显见 𝜀𝑣 与 ℱ𝑣−1无关。
而 𝜑𝑣 可用如下形式表示
































1，则新息的期望即为 1.即若一个随机变量 X服从一概率密度为 𝑓𝑋(𝑥)的分布，
𝐸(𝑋) = 𝐴，则定义 𝑌 = 𝑋/𝐴，那么 Y满足概率密度为 𝑓𝑌 (𝑦) = |𝐴| · 𝑓𝑋(𝐴𝑦)的
分布，𝐸(𝑌 ) = 1，即 Y的分布为 X的标准化分布，那么我们在估计 ACD模型
时，用 𝑓𝑌 (𝑦)分布密度函数即可。
(2) 有时由于新息分布的参数的估计方法等原因，无法直接将 ACD(𝑟, 𝑠)模型的新息
的期望设定为 1，那么我们可将一个参数（通常为尺度参数或常数项 𝜔）限定
为满足一个特定的方程（此时将参数自由度降 1），估计出参数后再做相应变换
处理，间接将模型转变为新息均值为 1的 ACD模型。即若 𝐸(𝜀𝑣) =: 𝜁 ̸= 1，可
将模型做如下处理：
𝑥𝑣 = 𝜑𝑣𝜀𝑣 =: 𝜑𝑣𝜁
−1𝜀𝑣
=: 𝜑𝑣𝜀𝑣 (2-6)














其中 𝜔 := ?˜?𝜁, 𝜏 := 𝜏 𝜁, 𝛽 := 𝛽, 𝜀𝑣 = 𝜀𝑣/𝜁, 𝜑𝑣 = 𝜑𝑣𝜁，而新的模型⎧⎪⎪⎨⎪⎪⎩
𝑥𝑣 = 𝜑𝑣𝜀𝑣, 𝐸(𝜀𝑣) = 1








为新息 𝐸(𝜀𝑣) = 1的MER-ACD(𝑟, 𝑠)模型。
对于参数非负性及弱平稳性的限定条件，我们通过做模型变换可以得到。类似
GARCH模型，𝜂𝑣 = 𝑥𝑣 − 𝜑𝑣 为鞅差序列过程，满足 𝐸(𝜂𝑣 | ℱ𝑣−1) = 0，则(2-3)可表示
成








𝑥𝑣 = 𝜔 +
𝑚𝑎𝑥(𝑟,𝑠)∑︁
𝑙=1
(𝜏𝑙 + 𝛽𝑙)𝑥𝑣−𝑙 −
𝑠∑︁
𝑗=1




























由于持续期为正数，因此 𝜔 > 0,
𝑚𝑎𝑥(𝑟,𝑠)∑︀
𝑙=1
(𝜏𝑙 + 𝛽𝑙) < 1，即得弱平稳性条件。





𝑌 ∼ 𝐸𝑅(𝑚, 𝜃)
则 𝑌 的分布密度函数（pdf）为
𝑦 ∼ 𝑓(𝑦|𝑚, 𝜃) = 𝑦
𝑚−1𝑒−𝑦/𝜃













𝜃𝑚𝑢(𝑚𝑢 − 1)! , 𝑦 > 0 (2-11)
其中，权重满足 𝛼𝑢 > 0且
𝑀∑︀
𝑢=1
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