A wealth of recent work has gone into optimizing the performance of Transmission Control Protocol (TCP) on the downlink channel of wireless networks such as for example, honing its congestion awareness mechanism so that it is minimally affected by random wireless losses, and optimizing achieved fairness of the end-to-end TCP rates. Other work has gone into balancing the allocation of a shared resource between the downlink and uplink in order to optimize TCP performance. We build on such previous research by proposing a cross-layer algorithm for resource allocation in OFDMA systems aiming not only to achieve optimal throughput for competing TCP flows but also to allocate resources appropriately between the downlink and uplink. This is important due to the increasing number of Internet applications where the mobile terminal is the TCP sender (social networking, peer-to-peer, etc.). Therefore, our scheme makes use of the asymmetry in the traffic and by defining the boundary between downlink and uplink capacity dynamically, enhance the TCP performance. Through numerical investigations we show the performance of the proposed scheme in terms of achieved fairness to the receivers and efficient allocation of downlink to uplink ratios based on the TCP traffic.
Introduction
The Transmission Control Protocol (TCP) [1] is the prominently used transport layer protocol to achieve reliable end-to-end data transfer in IP based networks. TCP connections as being inherently bi-directional, require ACKnowledgements (ACKs) from the receiver in order to achieve reliable communication. On one hand, the common assumption in data centric networks is that the downlink carries heavier data load, thus less bandwidth is specified for the uplink path. The examples of such mode of operation are available for both wired and wireless networks. In Long Term Evolution (LTE) [2] , the allocated bandwidth to uplink is the half of the allocated bandwidth to downlink, while in the case of ADSL up to eight times higher than the uplink bandwidth could be allocated to the downlink. On the other hand, Mobile data usage for 2010 reveals the increase in mobile data traffic 1 . Hence, in many of the applications such as Peer to Peer, and Instant Messaging the sender can be the mobile terminal, which is different from traditional applications such as Web browsing where the sender is a web-server, and therefore uplink capacity plays an important role.
The effect of link asymmetry on the performance of TCP is widely studied in wired networks. Limited available bandwidth and congestion on the revers path breaks down the principle of ACK clocking, and may cause an increase in the Round Trip Time (RTT), which can degrade the TCP throughput on the forward path [3] . Several research works explore these issues and a range of solutions have been proposed. Some of these proposals require explicit support from routers or middle boxes, whereas others are end-to-end schemes. For example, ACK congestion control [4] attempts to reduce the sending rate of ACK traffic, with the assumption that a reduction in ACKs rate may help to reduce the congestion itself. In this research work, we explore the above discussed issue in wireless networks. Our attempt is to bring the requirements of TCP on the reverse path, into the actual radio resource allocation mechanisms. Therefore, the limited capacity on the uplink or congested uplink can be avoided. Unlike the existing end-to-end solutions [4] , our proposed solution applies a small modification to the TCP header and remains its state diagram unchanged.
To this end, the contributions of this paper are in two categories. First, with jointly allocation of the downlink and uplink, the optimal proportion between downlink and uplink resources can be achieved. The optimal proportion is selected so as the delivery guarantee of TCP ACK packets is accomplished and also downlink throughput is maximized. It is worthwhile to note that over-allocation or under-allocation to the uplink bandwidth could decrease the performance of the end-to-end connection in the downlink either directly or indirectly. Second, we define the downlink resource allocation problem not only with respect to the channel quality but also the TCP constraints. Thereby, fairness among end-to-end TCP flows is considered in addition to maximizing sum rate.
In this study, the access method is based on the Orthogonal Frequency Division Multiple Access (OFDMA), which is the selected access technique in emerging and future wireless networks [2] , [5] . The problem of resource allocation in OFDMA wireless networks is to assign subcarriers and distribute power in order to improve the performance of the system either by maximizing the overall data rate or by considering fairness issues. Although the problem of subcarrier/power allocation in OFDMA-based wireless networks has been widely studied over the past few years, the aspects of fairness as pertain to the end-to-end communications have not been sufficiently addressed. Hence, downlink resource allocation problem in this work is defined so that fairness among end-to-end TCP flows is satisfied. This is particularly important when the end-to-end TCP flows are based on different TCP versions or their paths have diverse RTTs [6] .
Our major contributions in this paper are as follows.
1. To avoid the performance degradation of the end-to-end TCP flows due to the scarce resources in the uplink, a joint uplink-downlink resource allocation problem is proposed. This resource allocation scheme, which is studied for OFDMA-based wireless networks, guarantees to allocate sufficient resources to the uplink of each individual TCP flow with regard to the allocated resources in the downlink. Therefore, the performance of TCP flow is not affected by the asymmetry in traffic but this asymmetry is utilized to enhance TCP performance. 2. We expand the objective of the downlink resource allocation problem in OFDMA to include the theoretical upper bound of TCP throughput; thus fairness among downlink end-to-end TCP flows can be achieved. 3. A new bit in the TCP header is introduced so that TCP congestion control state can be reported. This information is used in computing the achievable throughput by the end-to-end flow. In the slow start phase, TCP throughput simply depends on the Congestion Window (CW) and RTT of the flow, which are both available values in the TCP header [7] . In the congestion avoidance phase, the model in [8] illustrates the steady state throughput given the RTT and PER that each TCP flow may experience in its end-to-end path. 4. The performance of our proposed schemes is thoroughly investigated under various network conditions.
To the best of our knowledge, this is the first research work which propose to adapt the OFDMA resource allocation problem so that TCP requirements in the uplink have been taken into account. In other words, the effect of link asymmetry on the performance of TCP is addressed. The remainder of this paper is organized as follows. In the next section, an overview of the OFDMA resource allocation techniques, and the state of the art in TCP-aware resource allocation schemes are discussed. Section 3 details the system model and baseline assumptions used in the paper. In Section 4, the proposed joint resource allocation problem is introduced, together with the two variants of the TCP-aware allocation schemes. Section 5 describe the associated techniques to solve corresponding optimization problems. Section 6 presents the numerical investigations of the proposed scheme under various conditions. Finally, this paper concludes in Section 7.
Background Study
Much of the OFDMA resource allocation techniques in the literature have concentrated on the allocation of resources in the downlink, e.g., by maximizing the overall data rate subject to power or Bit Error Rate (BER) constraints [9] . Moreover, depending on the duplexing method, the available resources are divided either in time or in frequency between downlink and uplink channels. The proportion of uplink and downlink capacity can be defined as one of the system parameters. For example, in the LTE assumptions [2] , the uplink capacity is equal to the half of the downlink capacity.
On the other hand, resource allocation mechanisms can consider the joint downlink-uplink allocation problem. Such allocation techniques can provide a dynamic border between downlink capacity and uplink capacity, in order to allocate the total amount of resources more efficiently. As mentioned earlier, this proportion can be defined dynamically based on various system constraints to guarantee the requested Quality of Service (QoS). In this paper, we constrain the resource allocation problem with the requirements of the bi-directional connection of the transport layer (e.g. TCP) so as we guarantee the delivery of TCP ACK packets for the allocated bandwidth to the downlink of each flow, while the attempt is to maximize this bandwidth.
The downlink resource allocation problem per se, could aim to maximize sum rate [9] subject to power consumption, minimize the overall power consumption while satisfying the minimum rate requirements [10] , or consider certain degree of QoS. Furthermore, the downlink resource allocation scheme may consider fairness among users, either by prioritization using the weighted sum rate method [11] , or by introducing proportional rate constraints [12] . Another possible approach is presented in [13] , in which fairness is considered by maximizing the lowest achieved data rate among the user set. The research presented in [14] addresses the issue of how to provide proportional fairness in OFDMA resource allocations based on the Nash bargaining solution. Although these research works investigate the issues of fairness and QoS with respect to the allocated data rate over the wireless link, aspects as pertain to the end-to-end data transmission perspective have not been sufficiently addressed.
TCP as the prominently used transport layer protocol provides reliable, connection oriented data transfer in IP based networks. However, TCP performance is problematic in wireless networks, which are characterized by random losses and intermittent connectivity. TCP treats wireless random losses as congestion indication, and reduce its congestion window, lowering in that respect unnecessarily its rate [15] . Such factors, in addition to differences in the way different versions of TCP react to random wireless losses mean that -particularly over wireless links-there can be considerable unfairness among TCP flows [6] . Since the majority of applications in the Internet use TCP, TCP's fairness has been well studied in the literature [16] . In this regard, we explore the fairness among the TCP flows as can be accomplished by the wireless resource allocation schemes.
A thorough overview of cross-layer design for resource allocation algorithms in the third generation wireless networks is given by [17] , where aspects related to TCP performance over CDMA are also addressed. TCP-aware resource allocation algorithms over a CDMA network are studied in [18] , the objective being to maximize throughput. The proposed algorithm in that paper uses information on the TCP state (slow start or congestion avoidance) to allocate the data rate more appropriately at the wireless link. A joint congestion control and power allocation in a CDMA based wireless network is proposed in [19] , in which a generalized network utility maximization frame work is also presented. Furthermore, [20] introduces enhancement in fairness among TCP connections over CDMA network by allowing longer RTT connections to have higher signal-to-interference ratios.
In the context of IEEE 802.16, reference [21] proposes a TCP-aware allocation algorithm which estimates the bandwidth demand based on the long-term data rate, and allocates resources accordingly. Unlike available solutions in the literature, we use the closed form expression of TCP throughput [8] as a mean of TCP-awareness in allocations. Moreover, in contrast with existing TCP-aware resource allocation techniques, we focus on OFDMA-based systems and take both uplink and downlink algorithms into account.
System Model
The core of TCP congestion control algorithm are the slow start and the congestion avoidance phases. In the slow start, the achievable throughput by the TCP flow simply depends on the actual value of CW and RTT. On the other hand, throughput in the congestion avoidance phase can be expressed by the TCP steady state throughput [8] . We introduce a new flag in the TCP header, SS/CA flag, that illustrates the actual state of TCP, i.e. SS/CA equal to zero or one represents being in slow start or congestion avoidance successively.
2
As TCP transits into congestion avoidance phase, the steady state expression of TCP throughput can represent its achievable throughput. Given e i the probability of a packet being in error (PER) in flow i, the below closed-form function expresses TCP steady state throughput based on the model in [8] that were later revised in [22] ,
where
In Equation (1), MSS is the TCP Maximum Segment Size in bytes, b is the number of packets that are acknowledged by receiving an ACK, and e is the probability of a TCP packet in error which can be driven from the BER of wireless link, assuming that the bottleneck is the wireless link. The RT T is the average value of RTT, thus the instantaneous variation in the RTT caused by each single loss of acknowledgement does not affect the throughput. The throughput expression here is based on the above TCP version. We should note that even though the above throughput expression is based on the well-used TCP Reno, Equation (1) can be replaced by the throughput expression of other TCP versions.
Therefore, the achievable throughput of a TCP flow i, B i , can be expressed as,
To calculate the TCP throughput in the wireless base station, where the resource allocation takes place, the value of RTT is required. Various methods are presented in the literature to estimate RTT either actively or passively at any router in the middle of the end-to-end path. The passive measurement can be done based on the three-way handshake message [23] , or by associating the data segment with the acknowledgement that triggers the packet [24] . TCP timing information can also be included in the Timestamp option of the TCP segment [7] . Experiments show that 90% of the passive measurements are within 10% of the precise RTT value [23] . These methods are not computationally complex and can be easily implemented at the link-layer of the base station.
To this end, we assume n active TCP flows all of which operate in either slow start or congestion avoidance phase. A single cell OFDMA network is assumed with m available subcarriers. Let for flow i the rate on subcarrier j to be r ij . Each user is associated with a single TCP flow, therefore, the achievable rate for user i can be written as follows,
where,
The channel gain of user i at subcarrier j is denoted by G ij . With the thermal noise power, σ 2 , the ith user's received signal to noise ratio (SNR) on subcarrier j is denoted as,
where p ij is the allocated power to flow i on subcarrier j. Adaptive modulation provides the desired rate in the allocated subcarrier for each individual user. Given c 1 ≈ 0.2, c 2 ≈ 1.5, BER is expressed based on the adaptive M-array quadratic modulation (M-QAM) [25] .
Similar to [14] we assume a fixed and the same BER for all users in all subcarriers i.e. BER ij = BER ∀i, j. Given c 3 = −ln(BER/c 1 )/c 2 , and solving for r ij , the achievable rate for user i on the jth subcarrier can be described as follows,
In Equation (8), w j is the bandwidth of subcarrier j which is assumed to be equal for all subcarriers and will be denoted hereafter by w. The wireless channel suffers from slow-fading effect such that the channel is constant within each OFDM frame. The slowly time varying assumption is crucial since it is also assumed that perfect estimation of the subchannels is available for each user. Moreover, mobile users and the base station are synchronized, thus there is no inter-carrier interference.
TCP-Aware Resource Allocation Scheme
Despite the fact that TCP has been initially designed for elastic applications it is currently commonly used in various popular streaming applications. It is worthwhile noting that Real Media and Windows Media, the two dominant streaming media applications, both are based on TCP streaming. In that respect, in wireless networks where resources are scarce TCP traffic for such applications should not be treated as best effort but some provision on the data rate have to be considered. In the proposed approach this provision is based on the theoretical average throughput that can be achieved by TCP, based on the specific path characteristics (i.e., RTT, packet error rate).
As mentioned in Section 2, according to the state of the art in OFDMA resource allocation schemes, fairness aspects as pertain to the end-to-end data transmission perspective have not been sufficiently addressed. In this respect, aim of the proposed downlink resource allocation problem is to determine the users'transmission functions [A] ij = a ij and power matrix [P ] ij = p ij in order to maximize the overall rate with regard to the power constraints while maintaining fairness among the active end-to-end TCP flows [26] [27] . On the other hand, the uplink resource allocation aims to provide appropriate throughput for the uplink. The example detailed here show how either over allocation or under allocation of resources to the uplink can reduce the downlink throughput.
Motivation
In data centric networks, it is assumed that downlink carries heavier data load, thus less bandwidth is specified for the uplink path. In spite of this fact, with the increasing number of applications uploading data i.e. Emails with large attachments, the uplink resources can become more scarce. TCP connection as a bi-directional connection, requires ACK from the receiver for the transmitted data packets to achieve the reliability. Therefore, the effect of link asymmetry on the performance of TCP, which has been widely studied in the wired networks [28] , can also be crucial in wireless networks. To depict a clearer picture, an example is detailed here, in which we assume that a user downloads data over a link with 20 Mbps capacity, while the uplink capacity is limited to the 100 kbps. Given the lengths of data packets 1500 B and the lengths of ACK packets 40 B, TCP can only send ACKs for every 5 packets; otherwise the uplink path will be saturated. Therefore, the principle of ACK clocking can break down, thus the sender clocks out new data at a slower rate. In other words, the sender CW grows slower and the TCP flow utilizes the allocated downlink bandwidth inefficiently.
In the above example, if TCP acknowledges every single packet, it can achieve not more than 400 kbps on the downlink. Although by increasing the capacity of uplink, downlink capacity is decreased, download throughput shows an increase due to the successful/on-time delivery of the acknowledgements (can be seen Figure 1 ). Clearly after some point that depends on the actual uplink traffic, increasing the uplink capacity can results in reducing the download throughput due to the decrease in its capacity. Finding this trade-off depending on the actual traffic is an interesting problem, which is addressed by this paper.
In wireless networks, this phenomena can occur in for example the following scenario where it is assumed that there are 20 mobile users and the capacity of downlink and uplink are 20 Mbps and 10 Mbps consequently. If all the mobile users download data and attain equal share of the bandwidth, each mobile user download 1 Mbps while the total of 500 kbps is the uplink traffic-the same packet size and ACK size to the previous example are assumed. Assuming that 9 of these users upload data with the same rate as download (1 Mbps), capacity of the uplink that can be used for the ACK traffic of the downlink streams is decreased to 1 Mbps. Increasing the number of uploading mobile users to 10, the uplink is congested in a way that the ACK traffic of the downlink streams can not flow. On the other hand, if three more users upload data but with the lower rate than their download data, e.g. the third of downlink data rate, 300 kbps, the uplink capacity for the ACK traffic is decreased to 100 kbps. Further assuming that three more users are uploading data with 30 kbps, the uplink capacity is decreased to 10 kbps. Figure 1 shows the downlink throughput versus the link BER in the described scenario. The presented results in Figure  1 are simulated using OPNET modeler in which the RTT is 60 ms.
Formal Problem Definition
Considering the above example, in this section we define a joint allocation of downlink and uplink resources, to provide the maximum throughput on the downlink, and also to guarantee the delivery of the downlink packets with the appropriate data rate on the uplink. The objective of downlink allocation scheme is presented in two variants. The first proposed optimization problem aims to maximize sum rate, constrained to the proportional data rate on each individual TCP flow. The proportional rate is weighted with the theoretical TCP throughput, which is the throughput that a TCP flow can achieve, dependent on the end-to-end RTT and the packet error probability of the corresponding flowthis throughput can be considered as the actual capacity of the end-to-end path. In the second proposed TCP-aware resource allocation problem, we investigate the difference between the allocated wireless link rate and the theoretical achievable TCP throughput. This optimization problem aims to maximize the sum rate while minimizing the gap between the allocated data rate to each flow and the theoretical throughput that can be achieved by that TCP flow. These two formulations are detailed in the followings.
Proportional TCP Throughput Constrained (P1)
The formulated optimization problem (P1) aims to maximize downlink sum rate, while TCP fairness is assured by imposing a set of nonlinear constraints into the problem. We propose to constrain the proportional downlink rate among users with respect to the TCP theoretical throughput (the solely downink resource allocation problem is also discussed in [29] ). In the uplink, assuming TCP receiver acknowledges every single packet, the minimum required data rate would be a proportion of the downlink data rate for each specific TCP flow depending on the size of the ACK packet, which can be increased for example using the SACK option, R ui ≥ ρR di , i.e. 0 < ρ < 1. Therefore, our optimization problem is also constrained by the minimum achievable uplink rate for each flow. The above described optimization problem can be formulated as follows,
subject to:
a ij ∈ {0, 1}, ∀i ∈ {1, ..., n}, j ∈ {1, ..., m} (16)
In this problem, despite the classic approaches in solely maximizing throughput, subcarriers (a ij ) and transmission power over each subcarrier (p ij ) are allocated such that certain performance metrics of TCP are guaranteed. These performance metrics are provided via the constraints that are detailed below. Constraints (9) ensure that every subcarrier is assigned to only one user. We assume c j represents the allocation of subcarrier j to downlink (c j =1) or uplink (c j =0). Thereby, constraints (10) and (11) restrict the total available power at the base station, P T , and at each mobile user, P t . Moreover, constraint (12) provide fairness among TCP flows with maintaining proportional rate with respect to the TCP throughput for each user. Constraint (13) provide the required data rate for uplink, in order to guarantee delivery of the downlink allocated resources, and finally constraint (14) bounds the number of downlink subcarriers to m d . Note that the optimal value of m d can be found solving the problem (P1) iteratively for different values of m d .
Rate Difference from TCP Throughput Constrained (P2)
In this problem, similar to (P1), we attempt to maximize downlink sum rate, but the instantaneous rate allocation is constrained with the TCP theoretical throughput (the solely downlink allocation problem is also discussed in [26] ). Given D i , the difference between allocated data rate to the ith user and the theoretical TCP throughput of flow i, it can be represented as follows,
In Equation (18), α represents the overhead of the TCP/IP header. The resource allocation problem in this case attempts to minimize D i while maximizing the sum rate. Therefore, the novel resource allocation problem (P2) can be defined as a multi objective optimization problem. There are various approaches to formulate such a multi objective problem; we use a well-studied approach that combines the multiple objectives into a single objective function whose solution is Pareto optimal.
a ij ∈ {0, 1}, ∀i ∈ {1, ..., n}, j ∈ {1, ..., m}
c j ∈ {0, 1}. ∀j ∈ {1, ..., m}
Constraints (19)- (26) are the same as (9)-(11) and (13)-(17). As mentioned above, problem (P2) has a Pareto optimal solution; thus the solution is not unique and it depends on the value of µ that balances the two objectives. In the above problem, increasing the value of µ shift the allocation balance towards TCP throughput, while decreasing the value of µ shifts the balance towards a data rate maximization problem.
Subcarrier Allocation and Power Distribution

Optimal Solutions
Clearly, subcarrier and power should be assigned jointly to achieve the optimal solution. This joint allocation represents a mixed integer non-linear mathematical programming problem which pose a high computational complexity. Although problems (P1) and (P2) can be solved using well-known optimization techniques, it is prohibitive for the base station to solve these problems in real time due to their complexity.
For real-time implementation and to allow larger instances of the problem to be solved we present a greedy allocation which provides suboptimal but feasible solutions. To this end, we use the method presented in the literature [12] to decouple the problem. The addressed optimization problem can be decoupled to two separate problems; first the allocation of the subcarriers, and second the distribution of the available power into the allocated subcarriers.
Suboptimal Solutions
We use the approach similar to [12] to decouple the optimization problem. In the subcarrier allocation it is assumed that power is equally distributed in all the subcarriers, therefore the solution is suboptimal. Afterwards, to a certain subcarrier allocation, an optimization problem can be reformulated over the continues variable p ij . Thus, using the water filling approach, power will be distributed optimally.
The principle of the downlink algorithm is to allocate the subcarrier with the highest channel gain available for each user. In addition to that, in the first round of allocation, we let the user with the highest theoretical TCP throughput (largest value of B i ) to first select a subcarrier. Thereafter, in each round of the allocation, in solving problem (P1) users with the lowest proportional rate have priority to select the best available subcarrier. This step performs differently solving problem (P2), i.e. user with the smallest objective function selects the next subcarrier.
Subcarrier allocation to the uplink in both problems is in order to satisfy the uplink minimum rate requirements. We select the initial value of m d in order to keep the proportion of ρ between number of downlink and uplink subcarriers -m d = m · 1 1+ρ . Afterwards, in few iterations, the largest value of m d which satisfies constraint (12) will be found; clearly this value maximizes the objective function. The above procedure for problem (P1) is detailed in Algorithm 1, in which Ω i is the set of allocated subcarriers to the user i in the downlink and Ψ i is the set of allocated subcarriers to this user in the uplink. Algorithm 2 details the subcarrier allocation solving problem (P2) in which steps (a), (b), (d), and (e) are similar to Algorithm 1, and only step (c) is restated.
The problem of power allocation with pre-defined subcarrier allocation, is based on the reformulation of (P1) into a maximization problem over continues variable p ij .
p ij ≥ 0. ∀i ∈ {1, ..., n}, j ∈ {1, ..., m} 
.., m} such that constraint (13) are satisfied. 2. Else, find the largest m d ∈ {1, ..., m d1 } such that constraints (13) are satisfied.
Algorithm 2 Subcarrier Allocation Algorithm for the optimization problem (P2) c) while
In the Algorithms 1 and 2, Ω i1 and Ω i2 are mutually exclusive, if i 1 = i 2 ; the same assumption is also valid for Ψ i . Problem (P2) also can be rewritten as (P2 ) over the continues variable p ij .
Problem (P1 ) can be solved using the lagrangian dual function.
where ν ij , λ, γ i , η i , and ξ i are the lagrangian multipliers. Differentiating the lagrangian dual function with respect to p ij and set the derivatives to zero, power can be distributed similar to [12] based on the water-filling algorithm. The subcarrier set of Ω i is the complement set of Ψ i ; the source of downlink power is at the base station while the uplink power is provided by the mobile users. Thus, we can allocate the downlink and uplink power independently; in the following, first the downlink power is allocated. Assuming p 1j , the allocated downlink power to the first user in each subcarrier j, we first differentiate (36) with respect to p 1j , and afterwards with respect to p ij .
(38) From either (37) or (38), it can be shown that,
Let us define M i as the number of allocated subcarrier to user i-M i is the number of members in the set Ω i . Without loss of generality, we can assume that
.., n}. Therefore, (39) can be rewritten as,
Equation (40) shows the power allocation to each user, in which more power will be allocated to the subcarrier with higher channel gain-which is based on the water-filling algorithm. The total allocated power to user i, P iT , can be calculated as,
Gij Gi1 , ∀i ∈ {1, ..., n}.
Using the power constraint (27) , and the rate constraint (29) , P iT can be computed for all users, and therefore p ij values for each subcarrier. Solving the lagrangian L 1 to allocate the uplink power is trivial and similar to the first step of downlink power allocation. The same approach can be used for solving problem (P2 )
Numerical Investigations
Numerical investigations are performed in MATLB and the implementation details are discussed in this section. For solving problem (P1), we first assign subcarriers based on Algorithms 1 and assume equal power distribution among the allocated subcarriers. Afterwards, power is distributed optimally using TOMLAB optimization toolbox to solve (P1 ). Similar arrangement are made for solving problem (P2), thus subcarriers are allocated based on Algorithm 2 with the assumption of equal power across all subcarriers. Afterwards, the optimal power distribution is calculated solving (P2 ).
Our simulation runs over a snapshot of the system, i.e. set of n users are in the system and each within a certain distance from the AP. If number of users covered by the AP changes e.g., new users move to the coverage area of the AP or any of the old users moves out from the AP coverage area, the optimization problems will be re-run. Adding new users to the cell is addressed in the first simulated scenario where users are increased from two to fifteen. Also, if users' mobility results in significant changes in the channel condition and therefore in the PER of TCP, the problem will re-run.
The benchmarks are the sum rate maximization problem, denoted by (BM1), and also the sum rate maximization with an equal rate constraint, denoted by (BM2). Clearly, power and subcarrier constraints of Equations (27), (28) and (31) are also applied to the benchmark problems. The resource allocation problem (BM2) is similar to the proposed problem in [12] , using the weighting coefficients equal to one. These two benchmarks represents the two extremes of the resource allocation schemes, (BM1) does not consider fairness in the allocations and aims only to achieve the maximum capacity on the link. On the other hand, (BM2) blindly provides fairness with equal rate allocation to all users, which may affect the overall achievable rate significantly.
Simulation Parameters and Scenarios
We simulate an OFDMA system with 52 subcarriers (this can easily be increased to larger number of subcarriers but the complexity and thus the simulation time will be increased accordingly). The initial value of m d is set to 32, and its optimal value is calculated through subcarrier allocation in Algorithm 1, while ρ = 0.2. It is further assumed that every single transmitted TCP packet is acknowledged (i.e., b = 1), and all TCP flows are long-lived and they are in their congestion avoidance phase, i.e. SS/CA = 1.
The rest of simulation parameters are similar to the ones used in [2] , which are also summarized in Table 1 . The available bandwidth is 5 MHz, maximum available power at the base station is 43 dBm, and at each mobile user is 23 dBm. The thermal noise power, σ 2 , is −107 dBm (Johnson-Nyquist noise over 5MHz bandwidth), the target BER is 10 −4 , and the average SNR of wireless channel is 15 dB. The wireless channel is modeled with ITU pedestrian model (P L = 40 log 10 d + 30 log 10 f + 49, where d is users' distance from the base station and f is the operating frequency), and frequency selective slow fading. The MSS of each TCP flow is set to the standard maximum transfer unit of an Ethernet network which is 1460 bytes. The presented results in this section are average values taken from 150 Monte Carlo simulations.
In order to investigate the performance of the proposed scheme, we consider a number of different scenarios. The first two scenarios mainly explore the achieved fairness among downlink TCP flows. In these two scenarios, We assume fix and constant value for m d (= 32) in the two proposed schemes and also in the two benchmark problems. Hence, performance of the four schemes having the same allocation boundary between the uplink and downlink is examined. It is also ensured that the initial value of m d satisfies constraints (30) and (34).
Unlike the first two scenarios, the third simulation scenario assigns the optimal value of m d through iterations, thus the effect of uplink capacity on the achieved downlink throughput is also examined. In this scenario, we use step (f) in Algorithm 1 to find the optimal value of m d . Therefore, in scenario three that • Scenario two: Different distributions of RTT It is expected that an increase of RTT variations among the end-to-end paths highlights the benefit of the TCP-aware allocation schemes (i.e. P1) in comparison to (BM2). In this respect, the second simulation scenario performs over ten mobile users while the RTTs among the ten TCP flows are normally distributed with the average of 100ms and the standard deviations of 10ms, 20ms, 30ms, and 40ms in consecutive simulation runs.
• Scenario three: Dynamic m d assignment, various number of mobile users In the third simulation scenario, we initialize m d with the previously mentioned value-32 subcarriers for the downlink-, afterwards step (f) in Algorithm 1 finds the optimal value of m d in few iterations. The two benchmark problems (BM1) and (BM2), operate at the m d = 32; thus the results comparison here mainly show how the end-to-end performance is benefitted from setting the border between downlink and uplink, adaptive to the current load of the system.
Under the conditions where the available resources in the uplink are more than required to be allocated for uplink traffic, these wireless resources can be allocated to downlink and increase the downlink throughput. On the other hand, when the available resources for the uplink channel can not satisfy the data rate requirements of the uplink, increasing the number of uplink subcarriers guarantees the delivery of the ACK packets, and enhances the achievable throughput on the downlink. Considering the above, setting the value of m d dynamically potentially increases the total throughput, and this issue is further investigated in the third simulation scenario.
Performance Metrics
In this paper, results are presented in terms of throughput and fairness among TCP flows. To study the level of achieved fairness among TCP flows by the presented resource allocation problems, we first compare the results based on the Jain's fairness index [30] , denoted by F I. This index is well-used as a quantitative measure of fairness in both wired and wireless networks. The index F I is 1 when there is a complete fair allocation.
Assuming x i is the data rate of user i, proportional to the optimal rate that can be achieved on the corresponding end-to-end path, then F I as described in (42) can be the measure of fairness among end-to-end flows. The optimal throughput for each TCP flow is the theoretical TCP throughput defined by Equation (1) in Section 3. Thus, in Equation (42), x i can be replaced by R i /B i for each end-to-end flow. The proposed resource allocation problem (P2) provides fair allocation among end-to-end TCP flows using the similar approach to the max-min fairness. Therefore, the minimum achieved throughput in each simulation scenario is used as another measure of fairness among the end-to-end flows.
Numerical Results
In this section, given fixed and dynamic (optimal) m d , results are presented for the three discussed scenarios. Figure 2 shows fairness index Equation (42)) as achieved by solving problem (P1), (P2), (BM1), and (BM2) in scenario one. Observed from this figure, the achieved fairness index by resource allocation scheme (P1) is increased approximately 30% in average comparing with the results of allocation scheme (BM1). In addition, Figure 2 shows that, as the number of mobile users competing over the wireless link is increased, distribution of the resources in a fair manner is more challenging. Thus, our proposed scheme can enhance the fairness index more significantly, e.g. this index is increased up to 70% in fifteen-user scenario by problem (P1).
The minimum throughput as achieved by problem (P2) is presented in Figure 3 , and compared with the similar results from (P1) and the benchmark problems. It can be seen that the minimum throughput as achieved by the four allocation schemes are equal in the two-user and five-user cases. The difference between these values is increased as the number of mobile users increases, e.g the minimum throughput as achieved by (P2) and (P1) in the fifteen user case are more than five times of the achieved throughput by (BM1). This phenomena is similar to the the observation of larger enhancement in fairness index by increasing the number of mobile users as shown in Figure 2 .
Despite the enhancement in the achieved fairness (in terms of minimum throughput and Jain's fairness index) by the proposed resource allocation schemes (P1) and (P2), a degradation in the aggregated throughput is expected. We show that decrease in the sum data rate is not significant comparing with the enhancements in fairness. Figure 4 presents the aggregated data rate as achieved in the four investigated resource allocation problems. Here, achieved data rate by each flow is the minimum of allocated data rate and the end-to-end capacity of that flow (i.e. part of the allocated rate that can be utilized by the flow depending on its end-to-end capacity). Figure 4 shows approximately 5% decrease in the average of sum rate computed based on (P1) comparing with (BM1). Moreover, the degradation in the aggregated data rate is increased in the co-existence of larger number of mobile users, e.g. the sum rate as achieved by (P1) is decreased by 15% in the fifteen-user case. This observation is inline with the more enhancements in fairness index and minimum throughput as shown in Figures 2 and 3 .
Further observations from these three figures show that the results of problem (P2) and benchmark problem (BM2) are not significantly different. In Figure 2 the fairness index achieved by (P2) is 12% larger, in Figure 3 the minimum achieved throughput by (P2) and (BM2) are the same, and finally in Figure 4 the aggregated data rate accomplished by (P2) is 4% less than (BM2). Taking into account the characteristics of the end-to-end path that is included in problem (P2), it is expected that increasing the diversity among the end-to-end RTTs results in the more significant differences between the achieved results by (P2) and (BM2), thus we investigate this hypothesis in the next simulation scenario. Figures 5 and 6 show the results of the second simulated scenario. It can be seen that by increasing the diversity among end-to-end RTT values, the aggregated data rate accomplished by the resource allocation scheme (BM2) is decreased comparing with (P2). Also, the enhancement in the fairness index is more significant when the RTT values are more diverse.
Using the same configuration to the simulation scenario one, and setting m d dynamically, the results for the third simulation scenario as achieved by (P1) and (P2) are presented in Figures 7-9 . Observed from Figure 7 , we can see that the level of enhancement in the fairness index is similar to the results of the first simulated scenario. Moreover, Figures 9 and 8 show that dynamic allocation of the border between uplink and downlink improve the total aggregated throughput as well as the aggregated downlink throughput by approximately 15%. Therefore, setting m d dynamically and depending on the requirements of TCP connection, not only improve the fairness among end-to-end TCP flows, but also enhance the total achieved throughput.
Conclusions
In this paper, the TCP-aware resource allocation algorithm has been proposed. This algorithm contributes to the performance of the end-to-end data transmissions in two folds. First, to provide fairer throughput among TCP flows in the downlink, the theoretical TCP throughputs of all flows have been added to the constraints of the downlink resource allocation problem. Second, to address the problem of asymmetric links and the effect of available uplink resources on the downlink performance, a joint uplink-downlink resource allocation scheme has been proposed. Two different formulations of the TCP-aware downlink resource allocation problem have been discussed. In the first problem, a set of non-linear constraints are added to maintain the proportional downlink rate among users with respect to the TCP theoretical throughput. The second problem attempts to minimize the gap between the allocated data rate and the theoretical TCP throughput. Wide range of simulation scenarios have been carried out to investigate the effect of these resource allocation schemes on the performance of the end-to-end TCP flows. The simulation results have revealed that not only more balanced throughput towards TCP throughput is achieved but also fairness among downlink TCP flows has improved significantly.
The second part of this problem has addressed the issue of scarce availability of resources on the uplink that could result in the degradation of the downlink throughput. This issue and its effect on the performance of TCP has been addressed by proposing a joint uplink-downlink resource allocation scheme that performs in a TCP-aware fashion. Our novel problem has constrained the minimum uplink data rate of each TCP flow based on its allocated data rate in the downlink. The above mentioned constraint is because of the bi-directional nature of TCP connections, which requires sufficient bandwidth in the uplink in order to guarantee the delivery of the downlink packets. The performance of this joint uplink-downlink resource allocation problem has been investigated with a wide range of simulation scenarios. It has been shown that the proposed resource allocation algorithm can enhance the aggregated end-to-end throughput significantly.
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