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TRANSCENDENCE OF GENERATING FUNCTIONS OF WALKS
ON THE SLIT PLANE
MARTIN RUBEY
Abstract. Consider a single walker on the slit plane, that is, the square grid
Z
2 without its negative x-axis, who starts at the origin and takes his steps
from a given set S. Mireille Bousquet-Me´lou conjectured that – excluding
pathological cases – the generating function counting the number of possible
walks is algebraic if and only if the walker cannot cross the negative x-axis
without touching it. In this paper we prove a special case of her conjecture.
1. Introduction
Let S – the set of steps – be a finite subset of Z2. A walk on the slit plane is
a sequence (0, 0) = w0, w1, . . . , wn of points in Z
2, such that the difference of two
consecutive points wi+1 − wi belongs to the set of steps S and none of the points
but the first lie on the half-line {(x, 0) : x ≤ 0}. An example for such a walk with
set of steps
S = {(−1,−2), (−1, 1), (−1, 2), (1,−2), (1, 1), (1, 2)}
is shown in Figure 1.
Recall that a generating function F (t) =
∑
n≥0 fnt
n is algebraic, if there is a
nontrivial polynomial P in two variables, such that P (F (t), t) = 0. Otherwise, it is
transcendental.
In [2] Mireille Bousquet-Me´lou conjectured the following:
Conjecture 1.1. Consider the generating function for walks in the slit plane with
a given set of steps S, counted according to their length and their end-coordinates:
S(x, y; t) =
∑
W walk on the slit plane
starting at the origin
with steps in S
tlengthWxx-finalW yy-finalW .
Suppose that the set of steps is not degenerated and thus all four quadrants of the
plane can be reached by some walk, and that the greatest common divisor of the
vertical parts of the steps is equal to one.
Then this generating function is algebraic in t, if and only if the height of any
step is at most one.
In fact, she proved one part of this conjecture in Section 7 of the above paper,
namely, that walks with steps that have height at most one have an algebraic
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Figure 1. A walk on the slit plane
generating function. Furthermore, in Section 8 she proved for one family of step-
sets that the corresponding generating functions have to be transcendental. In the
present paper, we prove the following:
Theorem 1.2. Let H and V be two finite sets of integers, the greatest common
divisor of the integers in each set being equal to one. Furthermore, assume that both
of the sets H and V contain positive and negative numbers, and that V contains an
element with absolute value at least 2. Finally, assume that the minimum of V is
at least −2.
Let S be the Cartesian product of the two sets: S = H × V, where H is the
horizontal and V is the vertical part of the steps. Then the following generating
functions for walks in the slit plane with set of steps S are transcendental in t:
• the generating function Si,0(t) for walks ending at a prescribed coordinate
(i, 0),
• the generating function L(t) for loops, i.e., walks that return to the origin,
• the generating function S0(1; t) for walks ending anywhere on the x-axis,
and
• S(1, 1; t), which is the generating function for walks ending anywhere in the
slit plane.
For example, the set of steps of the walk in Figure 1 is the Cartesian product of
H = {−1,+1} and V = {−2,+1,+2}.
In fact we consider a slightly more general problem: we allow the steps in H and
V to be weighted with positive real numbers. The weight of a step in the product
set S = H × V then is the product of the weights of its corresponding vertical
and horizontal parts and the weight of a walk is the product of the weights of its
individual steps.
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As in [2], we will use a special case of the following theorem to determine in
which cases the generating function cannot be algebraic:
Theorem 1.3. [4] Let F (t) be an algebraic function over Q that is analytic at the
origin, then its nth Taylor coefficient fn has an asymptotic equivalent of the form
fn =
βnns
Γ(s+ 1)
m∑
i=0
Ciω
n
i +O(β
nnt),
where s ∈ Q \ {−1,−2,−3, . . .}, t < s; β is a positive algebraic number and the Ci
and ωi are algebraic with |ωi| = 1.
It follows easily that an algebraic function cannot have an appearance of a neg-
ative integer power of n anywhere in the full asymptotic expansion of its Taylor
coefficients.
2. An expression for the generating function for walks on the slit
plane
The fundamental theorem for walks on the slit plane is the following:
Theorem 2.1. (Proposition 9 in [2]) Let
B(x; t) =
∑
W walk on Z2
starting at the origin
ending on the x-axis
with steps in S
xx-final(W )tlength(W )
be the generating function for bilateral walks, that is, walks that end on the x-axis
but are otherwise unconstrained.
For i ≥ 1, the generating function Si,0(t) for walks on the slit plane ending at
(i, 0) can be computed by induction on i via the following identity:
i∑
k=1
(−1)k−1
k
∑
i1+i2+···+ik=i
i1>0,i2>0,...,ik>0
Si1,0(t)Si2,0(t) . . . Sik,0(t) = [x
i] logB(x; t).
Note that it follows that logB(x; t) has positive Taylor coefficients.
Now we can take advantage of the special structure of the set step S. Since
it decomposes into a horizontal and a vertical part, the generating function for
bilateral walks factorises:
B(x; t) = B¯(H(x)t)
where
B¯(t) =
∑
W walk on Z
from 0 to 0
with steps in V
tlength(W )
is the generating function for bridges and
H(x) =
∑
h∈H
xh
is the step (Laurent-)polynomial for H.
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3. Transcendence of [xi] logB(x; t)
In this section we show that [xi] logB(x; t) cannot be algebraic if the set V
contains an element with absolute value strictly greater than one.
To this end, we consider the asymptotic expansion of [tnxi] logB(x; t). Since
B(x; t) factorises, we have
[tnxi] logB(x; t) = [tnxi] log B¯ (H(x)t)
= [xi] (H(x))
n
[tn] log B¯(t).
(1)
Therefore, we have divided the problem in two: we will show that the asymptotic
expansions of both [xi] (H(x))
n
and [tn] log B¯(t) contain a term n−k/2 for some odd
k.
3.1. Asymptotics of the horizontal part. Let min be the minimal integer such
that H(x)xmin is a polynomial. To determine the asymptotics of [xi] (H(x))n =
[xn·min]x−i
(
H(x)xmin
)n
, we can use the following theorem:
Theorem 3.1 ([3, 5]). Let g(z) be an analytic function of degree d with positive
coefficients assumed to be aperiodic and such that g(0) 6= 0, and let a(z) be analytic
except possibly at zero, where a pole is allowed. Let λ be a positive number of
some subinterval [λa, λb] of the open interval ]0, d[. Then, with N = ⌊λn⌋, one has
uniformly for λ ∈ [λa, λb]
[zN ]a(z)(g(z))n = a(ζ)
(g(ζ))n
ζN+1
√
2pinR
(1 + o(1)),
where ζ is the unique positive root of the equation
ζ
g′(ζ)
g(ζ)
= λ
and
R =
d2
dζ2
[log g(ζ)− λ log ζ].
Let p = gcd{k + min : k ∈ H} and note that in the case p > 1, every pth
coefficient of (H(x))
n
will be zero. Thus, we take g(x) = H(x1/p)xmin/p, and
a(x) = x−i/p, and use the theorem to determine [xn·min/p]a(x)(g(x))n. In this
situation, λ = min/p is constant, therefore ζ and R must be constant, too. Hence,
the asymptotic expansion of [xi] (H(x))
n
contains an appearance of n−1/2.
3.2. Asymptotics of the vertical part. To determine the asymptotic behaviour
of [tn] log B¯(t) we will use analysis of singularities. In a first step, we have to deter-
mine the singularities of the expression. Following the general theory of singularity
analysis, all the contributions from these singularities must be added up.
According to the remark after Theorem 2.1 and the factorisation (1), we have
that [tn] log B¯(t) is always positive. Therefore we can apply Pringsheim’s theorem:
Theorem 3.2. [6] If a function with a finite radius of convergence has Taylor
coefficients that are nonnegative, then one of its singularities of smallest modulus
– a dominant singularity – is real positive.
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Since the logarithm is singular only at the origin, and B¯(t) is strictly positive for
positive real numbers, Pringsheim’s theorem implies that one dominant singularity
of log B¯(t) is in fact a singularity – call it ρ – of B¯(t). Of course, there can be other
dominant singularities of log B¯(t) arising from singularities of B¯(t). We will discuss
them below.
Furthermore, it might happen – although we believe that it does not – that B¯(t)
has zeros on the circle around the origin with radius ρ, thus also making log B¯(t)
singular. However, such singularities can never contribute a summand of order
n−k/2 for odd k, so we can simply ignore them. Note that B¯(t) cannot vanish for
|t| < ρ, since ρ is a dominant singularity of log B¯(t).
Now we want to compute the contribution of the dominant singularities of B¯(t)
to the asymptotic expansion of log B¯(t). To do so, we need a better understanding
of B¯(t), which is the generating function for bridges with step set V .
Luckily, this generating function has already been studied. We define the step
(Laurent-)polynomial for V as
V (y) =
∑
v∈V
yv
and the characteristic curve determined by V by the equation
(2) 1− tV (y) = 0 or equivalently yminv = t(yminvV (y)) = 0,
where minv = −minV is the minimal integer to make the equation polynomial.
We say that the functional equation (2) is reduced, if the greatest common divisor
of the exponents of the monomials in V (y) is equal to one, which is one of the
assumptions in our main Theorem 1.2.
We say that the functional equation (2) has period p, if the greatest common
divisor of the exponents of the monomials in yminvV (y) is equal to p.
As is well known, the period is also the number of dominant singularities of B¯(t),
which are all conjugate to the real dominant singularity ρ. In our case however, it
can be seen ([1, Section 3.3]) that the asymptotic formula for bridges is obtained
from the asymptotic expansion derived from the singularity at ρ by multiplying
with p. Since we are only interested in the presence or absence of a term n−k/2
for some odd k in the asymptotic expansion, we can assume from now on that the
functional equation (2) is aperiodic, i.e., has period one.
It can be seen [1, 6] that the solutions of this functional equation organise them-
selves into “small” and “large” branches. Here, “small” means that the solution
y(t) tends to zero as t tends to zero, whereas “large” means that y(t) tends to
infinity as t approaches zero.
It is only the set of “small” solutions that is interesting for us, and it can be seen
– using a limit case of Pellet’s Theorem, see for example [7] – that there are minv
of them. A nice expression for the generating function for bridges is given by the
following theorem:
Theorem 3.3. [1, Theorem 1 and proof of Theorem 3] The generating function
for bridges is an algebraic function given by
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B¯(t) = t
minv∑
j=1
y′j(t)
yj(t)
= t
d
dt
log(y1(t)y2(t) · · · yminv (t))
=
1
2pii
∫
|y|=τ
dy
y(1− tV (y)) ,
where the expressions involve all the small branches y1, y2, . . . , yminv of the char-
acteristic curve (2), and ρ is the radius of convergence of B¯(t). Furthermore, the
principal branch y1(t), i.e., the branch with real coefficients, has a square root sin-
gularity at ρ and the product of all the other small branches is analytic for all t with
|t| ≤ ρ. More precisely, ρ is given by ρ = 1/V (τ), where τ is the unique positive
number with V ′(τ) = 0.
Thus, applying the Newton-Puiseux theorem, we can develop B¯(t) around the
singularity ρ, setting t˜ =
√
ρ− t:
B¯(t) = a−1/t˜+ a0 + a1t˜+ a2 t˜
2 + · · ·
Composing this expansion with the Taylor expansion of the logarithm we obtain
log B¯(t) = log a−1/t˜+ log(1 +
a0
a−1
t˜+
a1
a−1
t˜2 + · · · ).
Now we want to find a term n−k/2 for some odd k in the asymptotic expansion
of the coefficients of the above series. Clearly,
[tn] log a−1/t˜ = [t
n] log a−1/
√
ρ− t ∼ c0ρ−nn−1,
for some constant c0, is not what we are looking after. However, we have
log(1 +
a0
a−1
t˜+
a1
a−1
t˜2 + · · · ) = a0
a−1
t˜+ · · ·
and
[tn]
a0
a−1
t˜ = [tn]
a0
a−1
√
ρ− t ∼ c1ρ−nn−3/2,
for some constant c1. Provided that a0 does not vanish, this term will guarantee
transcendence of the generating function for walks on the slit plane. Thus we need
the constant term in the singular expansion of B¯(t).
Since the product of the non-principal branches y2(t)y3(t) . . . yminv (t) is analytic
and non-zero at ρ, the contribution of t ddt log(y2(t) · · · yminv (t)) to the constant
term in the singular expansion of B¯(t) around ρ is the sum of the residues of
1/y(1−ρV (y)) at the zeros of 1−ρV (y) that are strictly smaller than τ in modulus.
To obtain the contribution of t ddt log(y1(t)), we proceed as follows:
[t˜0]t
d
dt
log(y1(t))
= [t˜0](ρ− t˜2)(− 1
2t˜
)
d
dt˜
log(y1(t))
= −ρ
2
[t˜]
d
dt˜
log(y1(t))
= ρ[t˜2] log(y1(t)).
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To obtain the coefficient of t˜2 in z = log(y1(t)), we consider the Taylor expansion
of 0 ≡ G(t, z) = 1− tV (ez) around (ρ, log τ), where τ = y1(ρ). We set z˜ = z− log τ
and write G short for G(ρ, log τ), subscripts denote the partial derivative:
0 = G(t, z)
= G−Gt t˜2 +Gz z˜ −Gt,z t˜2z˜ + 1
2
Gz,z z˜
2 − 1
2
Gt,z,z t˜
2z˜2 +
1
6
Gz,z,z z˜
3 + . . . ,
since Gt,t ≡ 0. We have
G = 0
Gt = −V (ez)|(t=ρ,z=log τ) = −
1
ρ
Gz = −tezV ′(ez)|(t=ρ,z=log τ) = −ρτV ′(τ) = 0
Gt,t = 0
Gt,z = −ezV ′(ez)|(t=ρ,z=log τ) = 0
Gz,z = −t
(
e2zV ′′(ez) + ezV ′(ez)
)∣∣
(t=ρ,z=log τ)
= −ρτ2V ′′(τ)
Gz,z,z = −ρτ3V ′′′(τ) − ρτ2V ′′(τ).
Therefore, substituting into the Taylor expansion z˜ = αt˜+ βt˜2 +O(t˜3) we obtain
0 = −Gtt˜2 + 1
2
Gz,z z˜
2 +
1
6
Gz,z,z z˜
3 +O(t˜4)
=
(
−Gt + 1
2
Gz,zα
2
)
t˜2 +
(
Gz,zαβ +
1
6
Gz,z,zα
3
)
t˜3 +O(t˜4).
Thus
α =
√
2Gt
Gz,z
=
1
ρτ
√
2
V ′′(τ)
β = −α
2Gz,z,z
6Gz,z
= −τV
′′′(τ) + 3V ′′(τ)
3 (ρτV ′′(τ))2
.(3)
It is easy to check that β, i.e., the coefficient of t˜0 in the singular expansion of
t ddt log(y1(t)) is exactly one half of the residue of 1/y(1− ρV (y)) at τ .
In summary, we have shown the following:
Theorem 3.4. Consider bridges with set of steps V. Let y1(t), y2(t), . . . , yminv (t)
be the solutions of the functional equation 1− t∑v∈V yv = 0 that tend to zero as t
goes to zero, y1(t) being the branch with real positive Taylor coefficients. Let τ be
the unique positive real number with V ′(τ) = 0 and let ρ = 1V (τ) . Furthermore, let
τk = yk(ρ) for k ∈ {2, 3, ..,minv}.
Then the constant term in the singular expansion of the generating function for
bridges is
(4)
1
2
resy=τ
1
y(1− ρV (y)) +
minv∑
k=2
resy=τk
1
y(1− ρV (y)) .
Unfortunately, we were not able to show that this expression does not vanish if
the step set contains a step of height strictly greater than one. However, we have
the following conjecture, that we are able to prove partially for some special cases:
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Conjecture 3.5. Let V (y) be a Laurent-polynomial with positive coefficients with
highest exponent equal to maxv and lowest exponent equal to −minv. Let τ be the
unique positive solution of V ′(τ) = 0 and
f<(y) =
∏
V (κ)=V (τ)
|κ|<τ
(y − κ) =
minv−1∑
k=0
akz
k
and
f>(y) =
∏
V (κ)=V (τ)
|κ|>τ
(y − κ) =
maxv−1∑
k=0
bkz
k.
Consider the decomposition
(5)
1
y(V (y)− V (τ)) =
α+ βy
(y − τ)2 +
p<(y)
f<(y)
+
p>(y)
f>(y)
,
where the degree of p< is minv − 2 and the degree of p> is maxv − 2.
Then
0 < a0 < a1 < · · · < aminv−1(6)
0 < bmaxv−1 < bmaxv−2 < · · · < b0,(7)
the leading term of p< is negative if minv > 1 and the leading term of p> is positive
if maxv > 1.
The negativity of the leading term of p< in the conjecture would already imply
that the constant term of the singular expansion of B¯(t) around ρ does not vanish:
− 1ρ (β2 + [yminv−2]p<(y)) is exactly the value given by (4). Since replacing y by 1/y
in the Laurent-polynomial V (y) changes the sign of β in the decomposition (5), we
can assume that β is negative or zero. In fact, if minv = 1, it follows from (3) that
β is negative. Since [yminv−2]p<(y) < 0 for minv > 1, the claim follows.
We can prove parts of the conjecture for minv ≤ 3: In general, it is easy to
see that the product of f< and f> has positive coefficients and that both of their
constant terms must be positive.
If minv ≤ 2 we can show (6) and (7) by inductive arguments. We were also able
to check the case minv = 3 and maxv ≤ 4.
If minv = 2 we can also show that [y
minv−2]p<(y) < 0: in this case, p<(y) is
constant and equals 1/(τ2V
′(τ2)), where τ2 is the only negative zero of V (y) = V (τ)
which is smaller than τ in modulus. Since V (y) tends to infinity as y approaches
0−, we have that V ′(τ2) > 0, which implies the claim.
Finally, if minv = 2 and the coefficients of V are either zero or one, we can also
conclude that β is negative: in this case the numerator of (3) equals
−τV ′′′(τ) − 3V ′′(τ) + 3τ−1V ′(τ) = −3a−1τ−3 + 3a1τ−1 − 15a3τ + . . .
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If a1 = 0 then the above expression is trivially negative. Otherwise we have to show
that 3τ−1 < 15τ . We show that τ > 12 , which is sufficient: We have
V ′(y) = −2y−3 +
∑
k≥−1
kaky
k−1
≤ −2y−3 + 1
(1− y)2
which is negative for y ≤ 12 .
4. Transcendence
It is now a simple matter to complete the proof of the main Theorem 1.2: Since
in the circumstances of the theorem the asymptotic expansion of
[tnxi] logB(x; t) = [xi] (H(x))
n
[tn] log B¯(t)
contains a term n−2, the series [xi] logB(x; t) cannot be algebraic. When i is
minimal such that there is at least one walk in the slit plane with steps in S
ending at (i, 0), Theorem 2.1 gives that [xi] logB(x; t) is the generating for such
walks. To settle the transcendence of Si,0(t) for general i, we only need to note that
[tn] logB(x; t) ∼ c0ρ−nn−1, where, as we proved in the last section, c0 =
√
2Gt
Gz,z
=
1
ρτk
√
2
V ′′(τk)
, and thus does not vanish. Hence, the leading term of [tnxi] logB(x; t)
contains a factor of 1/n3/2. Thus, in the convolution formula for Si,0(t), the term
1/n2 in the asymptotic expansion of [xi] logB(x; t) cannot be cancelled by terms of
the asymptotic expansion of the product of two or more functions Sij ,0.
The proof of the non-D-finiteness of the other functions can be copied verbatim
from the proof of Proposition 22, page 282 of [2].
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