INTRODUCTION
It is probably safe to say that there is no application area where images are acquired that does not have active or potential work in image ,2 In many practical situations the image degradation can be adequately modeled by a linear blur (motion, out-of-focus , atmospheric turbulence) and an additive white Gaussian noise process.' More specifically, the following general degradation model is considered:
y=Dx+n, (1) where the vectors y and x represent, respectively, the lexicographically ordered blurred and original images and n is the observation noise. In our formulation, matrix D represents a space-invariant deterministic distortion, and it is assumed to be block-circulant. Then, Eq. (1) involves a circular convolution and can be implemented in the discrete frequency domain using the discrete Fourier transform (DFT) . The image restoration problem is to invert Eq . (1) or to find an image as close as possible to the original one, subject to a suitable optimality criterion given y, D, and some knowledge about the noise n. Due to the ill-conditionedness of D and the presence of noise, a regularization approach is followed in solving the restoration problem. In Refs. 3 through 5 adaptive and nonadaptive iterative constrained restoration algorithms have been developed based on regularization theory. The restoration problem becomes the solution of the following well-conditioned system of equations:
(DTWD + aCTFC)1 = DTWy, For an integer p 2, the following algorithms, Ax b (3) A0=3AT, 03b,
where the constraint C imposes a smoothness requirement on , -
the solution (high-pass filter) and F and W are diagonal weight F1 = (I -A_ i)' , (7) matrices with entries evaluated according to the detailed discussion of Sec . 3 . Finally, the regularization parameter a depends on the signal-to-noise ratio and needs to be adjusted.
Ap Ikp lAkp I
Xkp kp iXkp I According to a set theoretic approach, a = (E/E)2, where E and E are bounds on the norm of the noise and signal, also converge to the MN solution of Eq. (3) for the same bounds respectively. 5 on p7,8 (the case when A is positive definite is studied in Refs. Iterative algorithms are used in our work in solving for the 9 and 10). An advantage of Eq. (7) is that since A is known a minimum norm solution of Eq. (3), due to their advantages over priori, matrices {Ik} can be computed in advance, or off-line. other existing restoration techniques.5'6 In Sec. 2. 1 , first-and Then, the computation Of{k} is the on-line part. It is shown7'8"0 higher-order adaptive regularized image restoration algorithms that iteration (7) has a pth order convergence rate; that is, and their convergence rates are presented. In Sec.
2.2, it is
shown that among the above algorithms, only the spatially adapfk -II , (8) tive first-order algorithm is suitable for adaptive image restoration. However, the computational load of the first-order algorithm is quite high due to its slow convergence rate. Based where the convergence factor c is given by Eq. (6) . on the convergence properties of the iterative algorithms, adapAlthough in theory iterative algorithms converge after an tive combined iterative algorithms are proposed in Sec. 2.3. infinite number of iterations, in practice they are terminated after These algorithms require significantly fewer computations than a finite number of iterations. For analysis purposes, the total the linear adaptive algorithm, as discussed in Sec. 2.4. In Sec. 3 , number of iterations can be determined by requiring that the the computation of the weight matrices F and W, which introduce normalized residual error of the restored image be less than or the spatial adaptation, is considered. The entries of these maequal to a given small positive number r. When Eq. (4) is used, trices are evaluated based on the spatial local activity of the then according to Eq. (5), the total number of iterations is image, which is computed using a number of methods presented A class of iterative restoration algorithms with first-and higherorder convergence rates is presented in this section. Assuming that F and W are known diagonal weight matrices with positive
In addition, as suggested by Eqs. (5) and (8), there is a relation elements, the matrix A = DTWD + aCTFC in Eq. (3) is in between the number of iterations required by Eqs. (4) and (7) general a square positive semidefinite matrix. The following in reaching the same point in the restoration path, when both algorithm (Bialy's iteration), algorithms are used to solve the same restoration problem. More specifically, the kth step of Eq. 
Thus , the relation between the total number of iterations m i and converges to the minimum norm (MN) solution of Eq. 12) of the first-order algorithm; henceforth, k (k 2) denotes ' the iteration step of the pth order algorithm. The linear rate of convergence of iteration (4) is expressed in terms of the normalized residual error, according to7 Equation (12) shows that Eq. (7) converges after a small number of iterations compared to the number of iterations of Eq. (4).
At the same time, although the complexity ofEq. (7) per iteration I+II is greater than that of Eq. (4), its overall computational load is less compared to the first-order algorithm.7'° The latter is due where to the fact that in each iteration step, the pth order algorithm converges exponentially with a factor p, whereas its computac = max{ 1 -3AIl2I, 1 -
tional load increases linearly with the same factor (see Sec. The application of the adaptive iterative algorithms (4) and (7) to image restoration is studied in this section. Let us assume that the image x is of size M1 x M2. Then matrix A is of size M1M2 X M1M2, which for a typical image size represents an unmanageable amount of data. The constraint C is chosen to be a 2-D high-pass filter so that the energy of the restored image at high frequencies is bounded. 4 The entries of the diagonal weight matrices F and W range between zero and one, and they are evaluated from an estimate of the local activity of the original image, as discussed in Sec. 3. Since the original image is not available, F and W need to be computed from an estimate of the original image, such as the one provided at each iteration step. Then an algorithm that is adaptive in the iteration domain results. Hard constraint operators (also represented by a projection onto a convex set) incorporating a priori knowledge about the solution into the iteration can also be used in iteration (4) . An example of such a constraint is the nonlinear positivity constraint, which has been shown to be very powerful and useful in image restoration.5'6 However, since hard constraints alter the convergence properties of the algorithm, they are not considered in this work.
Advantages of Eq. (4) are that its implementation does not require storage of large matrices, and it can be performed efficiently in the spatial domain using 2-D convolutions or in the spatial and frequency domain using 2-D DFTs. The higher-order algorithms of Eq. (7), however, are not suitable for adaptive image restoration due to the following reasons:
(1) In implementing Eq. (7), the full storage of the matrices {Ak} and {I} is required (both are of dimension M1M2 x M1M2), as well as multiplication of matrices of the same size. Therefore, in practice the higher-order algorithms are not suitable for adaptive image restoration due to excessive storage and computational loads.
(2) According to our experimental evidence, hard constraints cannot be used with the higher-order algorithms because they lead to erroneous results or cause divergence. ( 3) The weight matrices F and W are used only in determining A0, and they are not updateçl, as in the case with Eq. (4). F and w should depend on the spatial activity of the original image.
If, however, they are based on the available distorted image (or an estimate of the original image), they will be in error because of heavily blurred or shifted edges and noise. Furthermore, since Eq. (7) involves matrix multiplications with F and W, these errors are likely to be amplified in each iteration step [note that Eq. (4) seems to be robust to those errors due to the correction term (b -Aiki_1)J.
If we set F = W = I, the identity matrix, A is a blockcirculant matrix; therefore, Eq. (7) can be implemented very efficiently in the discrete Fourier domain.1 Based on the above observations, we propose in the next section algorithms that combine iterations (7) with F = W = I and Eq. (4).
sented next represent only two of the many possible ways Eqs. (7) and (4) can be combined.
Combined algorithm I: According to this algorithm, K,, iterations of Eq. (7) with F = W = I are run first, replacing pKP _ 1 iteration of Eq. (4). Then algorithm (4) is applied for K = mi -pKP iterations, where mi is determined from Eq. (9) for a given E . That is, the combined iteration step is defined by (k,k) = { = 1,2,...,K , = ?, K . (13) Therefore, the function is determined by k=k +k1 , (14) while mi = K + K! . The expression for the convergence rate of CA-I is given by
where c is given by Eq. (6).
In implementing this algorithm we need to determine the desired order p and K so that K! = am! , for given values of r and a, where 0 a 1 . However, since 1(1 and ml are integers, the above equation will not be satisfied exactly if a < 1 ; therefore, the pair (p,Kp) that minimizes 1K! -amil should be chosen. In case there are more than one pairs of integers that satisfy this criterion, we select the pair with the smaller order p. Let us set w = mod(m ,2) (i.e. , m modulo 2) and 5 = 1 -w. Then the combined iteration step is given by =1,3 m-1-w, k1=l,2
if k < rn and mod(knz,2) = 1 then k= k+1
Let us set mil = K + Ki , where K! ui(m ,K) and K = up (m1!, ) are the number of times the solution is updated using Eqs. (4) and (7), respectively. Then, for given values of r and a, where 0 a 1 , we need to determine the desired order p and m , where p 2 and m > 2, so that K! = am!. However, as before, since the above equation will not be satisfied exactly if a is not an integer, the pair (p,mp) that minimizes IKp -amlI is chosen. If there are more than one such pairs, we select the pair with the smaller order p. Note that if we let m = 2, then for any pair (p, 2) that satisfies the above criterion, this algorithm reduces to CA-I, whereas for a = 1 it reduces to Eq. (4). An implementation of CA-Il is given in Fig. 1. 
Comparison based on the computational load
In this section, algorithms (4), CA-I, and CA-I! are compared on the basis of their computational cost. We consider the common case when D is a block-circulant matrix and the implementation of the algorithms is done in the discrete frequency domain with the use of the fast Fourier transform (FFT). A 2-D vector radix FF1' with support NF = MX M, where M = max{Mi,M2}, requires (12 + 6log2NF)NF real 12 In the following, the computational load is expressed in terms of the number of operations required for the implementation of the algorithm, where multiplications and additions are assumed to have equal costs.
In evaluating the computational load for the adaptive restoration algorithms, we assume that the weight matrices are available and that they are kept constant. It is easily verified that the computational load of CA-I is given by where the first part is due to the application of Eq. (7) and the second part is due to initialization and application of Eq. (4).
The above expression is quite general. It reduces to the cornputational load of Eq. (4) if we set k = 0, that is, C1(ki) = C1(O,k1), and to the computational load of Eq. (7) with
the computational load of CA-Il is given by
where UI and u are as defined in Eq. (18). It is clear from the above expressions that each application of Eq. (4) requires at least four FFT operations, whereas each application of Eq. (7) requires a small number of operations, which depends linearly on the orderp. At the same time, Eq. (7) converges exponentially with a factor p, whereas both the convergence rate and the computational load of Eq. (4) are linear functions of the iteration step k1 . Therefore, the higher-order algorithms are very effective in accelerating the restoration process when used in combination with Eq. (4). The data shown in Tables I and II The case of a = 0, when CA-I reduces to Eq. (7), is also shown in Table I for p = 2 and p = 3. Note that the computational load of Eq. (7) is quite small compared to that of Eq.
(19) (4) . Therefore, if we neglect the computational load of Eq. (7) OPTICAL ENGINEERING / December 1 990 / Vol. 29 No. 12 / 1461 is set large to suppress the noise in the estimation of p(ij) = whereas for Sc, large (edges), N,, is set small. Let us define the thresholds Te , 
Adaptive window
In Ref. 14 a method for the adaptive estimation of the local sample variance in a noisy image was proposed, in the context of noise filtering. The same method is adopted here, where the estimates of S. .{i} or Sy..{i} are used to evaluate x(i,j). According to this adaptive windowing procedure, among the elements in thu, only the elements in E are used in measuring signal activity since they can effectively represent the characteristics of the neighborhood as the size of the window changes. The sequential variation of the window takes place for all interior points (i,j), where a full (2Nmax + 1) X (2Nmax + 1) window is available. The window shape is modified appropriately in the vicinity of a boundary of the image.
Evaluation of the weight coefficients
In the adaptive image restoration case, the amount of regularization and restoration at each pixel depends on the local image activity and is controlled by F and W, respectively. This is clear if one takes a close look at algorithm (4) . The update of the solution performed at each step involves two parts. In the first part, the low-pass operator (I -3aCTFC) is applied to the previous solution Xki -1 . The entries of F are weight coefficients that control the amount of smoothness at the various spatial locations of the image. In the second part, the correction term I3DTW(y -DIk, 1) is added to the previous solution. The entries of W are weight coefficients that control the rate of restoration at each spatial location of the image.
Let us consider the functions f(i,j) and w(i,j), where i = 1,..., M, and j = 1 M2. The values of these functions are stacked along the diagonal of the M1M2 x MiMi diagonal matrices F and W, respectively. As mentioned in Sec. 3.1, the NVF at each spatial location depends on the local activity. Therefore, by letting f(i,j) = NVF(i,j), (30) the amount of regularization or smoothing imposed to the solution by the algorithm is larger at the flat areas of the image than at the edges. Moreover, since a larger amount of deconvolution is desired at the edges, which results in amplification of nonvisible noise, we set w(i,j) = 1 -NVF(i,j) (28) restoration). At the flat areas of the image we have f(i,j)->1 (full smoothing) and w(i,j) < 1 (reduced restoration).
In implementing the adaptive iterative restoration algorithms, the proper evaluation of the weight matrices F and W requires knowledge of the spatial activity in the original undistorted image, which is unavailable in practice. Therefore, the spatial activity is computed from an estimate of the original image and the adaptive restoration is performed using the following methods.
Constant F, W
According to this method, an estimate of the original image is (29) obtained first by using a nonadaptive restoration method, e.g., CA-I with K, = 0and K = m , computed according to Eq. (10).
In this case, the computational load is very small compared to the computttional load of the adaptive algorithm. For example, for r = C3 andp =3, we have K3 = 4 and the number of computations required is only 1 .28% of that required by the adaptive linear algorithm (see Table II ). Then, the masking function can be computed from the restored image using any of the methods discussed in Sec. 3.2 and the weight matrices are evaluated as discussed above. As is shown in Sec. 4, the nonadaptively restored image has large spatial activity (due to noise amplification during the inversion process) and the adaptive window method performs best. Finally, the image is restored using OPTICAL ENGINEERING / December 1990 / Vol. 29 No. 12 / 1463 an adaptive algorithm with the weight matrices kept constant throughout the iterative restoration process.
UpdatedF,W
An alternative method is to update the weight matrices at each iteration based on the current estimate of the original image.
The idea behind this approach is that since the noise amplification in an adaptively restored image is significantly reduced, the estimation of the weight coefficients should be more accurate.
In this case, the computation of the local activity at each iteration step clearly increases substantially the computational load of the adaptive algorithm. Therefore, an efficient method for updating the weight coefficients f(i,j) and w(i,j) is proposed based on an image segmentation approach. Let us assume that the masking function is evaluated from the updated solution Xk, i.e., ix(i,j) = Vr,J{k} or Sr,,J{Ik}. Let denote the set of points in the image for which Sr1 >0, and f the set of points for which Sr1 = 0. Then, defines an edge mask, whereas 9) contains the points that belong to the flat areas of the image. According to our experimental evidence, 9) contains the majority of the points in 1k. Since at those points f(i,j) and w(i,j) are constant, that is,
w(i,j) = 1Oe2, V(i,j)E9), (32) there is no need to further update them. Thus, after the edge mask is determined, it is stored as an integer look-up array, and the masking function is updated only at those points ( usually contains 20% to 40% of the total number of points). Note that as the estimate 1k approaches the original image, the masking function does not change significantly from one iteration to another; therefore, after a certain number of iterations the weight coefficients can be kept constant. For an image of size NF M x M, the computational load in updating the NVF at each iteration step, using a fixed window of y points, is CNVF(K1) = (l0yK1)NF real operations. On the other hand, the computational load in computing the NVF using the above method is CVF(K1) = pCNVF(K1), where p is the ratio of the number of points in the set over the image size NF. This method results in great computational savings without any trade-off in restoration quality. However, only the fixed or variable window methods for the computation of i(i,j) can be applied.
Finally, some other approaches for evaluating the weight matrices, which reduce the computational load of the adaptive algorithm, were considered. Matrix F was evaluated according to Eq. (30) and W was set equal to the unity matrix, i.e. , w(i,j) = 1 , V (i,j). In this method, the entries of F can also become binary variables; that is, we can setf(i,j) =0, V(i,j) E , and f(i,j ) = 1 , V (i,j)E9). The effect of these methods on the restoration quality is discussed in the next section.
EXPERIMENTAL RESULTS
In this section we present experimental results obtained using the adaptive image restoration algorithms proposed in this paper. The original 256 x 256 x 8 image was distorted with 1-D horizontal blur due to motion over 9 samples. White Gaussian noise was added so that the resulting blurred-signal-to-noise ratio (BSNR), that is, the ratio of the blurred-signal variance over the noise variance, is equal to 20 dB. The distorted image is shown in Fig. 3 . Algorithm (4), CA-I, and CA-Il were used in restoring the distorted image. The constraint C was chosen to be the and compare the performance of the restoration algorithms were the visual quality of the restored image and the improvement in MSE, which is defined in dB by 1b-x112\ IMSE(k) = l0logio(p112) (33) where k denotes the solution update number and x the original image. The algorithms are also compared in terms of the computational load. In addition, the window methods are compared and the absolute difference between restored images is very useful in showing the relative merits of the various adaptive techniques. The iterative algorithms were terminated when the criterion I k Xk_i112 lFXkIl (34) was satisfied, where is a small number, which was set equal to 1 x 10_6.
Combined algorithms
In the first set of experiments, F and W were kept constant throughout the iterative restoration. NVF was computed with the masking function evaluated from the restored image shown in Fig. 4 , which was obtained using the quadratic (p = 2) algorithm with F = W = I and m2 = 6. The above approach is necessary especially in the restoration of images distorted by motion, 2-D uniform, or pill-box blur. In these cases, the displacement of edges in the distorted image is considerable, and therefore, the evaluation of the NVF directly from the distorted image gives false entries to F and W, with undesirable restoration results.
For example, Figs. 5 and 6 show the NVF computed from the distorted image of Fig. 3 and the restored image of Fig. 4 , respectively, both computed using the fixed window method and mapped in the range from 0 to 255 . It is clear that in Fig. 5 , due to motion over 9 pixels, in place of the true edges there are flat areas and the true edges have been shifted to the right and left, whereas in Fig. 6 the NVF better represents the local spatial activity in the original image. Even better results can be obtained by using the variable and adaptive window methods. For example, the NVF evaluated with the adaptive window method is shown in Fig. 7 , where the definition of the edges is clearly improved.
In restoring the distorted image, the weight matrices were evaluated by the NVF of Fig. 6 . To determine the range of values of the parameter a for which the CAs give the same restoration result with Eq. (4), they were applied to the restoration of the distorted image of Fig. 3 for different values of a. Figure 8 shows IMSE as a function of a for CA-I and CA-Il. The cases a = 1 and a = 0 correspond to Eqs. (4) and (7) with F = w = I, respectively. It is clear from this figure that the CAs with 0.6 a < 1 give approximately the same 'MSE with the adaptive linear algorithm (a = 1), with about (1 -a) X 100 percent less computational load. Also note that CA-Il performed slightly better than CA-I for the same value of a. Figure 9 shows 'MSE as a function of the solution update number k for the three cases . For the curve labeled algorithm (4), CA-I was used with a = 1 and mi = mi = 50 iterations.
For the curve labeled CA-I, CA-I was also used with a = 0.7 and p = 2; it was terminated at the end of iteration (4, 34) , that is, the solution was updated ml = 38 times. For the curve labeled CA-Il, CA-Il was run with a = 0.6, p = 2, and m2 = 6; it was terminated at the end of iteration (6, 19) , that is, the solution was updated 32 times. Note that both algorithms reached the same restoration point, as suggested by their convergence rates given by Eqs. (15) and (17) (4), with 32% and 42% fewer computations, respectively.
In the second set of experiments, the weight matrices were updated at each iteration step. The image segmentation approach presented in Sec. 3 .3 was used. In Fig. 10 the approximate distribution of the values of the local variance is shown. The points for which the masking function is greater than zero belong to the edge-mask , which is shown in Fig. 1 1 . According to the proposed scheme, the masking function was computed at each iteration step for about 24.72% of the total number of points. If the NVF is evaluated at these points using a fixed window of size 3 x 3 , then the additional computational load due to the updating of the masking function is CjVF(K1) = (0.2472)9OKINF. In comparing the computational load of CA-Il with the edge mask of Fig. 11 to that of algorithm (4) without the edge mask, we obtain [C11(32) + CvF(32)1/[C1(50) + CNVF(SO)1 = 0.51 . Thus, the overall computational load is further reduced using the proposed algorithm.
Window size
The restored image obtained by CA-I! using a fixed window size in evaluating the NVF is shown in Fig. 12 , with 'MSE = 3.754 dB. This image is significantly improved when compared to the nonadaptively restored image of Fig. 4 , which contains excessive (fixed window).
(adaptive window). noise amplification and ringing effects (IMsE = 3. 191 dB). The restoration results can be further improved by using the variable and adaptive window methods for computing the NVF. Table   III compares the restored images obtained with the three window methods, on the basis of 'MSE. The variable and adaptive windows methods are comparable and offer significant improvement over the fixed window method. For example, the restored image using the adaptive method is shown in Fig. 13 , which is visually superior to Fig. 12 . Figure 14 shows the absolute difference between the restored images of Figs. 12 and 13 , mapped in the range from 100 to 255, where it is clear that the two restored images differ primarily at the edges and also in the amount of ringing. Similar results are obtained when the weight matrices are updated at each iteration, as shown in Table III . Note that the adaptive window method cannot be used when the masking function is updated using the edge mask.
Evaluating F,W
Various methods for evaluating the weight matrices were considered and compared with respect to the 'MSE Of the restored image. Some of the results are shown in Table IV . In the first column, the restoration results obtained by CA-Il are shown, with constant and updated F, W, when the adaptive and variable window methods were used, respectively. When W = I and F is kept constant, we get the image shown in Fig. 15 , with 'MSE = 3 .473 dB . This image is significantly smoother than the nonadaptively restored image of 
SUMMARY AND CONCLUSIONS
In this paper the problems of restoring noisy-blurred images using adaptive iterative algorithms with reduced computational load was considered. A class of adaptive iterative restoration algorithms was presented, and their convergence rate was studied. It was explained that only the linear algorithm is suitable for adaptive image restoration. However, the computational load of the adaptive algorithm is substantially higher than that of nonadaptive algorithms with various rates of convergence.
Therefore, in reducing the computational cost of adaptive image restoration, algorithms that combine the adaptive linear and the nonadaptive higher-order algorithms were presented. It was shown that using the CAs, a reduction of the computational load of up to 40% can be achieved without significant reduction in the quality of the restored image. The need for improved restoration results requires that the algorithms adapt to the particular image being restored. Visually superior results can be obtained by incorporating properties of the human visual system into the restoration process. Towards this goal, the signal activity index was used as a measure of the local spatial activity and the noise visibility function was used in evaluating the weight matrices.
A number of methods for computing the weight coefficients were presented and compared experimentally.
The following conclusions were drawn from our experiments:
(a) The proposed restoration algorithms CA-I and CA-Il converge to approximately the same solution with the adaptive linear algorithm, with significantly fewer computations. (b) The adaptive algorithms using the noise visibility function as weight coefficients gave improved results compared to the nonadaptive restoration results. (c) Among the various methods for computing the noise visibility function, the adaptive window method gives the best performance when the weight matrices are constant and are evaluated from a nonadaptively restored image. (d) When the adaptive algorithm is applied to the distorted image directly, the edge information is incorporated into the restoration process by updating the weight coefficients. In this case, an edge mask for the restored image based on the signal activity index of the updated image was proposed. Such a mask reduces the computational load by updating the local spatial activity only at the regions of the image with high activity. The variable window size method was shown to give the best restoration results when used in updating the noise visibility function at the points of the edge mask. (e) Finally, the restored images obtained by setting the weight matrix W equal to the unity matrix were compared to the above restored images. In this case, the sharpness of edges is preserved but the restored image is fairly rough, whereas the computational load is reduced by almost 50%. The improvement of the various methods for estimating the masking function is a current research goal. More specifically, various issues related to the choice of the optimum parameters need to be investigated. For example, in the variable window size method, the optimum number of the thresholds and their values must be determined, whereas in the adaptive window method the optimum value of the parameter , which determines the adjusted threshold, needs to be determined. Other parameters, like the regularization parameter a, the tuning parameter 0 , and also the required number of iterations for visually better results, depend on both the distortion operator and the signalto-noise ratio in the distorted image. Finally, methods for reducing the undesirable ringing effect'5 and methods for simultaneously identifying the degradation'6 and adaptively restoring the image need to be investigated. 
