With the ever evolving mobile cellular technology, more standards are being defined and upgraded with the goal to provide better quality of service as well as higher capacity. This paper focuses on the performance of the Mobile/Wireless network interface for IS-136, a North-American standard for digital cellular systems. There is no doubt that voice service can be affordable but how does the interface react to the addition of Short Message Service (SMS) is still under investigation.
I. Introduction
Wireless communication is in no doubt the future vision. Today the market is in need for voice and higher system capacity to support more subscribers. Tomorrow, people will be asking for data transmission over the air. This may include short text messages, digital images, fax and even video sequences. The vision for the future is to be able to do everythmg via a single handset that includes placing a telephone call, booking a flight, exchanging stocks, or even doing banking transactions. The vision extends even further making all these facilities available worldwide. This will truly mean total freedom, better security and definitely more efficiency in the way we communicate and acquire information.
In this study, we examine the performance of one of the most important component in a cellular system: the mobile/wireless network interface. The North-American standard IS-136 was selected. The standard was deployed for the digital cellular technology, and is currently under improvement. We focus our study on providing a performance evaluation of the IS-136, DCCH reverse link access mechanism. Given a set of access parameters defined by the standard, our objective is to provide guidelines for setting these parameters to improve the system performance.
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the IS-136 standard, at the rules and characteristics of the features that are chosen to be investigated throughout the study. The main interest will be focused on the DCCH access mechanism of the standard in the uplink between a Mobile Station (MS) and the Base Station (BS). Afterwards, we will provide simulation results performed using a software model of the IS-136 DCCH features. The main objective of the study has been to perform a performance evaluation of the interface between a population of cellular users and their serving BS in a given geographical region. We also monitor the BS capacity during the various changes applied on the system. Finally, we summarize and conclude the study by presenting some guidelines for setting up the IS-136 system access parameters for optimum performance.
IS-136-Digital Control Channel
Being a Time Division Multiple Access (TDMA) based system, the IS-136 DCCH is divided into time frames which in turn are subdivided into a set of logical channels. Fig. 1 shows the set of the logical channels and their relationship with respect to the Forward (downlink) and Reverse (uplink) DCCH. The reverse DCCH (RDCCH) represents the uplink (MS to BS), and consists of a Random Access Channel (RACH) used by all the MS's serviced under the same BS to send access attempts and other types of messages to the Mobile Telephone Switching Office (MTSO). The forward DCCH (FDCCH) represents the downlink (BS to MS) in the system, and it is used to deliver messages from the MTSO to the MS's. Fig. 4 shows the R.ACH subchanneling in a full-rate DCCH as specified in the standard [2] . To cover the propagation and processing time, the MS must wait 64.8 ms before transmitting a bunt after reading the SCF, and 41.8 ms before reading the SCF after transmitting the burst.
FDCCH
Figure 4: RACH subchanneling in Reverse DCCH [2] 111. Reverse Channel Access Protocol During the call set-up phase, an MS may start an unsoliited access on the RACH. Due to the fact that more th,an one MS exist in a given radio cell, an access attempt on the R I C H may result in a success or failure. A successful access attsmpt would result in the successful transmission of all the bursts composing a message from the MS and access attempt f ill '1 We would result in aborting the transmission due to collisions or bad channel. The flow chart of the medium access mechanism is presented in Fig. 5 for the unsolicited procedure. The SCF flag notation, "R', "B' and "I" refer to the RACH cliannel status being reserved, busy or idle respectively, and "I?' and "R" refer to the acknowledgment sent from the BS a!; Notreceived and Received respectively. During a Random Access, the MS looks at the current RACH subchannel by reading the SCF. If the BRI is not Idle, the MS would wait for a random delay uniformly distributed between 0 and 6 TDMA blocks with a granularity of 1 TDMA block before initiating the next attempt. An MS is allowed to retry up to maximum 10 times if the access parameter "X' is set to 1, and zero times if "X' is set to 0. If the MS still has not found a free RACH subchannel after all the attempts, a "Retry Counter" is increment4 and the process is repeated after a different random delay (uniformly distributed between 0-20 TDMA blocks if Y=l, and, 0-6 TDMA blocks the first time and 0-20 TDMA blocks for third and later attempts if Y>1).
IV. Simulation Set-up
The simulation tool OPNET [l] was used to develop our simulation models and generate the required results. Some of the key features to look for in a simulation tool were modeling flexibility and ease of model development [3] .
For the RACH modeling, a simplified cellular system is implemented using a single BS surrounded by 100 MS's placed randomly on a flat ground. A single DCCH channel is used in the system, and no propagation delay over the air is modeled. The noise and signal fading through the air interface is modeled by generating a Burst Error Rate (BER) (usually 9% according to common practices in the industry) of burst failure at the BS radio receiver.
The message content is of no concern in this simulation. The L3 message length however, is used to find the number of bursts needed to transmit the message on the physical layer.
At the BS radio receiver, no packet capture concept is modeled, i.e., all colliding packets are destroyed. A FIFO (First In First Out) queue is used at the BS to store the L3 messages before being sent on the wireline (modeled as an 8 kbps link).
The system traffic load at the input of the BS is generated by all the MS's, therefore represented by independent message sources (following a Poisson process) each located in an MS.
Given that we are studying only the random access procedure on the RACH, the access parameter "Max Stop Counter" will not be considered in our simulations. This parameter is used for other purposes [2] .
Three message classes were used to understand the behavior of the system under various set-ups. In table 2, we present the message types generated in the system within different message classes. For example, for the message population (1,3 bursts}, 40% of messages created by the MS's are "1 burst" length messages, and the remaining 60% are "3 bursts" length messages. The System Message Load (L) is fixed and set to 5 messages per second, and the BER is set to 0.09.
V. Simulation Results
The metrics of our study are listed first to clarify the terminology.
The "Burst Load on the RACH", or "RACH Luad" is defined and calculated in a simulation run as the ratio of the total number of bursts sent on the RACH (including all bursts that have attempted transmission) over the number of RACH subchannels occurred during the simulation. Given that the system does not provide feedback to the MS attempting access, the MS will keep generating messages.
This leads to have a burst load on the RACH that could be higher than 100 percent with increasing system loads. The burst load metric will give us an idea on how many bursts the RACH can handle with respect to a required performance.
The "channel access delay on the RACH" metric represents the average delay to successfully access a RACH subchannel on the uplink. It is measured from the moment a message is ready to be transmitted by the MS until the first burst of the message is successfully sent on the RACH. Note that, an MS would not know if the burst transmission was successful until it reads the SCF=Received 41.8 milliseconds after sending the burst on the air. The delay period while an MS is waiting for the SCF is not included in the access delay. Furthermore, the messages that have failed the transmission or failed accessing a RACH subchannel are not included in the access delay statistics.
During a simulation run, the average channel access delay metric is collected from the traffic created by all the MS's for all messages successfully transmitted on the RACH and is calculated as follows:
"
Average RACH Access Delay = -Ti n i=l where is the access delay of the current message transmitted on the RACH, and n is the total number of messages transmitted on the RACH during the simulation run.
The "message transmission delay" is another metric used in our study. It defines the time delay measured from the moment a message is ready to be transmitted from the MS until the last burst of the message is successfully received at the BS. Again note that, the delay period while the MS is waiting for the SCF for the last burst of the message is not included in the measurement. The metric was measured only for successfully transmitted messages. The mean transmission delay is extracted for each message type independently.
The "message transmission failure rate" metric is measured independently for each message type used in the simulation run and is defined as the ratio of the number of messages having failed transmission (according to the rules of the access protocol on the RACH) over the number of messages attempting transmission on the RACH. The number of messages attempting transmission on the RACH includes messages successfully and unsuccessfully transmitted on the RACH.
At the BS side, we measure the BS queue length using the "time average value" which takes in consideration the interarrival time of messages at the input of the queue.
In the first phase of our study, we look at the effect of W and Y on the system. The message population { 1,3,11 bursts} is used on the RACH. By allowing the system to support various message types, we can point out any positive or negative behavior from the system regarding the message type supported.
We first look at the system by varying the "Max Retries" parameter (Y) while setting the "Max Repetitions" parameter to the extreme ends (W= 03). To see the effect of Y and W , we set X to 0. As a reminder from the access protocol, Y defines the maximum numlber of times a message can be retransmitted on a different RACH subchannel, and W defines the maximum number of tiimes a burst can be retransmitted on the same RACH subchannel. When W limits are exceeded, Y counter is incremented by one and W counter is reset to 0. Fig. 6 presents the burst load on the RACH as a function of "Max Retries" with W=Ol and W=3. With increasing Y, we allow more chances for a message to be retransmitted on a different RACH subchannel after having failed on a current subchannel. By doing so, we increase the burst load on the RACH. This is due to the retransmission of some bursts (belonging to a message) that may have already been successfully sent. By forbidding the retransmission of a burst on the same subchannel after a failure (by setting W to 0), the whole message is declared to have failed on the current subchannel as soon as one of its bursts fails to be received at BS. The MS must then look for a different RACH subchannel if the number of retries is still within maximum boundaries defined by Y. Considering the case of' Y=O in Fig. 6 , when W=O, each burst in a given message has no chance to be retransmitted on the current subchannel if failed, and given that Y=O, the message cannot be retransmitted on a different subchannel. In this case, the MS aborts the transmission. With W set to 3 and Y to 0, if the same situation is to occur, the failed burst will attempt its retransmission using the same subchannel up to 3 times if necessary. This puts more burst load on the RACH leading to a higher collision rate.
As the number of allowed attempts on a diffe-ent subchannel is increased (by increasing Y), the number of retransmitted bursts also increases causing to have a larger burst load on the RACH with W=O than in the cas14 of %'=3. This is because, by setting W to 3, we reduce the (chances. of retransmitting some of the bursts that have alrlzady teen transmitted. This is seen in Fig. 6 for Y values larger than 3. We can therefore say that, setting W to 3 worlcs for the advantage of the system with a reduction in the burst load on the RACH for Y values larger than 3. From Fig. 6 , we have seen a difference in the load between setting W to 0 and 3 for all values of Y. However, in Fig. 7 , we can note that for any W, the channel access delay is almost the same when Y is less than 4. This is mainly due to the burst load on the RACH being not high enough to occupy most of the RACH subchannels in order to produce a significant difference in the access delay when compared for W=O and W=3. This is proven by noticing the effect of 'N on the channel access delay for values of Y larger than 3. But in order for this to happen, the MS must access a free subchannel before sending the burst on the RACH. If failed, the MS should look for a different RACH subchannel if the value of Y allows it. This simply means that a burst in the "1 burst" message cannot be retransmitted on the current subchannel. Therefore, the "1 burst" message failure rate does not depend on the value of W but on the RACH subchannel availability which is directly proportional to the burst load. With W=3, a larger burst load is shown in Fig. 6 for Yc4 when compared to the case of W=O. This reason leads to a higher failure rate of the "1 burst" message in Fig. 8 . However, because the burst load with W=3 becomes smaller for Y>3 (when compared with the case W=O), so the "1 burst" message failure rate. Note that the "1 1 bursts" message failure rate for Y>3 with W set to 3 is smaller than the one for "3 bursts" message when W=O. This proves the efficiency of setting W to 3 for Y>3 which is also seen by noting the failure rate of all messages converging to the same value as Y increases. At the BS, as the Y increases, it is obvious that the queue length for the L3 messages will increase due to the higher number of messages successfully reaching the BS.
An additional study was done around the effect of the message population content while varying "Max Retry" (Y). By allowing a message to attempt retransmission on a different RACH subchannel (achieved by increasing Y), we can predict a decrease in the message failure rate in the system. Fig. 9 illustrates the situation. For the message population { 1,3 bursts}, the "1 burst" message scenario, due to its shorter length, offers a smaller failure rate for Y values less than 3. For larger values of Y, the failure rate of the "1 burst" and "3 burst" messages is almost the same, and obviously decreasing with higher Y. This is because the collision rate and the burst load on the RACH offer the same rate for theses values of Y,
The same behavior is presented in the message population { 1,3,11 bursts}, except that the failure rates for "1 burst" and "3 bursts" messages don't become the same until Y>4.
With a system load of 5 messages per second created by all the MS's, setting Y to 7, the message failure rate converges towards the same value, therefore becoming independent of the message population or message length due to the sufficient number of retries of message transmission.
.I Mst. mnueggr 1" pgvlUlC4 (I 3 bunt') ....,.. The BS queue length will depend on the message length and the message arrival rate. Being inversely proportional to the message failure rate, the BS queue length in Fig. 10 Minimum Y in favor of becomes constant for Y>3 in the message population {1,3 bursts} and increases rapidly in the message population { 1,3,11 burst}. 
VI. Conclusion
In this paper, we have studied the performance of the RACH of DCCH for the IS-136 standard used for the air interface to transmit messages from mobile stations in a cellular partition to the serving BS. Along with the RACH we have extended the study to monitor the statistics of the BS queue that stores L3 messages before sending them out on the land line to the MTSO. The cellular system was studied with and without the support of SMS. To simulate a system closer to real life, a transmission channel quality was modeled using an error rate on every burst transmitted on the RACH, and various message population types were used by varying message length and generation rates. By fixing BER and the system load on the RACH, we varied the random access input parameters of the RACH as allowed by the standard, and stretched the parameters to their limits monitoring the system behavior in each case. The main objective when monitoring the system is to find correct settings for the parameters that lead to minimum message transmission failure rate with an affordable end-to-end delay.
Given that a maximum value for each parameter is defked by the standard [2], it is important to look in the results analysis for the smaller value of the parameter in favor of the minimum transmission failure, transmission delay, and queue length at the BS. By doing so, we leave a margin for expanding the network with an increase in system load and therefore number of MS serviced. We summarize the results in table 3. 
I
In the first phase of the study we looked at the effect of the "W' parameter and varied Y. By choosing W=O, the message transmission failure rate was too high, even with Y set to 7, compared to the case of W=3. In all cases of W, Y must be set to its maximum (value = 7) in order to achieve minimum transmission failure rate. This leads to a higher transmission delay and queue length at the BS. It was also noted that by increasing W and fixing Y, we decrease the transmission failure rate as well as the transmission delay, however, larger queue length is required at BS. Given that Y should be set to 7, one wa,y to reduce the queue length at the BS is to choose 0 < W < 3 with an affordable transmission failure rate.
In the second phase of' the study, we looked at different message population types and fixed W and X, and varied Y. In case of message population without long messages ({ 1,3 bursts] population), it was found that no major improvement happen in the system performance by setting Y to larger values than 3. This gives an opportunity to increase the capacity on the RACH and therefore a larger number of MS's in the partition can be supported. By adding the "11 burst" message to the message population, the system performance increases with Y and does not reach its maximum until Y=7. Therefore, in order to support the message population { 1,3,11 bursts], Y should be set to its maximum for a minimum message transmission failure rate. This means that an expansion in the system load leads to higher transmission failure rate.
