The exact order of deterministic, stochastic and average error bounds of multidimensional quadrature formulas for anisotropic Sobolev class W 
Introduction and main results

Let
i.e., a methodsAA n only uses the function values at n knots a 1 ; y; a n AI d ; where f : R n -R is an arbitrary mapping. More generally, we consider adaptive methods, i.e., such methods require a 2 ¼ a 2 ðf ða 1 ÞÞ; a 3 ¼ a 3 ðf ða 1 Þ; f ða 2 ÞÞ and so on. We even allow that the number n ¼ nðf Þ of function values which we take depends on f AF : We call nðf Þ the cardinality of the information of f : It measures the number of information evaluations of function f :
The maximal (deterministic, worst case) error of a methods on the class of functions F is given by D max ðs; F ; mÞ ¼ sup f AF jsðf Þ Àsðf Þj:
In order to indicate how well s can be approximated on F by somesAA n ; we introduce e wor n ðF ; mÞ ¼ inf sAA n D max ðs; F ; mÞ;
ð1:2Þ which is called optimal deterministic error on F with the set of numerical algorithms A n ; where I n ¼ fN : F -R n ; Nðf Þ ¼ ðf ða 1 Þ; y; f ða n ÞÞ; a i A½0; 1 d ; i ¼ 1; y; ng;
A n ¼ fs : F -R; with f : R n -R;s ¼ f3N and NAI n g:
We also investigate the average error ofsAA n on F which is defined as follows: where F is a class of bounded functions and g is a (Borel-) probability measure on ðF ; jj Á jj N Þ: Moreover, we define the optimal average error on F with the measure g by where r describes the way, the method is chosen randomly, M n :¼ fðs o Þ oAO :s o AA n 8oAOg;
and the optimal stochastic error on F is defined by e ran n ðF ; mÞ ¼ inf r on M n Dðr; F ; mÞ:
In 1959, stimulated by Kolmogorov's work on information theory, especially by the work on e-entropy, Bakhvalov [3] for sufficiently large n with positive constants c 1 and c 2 :
It is clear that the worst case error of (1.4) is unsatisfactory. In particular, if the dimension d is much larger than the smoothness k; then the maximal error of any quadrature formula is so large that it is doubtful whether such an ''intractable'' problem can be numerically treated in a reasonable way. So Novak [15, 16] 
Note that for isotropic periodic class gðrÞ ¼ r=d; it is clear thatÃ n is a subset of A n : Comparing (1.6) with (1.4), we see, the work of Temlyakov can be viewed as partial extension of Novak's in the worst case.
Motivated by the above studies, we want to give an analysis of numerical integration problems in greater generality than previously available, i.e., give a thorough investigation for anisotropic classes of functions. We utilize the results of function space theory (imbedding theorems for anisotropic class) and methods of approximation theory to realize this purpose.
To this end, we want to determine the optimal order for worst case, stochastic case and average case error bound for the anisotropic Sobolev classes (W classes) W 
where o p ðf ðÁÞ; h j ; I d ) is the pth modulus of continuity of f ðÁÞ at the jth coordinate,
and o a j ðf ; h j ; I d Þ p is the p-modulus of smoothness of f at the jth coordinate, D a j t j is the usual a j th forward difference of step length t j with respect to x j ; ½r j denotes the integer part of r j :
The main difficulties of this paper are in treating the Nikolskii class, including its anisotropy, and bringing in its slight weak smoothness condition. These make it difficult for us to give an upper bound for worst case and stochastic case error. To this end, we use an important result of Dahmen et al. [5] about the anisotropic tensor product polynomials and splines in studying the approximation of the Nikolskii class. This method is different from the method of Temlyakov [25] which is used in periodic Nikolskii class. In this sense the work of Dahmen et al. [5] is also a great motivation for our work. In the worst case setting we use tensor product smooth splines to estimate the upper bound for n-width in the sense of Kolmogorov on H , we obtain the upper bound of Theorem 2. The proof of the upper bound in Theorem 3 on average error is based on the results in stochastic case. The central idea is a good Monte Carlo method and it guarantees the existence of a deterministic method which is also good in average case.
As to the lower estimate, the lemmas dealing with lower bound established by Bakhvalov [3] and Novak [15, 16] enable us to investigate the intrinsic difficulties or complexity of integration problem for classes of functions, independent of any concrete numerical method. In this paper we strengthen the above result by studying periodic class. For more details see the following part and the next two sections.
Below, we always assume that l is the Lebesgue measure and gðrÞ41=p; so that the classes of functions considered can be imbedded into smaller than for the deterministic ones. Quantitatively, the improvement amounts to the factor n À 1 2 if pX2 and n À1þ1=p if 1opo2: It is important, especially when the dimension d is much larger than the largest smoothness index ðmaxfr j ; j ¼ 1; y; dgÞ; since the intractability of integration problem (1.1) in the worst case setting on these classes can then be broken into the average case setting or the randomized setting.
We also want to point out that a problem with considering the anisotropic Sobolev and Nikolskii spaces classes of functions defined the way done here, is that as the dimension increases, the integration problem becomes harder, even if the integrand is independent of the extra dimension. Thus, for important multidimensional integrals, such as finance problems, where the nominal dimension is in the hundreds or thousands, the theory here gives a very slow convergence rate.
On the other hand, Bakhvalov, Bykovskii, Frolov and Temlyakov [23] [24] [25] 
Worst case error
The Kolmogorov n-widths of a set F of a normed linear space X describe how well the elements of F can be approximated by elements of n-dimensional subspace of X : Both Kolmogorov n-widths and error of quadrature formulas for classes of functions are quantities describing the approximating properties.
Although one is concerned with the approximation properties of functions and the other is concerned with the approximation properties of functionals, they may have some connection. Based on this consideration, Novak [13] investigated the relation between Kolmogorov n-widths and error estimates for quadrature formulas.
We will use this relation to prove the upper estimates of Theorem 1. First we recall the definition of n-width. Let X be a normed linear space and F a subset of X : The n-width of F in the sense of Kolmogorov [19] , in X is given by
where X n runs through all linear subspaces of X of dimension n: ; where Thus, We define an operator sequence:
Furthermore for qXp
and this enables us to follow the ideas of Maiorov [11] and the argument in [19] (Theorem 3.4 of Chapter VII, see also [10] ), and obtain the following estimate: 
We omit the details. For the calculation of n-widths of the classes of multivariate periodic functions, one can see, for example, Temlyakov [22, 25] . By the imbedding condition and Riesz representation theorem we actually determine the exact order of approximation problem for all bounded linear functionals on the class F : Then it is easy to see that f i ; i ¼ 1; y; n 1 ; satisfies the conditions of Lemma 2 with e^n ÀgðrÞÀ1 : Therefore, we get the lower bound of 
Stochastic and average error
We begin with a crucial lemma which is known as stochastic interpolation lemma. Lemma 3 allows us to reduce the estimate of stochastic error for quadrature formulas to approximating problem by finite dimension subspace through mean value argument. Therefore, in order to use Lemma 3, it is crucial to find an appropriate subspace V : The work of Dahmen et al. [5] investigating the multi-dimensional spline approximation in a general setting enables us to choose the linear space spanned by tensor piecewise polynomials as the subspace V in Lemma 3.
Lemma 4 (Dahmen et al. [5] We stress that by Dahmen et al. [5] where the constants C 0 ; C 1 ; and C 2 depend only on a and p in this estimate.
Remark 3. Lemma 4 gives an estimate for the approximation by polynomials of coordinate degree using a coordinate modulus of smoothness o a and shows the equivalence of the modulus of smoothness with the K-functional in the anisotropic case. These results play an important role in the construction of finite elements and the analysis of approximation error of certain finite element approximation method, see [5] . Here, we use them and Lemma 3 to estimate the upper bound of the optimal stochastic error of the The proof of Corollary 3 is analogous to Corollary 2, we omit the details.
