During the last decade Lévy processes with jumps have received increasing popularity for modelling market behaviour for both derviative pricing and risk management purposes. ? introduced the use of empirical likelihood methods to estimate the parameters of various diffusion processes via their characteristic functions which are readily avaiable in most cases. Return series from the market are used for estimation. In addition to the return series, there are many derivatives actively traded in the market whose prices also contain information about parameters of the underlying process. This observation motivates us, in this paper, to combine the return series and the associated derivative prices observed at the market so as to provide a more refletive estimation with respect to the market movement and achieve a gain of efficiency. The usual asymptotic properties, including consistency and asymptotic normality, are established under suitable regularity conditions. Simulation and case studies are performed to demonstrate the feasibility and effectiveness of the proposed method.
Introduction
Brownian motion and normal distribution have been widely used in the BlackScholes option-pricing framework to model the return of assets. Stylised facts, however, contradict with the model assump-tions specified in the Black-Scholes framework. This motivated studies to modify the Black-Scholes model to explain the empirical phenomena. One direction of extension is to model the asset return dynamics through Lévy processes which are able to capture jumps and the asymmetric leptokurtic features. Readers are referred to ? for a full account of Lévy processes and their applications in finance.
Empirical likelihood, introduced by ?, provides an alternative, nonparametric approach to inference. By placing a probability p j on the jth observation and computing a profile likelihood, the method can be used to construct nonparametric point estimation as well as confidence regions for the parameters of interest. ? first linked estimating equations with empirical likelihood. In the paper, they developed methods of combining information about parameters in over-constrained optimisation problems which are frequently discussed in econometrics or finacial literature. When the number of estimating equations is larger than the number of parameters of interest, the empirical likelihood estimation procedure will automatically combine the constaints by assigning them appropriate weights and produce an efficient estimate. ? gives a good review on the development and applications of empirical likelihood.
Statistical inference based on the characteristic functions was proposed by ?, ? for independent observations. ? suggested using characteristic functions as constraints for the empirical likelihood estimation. Such an approach makes use of the advantage that the characteristic functions of many diffusion processes are readily available, but it does not incorporate information from the market including derivative prices, for instance, which provide informative and most-updated knowledge of the parameters of interest. The key goal of this paper is to discuss how one can make use of the market data in the empirical likelihood estimation procedure to obtain more accurate estimates.
Let {S t } t≥0 be a continuous-time Lévy process that records the evolution of a financial security over a period of time. Assuming that S's are observed over a collection of discrete time points: 0, δ, 2δ, . . . , nδ, over a time span [0, nδ] , we can treat the difference of any two consecutive observations, i.e. the increments, as a set of independent observations with the same distribution since increments of a Lévy process are independently and identically distributed. In other words R j := log S jδ − log S (j−1)δ ∼ iid F θ , say whose characteristic function is given by φ(t; θ) = E P [exp{itR j }; θ] = exp{itr}F θ (dr),
where P denotes the expectation taken under the physical measure and θ denotes the parameters of interest that governs the process {log S t } t≥0 . Of course, using the maximum likelihood approach can produce the most efficient parameter estimates. This is, however, only possible when the density function is readily available, which is not the case for most of the Lévy processes. In this paper, we follow ? to formulate an estimation procedure using the empirical likelihood with characteristic functions as one of the constraints. Observe that a characteristic function contains the same amount of model information as what a probability density function can carry, it is sensible to incorporate them as one of the estimating equations. Instead of having the return sequence as the only source of data, we can, in fact, incorporate information from actively-traded derivatives in order to provide a more timely estimate of the model parameters. In this paper, prices of European call options on the same underlying asset are used as moment constraints for empirical likelihood estimation procedure. Due to put-call parity between Euorpean calls and their put counterparts, it suffices to include just call prices as the put counterparts should contain the same amount of information.
The remainder of the paper is organized as follows: we first define the notation and describe the methodology needed in Section 2. Sections 3 provides readers with specific examples on how to apply the results in Section 2 to carry out the estimation procedure. Section 4 extends the model to multiperiod case. A simulation study and a case study are given in Section 5 and 6 respectively, followed by a discussion in Section 7. Proofs are relegated to the Appendix.
Methodology

Single Period Model
Throughout this section, we assume that R 1 , . . . , R n are iid random variables with distribution F and the characteristic function φ(t; θ), whose closed-form fomulation can be readily obtained. To begin, we start with the simpliest possible: In addition to the return series, we also observe riskfree rate r as well as a call option with maturity δ and strike K. Lévy processes have independent stationary increments and so the above set up fits Lévy process.
Following ? and ?, we study the maximum empirical likelihood estimator (MELE) based on constraints due to both the characteristic function as well as option prices as follows. First, it is easy to see that the equation φ(t; θ) = E[e itR j ] provides us with two constraints on θ:
where Re(z) and Im(z) denote respectively the real and the imaginary parts of z.
For the option constraint, denote c(S nδ , K, r, δ, θ) the call price observed at time nδ, with the underlying asset price S nδ and strike K that matures at (n + 1)δ. To simplify the notation, for the rest of the paper, we suppress the subscript δ and use S n and R n to denote the underlying asset price and the associated return at time nδ respectively.
Observe that
where dQ dP (R; θ) represents the Radon-Nikodym derivative (or the density ratio) of R that adjusts the difference between the probabilities defined under the physical and a risk neutral measures. Option prices are usually specified through moneyness which is denoted by m = S n /K. (1) can be rewitten as
which gives an additional constraint. Note that c(m, r, δ, θ) = c(S n , K, r, δ, θ)/S n is independent of S n in most cases; see Section 3.
The above derivation differs from ?'s canonical approach in which case historical returns are used to construct n possible values for the asset price one period from now, i.e.
That is, the previous realised returns are used to construct possible prices at (n + 1)δ. ? used a similar approach to investigate alternative tilts for non-parametric pricing. They proposed the following estimating equation:
which will, however, create bias in cases with small sample sizes because of the projected asset price. The difference between the magnitudes of S n , thus the additional constraint, with the two constraints derived from considering the characteristic function of the return series may produce unstable numerical estimates.
Model Setup
Denote p 1 (t), . . . , p n (t) be probability weights allocated to the residuals {g j (t; θ)} j=1,...,n , where
An empirical likelihood for θ at t is given by
subject to constraints n j=1 p j (t) = 1 and n j=1 p j (t)g j (t; θ) = 0. Applying Lagrange-multiplier approach as we usually see in maximum empirical likelihood derivation, we see that (4) is maximized when
, where λ(t; θ) is a Lagrange multiplier in R k satisfying
Hence, the local log empirical likelihood ratio becomes
Like ?, we consider integrating ℓ n (t; θ) against a probability weight π(t), an integrated empirical likelihood ratio for θ is given by
The maximum empirical likelihood estimator (MELE) for θ is defined as
Remark: arg min is considered because −2 has been multiplied to the EL ratio ℓ n (θ).
The above estimation procedure can be easily extended to situation in which there is more than one option traded in the market. In other words, options with the same maturity but different strikes can be added as additional constraints. For multiple strike constraints, say there are k European calls with moneynesses m i (i = 1, . . . , k) respectively, one can simply rewrite (3) as
through which we can obtain θ EL using the same estimation procedure.
Multiple-period Model
The above framework can be further extended to incorporate options with different strikes as well as different maturities. Similar to the single-period case set-up, suppose we have observed a series of returns {R j } j=1,...,n with the current asset price S n . In addition, we can also obtain prices for calls with different maturities M and moneynesses m.
The procedure will follow closely to the methodology proposed in Section 2.2. We start from the simplest case in which there are two groups of calls: one group contains N 1 calls with different moneynesses but the same maturity δ while the other group containing N 2 calls with different moneynesses but the same maturity 2δ.
The single-period case can be dealt as what we have done in Section 2. For the double-period model, we can view each pair of consecutive (non-overlapping) returns as a single observation. In this case, the double-period model can be reduced to the single-period model with n/2 number of observations. Essentially, it means
The corresponding set of estimating equations for the calls that mature in 2δ can be written as
where c (2) , and m (2) denote respectively the call prices and their corresponding moneynesses.
We can define p n (t; θ) accordingly for double-period model. In general, we can also extend above extension to multiple-period case in which g becomes
Following the idea of ?, we try to express our overall likelihood as a sum of all the sub-empirical likelihood. The maximum likelihood estimator for θ can be defined similarly as
where n O denotes the number of unique maturities of the options observed. Readers should be noted that, for simplicity, we just use the call prices as constraints. One can use any other option prices as long as they can write down the estimating equations. The inclusion of the puts may not help estimation due to the put-call parity. This methodology, of course, performs worse when the maximum maturity becomes long that leads to a huge reduction of the number of observations. One should note that, however, only options with short maturities are traded actively. These options, meanwhile, provide the most up-to-date, thus useful, information about the parameters.
Models and Examples
In this section, three commonly used models with known characteristic functions are considered.
Discretely observed data are used to investigate the performance of the proposed empirical likelihood estimator to provide an accurate estimate of the unknown parameters of the continuous time models studied.
Black-Scholes Model
Suppose the stock price S t follow the geometric Brownian motion
where W t is a P-Brownian motion. Again, we denote the historical returns of the previous n trading period as R j = log S j − log S (j−1) , j = 1, . . . , n, we know that for each j,
The characteristic function of S j is given by
where θ = (µ, σ). Hence, for any j = 1, . . . , n,
is an estimating equation for θ.
In addition to the return series, we also observe option prices traded at time nδ, each of them expires in the next period of length δ: {c(m j , r, θ)} j=1,...,k . From these k option prices, we can write down an estimating equation for the parameters θ = (µ, σ):
where, if (6) holds,
This leads to the following estimating equation
Black-Scholes Model with Merton Jumps (BS-MJ)
Empirical studies suggest that log return sequences usually exhibit skewness and an excess kurtosis (compared with a normal distribution). In order to devise a model that can provide a better fit to the financial market data, ?, believing that the Black-Scholes solution is not valid as the stock prices dynamics should not be presented by a stochastic process with a continuous path, proposed
Black-Scholes Model with jumps (BS-MJ), which is specified as follows:
where N t is a Poisson process with intensity parameter λ > 0 and J t is the jump size following a lognormal distribution log −N (µ J , σ 2 J ) and is independent of W t . λκ :
is the compensator of the compound Poisson process (J t − 1)S t dN t . By Ito's lemma for jump diffusion processes (see ?), (9) can be rewritten as
under the physical measure P. Despite the fact that there is no closed form density for log S t , its characteristic function is given as follows:
By constructing a hedging portfolio, ? proposed that the European call option price on an equity that follows the dynamics given by (10) V (S t , t) should be the solution of
which is equal to
Again, we need to compute the Radon-Nikodym derivative between the two measures P and Q M . Using the inverse Fourier transform formula, we can express the density of the Merton's jump diffusion model under physical measure P as follows:
Using the identity that
which is a fast converging sequence. So, the Radon-Nikodym derivative required is
In other words, the corresponding estimating equation that is derived from an option is given
To generate log S t from (10), we use a sequence of Bernoulli processes to approximate the Poisson jump process. Discretised sample paths can be generated through
where Z denotes a standard normal random variable, J l ∼ N (µ J , σ 2 J ) and
Double-Exponential Jump Model
? proposed a jump-diffusion similar Merton's, where the jump size is double-exponentially distributed. The double-exponential jump diffusion (DEJD) model is designed to capture the leptokurtic feature of the empricial return distributions as well as the volatility smile in option markets which cannot be successfully modeled by BS-MJ model. The canonical decomposition of the driving process of Kou's model is
where W t is a standard Brownian motion, N (t) is a Poisson process with rate λ and {V i } is a sequence of independent identically distributed non-negative random variables such that Y log(V ) has an asymmetric double exponential distribution with the density The analytical solution of a call option whose price is deteremined by an underlying asset that is driven by DEJD model also incorporates a psychological interpretation of investors. As we can see in (12), this model has six parameters, namely µ, the drift parameter, σ, the diffusion volatility, λ, the Poisson rate, p, the probability of having an upward jump, η 1 , the rate of an upward exponential jump and η 2 , the rate of a downward exponential jump. By incorporating option prices observed with different strikes and maturities, we can improve the estimation, compared with incorporating merely the characteristic function of the model. In addition, the option prices used can also enable the estimation of the parameters involved in the utility function.
Given (12), one can write down the dynamic of d log S t by using Ito's Lemma:
from which we can derive the characteristic function of log S t (see ?) under the risk-neutral probability measure without taking the jump risk into account:
since the Lévy density of the jump is
The corresponding European call price can be obtained via ? method, which is specified as follows:
Using the independence between the expo-nential and normal distributions used in the model and formulae for the sum of double exponential random variables, ? obtains the probability density function of the return, which can be approximated by the following density function:
which can be used to define the Radon-Nikodym derivative to adjust for the difference between a risk-free probability measure (in Merton's sense) and the physical measure since
The estimating equaiton derived from the option price is
With Jump Risk Premium
? considered a typical rational expectations economy (?) in which a representative investor has the utility function of the special form, as in ?:
with U c (c, t)
∂c . The goal of the representative investor is to obtain max c E[
In his model, Kou also assumed E t , an endowment process, which is, under the physical measure P, specified as follows:
given the endowment process (14), the asset price will have the dynamic of the form
where dW (2) t is a Brownian motion independent of dW (1) t and V l =Ṽ β l . Furthermore, α and κ in (13) are related as follows:
It can been shown (see, for example, ?) that, under mild conditions, the rational expectations equilibrium price, or the "shadow" price, of the security p(t), must satisfy the Euler equation
where U c is the partial derivative of U with respect to c. To simplify the model, we assume E t = S t , i.e. µ 1 = µ, σ 1 = σ and ρ = β = 1. It follows that, as shown in (10) of ?, the Radon-Nikodym derivative between the risk-free measure Q and the physical measure P is given by
Here λ is a Poisson process with rate λ. The jump sizes {Y 1 , Y 2 , . . .} are independent identically distributed random variables such that Y i = log(V i ). The moment generating function of X(t) := log(S t /S 0 ) can be obtained as E e θX(t) = exp {G(θ)t} , where G(x) = µx + 1 2 x 2 σ 2 + λ E e xY − 1 . In the case of Merton's normal jump-diffusion model,
and in the case of double exponential jump-diffusion model
Under the risk-neutral probability Q, we have
where ζ := E e Y − 1. In the Merton's model
while in the double exponential jump-diffusion model
? adpated the method in ?, which is based on a change of the order of integration, to price European call and pution options via Laplace transforms. The Laplace transform with respect to k of C(S, e k , r, T ) is given by
This leads to the following estimating equation:
Note that the option price c under the double exponential jump diffusion dynamics can also be obtained directly using the method proposed by ?, c(m; r, δ, θ) = Υ r + 1 2 σ 2 − λζ, σ,λ,p,η 1 ,η 2 ; log(1/m), δ
where the definitions ofλ,p,η 1 ,η 2 and Υ(·) can be found in ?.
The characteristic function of a return drived from the price driven by the process (15) can be obtained similarly as in Sections 3.2 and 3.3. The corresponding estimating equations are thus
Asymptotic Results
Regularity conditions:
, where d is the dimension of θ;
5.
∂ 2 ∂θ∂θ ′ g(t, x; θ) is continuous in θ for θ ∈ Θ, t ∈ [−a, a] and x ∈ R;
6. sup θ∈Θ
, where H is given in 3.
Proposition 4.1. Under conditions 1-4, with probability one, denote θ = arg min θ T 1 (θ) which
where
,
Proposition 4.2. Under conditions 1-6, for the estimator θ given in Proposition 2.1, we have as
, where
an estimating equation is dropped.
Numerical Results
Simulations
For each model, 500 sample paths with size n = 125, 250, 500 and 1000 starting at initial value log S 0 = 100 with frequency δ = 1/52 were simulated. Similar to Chan et al. (2009) approach, we also choose the uniform weight function G(t) and l n can be approximated by the Riemann sum of l n (t) evaluated at t ∈ [−5.0, 5.0] with the number of grids set to be 100. 1 Simulation results for BS, BS-MJ and DEJD are tabulated in Tables 1,2 and 4 respectively. As we can see from the simulation results, by incorporating more option prices, the estimated standard deviation of the estimates are reduced, which is due to the result of Corollary 4.1.
Case Study
We examine empirically whether the proposed methodology can be applied to the real data set and what insights call prices can reveal when we incorporate them into the model. We included, in our simulations, from one to four call prices that were most frequently traded on the last day of our analyses so as to reflect the market information on that particular trading day. The mean annual rate of return is 0.0531 with the associated volatility equals 0.1328. In It can be seen from the tables that by incorporaing constraints due to observed option prices, one can lower the variance of the estimates. It should be also noted that in order for ?'s approach to achieve the same magnitude of variance as what we can see by including additionally one call price, the sample size should have to be roughly doubled. In other words, using call prices as constraints reduces the required sample size at the expense that the equity price dynamics are specified by a particular model. Since the option prices are considered as a summary of the current market view on the underlying equity price dynamics, our methodology can successfully capture more updated estimate of the current market condition. This can be seen in the data analysis results in which the volatility and/or jump size estimates are both larger than the estimates that ? provided, which can be interpreted as the consequence because of the late-2000's financial crisis. Finally, we comment that, due to the small number of option prices included, it is challenging to produce an accurate estimate α, the risk-preference parameter of investors of which informaiton can be only derived from the option prices.
Conclusion
Lévy processes are an excellent tool for modeling price processes in mathematical finance. Its popularity arises from its flexibility and simple structure in comparison with general semimartingales.
Estimation for Léy processes are challenging statistical inference problems because of the lack of analytical expression for the transitional density function. Inspired by ? that uses integrated empirical likelihood approach for parameter estimation, we propose in this paper incorporating call prices as constraints in addition to using the characteristic function associated with the process.
This method provides a more efficient estimate that can reflect the recent market condition more accurately which is demonstrated via simulations and real data analyses. The idea of using derivative prices as one of the estimating equations is not restricted to call prices only; in fact, any price that can be expressed in terms of expectation of an independent random variable that follows the same distribution as specified by the underlying process are eligible for being included as one of constraints. The approach, therefore, has robust theoretical and versatility for a wide range of processes including processes with jump components.
Appendix
Proof of Proposition 4.1. It follows closely the proof of lemma 1 of ?.
Proof of Proposition 4.2.
Similar to ?, we can show that
. Then, we can expand Q 1n and Q 2n using Taylor series expansions and yield
which completes the proof.
Proof of Corollary 5.1. . The proof can be completed following ?.
Write 
