This article aims to develop a new and robust approach to feature representation. Motivated by the success of Auto-Encoders, we first theoretically analyze and summarize the general properties of all algorithms that are based on traditional Auto-Encoders: (1) The reconstruction error of the input cannot be lower than a lower bound, which can be viewed as a guiding principle for reconstructing the input. Additionally, when the input is corrupted with noises, the reconstruction error of the corrupted input also cannot be lower than a lower bound.
Reconstruction of Hidden Representation for Robust Feature Extraction 18:3 learning model with stacked CAEs for video classification. To find stable features, Schulz et al. [35] designed a two-layer encoder that is regularized by an extension of a previous work on CAEs. Geng et al. [15] proposed a novel deep supervised and contractive neural network for SAR image classification by using the idea of minimizing the Frobenius norm of the Jacobian matrix of hidden representation. Shao et al. [36] introduced an enhancement deep feature fusion method for rotating machinery fault diagnosis through a combination of DAEs and CAEs. However, we will demonstrate that minimizing the Frobenius norm of the Jacobian matrix of hidden representation has a deficiency in learning feature representation.
To learn robust feature representation, minimizing the reconstruction error of hidden representation is also important and efficient. This idea has been emphasized by popular deep learning algorithms such as Ladder Networks [29, 31] and Target Propagation Networks [3] . In order to reconstruct the hidden representation, Ladder Networks need two streams of information to reconstruct the hidden representation: one is used to generate a clean hidden representation with an encoder function; the other is utilized to reconstruct the clean hidden representation with a combinator function [29, 31] . The final objective function is the sum of all the reconstruction errors of hidden representation. It should be noted that reconstructing the hidden representation in each layer needs to use information of two layers, which makes Ladder Networks difficult to be trained with a layer-wise pretraining strategy. Training a deep learning model in a layer-wise manner, as it is known, is an unsupervised learning approach, which may have many potential advantages. To reconstruct the hidden representation, Target Propagation Networks [3] can be trained in a layer-wise manner. Nevertheless, in the Target Propagation Networks, reconstructing hidden representation is decomposed into two separate targets, which may be trapped in a local optimum. To the best of our knowledge, reconstructing hidden representation as a whole and training it in a layer-wise manner has not yet been investigated so far.
In this article, we first study the general properties of all algorithms based on the traditional Auto-Encoders. We aim to design a robust approach for feature representation based on these properties. We follow the framework of layer-wise pretraining and consider the idea of reconstruction of hidden representation. We propose a new deep learning model that takes advantage of corruption and reconstruction. Our model consists of two separate parts: constraints on the input (Constraints Part) and reconstruction on the hidden representation (Reconstruction Part). The Constraints Part can be viewed as a traditional deep learning model such as the Auto-Encoder and its variants. The Reconstruction Part can be viewed as explicitly regularizing the hidden representation or adding additional feedback to the pretraining stage. For simplicity and convenience, we use a DAE as the Constraints Part to build our model. Because the best results are obtained by utilizing the corruption in both input and hidden representation, we refer to it as Double Denoising Auto-Encoders (DDAEs).
The contributions of this article are summarized as follows:
• We prove that for all algorithms based on traditional Auto-Encoders, the reconstruction error of the input cannot be lower than a lower bound, which can serve as a guiding principle for the reconstruction of the input. We also show that the necessary condition for the reconstruction of the input to reach the ideal state is that the reconstruction of hidden representation achieves its ideal condition. When the input is corrupted with noises, we demonstrate that the reconstruction error of the corrupted input also cannot be lower than a lower bound. • We validate that minimizing the Frobenius norm of the Jacobian matrix of the hidden representation has a deficiency and may result in a much worse local optimum value. We also show that minimizing reconstruction error of the hidden representation for feature representation is more robust than minimizing the Frobenius norm of the Jacobian matrix, which may be the main reason the proposed DDAEs always outperform CAEs. • We propose a new approach to learn robust feature representations of the input based on the above evidence. Compared with the existing methods, DDAEs have the following advantages: (1) DDAEs are flexible and extensible and have a potentially better capability of learning invariant and robust feature representations; (2) for dealing with noises or some inessential features, DDAEs are more robust than DAEs; and (3) DDAEs can be trained with two different pretraining strategies by optimizing the objective function in a combining or separate manner, respectively.
The rest of this article is organized as follows. Section 2 introduces the basic DAEs and CAEs. Section 3 presents the lower bound of the reconstruction error of the input and the necessary condition for the reconstruction of the input to reach its ideal state. Section 4 illustrates the defect of CAEs and gives a theoretical proof on why DDAEs can outstrip CAEs. Section 5 describes the proposed DDAEs framework. Section 6 compares the performance of DDAEs with other relevant state-of-the-art representation learning algorithms using various testing datasets. Conclusions together with some further studies are summarized in the last section.
PRELIMINARIES
DDAEs are designed according to the traditional Auto-Encoders [6] that learn feature representation by minimizing the reconstruction error. For ease of understanding, we reveal DDAEs by starting to describe some conventional Auto-Encoder variants and notations.
Denoising Auto-Encoders: Extracting Robust Features of Reconstruction
Similar to traditional Auto-Encoders [6] , the DAEs [42] first use the encoder and decoder procedures to train a one-layer neural network by minimizing the reconstruction error and then stack a deep neural network with the trained layers. The only difference between traditional Auto-Encoders and DAEs is that DAEs train the neural network with corrupted input, while the traditional Auto-Encoders use the original input. The corrupted inputx ∈ D x is usually obtained from a conditional distribution q(x |x ) by injecting some noises into the original input x ∈ D x . Typically, the most widely used noises in the simulations are Gaussian noisex = x + ϵ, ϵ ∼ N (0, σ 2 I ) and masking noise, where ν % (ν is given by researchers) of the input components is set to 0.
To extract robust features, a DAE first maps the corrupted inputx to a hidden representation h ∈ D h by the encoder function f :
where W ∈ D h ×D x is a connection weight matrix, b h ∈ D h is a bias vector of hidden representation, and S f is an activation function, typically a logistic siдmoid (τ ) = 1 1+e −τ . After that, the DAE reversely maps the hidden representation h back to a reconstruction input x * ∈ D x through the decoder function д:
where W ∈ D x ×D h is a tied weight matrix, i.e., W = W T ; b x ∈ D x is a bias vector; and S д is an activation function, typically either the identity (yielding linear reconstruction) or a sigmoid. Finally, the DAE learns the robust features by minimizing the reconstruction error on a training set X = {x 1 , x 2 , . . . , x N }:
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is the mathematical expectation of δ , and L is the reconstruction error. Typically the squared error L(x, y) = x − y 2 is used when S д is the identity function and the cross-entropy loss L(
It has been shown that DAEs can extract robust features by injecting some noises into the original input and implicitly capture the data-generating distribution of input in the conditions in which the reconstruction error is the squared error and the data are continuous valued with Gaussian corruption noise [1, 8, 41 ].
Contractive Auto-Encoders: Extracting Locally Invariant Features
of Hidden Representation To extract locally invariant features, the CAEs [33] penalize the sensitivity by adding an analytic contractive penalty to the traditional Auto-Encoders. The contractive penalty is the Frobenius norm of first derivatives J f (x ) 2 F of the encoder function f (x ) with respect to the input x. Formally, the objective optimized by a CAE is
where α is a hyperparameter that controls the strength of the regularization. For a sigmoid encoder, the contractive penalty is simply computed:
Compared with DAEs, the CAEs have at least two differences: (1) the penalty is analytic rather than stochastic, and (2) a hyperparameter α allows one to control the tradeoff between reconstruction and robustness. Actually, in an optimizing searching algorithm, it seems more likely that CAEs try to find invariant features by restricting step lengths to small numbers (i.e., numbers close to zero) in each search.
LOWER BOUND OF THE RECONSTRUCTION ERROR OF THE INPUT
Generally, in an algorithm based on traditional Auto-Encoders, the smaller the reconstruction error of the input is, the better the algorithm. Ideally, the value of reconstruction error of the input is equal to 0. This means that the algorithm can completely reconstruct the input. However, in this article, we prove that the reconstruction error of the input has a lower bound, which can be viewed as a criterion for the reconstruction of the input. We also illustrate that the reconstruction of hidden representation achieving its ideal condition is the necessary condition for the reconstruction of the input to reach the ideal state. When the input is corrupted with noise, we demonstrate that the reconstruction error of the corrupted input has a lower bound too.
Lower Bound and Necessary Condition
We present the lower bound of reconstruction error of the input and a rigorous theoretical analysis below. We also reveal the necessary condition for the reconstruction of the input to reach the ideal state.
Theorem 1. Let L(x, y) = x − y 2 be the squared error. If we use the clean input x and clean hidden representation h c to reconstruct themselves, then as x * c → x, we have Furthermore, we can get that
where J CAE (θ ) is the objective function of the CAE, and X = {x 1 , x 2 , . . . , x N } is a training set.
Proof. For a clean input x ∈ X , the corresponding clean hidden representation and reconstructed input are h c and x * c , respectively. Let h * c = f (x * c ) be the reconstructed hidden representation. Then we can approximate the encoder function f (x * c ) by its Taylor expansion around x with the Lagrange remainder term
Using the triangle inequality, we have that
where · 2 is the squared error and A 2 F is the square of the Frobenius norm on matrix A. When x * c → x, i.e., the reconstructed input x * c infinitely approaches x, then as an ideal state, we have lim
and
Hence, we get 
Hence, let α = λ 2 4 , and we can get that
Remark 1. Theorem 1 summarizes the general rule of the reconstruction of the input for all the algorithms based on traditional Auto-Encoders. As we can see, the reconstruction error of the input cannot be lower than a lower bound, which gives a guiding principle for reconstructing the input.
The traditional view for reconstructing the input is that the smaller the reconstruction error of the input, the better the algorithm. The ideal situation is that the value of the reconstruction error of the input is 0; i.e., the algorithm can completely reconstruct the input. However, Theorem 1 demonstrates that the ideal value of the reconstruction error of the input is a lower bound, which is greater than or equal to 0. Hence, compared with the traditional view, Theorem 1 gives a more accurate quantitative description of the reconstruction error of the input.
Remark 2. Theorem 1 also provides a necessary condition for the reconstruction of the input to reach the ideal state; namely, the reconstruction of hidden representation achieves its ideal condition.
If the reconstruction of hidden representation does not achieve its ideal condition, the reconstruction of the input also cannot reach the ideal state. Nevertheless, when the reconstruction of hidden representation achieves the ideal state, this theorem does not guarantee that the reconstruction of the input also obtains the ideal state. Therefore, we develop our algorithm to learn robust feature representation by minimizing the reconstruction error of both the input and hidden representation.
Remark 3. It presents the relationship between the reconstruction error of the input and the reconstruction error of hidden representation as well as the reconstruction error of hidden representation and the objective function of CAE.
Remark 4. This theorem is also the main evidence that minimizing the reconstruction error of hidden representation is more robust for feature learning than minimizing the Frobenius norm of the Jacobia matrix of hidden representation.
Since the proposed DDAEs use the reconstruction of hidden representation as the objective function and CAEs learn features by minimizing the Frobenius norm of the Jacobia matrix of hidden representation, we can conclude that DDAEs are more robust for feature representation than CAEs. This may also be the main reason DDAEs always outperform CAEs.
Lower Bound with Corrupted Input
We now show that when the input is corrupted with noises, the reconstruction error of the corrupted input also has a lower bound. Theorem 2. Let L(x, y) = x − y 2 be the squared error. If some noises are added to the original input x, then asx →x, we have
wherex is the corrupted input, h = f (x ) is the hidden representation,h is the corrupted hidden rep-
Proof. Let h * = f (x ) be the reconstructed hidden representation. Then we can approximate the encoder function f (x ) by its Taylor expansion aroundx with the Lagrange remainder term
is a real-valued random vector.
With triangle inequality, we get that 
F . Remark 5. Theorem 2 summarizes that even though the input is corrupted with noises, the reconstruction error of the corrupted input also cannot be lower than a lower bound, which is the guiding principle for reconstructing the corrupted input. However, the lower bound of this situation is an expectation. Remark 6. This theorem is also the main evidence why minimizing the reconstruction error of hidden representation is more robust for feature representation than minimizing the Frobenius norm of the Jacobia matrix of hidden representation when confronted with corrupted input.
ROBUSTNESS OF HIDDEN REPRESENTATION RECONSTRUCTION
In this section, we theoretically prove that minimizing the Frobenius norm of the Jacobian matrix of the hidden representation has a deficiency and may result in a much worse local optimum value. We also show that minimizing the reconstruction error of hidden representation for feature representation is more robust than minimizing the Frobenius norm of the Jacobia matrix of hidden representation.
Theoretical Explanation and Examples
The main theoretical contribution of this article is that we show when
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where h c is the corresponding hidden representation of the clean input x, i.e.,
∂x i ) 2 is the Frobenius norm of the Jacobia matrix of hidden representation h c with respect to input x. We give the proof of the Inequation (11) in Section 3. Now we theoretically show that minimizing the Frobenius norm of the Jacobia matrix of hidden representation is invalid in some situations. Meanwhile, we also demonstrate that in these situations, reconstruction of hidden representation is more robust than minimizing the Frobenius norm of the Jacobia matrix.
Let us consider three special optimization problems: (1) when the algorithm reaches such areas, all of the first derivatives are equal to constants; (2) some of the first derivatives are equal to constants; and (3) any one of the first derivatives is not equal to a constant, but the Frobenius norm of the Jacobia matrix is a constant. Case 1. We first consider the simple situation in which all of the first derivatives are equal to constants; i.e., ∂h j (x ) ∂x i = c i j is a constant for all i = 1, 2, . . . , D x and j = 1, 2, . . . , D h . In this situation, the Frobenius norm of the Jacobia matrix of hidden representation is a constant. It means that once the algorithm reaches these areas, minimizing the Frobenius norm of the Jacobia matrix loses its ability to find the optimum value. The algorithm stops early or searches in a random direction that even includes a much worse direction, far away from the optimum value. Therefore, minimizing this Frobenius norm is invalid for such a situation. However, when x * c → x, because of Inequation (11), the value of reconstruction error of hidden representation continues to decrease. Hence, when all of the first derivatives are equal to constants, minimizing the reconstruction error of hidden representation works and continues to find the optimum value. It also means that reconstruction of hidden representation is more robust than minimizing the Frobenius norm of the Jacobia matrix.
Example 1. When all of the first derivatives are equal to constants. In this situation, the solution space is in fact a plane in a three-dimensional space. Figure 1 (a) presents a plane in which the formula is h = 2x 1 + 2x 2 , x 1 ≥ 0, and x 2 ≥ 0. When the algorithm hits the plane, the Frobenius norm of the Jacobia matrix of hidden representation is a constant. Hence, minimizing the Frobenius norm of the Jacobia matrix is invalid. It stops to search the optimum value or finds in a random direction. However, when x * c → x, namely, when the term of x * c − x 2 infinitely approaches 0, minimizing the reconstruction error of hidden representation may find toward its minimum value.
Case 2. For the second situation, when some of the first derivatives are equal to constants, minimizing the Frobenius norm of the Jacobia matrix of hidden representation seems to be working. However, we theoretically show that minimizing the Frobenius norm of its Jacobia matrix may encourage obtaining a much worse local optimum value. For this case, we only show the results that one of the first derivatives is equal to a constant. Similar results can be obtained with the multiple constants of the first derivatives.
be the current value and the clean input,
, be the optimum value. If one of the first derivatives is equal to the constant, then there exists a next value (
, obtained by minimizing the Frobenius norm of the Jacobia matrix of hidden representation with respect to x, such that
Proof. We assume without losing generality that
∂x q = c pq is a constant and all other first derivatives ∂h j (x ) ∂x i are varying, where i = 1, 2, . . . , q − 1, q + 1, . . . , D x and j = 1, 2, . . . ,p − 1, Hence, minimizing the Frobenius norm of the Jacobia matrix is invalid. It stops to search the optimum value or finds in a random direction. (b) A figure in which the formula is h = 40x 1 + e −x 2 . For minimizing the Frobenius norm of the Jacobia matrix of hidden representation, searching in a much worse direction is encouraged. (c) A cone in which the minimum value is located at its base and any one of the first derivatives is not equal to a constant while the Frobenius norm of the Jacobia matrix is a constant. For minimizing the Frobenius norm of the Jacobia matrix of hidden representation, once it hits the edge of the cone, it stops finding the minimum value or searches in a random direction. However, for minimizing the reconstruction error of hidden representation, it may be propelled toward its base, the location of the minimum value. p + 1, . . . , D h . For convenience, we also assume that there are only two different places between the current value x u and the next value x w : one is the first position and the other is the qth position, i.e.,
where c 0 is the bias. If we keep the same directions for all other first derivatives,
∂x q , taking any value on this line c pq x q + c 0 has no effect on the objective function of minimizing the Frobenius norm of the Jacobia matrix of hidden representation. Hence, along this line, we can take the value of the qth dimension of the next value such that the next value is far ACM Transactions on Intelligent Systems and Technology, Vol. 10, No. 2, Article 18. Publication date: January 2019. away from the optimum value x and its projection on the x q -axis is very large; i.e., |x w q − x q | is a very large value.
In addition, if we keep the same directions for all other first derivatives except the direction
∂x 1 , then along this direction, we can decrease the objective function of minimizing the Frobenius norm of the Jacobia matrix of hidden representation and we can also get that
∂x 1 | and |x w 1 − x 1 | are bounded. Note that |x u 1 − x 1 | and |x u q − x q | are also bounded and only the first dimension and the qth dimension are different. Therefore, we can get
Theorem 3 demonstrates that if one of the first derivatives is equal to a constant, minimizing the Frobenius norm of the Jacobia matrix encourages obtaining a much worse local optimum value. However, because of Inequation (11), minimizing the reconstruction error of hidden representation does work and may find the optimum value. Example 2. When some of the first derivatives are equal to constants. Figure 1(b) demonstrates the figure in which the formula is h = 40x 1 + e −x 2 . The minimum value is located at the bottom and one of the first derivatives is equal to a constant. Note that ∂h (x ) ∂x 1 is a constant; it has no contribution to minimizing the Frobenius norm. Hence, keeping the same direction for the other first derivative ∂h (x ) ∂x 2 and moving along this direction ∂h (x ) ∂x 1 is permissible, even if it is far away from the minimum value. The only limitation is that it should move in the direction of decreasing the value of ∂h (x ) ∂x 2 . As a result, searching in a much worse direction is encouraged for minimizing the Frobenius norm of the Jacobia matrix of hidden representation. Figure 1(b) illustrates a much worse direction: the value of ∂h (x ) ∂x 2 decreases and the value of ∂h (x ) ∂x 1 is a constant, while the next value is far away from the minimum value, located at the bottom line. However, for minimizing the reconstruction error of hidden representation, as the term of x * c − x 2 infinitely approaches 0, it guarantees that the search direction is not away from the minimum value and it may move toward its bottom.
Case 3. For the third situation, when all of the first derivatives are varying but the Frobenius norm of the Jacobia matrix is a constant, it is similar to the first situation. More specif- 
For such case, we also can prove that minimizing this Frobenius norm is invalid and reconstruction of hidden representation is more robust than minimizing the Frobenius norm of the Jacobia matrix.
Example 3. When any one of the first derivatives is not equal to a constant but the Frobenius norm of the Jacobia matrix is a constant. In such an optimization problem, the solution space of this problem is in fact a cone in a three-dimensional space. Figure 1(c) presents a cone, i.e.,
where the minimum value is located at its base and any one of the first derivatives is not equal to a constant while the Frobenius norm of Jacobia matrix is a constant. For minimizing the Frobenius norm of the Jacobia matrix of hidden representation, once it reaches the edge of the cone, it stops finding the minimum value or searches in a random direction. Nevertheless, for minimizing the reconstruction error of hidden representation, since the term of x * c − x 2 infinitely approaches 0 when x * c → x, it is working and may be propelled toward its base, the location of the minimum value.
From the discussion above, we can conclude that when some or all of the first derivatives are equal to constants or all of the first derivatives are varying while the Frobenius norm of the Jacobia matrix is a constant, minimizing the reconstruction error of hidden representation for feature representation is more robust than minimizing the Frobenius norm of the Jacobia matrix. This may be the main reason that DDAEs always outperform CAEs in our experiments.
DOUBLE DENOISING AUTO-ENCODERS
We have shown that the necessary condition for the reconstruction of the input to reach the ideal state is that the reconstruction of hidden representation achieves its ideal condition in Section 3. We also show that minimizing (maximizing) the Frobenius norm of the Jacobia matrix may get a much worse local optimum value and minimizing reconstruction error of hidden representation for feature representation is more robust than minimizing the Frobenius norm of the Jacobia matrix as illustrated in Section 4. Therefore, in this article, we consider how to decrease the reconstruction error of hidden representation, which may get a better feature representation. We add the idea of reconstruction of hidden representation to the DAEs and propose a new deep learning model that takes advantage of corruption and reconstruction. We anticipate that our proposed model has the capability to learn invariant and robust feature representation.
DDAE Architecture
As previously stated, a DDAE usually has two separate parts: constraints on the input (Constraints Part) and reconstruction on the hidden representation (Reconstruction Part). We use the DAE as the Constraints Part in a DDAE. In fact, one can replace the Constraints Part by any other Auto-Encoder variant. For example, we can replace the DAE with a Sparse Auto-Encoder or a CAE. It means that DDAE is flexible. The Reconstruction Part is done by first corrupting the hidden representation h ∈ D h intoh ∈ D h according to a conditional distribution q(h|h) and then mapping the corrupted hidden representationh into an intermediate reconstructed inputx For training a multilayer classifier, the stacked deep DDAE architecture is first pretrained in a greedy, layer-wise manner. Subsequently, the multilayer classifier is initialized by the pretrained parameters and fine-tuned by utilizing back-propagation.
Training DDAEs
There are two way to train a DDAE: one is to optimize a combination of the Constraints Part and Reconstruction Part (DDAE-COM); the other is to optimize them separately (DDAE-SEP). For convenience, we use a linear combination of the Constraints Part and Reconstruction Part as the objective function of DDAE-COM. Parameters θ = {W, b x , b h } are trained to minimize the reconstruction error over a training set X = {x 1 , x 2 , . . . , x N }. The objective function optimized by stochastic gradient descent becomes
where L(x, д( f (x ))) is the reconstruction error of the DAE (Constraints Part), L(h, f (д(h))) is the reconstruction error of hidden representation (Reconstruction Part), E(δ ) is the mathematical expectation of δ ,x ∈ D x is obtained from a conditional distribution q(x |x ), h = f (x ), and λ is a hyperparameter that controls the tradeoff between the Constraints Part and Reconstruction Part.
From Equation (14), we can conclude that a DDAE can be regarded as a general expression that extends the DAE. If the hyperparameter λ in Equation (14) is set to be 0, a DDAE is the same as that of the DAE. That also means the DAE is a special case of our proposed method; i.e., DDAE is a generalization of the basic DAE algorithm. It should be pointed out that we utilize L(h, f (д(h))) instead of L(h, f (д(h))) to calculate the reconstruction error of hidden representation. This is because the value of L(h, f (д(h))) is large at the beginning of training and we need to normalize it.
For the way of optimizing separately, DDAE-SEP first minimizes the following objective function over a mini-batch X = {x 1 , x 2 , . . . , x m }:
where x is a training sample selected from a mini-batch X and L(x, д( f (x ))) is the reconstruction error of the DAE (Constraints Part) on the selected sample. Subsequently, DDAE-SEP updates the parameters θ optimized by the first objective function O 1 and minimizes the second objective function:
where h is the corresponding hidden representation of x with updated parameters θ , H is the corresponding hidden representation of X , and L(h, f (д(h))) is the reconstruction error of hidden representation (Reconstruction Part). Once the parameters θ are updated by objective functions O 1 and O 2 , DDAE-SEP will train on the next mini-batch and repeat the same procedure until stopping criteria are met. For more details about how to implement DDAE-COM and DDAE-SEP, please refer to Algorithms 1 and 2. Let h = S f (Wx + b h ) be the hidden representation. With linear+sigmoid mapping, the computational complexity of the reconstruction error of the input (e.g., squared error L( x, д( f (x ) 
Based on Equation (14), we can see that the computation
. From Equation (16), the computation complexity of objective function O 2 is O (D 2
x × D 2 h ). Therefore, both algorithms (DDAE-COM and DDAE-SEP) have the same overall computational complexity of O (D 2
x × D 2 h ).
Properties of DDAEs
Please note that we use a corrupted hidden representationh instead of a clean hidden representation h to reconstruct a clean hidden representation in Equations (14) and (16) . There are two main reasons: (1) although DDAEs use the manifold learning to extract robust features, we cannot guarantee that all the noises have been eliminated-they may propagate to hidden representation, and (2) even if all the noises have been eliminated, DDAEs may learn some inessential features ALGORITHM 2: The DDAE-SEP Algorithm Input: Training data X , learning rate η 1 and η 2 , mini-batch size m. д( f (x ) ))];
; Recalculate the hidden representation H of the selected m samples with updated θ ;
. until Stopping criteria are met; such as backgrounds. These are also the reasons that corrupting and reconstructing hidden representation for dealing with noises or some inessential features such as backgrounds is more robust than DAEs. In DAEs, corrupting the input and then reconstructing it makes DAEs able to learn robust features. Our proposed model not only corrupts and reconstructs the input but also does the same thing on hidden representation. For feature representation, corrupting hidden representation and then reconstructing it can partially reduce the negative effects such as the noises propagated by the input or some inessential features such as backgrounds, while DAEs do not deal with such noises or inessential features. Therefore, compared with DAEs, our proposed model is more robust to deal with the noises and some inessential features.
EXPERIMENTS
We evaluate DDAEs on 12 UCI datasets, 13 image recognition datasets, and two human genome sequence datasets and compare the performance with competitive state-of-the-art models. Several important parameters will also be experimentally evaluated. All the experiments are tested on a laptop with Intel-i7 2.4G CPU, 16G DDR3 RAM, Windows 10, and Python 2.7.
A Description of Datasets
The 12 UCI datasets are selected from the UCI machine-learning repository to evaluate the performance of DDAEs with other algorithms. For all the UCI datasets, we utilize 10-fold cross-validation to evaluate the competing algorithms and give the average error rates with 10 runs. Note that most of the UCI datasets are tested in the recent work on the Deep Support Vector Machine (DeepSVM) [30] . Table 1 summarizes the basic information of 12 UCI datasets.
The 13 image recognition datasets consist of the well-known MNIST digits classification problem, eight benchmark datasets, and four more complex image recognition datasets. The MNIST digits come from the 28×28 grayscale images of handwritten digits. The eight benchmark datasets consist of five 10-class problems modified from MNIST digits and three 2-class problems with shape classification. The five 10-class problems are variants of MNIST digits: smaller subset of MNIST (basic), digits with random angle rotation (rot), digits with random noise background (bg-rand), digits with random image background (bg-img), and digits with rotation and image background (bg-img-rot). The three 2-class problems are shape classification tasks: white tall and wide rectangles on black background (rect), tall and wide rectangular image overlayed on different background images (rect-img), and convex and concave shape (convex). All these datasets are also used in the works of Larochelle et al. [22] , Rifai et al. [33] , and Vincent et al. [43] and divided into three parts: a training set for pretraining and fine-tuning, a validation set for the choice of hyperparameters, 50,000 10,000 10,000 10 basic 10,000 2,000 50,000 10 rot 10,000 2,000 50,000 10 bg-rand 10,000 2,000 50,000 10 bg-img 10,000 2,000 50,000 10 bg-img-rot 10,000 2,000 50,000 10 NORB 19,300 5,000 24,300 5 CIFAR- 10 45,000 5,000 10,000 10 COIL-100 1,000 200 6,000 100 Caltech-101 3,030 300 5,814 101 and a testing set for the report result. The four more complex image recognition datasets are NORB [12] , CIFAR-10 [12] , COIL-100 [44] , and Caltech-101 [14] . Details on image recognition datasets are listed in Table 2 . The two human genome sequence datasets are the standard benchmark from fruitfly.org for predicting gene splicing sites on human genome sequences. The first dataset is the Acceptor locations containing 6,877 sequences with 90 features. The second dataset is the Donor locations including 6,246 sequences with 15 features. The Acceptor dataset has 70bp of the intron (ending with AG) and 20bp of the following exon. The Donor dataset has 7bp of the exon and 8bp of the following intron (starting with GT). All these sequences consist of four letters (A, T, C, and G). To use these two datasets, we need first to transform the four letters with four real numbers and then use these datasets to classify each sequence.
Experimental Verification
In Section 3, we have proved that if the reconstruction of a hidden representation does not reach its ideal situation, the reconstruction of the input cannot obtain the ideal value. In Section 4, we have shown that minimizing the reconstruction error of hidden representation for feature representation is more robust than minimizing the Frobenius norm of the Jacobia matrix of hidden representation. However, one question still needs to be solved: how to experimentally validate these points?
Reconstruction of Hidden Representation versus Reconstruction of the Input.
To show the robustness of the reconstruction of hidden representation against the reconstruction of the input, we evaluate the classification performance by only minimizing the Reconstruction Error of Hidden Representation (REHR) and compare the results with only minimizing the reconstruction error of the input, i.e., stacked AEs (SAE) [33] . Figure 3 shows the classification error rates of REHR on 13 image recognition datasets with different layers. For the sake of fairness, the results of SAE are derived from the work of Vincent et al. [43] . As shown in Figure 3 , REHR with three layers almost gets the better results on all 13 image recognition datasets. Figure 4 presents some example images with corresponding filters learned by the models of stacked AEs (SAEs) [33] , stacked DAEs [43] , stacked CAEs [33] , stacked REHR, and stacked DDAEs. This figure shows features learned by the first layer of all the models on the rect and bg-img-rot datasets.
Reconstruction of Hidden Representation versus Minimizing Frobenius Norm of Jacobia
Matrix. We conduct two comparison experiments to show the robustness of hidden representation reconstruction against minimizing the Frobenius norm of the Jacobia matrix: (1) we compare the results of only using the reconstruction of hidden representation for feature representation with only minimizing the Frobenius norm of the Jacobia matrix, and (2) we also show the results of adding reconstruction of the input on both reconstruction of hidden representation and minimizing the Frobenius norm of the Jacobia matrix. In the second situation, we only illustrate the comparison results of DDAEs and CAEs in practice. The experimental results are presented in Tables 3, 4 
and 5.
In the first comparison experiment, we use MNIST as the testing dataset. As shown in Table 4 , we get the classification error rate of about 1.53% with only minimizing the reconstruction error of hidden representation for feature representation. However, we cannot get the classification error rate with only minimizing the Frobenius norm of the Jacobia matrix of hidden representation. This is because the nonconvergence problem will appear when we only use the minimizing Frobenius norm of the Jacobia matrix of hidden representation for feature representation. For the second comparison experiment, we just show the comparison results of DDAEs and CAEs. As we can see from Tables 3 and 5 , DDAEs always outperform CAEs. Therefore, we can conclude not only that minimizing the reconstruction error of hidden representation for feature representation is more robust than minimizing the Frobenius norm of the Jacobia matrix of hidden representation but also that DDAEs are more robust for feature representation than CAEs.
Parameter Evaluation
In order to illustrate the effectiveness of hidden representation reconstruction, we evaluate the influence with a varying range of hyperparameters (the number of hidden layers, the number of units per hidden layer, the learning rate for unsupervised pretraining, the learning rate for supervised fine-tuning, etc.). In fact, it is difficult to find the optimal combination of the hyperparameters in a deep network. Fortunately, many researchers have proposed various rules for choosing hyperparameters in the deep networks [10, 9, 37] . In our experiments, we refer to the strategies used in [22] . We initialize all the parameters with random values and then fix other hyperparameters and perform a grid search over the range of one hyperparameter by utilizing mini-batch stochastic gradient descent. To show the influence of hyperparameter λ in DDAE-COM that controls the tradeoff between the Constraints Part and Reconstruction Part, we compare DDAEs and DAEs with the adjustment of λ. For comparison, we use bg-img-rot as the testing dataset. We fix all other hyperparameters for both models and present the classification error rates on the bg-img-rot dataset as shown in Figure 5(a) . Clearly, DDAEs perform better than DAEs when the hyperparameter λ is located in a proper scope.
We also contrast DDAEs to DAEs with increasing the number of hidden layers and the number of hidden units per layer to show the influence of double corruption. Figure 5(b) shows the comparative classification error rates on the bg-img-rot dataset. The results of DDAEs, marked blue in Figure 5 (b), illustrate that as we increase the number of hidden layers from one to four, the classification error rates gradually descend. It could be that DDAEs have the capability to capture the underlying data-generating distributions of both input and hidden representation, while DAEs just capture the distribution of input. Figure 5 (b) also shows that DDAEs outperform DAEs, especially when the number of hidden units per layer is low. It may be much easier for DDAEs to capture the underlying data-generating distribution of the hidden representation when the number of hidden representations per layer is low. To assess the benefit of DDAEs on different corruption levels of the hidden representation or input, we compare the performance of DDAEs and DAEs with different numbers of hidden layers. Figure 5 (c) demonstrates the sensitivity to corruption levels of hidden representation or input. We find that some corrupted hidden representation or input is beneficial. Figure 5(d) presents the relationships between the classification error rates and the training epochs. We can see that DDAEs obtain the same performance as the DAEs or CAEs with much fewer training epochs.
Comparisons with State-of-the-Art Results
To further show the robustness of hidden representation reconstruction for feature representation, we compare the performance with some state-of-the-art models on 12 UCI datasets, 13 image recognition datasets, and two human genome sequence datasets.
UCI Dataset Classification.
We first test the classification performance of DDAEs on 12 UCI datasets. By utilizing the DDAE-COM algorithm, we compare DDAEs with the SVM model (SVM), stacked Deep Neural Networks (DNNs) [30] , stacked DeepSVMs [30] , stacked CAEs [33] , The best results obtained by all considered models are marked in bold. and stacked DAEs [43] . We use tied weights, sigmoid activation function, and squared error of reconstruction loss for the networks of CAEs, DAEs, and DDAEs. In the DDAE model, we employ a two-layer (200 to 150) architecture as the most frequently used structure. Because the number of features is small for the UCI dataset, we only use the corruption with the first and second layers of DAEs and DDAEs, not with the input data. Table 3 presents the classification error rates of two-hidden-layer stacked DDAEs with masking noise (DDAE-b-2), compared with SVM, stacked DNNs, a four-layer stacked DeepSVM (DeepSVM-4), a two-hidden-layer stacked CAE (CAE-2), and a two-hidden-layer stacked DAEs with masking noise (DAE-b-2). In general, networks with minimizing reconstruction error of hidden representation (DDAEs) perform better than other networks without this constraint. It is possible that DDAEs use the reconstruction of input and hidden representation, which may learn the underlying datagenerating distributions of both input and hidden representation.
Digit Image Recognition.
After testing on the small UCI dataset classification problem, we compare DDAEs against several state-of-the-art models for unsupervised feature extraction: SVM models with RBF kernel (SVM rbf ), stacked Deep Belief Networks (DBNs), stacked Deep Boltzmann Machines (DBMs) [34] , stacked AEs (SAEs) [33] , stacked DAEs [43] , stacked CAEs [33] , stacked Rectified Factor Networks (RFNs) [12] , and Ladder Networks [29, 31] . All these models also adopt tied weights, sigmoid activation function for both encoder and decoder, and cross-entropy reconstruction loss except DBNs, DBMs, and RFNs. DBNs and DBMs optimize the parameters by using contrastive divergence, while RFNs use the expectation-maximization algorithm. Stochastic gradient descent is applied as the optimization method for all these models.
The classification results and training time of DDAEs with other models on the MNIST dataset are listed in Table 4 . By using zero-masking corruption noises (MN) and the DDAE-COM algorithm, DDAEs with three layers can achieve an error rate of about 1.35%, while the traditional DAEs achieve an error rate of about 1.57%. When using Gaussian corruption noises (GSs), the test error of three-layer DDAEs reduces to 1.12% with the DDAE-COM algorithm and 1.08% with the DDAE-SEP algorithm. With the well-known trick technique of dropout [40] , the test error of three-layer DDAEs can further reduce to about 0.69% when training with the DDAE-COM algorithm and about 0.66% when training with the DDAE-SEP algorithm. In the experiments, a threelayer (1,000-1,000-2,000) and a four-layer (1,000-1,000-2,000-1,000) architecture are tested. All the hyperparameters are selected according to the performance on the validation set. As for dropout, we use a fixed dropout rate of 20% for all the input layers and the hidden layers. A momentum, which increases from 0.5 to 0.9, is adopted to speed up learning. A fixed learning rate of 4.0 is used and no weight decay is utilized. By using the DDAE-COM algorithm, we also test our new model on the 10 deep learning benchmark datasets with thee and four layers (DDAE-3 and DDAE-4). Table 5 reports the resulting classification performance for our model (DDAE-3 and DDAE-4), together with the performance of SVMs with RBF kernel, a three-hidden-layer stacked Deep Belief Network (DBN-3) , a three-hiddenlayer stacked DAE with masking noise (DAE-b-3), a two-hidden-layer stacked CAE (CAE-2), and a stacked Rectified Factor Networks (RFN). Test error rate on all considered datasets is reported together with a 95% confidence interval. The best results obtained by all these models are marked in bold. As we can see from the table, our new model works remarkably well on all datasets. It is better than or equivalent to the state-of-the-art models in 10 out of 12 datasets with three layers and 11 out of 12 datasets with four layers. It should be pointed out that we give the same corrupting noise level to both input and hidden representation in each experiment.
Human Genome Sequence Classification.
In order to further demonstrate the effectiveness of DDAEs, we evaluate the performance on two human genome sequence datasets. For these two sequence datasets, we also use 10-fold cross-validation and present the average error rates with 10 runs. Figure 6 illustrates the performance of stacked SAEs (SAE-2), stacked REHR (REHR-2), stacked CAEs (CAE-2), stacked DAEs with masking noise (DAE-b-2), and stacked DDAEs with masking noise (DDAE-b-2). Note that all the models use two hidden layers. With the DDAE-b-2 model, we obtain classification error rates of 8.36% for the Acceptor dataset and 9.85% for the Donor dataset, the best results of five compared models in these experiments.
CONCLUSION AND FUTURE WORK
In this article, we demonstrated that the reconstruction error of the input has a lower bound and minimizing the Frobenius norm of the Jacobia matrix of hidden representation has a deficiency and may encourage getting a much worse local optimum value. Based on this evidence, a new deep neural network, DDAE, for unsupervised representation learning was proposed by using the idea of learning invariant and robust features for the small change on both input and hidden representation. The idea was implemented by minimizing the reconstruction error after injecting noise into both input and hidden representation. It is shown that our model is flexible and extendible. It is also demonstrated that minimizing the reconstruction error of hidden representation for feature representation is more robust than minimizing the Frobenius norm of the Jacobia matrix of hidden representation. The comprehensive experiments indicated that DDAEs can achieve performance superior to the existing state-of-the-art models on 12 UCI datasets and two human genome sequence datasets. For the 13 image recognition datasets, DDAEs were better than or equivalent to most state-of-the-art models. Since the reconstruction of the hidden representation always helps an Auto-Encoder to perform better and competes or improves upon the representation learning, how to design a useful constraint or any other operations on the hidden representation for the development of a more efficient representation learning model would be an interesting extension in further studies.
