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Abstract
Word embedding algorithms produce very reliable feature representations of words that
are used by neural network models across a constantly growing multitude of NLP tasks
(Goldberg, 2016). As such, it is imperative for NLP practitioners to understand how their
word representations are produced, and why they are so impactful.
The present work presents the Simple Embedder framework, generalizing the state-
of-the-art existing word embedding algorithms (including Word2vec (SGNS) and GloVe)
under the umbrella of generalized low rank models (Udell et al., 2016). We derive that
both of these algorithms attempt to produce embedding inner products that approximate
pointwise mutual information (PMI) statistics in the corpus. Once cast as Simple Embed-
ders, comparison of these models reveals that these successful embedders all resemble a
straightforward maximum likelihood estimate (MLE) of the PMI parametrized by the inner
product (between embeddings). This MLE induces our proposed novel word embedding
model, Hilbert-MLE, as the canonical representative of the Simple Embedder framework.
We empirically compare these algorithms with evaluations on 17 different datasets.
Hilbert-MLE consistently observes second-best performance on every extrinsic evalua-
tion (news classification, sentiment analysis, POS-tagging, and supersense tagging), while
the first-best model depends varying on the task. Moreover, Hilbert-MLE consistently ob-
serves the least variance in results with respect to the random initialization of the weights in
bidirectional LSTMs. Our empirical results demonstrate that Hilbert-MLE is a very con-
sistent word embedding algorithm that can be reliably integrated into existing NLP systems
to obtain high-quality results.
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Abrégé
Les algorithmes de plongement lexical (word embedding) produisent des représentations de
mots très fiables utilisées par les modèles de réseau neuronal dans une multitude de tâches
de traitement automatique du langage naturel (TALN) (Goldberg, 2016). En tant que tel, il
est impératif que les praticiens en TALN comprennent comment leurs représentations de
mots sont produites et pourquoi elles ont un tel impact.
Le présent travail de recherche présente le cadre Simple Embedder, généralisant les al-
gorithmes de pointe de plongement lexical (y compris Word2vec et GloVe) dans le cadre
de modèles généralisés de bas rang (Udell et al., 2016). Nous en déduisons que ces deux
algorithmes tentent de produire des produits scalaires des (vecteur d’) embeddings qui ap-
prochent des statistiques d’information mutuelle ponctuelle (PMI) dans le corpus. Une fois
posés dans le cadre Simple Embedder, la comparaison de ces modèles révèle que ces algo-
rithmes de plongement ressemblent tous à une simple estimation du maximum de vraisem-
blance (MLE) de la PMI paramétrée par le produit scalaire (des embeddings). Cette esti-
mation engendre notre nouveau modèle de plongement lexical, Hilbert-MLE, comme étant
représentant canonique du cadre Simple Embedder.
Nous comparons empiriquement ces algorithmes avec des évaluations sur 17 ensem-
bles de données différents. Hilbert-MLE observe systématiquement la deuxième meilleure
performance pour chaque évaluation extrinsèque (classification des nouvelles, analyse des
sentiments, étiquetage morpho-syntaxique et étiquetage supersense), tandis que le meilleur
modèle dépend de la tâche. De plus, Hilbert-MLE observe systématiquement la plus faible
variance dans les résultats quant à l’initialisation aléatoire des poids dans les rèseaux LSTM
ii
bidirectionnels. Nos résultats empiriques démontrent que Hilbert-MLE est un algorithme
de plongement lexical très cohérent pouvant être intégré de manière fiable dans les sys-
tèmes existants de TALN pour obtenir des résultats de haute qualité.
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1
Introduction
An artificial intelligence practitioner working at the intersection of machine learning and
natural language processing (NLP) is confronted with the problem of representing human
language in a way that is understandable for a machine. Just as a human cannot naturally
comprehend the meaning behind a large vector of floating point numbers, a machine cannot
understand the intended meaning behind a set of alpha-numeric symbols that compose the
things we call “words”.
It is therefore left to algorithm designers to determine the most appropriate way to pro-
duce meaningful word representations for machines. In lexical semantics, one of the most
influential guiding principles for designing such algorithms is the distributional hypothesis:
You shall know a word by the company it keeps. (Firth, 1957)
In other words, words that appear in similar contexts are likely to possess similar meanings.
An early influential attempt to algorithmically reflect this principle was the hyperspace ana-
logue to language (HAL) (Lund and Burgess, 1996). The algorithm was straightforward:
given a corpus of text, count the number of times words i and j co-occur with each other,
Nij . After counting these corpus statistics over all n unique words, a word i would be as-
signed a vector in wpiq P Rn, where each element holds the cooccurrence count, wpiqj “ Nij .
This method successfully produced word representations with semantic qualities; for ex-
ample, the authors found that the top 3 nearest neighbors to the vector wpcardboardq were the
vectors for the words “plastic”, “rubber”, and “glass” — out of 70,000 possible words!
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Over the past 23 years since Lund and Burgess’s work, NLP practitioners have been
able to implement the distributional hypothesis in ways far beyond a nearest-neighbor anal-
ysis in the lexical vector space. Moreover, practitioners have been able to tackle some of
the main problems of the distributional hypothesis in recent years (Faruqui et al., 2015;
Mrkšic et al., 2016). For example, it is often the case that antonyms will appear in very
similar contexts (e.g., “east” and “west”, “cat” and “dog”), in which case a direct adher-
ence to the distributional hypothesis may create word representations that do not properly
reflect certain semantic relationships between words.
However, the most urgent problem that had to be solved following HAL was the fact
that 140,000-dimensional vectors (Burgess, 1998) are not very useful in practice, especially
not when used as input for downstream NLP tasks (e.g., in sentiment analysis classifiers).
Numerous methods were introduced to substantially reduce the dimensionality of word
representations: from matrix-factorization based methods using SVD (Rohde et al., 2006),
to learning them within deep neural network language models (NNLMs) (Bengio et al.,
2003; Collobert and Weston, 2008). Such models were unable to enter into ubiquity due
to either their high memory requirments (SVD), or their extremely long training times
(NNLMs, on the order of months). It would take Turian et al. (2010) to introduce and
motivate a formalization of these types of representations as word embeddings.
Word embeddings are dense, real-valued vector representations of words within a pre-
established vocabulary, V , induced by some corpus of text, D. That is, d-dimensional1
feature-vector representations of words, v P Rd, where d ! |V |. These are called distributed
representations. The elements of the vectors do not correspond to a single semantic concept;
one cannot pinpoint the precise interpretation of each element vj of v, unlike with HAL,
where each element wj of w corresponds exactly to the cooccurrence count with respect
to word j. Instead, the vj elements of word embeddings represent abstract latent features
that reflect some linear combination of the d distributed basis vectors that characterize the
embedding space. The corpus that word embeddings are trained on contains a distribution
of words that the embeddings either implicitly or explicitly capture, but the question of
how to capture this distribution is left to the algorithm designer. If this is done improperly,
however, one can produce a set of completely ineffectual embeddings.
1Typical models use dimensionalities d between 50 and 500.
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Fortunately, large advances were made by Word2vec (Mikolov et al., 2013a,b) and
GloVe (Pennington et al., 2014)2. These algorithms — and the predecessors that inspired
them (Collobert and Weston, 2008; Turian et al., 2010; Mnih and Teh, 2012) — produce
word embeddings which constitute the critical building blocks of contemporary deep learn-
ing systems for natural language processing (NLP) (Collobert et al., 2011; Kim, 2014;
Huang et al., 2015; Goldberg, 2016; Peters et al., 2018). Deep learning systems use these
word embeddings as input to obtain state-of-the-art results in many of the most difficult
problems in NLP, including (but certainly not limited to): automatic machine translation
(Qi et al., 2018), question-answering (Rajpurkar et al., 2018), natural language inference
(Bowman et al., 2015), coreference resolution (Lee et al., 2017), and many problems in sen-
timent analysis (Zhang et al., 2018). In my work, word embeddings have proven to be indis-
pensable features for various NLP problems. This includes problems like news-article text
classification (Kenyon-Dean et al., 2019) and Twitter Sentiment Analysis (Kenyon-Dean
et al., 2018a), to more particular ones such as verb phrase ellipsis resolution (Kenyon-Dean
et al., 2016) and event coreference resolution (Kenyon-Dean et al., 2018b).
The general applicability and ubiquity of word embeddings warrants a serious theo-
retical examination. That is, a precise examination of the learning objective that is used
to produce the word embeddings. The examination provided in this work yields that both
Word2vec (SGNS) (Mikolov et al., 2013b) and GloVe (Pennington et al., 2014) produce
embeddings that, through their dot products, attempt to approximate a slight variant of the
pointwise mutual information (PMI) between word probability distributions in a corpus.
More formally, given two words i, j, these algorithms are trained to produce two vectors
xi| and |jy such that their inner product approximates their PMI statistic computed from
the corpus: xi|jy « PMIpi, jq “ log P pi,jq
P piqP pjq .
In other words, the word embeddings produced by the most widely used embedding
algorithms in NLP are trained to predict how “surprising” it is to see two words appearing
together: how different is the joint probability, P pi, jq, from what it would be if the words
were independent, P piqP pjq? For example, the words “computational” and “linguistics”
probably have a high PMI with each other in an NLP textbook, as they often accompany
2The Word2vec papers (Mikolov et al., 2013a,b) and GloVe (Pennington et al., 2014) collectively have
over 25,000 citations (according to Google Scholar) at the time of writing, 6 years after they were released.
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each other as a noun phrase. On the other hand, words with PMIpi, jq “ 0 are independent
of each other; e.g., “the” likely has a PMI of zero with most nouns, it is so common that it
will lack a predictive capacity.
This work is not the first to notice the link between these algorithms and PMI. Levy
and Goldberg (2014b) noticed this as well, providing a critical theoretical leap forward
in the understanding of word embeddings. They discovered that the language modelling-
based sampling method of SGNS (Word2vec) is implicitly equivalent to the seemingly
distinct method of factorizing a term-context matrix filled with corpus-level cooccurrence
statistics. Their main finding was that the SGNS objective is minimized when the inner
product between a word vector and a context vector equals the PMI between the word and
context in the corpus, minus a global constant. While they found the ultimate objective of
SGNS, they could not derive the corresponding loss function for matrix factorization.
Summary of Contributions in this Work
The present work offers a theoretical orientation that generalizes SGNS and GloVe into
the Simple Embedder matrix factorization framework. This framework emerged from intu-
itions relating embeddings with Hilbert spaces due to the explicit duality present in every
word embedding algorithm: each actually produces two embeddings for every word, a term
vector and a context vector. The fundamental principle of the Simple Embedder framework
is that the model learns term vectors xi| and context vectors |jy such that an objective func-
tion is minimized when their dot product equals the value of a predefined association metric
φij . We prove, for both SGNS and GloVe, that this association metric is a slight variant of
the pointwise mutual information (PMI) between words i and j in the corpus on which the
algorithm is trained. From this framework, we derive the correct matrix factorization loss
functions for both algorithms.
Using the Simple Embedder framework as the starting point, we additionally derive
a novel, canonical word embedding algorithm — Hilbert-MLE— based on the maxi-
mum likelihood estimation of the binomial distribution on corpus statistics, finding φij “
PMIpi, jq. Deriving the Hilbert-MLE loss function from the first principles of PMI results
in a solution that elegantly handles when PMIpi, jq “ ´8 (which occurs quite frequently)
via the exponential function. This elegance in handling PMI is in stark contrast with past
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approaches to building PMI-based word embeddings, like Singular Value Decomposition.
Such methods are forced by circumstance to resort to using positive-PMI3 (Levy and Gold-
berg, 2014b; Levy et al., 2015), which problematically has little theoretical justification
and effectively throws out the majority of the co-occurrence data. Another advantage of
Hilbert-MLE is that it uses only one empirical hyperparameter (a temperature τ ), while
SGNS and GloVe both require several empirically tuned hyperparameters and design de-
cisions in order to work properly4. The fact that Hilbert-MLE does not have to rely on
empirical intuitions (unlike SGNS and GloVe) in order to perform well is evidence that our
theory is well-grounded.
To empirically verify our theoretical findings, we present experiments using five differ-
ent sets of word embeddings all trained on a 5.4 billion word corpus. We experiment with:
the original SGNS and GloVe algorithms on this corpus, our proposed matrix factorization
formulations of these (MF-SGNS and MF-GloVe), and Hilbert-MLE. We present results
for all five sets of embeddings across 12 intrinsic evaluation datasets, 2 text classification
datasets (including news and sentiment classification), and 3 sequence labelling datasets
(including part-of-speech tagging and supersense tagging). The latter 5 extrinsic evalua-
tions experiment with prediction models of varying complexity, from logistic regression
to deep bi-directional LSTM neural networks. Our experiments also include qualitative
analysis and insights into certain properties of the produced term and context vectors.
Overall, we find that no one set of embeddings is objectively superior to all others.
Analysis of our results and the produced embeddings suggest that MF-SGNS and MF-
GloVe correctly and reliably re-implement the original algorithms, often offering better
performance. Intrinsic evaluations reveal that Hilbert-MLE exhibits the standard analogi-
cal and similarity-based linear properties of word embeddings, and qualitative analysis of-
fers interesting novel perspectives elucidating what kind of information is expressed in the
embeddings’ dot products. We also find that Hilbert-MLE is consistently the second-best
model on every extrinsic evaluation task with LSTMs, while the first-best varies depending
3Positive-PMI (PPMI) is defined as PPMIpi, jq “ maxp0,PMIpi, jqq.
4SGNS requires the following hyperparameters to be tuned: frequent word undersampling probability t,
context distribution smoothing value α, number of negative samples k. GloVe requires two hyperparameters
within the empirical weighting function, α and Xmax; it also requires learning biases during training, and
term- and context-vector averaging after training as design components. We discuss these throughout the rest
of this work; see Levy et al. (2015) for an in-depth discussion on these and other hyperparameters.
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1.1. STATEMENT OF AUTHOR’S CONTRIBUTIONS
on the task. Hilbert-MLE generally observes the least variance in accuracy with respect to
the random initialization of LSTM parameters. Our results suggest that Hilbert-MLE is a
very reliable and consistent word embedding algorithm and that it can be incorporated into
existing NLP models to improve performance on various tasks.
1.1 Statement of Author’s Contributions
This work in this thesis is inspired by and based on a journal submission (currently un-
der review) pursued with equal authorship contribution with Edward Newell, PhD. The
Simple Embedder framework was conceived by Edward, along with the proofs for SGNS
and GloVe as matrix factorization. Additionally, Edward conceived the Hilbert-MLE al-
gorithm. Without Edward, this work would not have been possible. Additionally, Professor
Jackie Chi Kit Cheung provided supervision throughout the entirety of this work, and he
has been my invaluable Master’s supervisor throughout my degree.
My contributions are the following: the engagement and research on the related work
(especially with regard to word embedding evaluation); an overview and introduction to the
fundamental concepts of this work, particularly with respect to the pointwise mutual infor-
mation metric; discovering certain minorly important formulations of the Hilbert-MLE
loss function theoretically (relating to the marginal probabilities) and empirically (relat-
ing to an implementation detail that required algebraic manipulation to work properly);
large-scale experimentation and hyperparameter tuning of the learning rates for our MF
models; the entirety of the intrinsic and extrinsic experiments across 17 different datasets;
and (within a software package that we developed collectively) I initiated and architected
the implementation of matrix factorization within automatic differentiation software for
our three algorithms (MF-GloVe, MF-SGNS, Hilbert-MLE).
Note that, in this work, Hilbert-MLE is derived based on the binomial distribution,
but it can also be derived from the multinomial distribution (as in the journal submission),
which is a generalization of the binomial. Such a derivation yields that the approximation
in Equation 3.14 becomes precise; i.e., the denominator 1
1´pˆij no longer appears when you
differentiate the multinomial likelihood function.
6
2
Word Embeddings in NLP
A word embedding algorithm can be understood as a method to transition from a distri-
bution of discrete sparse vectors to (much) lower-dimensional continuous vectors. Many
perspectives describe how computational models can learn to transition from discrete to
continuous representations of language. The cognitive scientist in computational linguis-
tics may describe it as learning a representational model of semantic memory (Lund and
Burgess, 1996; Burgess, 1998). The machine learning practitioner might call this dis-
tributed representation learning (Bengio et al., 2003; Mikolov et al., 2013b). In natural
language processing, this learning problem is generally described as word embedding (Col-
lobert and Weston, 2008; Turian et al., 2010; Collobert et al., 2011; Levy et al., 2015).
Any word embedding algorithm is dependent on the data it is provided; e.g., embed-
dings of Twitter data will inevitably possess different qualities than those produced from
reading Wikipedia. Despite the algorithm for producing the embeddings — from sampling-
based language models (Bengio et al., 2003; Mikolov et al., 2013a) to matrix factorization
(Levy and Goldberg, 2014b; Pennington et al., 2014) — the meaning of a word will be
defined, according to the distributional hypothesis, by the company it keeps (Firth, 1957).
As such, word embedding algorithms are not limited to words. The generality of their al-
gorithmic structure allows them to be used to embed objects as diverse as word morphemes
(Joulin et al., 2017) and Java code (Alon et al., 2019). Even ignoring the generality of word
embedding algorithms in other domains, word embeddings are now ubiquitous across NLP
(Goldberg, 2016); we thus provide an overview of the main existing algorithms.
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2.1. WORD EMBEDDINGS AS LANGUAGE FEATURES
2.1 Word Embeddings as Language Features
The primary difficulty in NLP is dealing with the fact that language appears in the form of
discrete representations, upon which it is difficult to apply mathematical models. That is,
while an image is composed of pixels with meaningful numerical values (the pixel intensity,
etc.), a word is simply a string of characters. The first step in any NLP task that requires
mathematical modelling, then, is to represent words with numerical feature vectors.
The most simple way to build feature vectors for words is with a one-hot-encoding.
Assuming we have a vocabulary V composed of |V | words, then a feature vector for a word
w will simply be a vector vw P R|V| filled with |V | ´ 1 zeros, and one 1 that corresponds to
the index of w in the vocabulary array. These representations, however, are of little value
on their own since they possess no semantic properties. Consider a vector for the word
“cat”, vcat, and a vector for the word “kitten”, vkitten: these vectors for semantically related
words have exactly the same dot product (vcat ¨ vkitten “ 0) as the vectors of completely
unrelated words (e.g., vcat ¨ vspeaker “ 0). Not only do these representations lack semantic
meaning, but they are also so high dimensional that they are too big to be effectively used
as features within deep learning systems. Fortunately, word embeddings, vectors in Rd
(d ! |V |) typically possess much more useful qualities.
The fundamental justification for using word embeddings is that they possess linguis-
tically expressive qualities in relation to each other, unlike one-hot-encoding vectors. Lin-
guistic expressivity can encompass many different notions, depending on the task at hand.
For example, it may be desirable to have word embeddings that capture syntax for POS-
tagging, while word embeddings that capture sentiment information would be useful for
sentiment analysis problems (Tang et al., 2014). Fortunately, as we discuss throughout the
rest of this work, the objective of designing word embeddings that capture the pointwise
mutual information (PMI) between two words has turned out to be a task that is generically
useful for a wide variety of NLP tasks. Indeed, word embeddings are used as the founda-
tional input features of words across many different deep learning architectures (Goldberg,
2016). Below, we briefly show how word embeddings can be used in standard NLP prob-
lems; see (Goldberg, 2016; Young et al., 2018; Galassi et al., 2019) for thorough overviews
of deep learning architectures in NLP (e.g., sequence-to-sequence models).
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2.1. WORD EMBEDDINGS AS LANGUAGE FEATURES
Word embeddings for classification
In a classification problem, we seek to categorize some sample x P X as belonging to one
of n categories y1 . . . yn P Y . In NLP, this task is typically characterized by the samples
x being arbitrary-length sequences of text; for example, in sentiment analysis x may be
a product review and the categories may be y1 “ 1 and y2 “ ´1, corresponding to a
“positive” versus a “negative” review, respectively.
Any classifier must ultimately be able to predict a category of a sample, x, from a
fixed length vector representing the sample, vx. This preliminary representation mapping
can be anything from a simple deterministic feature extraction to a large series of learned
non-linear transformations given by a deep neural network. Regardless of how the repre-
sentation is made, from vx, a classifier must learn some function fpvxq to perform the final
prediction mapping of the sample to a category (Kenyon-Dean et al., 2019).
In NLP we are confronted with the difficulty that our samples may have different se-
quence lengths, inducing the nontrivial problem of determining how to do the representa-
tion mapping, x Ñ vx. Fortunately, there are a large variety of ways to deal with this fact
when word embeddings are used as the feature representations of words. Recurrent neu-
ral networks (RNNs), popularized in the connectionist literature by Williams and Zipser
(1989) and Elman (1990), have been the “go-to” pooling mechanism in neural network
solutions for NLP (Lawrence et al., 1995; Goldberg, 2016)1. This is due to the natural in-
ductive bias imposed in their architecture; i.e., reading sentences like humans. Schuster and
Paliwal (1997) introduced bidirectional RNNs (BiRNNs), which consists of two RNNs that
read the text from left to right and right to left, which were demonstrated to significantly
improve performance of standard RNNs, and are successfully used in many NLP tasks,
e.g., sequence labelling (Huang et al., 2015). Most importantly, Hochreiter and Schmid-
huber (1997) introduced long short-term memory neural networks (LSTMs), which were
decisive in establishing RNNs as reliable learning algorithms. LSTMs are likely the most
widely used RNN variants as they can successfully mitigate the vanishing and exploding
gradient problems faced by RNNs. They have inspired related architectures such as GRUs
(Chung et al., 2014).
1Although today it seems possible that attention mechanisms may surpass RNNs (Vaswani et al., 2017).
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2.1. WORD EMBEDDINGS AS LANGUAGE FEATURES
Let the sequence x be composed of words wi, x “ w1 . . . wL, where L is the length
of the sequence. Letting xwi| P Rd be the word embedding for word wi, we can do any
of the following to produce a fixed-length representation vector, in increasing order of
complexity:
‚ Mean-pooling: vx “ 1L
řL
i“1xwi|, (Shen et al., 2018).
‚ Max-pooling: vx “ Max-poolp. . . xwi| . . .q, which stacks the word embeddings into
a matrix and selects the max value from each of the d columns (Shen et al., 2018).
‚ CNN-pooling: vx “ CNNp. . . xwi| . . .q, which trains a convolutional neural network
to dynamically learn how to combine word embeddings for the task (Kim, 2014).
‚ RNN-pooling: an RNN produces a state vector hi for every word wi; thus, we could
have vx “ hL, or vx “ Max-poolp. . . hi . . .q.
‚ BiRNN-pooling: a bidirectional RNN produces two state vectors for every word wi,
the forward RNN state
ÝÑhi and the backward RNN stateÐÝhi ; thus, we can concatenate
vx “ rÐÝh1;ÝÑhLs, or vx “ Max-poolp. . . rÐÝhi ;ÝÑhi s . . .q, (Conneau et al., 2018).
Any of the above methods, and many more, can be used to produce fixed length vector
representations of a sequence of words. Regardless of the pooling mechanism used, given
any fixed length representation, the classifier will be followed by a logistic regression or
feed-forward neural network model, fpvxq, that learns to map vx to a category label y P Y .
In this work, we experiment with Max-pooling as input to logistic regression, Max-pooling
as input to a feed-forward neural network, and BiRNN-pooling using forward-backward
concatenation of LSTM hidden states (vx “ rÐÝh1;ÝÑhLs) as input to logistic regression in our
classification experiments (Section 4.3).
Word embeddings for sequence labelling
Sequence labelling problems are common in NLP. One standard problem is POS-tagging,
the problem of assigning a syntactic part-of-speech label y P Y (e.g., noun, verb, etc.)
to each word wi in a sequence x. Traditional models, such as conditional random fields
(CRF) and hidden Markov models, have typically fared quite well in this task without
word embeddings (Yao et al., 2014). However, using word embeddings in collaboration
with character-based feature representations in deep BiLSTM models (optionally with a
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CRF layer) now observes state-of-the-art results for many sequence labelling problems
(Huang et al., 2015; Bohnet et al., 2018). In this work (Section 4.3), we use a vanilla
BiLSTM model that takes as input a word embedding, xwi|, and concatenates the forward
and backward hidden states to produce a representation of that word, vi “ rÐÝhi ;ÝÑhi s, from
which label prediction is performed with logistic regression, as in Huang et al. (2015).
2.2 Standard Word Embedding Algorithms
In this section we provide an overview of the seminal algorithms from Mikolov et al.
(2013a,b) and Pennington et al. (2014) — Word2vec and GloVe. These algorithms lifted
word embeddings into ubiquity, and they are now used as feature inputs within a countless
number of state-of-the-art NLP systems. Given the ubiquity of their usage, it is desirable to
understand precisely how these algorithms produce word embeddings.
2.2.1 Word2vec
Word2vec was introduced by Mikolov et al. (2013a) in the form of two algorithms, each
with certain advantages and disadvantages: the continuous bag-of-words model (CBOW),
which predicts the current word given the context, and the continuous skip-gram model,
which predicts the surrounding context given the current word. These models were de-
signed with the motivation of substantially improving the computational complexity of the
algorithms, along with the general quality of word vectors.
The standard neural-network-based methods of that time were largely based on ineffi-
cient deep feed-forward (or recurrent) neural network language models (NNLMs) (Bengio
et al., 2003; Collobert and Weston, 2008; Collobert et al., 2011), which would typically take
weeks or even months to train. Mikolov et al.’s experiments involved comparing running
times between models and comparison of embedding performance across syntactic and se-
mantic analogy completion tasks, finding that skip-gram embeddings performed better on
semantic analogies, while CBOW was generally faster and performed better for syntactic
analogies.
Mikolov et al.’s skip-gram model required the use of the hierarchical softmax algo-
rithm to predict the surrounding words, which, despite being logarithmic in the vocabulary
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size, was still a substantial bottleneck in training time. Soon after introducing skip-gram,
Mikolov et al. (2013b) discovered a much more rapid alternative to hierarchical softmax:
negative sampling. This new algorithm, Skip-gram with Negative Sampling (SGNS) would
become the most widely used word embedding algorithm in NLP over the next few years2.
As one of our main contributions in this work is discovering the correct matrix factorization
formulation of SGNS (Section 3.3.1), we provide an in-depth summary of the algorithm
and its motivations below.
Origins of skip-gram with negative sampling
The theoretical perspective of skip-gram begins with a standard probabilistic motivation in
language modelling, to maximize the average log probabilities of the observed corpus of
text data D. In effect, this is making an independence assumption about the log-likelihood
of the data LD, but this is naturally quite necessary in NLP in order to avoid the com-
putationally impossible problem of modelling the complete joint distribution of the entire
corpus (Bengio et al., 2003). The likelihood is thus defined as:
LD “ 1|D|
|D|ÿ
t“1
ÿ
jPCptq
logPθpwt`j|wtq, (2.1)
where Cptq is a function yielding the context window around the current word Wt (typi-
cally, it will yield the 5 to 10 words before and after wt), and Pθpwt`j|wtq represents the
probability of the context given the current term as determined by learnable model parame-
ters θ (i.e., the word embeddings). Note that the difference between skip-gram and CBOW
is that CBOW is based on the probability of the term given the context by replacing the
probability above with Pθpwt|wt`jq.
Softmax. Modelling this probability requires two sets of vectors to be learned, called by
Mikolov et al. (2013b) as “input” and “output” vectors. We call these the context and term
vectors, respectively. We use Dirac notation to indicate them, with xwt| as the term vector
for word wt, and |wt`jy as the context vector for word wt`j , with their dot product repre-
2According to Google Scholar at the time of writing, the SGNS paper (Mikolov et al., 2013b) has over
11,500 citations — more than any other paper on word embeddings — with Mikolov et al. (2013a) in second
place with over 9,500 citations.
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sented as xwt|wt`jy. The final output of the embedding model will be the term vectors. The
most obvious way to obtain the probability from the model is to use the softmax operation,
yielding:
Pθpwt`j|wtq “ exp xwt|wt`jyř
wPV exp xwt|wy
, (2.2)
where we sum over each word in the vocabulary V in the denominator. Unfortunately, this
is an extremely impractical solution due to the need to compute the gradient∇Pθ for every
element of the summation, requiring Op|V |q evaluations.
Hierarchical softmax. Methods such as hierarchical softmax (Morin and Bengio, 2005)
have been proposed to substantially improve the computational complexity of the softmax
operation to only requiring Oplog2 |V |q evaluations. However, the structure of the binary
tree representation of the output layer can have a strong impact on downstream performance
and requires more design decisions and model engineering to work properly. Hierarchical
softmax does not create context vectors for every word (unlike normal softmax); it instead
only uses vectors that represent every inner node in the binary tree (Mikolov et al., 2013b).
Hierarchical softmax is a common choice in recent state-of-the-art representation learning
or language modelling systems, such as in DEEPWALK for graph vertex embedding (Per-
ozzi et al., 2014), and it has been improved to adaptive hierarchical softmax (Grave et al.,
2017) for state-of-the-art deep language models (Dauphin et al., 2017).
NCE. An alternative to hierarchical softmax is Noise Contrastive Estimation (NCE) for
language modelling (Mnih and Teh, 2012; Mnih and Kavukcuoglu, 2013), which approx-
imately maximizes the log probability captured by the softmax operation in Equation 2.2.
The high-level view of NCE is that it seeks to train vectors such that they can be used to dis-
criminate between samples drawn from the data distribution versus samples drawn from a
noise distribution. This discrimination is performed by essentially using logistic regression
via the logistic sigmoid function: σpxq “ 1
1`e´x . The sigmoid function has several relevant
properties that we will make use of later: σp´xq “ 1 ´ σpxq, and, σpxq P r0, 1s @x P R.
By combining logistic regression with sampling from the noise distribution, NCE induces a
model with complexity independent of the vocabulary size. It has been successfully used in
several deep recurrent models for language modelling and speech recognition tasks (Chen
et al., 2015; Zoph et al., 2016; Rao et al., 2016).
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Lpσq
Term embedding xwt| Context embedding |wt`jy
Term matrix T
Negative sampling
wi from Upwq Context matrix C
thet dancing catt`j
wt wt`j
Figure 2.1: Visual depiction of SGNS on an example sentence “the dancing cat”, where
the current term index t is pointing to “the” and the context index t` j is pointing to “cat”.
In the circle, Lpσq abstractly represents Equation 2.3 as a loss function.
SGNS. NCE is bound to a certain probabilistic perspective and requires several com-
plex components in the loss function in order to be theoretically sound. Mikolov et al.
(2013b) was able to substantially simplify it by orienting toward a perspective more based
on empirical intuition than probability theory; in their words, “while NCE can be shown to
approximately maximize the log probability of the softmax, the Skip-gram model is only
concerned with learning high-quality vector representations, so we are free to simplify NCE
as long as the vector representations retain their quality.” As such, in the data likelihood
expression in Equation 2.1, they replace (or, define) the log-posterior probability with the
following definition of skip-gram with negative sampling (visualized in Figure 2.1):
logPθpwt`j|wtq :“ log σxwt|wt`jy `
kÿ
i“1
E
wi„Upwq
logp1´ σxwt|wiyq, (2.3)
where k words wi are negative samples drawn from the unigram noise distribution Upwq
(typically, a smoothed distribution, see Section 3.1.2). Despite not actually being a log-
probability, it performs quite well as a loss function. The SGNS embeddings are trained
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on a sample-by-sample basis with stochastic gradient descent. The model receives updates
as it scans the corpus D (represented globally in the summation of Equation 2.1). Using
dynamic context window weighting (see Section 3.1.2 and Levy et al. (2015)) SGNS ex-
tracts the following embeddings at each time step t: the term vector xwt|, the context vector
|wt`jy, and the i “ 1 . . . k negative samples |wiy. This set of k ` 2 vectors will receive
updates according to the gradient of Equation 2.3 with respect to those vectors.
An attractive-repulsive interpretation (Kenyon-Dean et al., 2019) can be gained from
examining the objective function in Equation 2.3. Namely, we observe that the objective
will be to maximize the term-context inner product xwt|wt`jy while simultaneously min-
imizing the sum of the term-noise inner products xwt|wiy. Recall that the inner product
between two vectors a and b is: aᵀb “ }a}2}b}2 cosθpa,bq, where the cosθ term is bounded
between ´1 and 1. Thus, the term-context inner product can only be maximized by in-
creasing some combination of the norm of the term vector, the norm of the context vector,
and the angle between them (up to co-linearity). From an optimization perspective, we can
see why the term-noise components of the equation are necessary3, as otherwise the model
would diverge by maximizing xwt|wt`jy to infinity (by maximizing the norms of the vec-
tors) as there would be no constraints. It is therefore necessary to accumulate a constraining
gradient onto the term vector xwt|, which is effected by the gradient updates according to
the partial derivative BBxwt| of logp1´ σxwt|wiyq.
The ultimate result is that, at every step, xwt| will receive an update that is an accumu-
lation of k` 1 context vectors: one maximizing update from the true context vector |wt`jy,
and k minimizing updates from the negatively sampled noise context vectors |w1y . . . |wky.
This is why increasing k results in quicker convergence (Mikolov et al., 2013b), since the
term vectors receive more updates at each step. Note also that each of the context vectors
will receive one update at a time from xwt|; the precise behavior of the stochastic gradient
descent updates on vectors is described later in Section 3.2.1.
Relation to matrix factorization
Levy and Goldberg (2014b) showed the highly influential result that SGNS is implicitly
factorizing a matrix M filled with the pointwise mutual information (PMI) statistics gath-
3I.e., for the same reason as why the denominator in softmax is necessary, see Kenyon-Dean et al. (2019).
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ered from the corpus. PMI is defined as PMIpx, yq “ logP px, yq{P pxqP pyq; we will later
provide an in-depth engagement and overview of PMI in Section 3.1. Formally, Levy and
Goldberg found that Mij “ PMIpi, jq ´ log k, where k is the number of negative samples
used by SGNS. The consequence of this result is that the SGNS objective is globally mini-
mized when term-context vector dot products equal PMIpi, jq´ log k. This result has since
inspired important related results within the graph embedding literature (Qiu et al., 2018).
Their proof, however, fell short in two respects. First, they relied on the assumption that
each embedding vector was of sufficiently large dimensionality to exactly model the PMI.
Second, they did not derive the loss function that would yield this optimization; rather,
they relied on using SVD on a different M matrix to try and replicate SGNS, but could not
achieve substantive results. Li et al. (2015), motivated from a “representation learning” per-
spective, attempted to provide a correct explicit matrix factorization formulation of SGNS,
but diverged from Levy and Goldberg’s result, arguing that a different matrix was being fac-
torized. In the present work, we find an explicit matrix factorization formulation of SGNS,
free of assumptions, that coincides with Levy and Goldberg’s result (Section 3.3.1).
2.2.2 GloVe
Pennington et al. (2014) proposed Global Vectors (GloVe) as a log bilinear model inspired
from two families of algorithms. One the one hand, it incorporates aspects of matrix factor-
ization (MF) approaches, such as the hyperspace analogue to language HAL (Lund and
Burgess, 1996; Burgess, 1998). On the other hand, it incorporates the sliding context-
window approaches of sampling methods like SGNS (Mikolov et al., 2013b). In Pennington
et al.’s presentation of GloVe, it is argued that GloVe takes advantage of the useful parts of
MF (i.e., using the global corpus statistics), while simultaneously taking advantage of the
sampling methods which implicitly take advantage of data sparsity.
Sampling methods like SGNS are argued to be problematic because of the repetition
in the data — many context windows are going to repeat in the dataset. Therefore, GloVe
begins by accumulating the global cooccurrence statistics that would be obtained by a
sliding context window applied to the corpus. The term Nij thus refers to the number of
times context j occurs with i. Notably, while Nij can be understood as a matrix that is of
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size |V | ˆ |V |, this is a very inefficient representation due to the fact that the majority of
elements in the matrix will be 0, as most term-context pairs simply do not occur. Indeed,
Pennington et al. find that such zero entries can occupy between 75-95% of such a data
matrix. The authors also acknowledge that infrequent term-context pairs are likely noisy
data, and that they probably should not have as much influence on the loss function as
more frequent pairs, whose statistics we can be much more confident about. The authors
therefore introduce the following weight least-squares loss function in contrast to related
methods such as SVD which treats every pi, jq pair equally,
L “
ÿ
pi,jq:Niją0
hpNijq
´
xi|jy ` bi ` b˜j ´ logNij
¯2
, (2.4)
where bi and b˜j are learned bias terms for term i and context j, respectively. Additionally,
they define hpNijq as an empirical weighting function:
hpNijq “ min
ˆ
1,
ˆ
Nij
Nmax
˙α˙
, (2.5)
where they tuned these values tuned to Nmax “ 100 and α “ 0.75. Note that all cooccur-
rences more frequent than Nmax will be weighted equally with this model.
GloVe is efficiently able to mimic matrix factorization without requiring an expensive
Nij matrix. It does, however, throw away a substantial amount of data (the zero entries of
the matrix, which other methods actually make use of (Shazeer et al., 2016)). Nonetheless,
GloVe has been considerably influential and is used as input in many state-of-the-art NLP
systems, including contextualized embedding models such as ELMo (Peters et al., 2018).
2.3 Other Word Embedding Algorithms
NLP has observed a multitude of different word embedding techniques and algorithms,
and it is unfortunate that there not has been a survey of such techniques (although there
have been surveys on word embedding evaluation methods (Bakarov, 2018)). We will not
provide a complete overview over every existing word embedding algorithm, but we do
offer a brief overview of several methods and algorithms that are related to this work.
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Matrix representation and factorization. The first attempts to build word embeddings
were motivated from a cognitive science perspective of modelling human semantic mem-
ory. Lund and Burgess (1996) and Burgess (1998) propose and examine the Hyperspace
Analogue to Language (HAL) method for producing such a model of semantic memory.
They used a n “ 70,000 word vocabulary to construct a n ˆ 2n matrix of cooccurrence
statistics based on using a sliding window across the corpus. In most of their experiments,
they do not factorize this matrix, but use very large 140,000 dimensional vectors to rep-
resent their words. However, in an analysis provided by Burgess (1998), the author used
variance-minimization techniques to compress the word vectors to 200 dimensions, which,
at that time, was presciently hypothesized to be useful for “connectionist models”.
Indeed, factorizing this matrix proved to be essential for producing word vectors as fea-
tures for neural network models. Given a term-context matrix filled with corpus statistics
M, the most obvious way to construct word embeddings is to perform singular value de-
composition on the matrix, extracting the vectors corresponding to the top d singular values
of the decomposition. Formally, SVD will factorize M into three matrices: M “ UΣV ᵀ,
where U and V are orthonormal and Σ is a diagonal matrix of the singular values in de-
creasing order. The outputted term embeddings T will then be the α-scaled (α P r0, 1s)
vectors corresponding to the top d singular values: T “ Ud ¨ Σαd .
This method has been explored by Lebret and Collobert (2014), who use the Hellinger
distance in collaboration with SVD (PCA) to construct high quality word embeddings.
This is in contrast to the implicit distance function being optimized in SVD, which is the
Euclidean distance (the mean-squared error). Levy and Goldberg (2014b) and Levy et al.
(2015) have also explored using SVD on cooccurrence statistics to produce word embed-
dings. Discovering that SGNS implicitly factorizes a shifted PMI matrix, they sought to use
SVD to explicitly factorize such a matrix. Confronted with the problem that PMIp0q “ ´8
(a rather difficult number to factorize with SVD), they resorted to using the positive PMI
metric: PPMIpxq “ maxp0,PMIpxqq. In their experiments, they find that PPMI-SVD gen-
erally performs worse than SGNS, although it can sometimes be on par and certain hyper-
parameter configurations can benefit PPMI-SVD substantially (Levy et al., 2015).
GloVe is also essentially a matrix factorization technique (Pennington et al., 2014).
Noting that GloVe ignores a huge amount of the data in the cooccurrence matrix (by virtue
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of such elements being equal to 0), Shazeer et al. (2016) proposed the Swivel algorithm
as an alternative to GloVe, which learns word embeddings “by noticing what’s missing”.
On the nonzero elements in M, they use a standard weighted least-squared error loss with
the goal of having term-context vector dot products approximate the PMI. On the zero
elements in the matrix, the authors proposed a “soft hinge” loss, rather than ignoring them
like GloVe. Formally, if Nij “ 0, the loss is:
Lij “ log
“
1` exppxi|jy ´ PMI˚pi, jqq‰,
where PMI˚ is a `1-smoothed variant of PMI that makes it a real number. This algorithm
was only shown to be effective in producing embeddings for word similarity and analogy
tasks, which is insufficient for as a conclusive evaluation due to the known issues of such
evaluations (Chiu et al., 2016; Faruqui et al., 2016; Linzen, 2016). However, they do pro-
pose the useful and novel “sharding” technique for performing explicit matrix factorization
with word embeddings, which we implement in our experiments (Chapter 4).
Generative model. A unifying perspective on PMI-based word embedding algorithms
was attempted by Arora et al. (2016), who propose a generative model based on “random
walks” through a latent discourse space. Their arguments and methodology are posed in
opposition to Levy and Goldberg (2014b); Arora et al. are particularly opposed to Levy
and Goldberg’s matrix factorization formulation of SGNS, arguing that their proof that
xi|jy « PMIpi, jq is insufficient due to their discriminative interpretation of SGNS and
model approximation error. They instead propose a generative interpretation, yielding a
model with the objective that }xi| ` |jy}22 should approximate the log of the cooccurrence
statistic between i and j. This objective is solved with weighted-SVD. However, they are
forced by circumstance of their theoretical perspective to introduce a model that requires
more empirically tuned hyperparameters than GloVe or Levy et al. (2015)’s proposed SVD
model (including two for an empirical weighting function and a constant C in the objec-
tive). Moreover, their methodology reveals that their algorithm is no better than the existing
ones, evaluating only on analogy tasks, which are known to be highly problematic (Faruqui
et al., 2016; Linzen, 2016). If their theoretical approach were well-grounded, one would
have expected them to derive a theoretically parsimonious model that reduces the num-
ber of necessary hyperparameters, and furthermore one would expect that their proposed
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model would be able to capture analogical structure in the embedding space better than the
existing algorithms—neither of these are true.
Subword-based representation. FastText (Joulin et al., 2017) learns word embeddings
by learning embeddings for character-level N-grams, rather than for the words themselves.
This is a particularly useful engineering decision for NLP, as it facilitates elegant and sim-
ple handling of out-of-vocabulary (OOV) items in text by constructing an embedding from
them by using the character-level N-grams. Moreover, it is likely able to generalize better
than standard word embedding, which treats words “running” and “dancing” as completely
different, unrelated elements in a set; FastText, on the other hand, will relate these words
through an embedding for the 3-gram “ing”, which likely would possess features indicating
a present tense verb. One could thus interpret FastText as a method that helps to disentangle
the factors of variation (Bengio et al., 2013) within a language, allowing certain features
of the language to be represented within these morphological N-gram embeddings. How-
ever, Joulin et al. (2017) do not propose a novel loss function nor sampling-method, as it
uses SGNS. Therefore, the generalization of SGNS to matrix factorization presented in this
thesis extends to FastText.
Subword information can also be extracted post-hoc; that is, from the pre-trained word
embeddings themselves, without needing to access the corpus they were trained on. Simple,
effective methods have been proposed that effectively capture morphological information
within extracted character embeddings. These methods can involve training a character-
level LSTM on the pre-trained word embeddings with the objective of “mimicking” them
(Pinter et al., 2017), and least-squares-based methods have also proven to work quite well
in producing such subword embeddings (Stratos, 2017; Zhao et al., 2018; Kim et al., 2018).
Such methods naturally assist in resolving the OOV problem for pre-trained embeddings.
Although, it should be noted that the OOV problem is not so much a problem of not having
enough embeddings, but not having the right embeddings; indeed, it has been shown across
8 text classification tasks that one can get near-optimal performance with vocabularies
smaller than 2500 words (in most cases, less than 1000) (Chen et al., 2019).
Deep contextualized representations. In 2018, breakthroughs were made by the models
ELMO (Peters et al., 2018) and BERT (Devlin et al., 2018), which achieved state-of-the-
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art results on a variety of landmark NLP tasks. Both are deep neural network language
models that are trained in a similarly generic way as word embeddings (i.e., with training
objectives characterized by predicting context), and are similarly generically useful as input
for a variety of NLP tasks.
These models produce contextualized representations of words, “contextualized” be-
cause the representation of a word is produced as the hidden state of a deep neural network
that has seen the surrounding context of the word. This is unlike pre-trained word em-
beddings, which are un-contextualized at the level of input. For example, a contextualized
model would probably produce a more useful representation of the word bank in the sen-
tence she stood near the river bank than a pre-trained word embedding, as the model would
properly handle the polysemous nature of the word, while the pre-trained embedding would
likely be overburdened with signal pertaining to the more common occurrence of the word
bank as a financial institution.
Despite the state-of-the-art results of deep contextualized models, pre-trained word em-
beddings should not be neglected. Indeed, ELMO in dependent on GloVe embeddings as
input during training (Peters et al., 2018). Moreover, both ELMO and BERT are extremely
large deep networks that require anywhere between 8 and 64 GB of GPU RAM — much
larger than the capacity of most desktop computers, let alone mobile devices. Indeed, while
these deep models require substantial hardware to even be used in an NLP application, pre-
trained word embeddings consume dramatically less resources. For example, 40,000 un-
compressed pretrained 300-dimensional word embeddings require only around 50MB of
memory storage, and can even be efficiently compressed without performance loss to less
than 5MB for machine translation and sentiment analysis tasks (Shu and Nakayama, 2017).
Lastly, as we shown this work, there are many not well-understood qualities possessed
by word embeddings and their algorithms; e.g., the simple canonical embedding algo-
rithm Hilbert-MLE (Section 3.4), the relationship between all of the algorithms and PMI-
based factorization (Section 3.5), and the context-recovery powers held by covectors (Sec-
tion 4.2.3). In our view, a strong theoretical understanding of simple word embedding al-
gorithms is a prerequisite for well-informed development of deeper models.
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Generalizing Word Embedding Algorithms
In this chapter we will present a generalization of existing word embedding algorithms
based on our proposed simple embedder framework. In Section 3.1 we provide a review
of precisely how corpus statistics are obtained from a corpus of text, the assumptions be-
hind doing so, and what exactly is the pointwise mutual information between two words.
In Section 3.2 we provide the generalization that defines the model class of simple em-
bedders as generalized low rank models (Udell et al., 2016). In Section 3.3 we provide
proofs demonstrating why skip-gram with negative sampling (Mikolov et al., 2013b) and
GloVe (Pennington et al., 2014) are simple embedders that factorize PMI-based matrices.
In Section 3.4 we propose a novel word embedding algorithm, Hilbert-MLE, based on the
principles garnered from analysis of the other algorithms. In Section 3.5 we provide a the-
oretical comparison between each of the three algorithms, using their loss functions and
partial derivatives as the primary points of comparison.
3.1 Pointwise Mutual Information (PMI)
Levy and Goldberg (2014b) showed the surprising result that SGNS is implicitly factorizing
a matrix indexed by a shifted variant of the pointwise mutual information between terms
and contexts. We will later show (Section 3.3.2) that GloVe is also essentially factorizing
a PMI matrix. Levy et al. (2015) show that using SVD to factorize a positive-PMI matrix
can obtain comparable results to SGNS and GloVe, under certain conditions. Therefore,
the uncanny persistence of PMI across algorithms suggests that it would be worthwhile to
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revisit it, starting from first principles. The PMI between a term i and a context j is,
PMIpi, jq “ log P pi, jq
P piqP pjq .
Note that PMIpi, jq “ 0 if P pi, jq “ P piqP pjq; i.e., if i and j are independent of each
other. PMI thus offers a measure of association between i and j that computes how “far” the
joint probability is from what it would be under independence. For example, in a standard
corpus, we would find that the term “costa” has a very high PMI with “rica”, since the
named entity “costa rica” is very common, and those words are unlikely to appear on their
own. Conversely, it is quite likely that “politics” has a negative PMI with “cereal”, as these
two words are completely unrelated and probably appear within different topics. As such,
it is not surprising that this measure is the traditional and (often the) best way to measure
word association in large corpora (Terra and Clarke, 2003).
The problem, however, is that we do not have direct access to any of the terms in the
equation for PMI – we do not know the true probability distributions for our dataset. For-
tunately, with the help of probability theory (Bishop, 2006), we can obtain highly reliable
estimates of the distributions for P piq, P pjq, and P pi, jq1. We will refer to P piq and P pjq
as the unigram (or, marginal) probabilities of our terms and contexts (respectively), and we
will refer to P pi, jq as the co-occurrence (or, joint) probability of i and j. In the case that
the context window is defined as the immediate two words surrounding a term, P pi, jq is
the bigram probability, but in our case the notion of context can be more broad.
In Section 3.1.1 below, we will provide the formal statistical derivation and assumptions
behind how we approximate these probabilities, which is not essential for understanding
the rest of this work. Informally, we will simply be counting the number of times j appears
in the context of i for all pairs pi, jq, as Nij . The joint probability will then be defined as
P pi, jq “ Nij
N
, where N is a normalization constant. The unigram probabilities P piq and
P pjq will then simply be obtained by appropriately marginalizing the joint probabilities.
1In the case of word embedding we have P piq “ P pjq @i “ j, since we treat terms and contexts equiva-
lently. However, in other uses of simple embedders, there may be different definitions for terms and contexts
(e.g., words and POS-tags). Thus, we will treat P piq and P pjq separately for the purpose of generality.
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the cat is the dancer
t c
context window
pt, cq5
1. pthe, catq
2. pcat, theq
3. pcat, isq
4. pis, catq
5. . . .
Ω
Figure 3.1: Visualizing how Ω is constructed when the context window size is w “ 1.
3.1.1 Approximating the probability distributions
Our goal is to determine a reliable approximation for the joint probabilities of all term-
context pairs in order to model PMI. Formally, we presume that T is a discrete random
variable representing terms, with |VT | possible values, and C a random variable represent-
ing contexts, having |VC | possible values. Our goal is to determine, for each term-context
pair pi, jq P VT ˆ VC , the corresponding joint probability P pT “ i, C “ jq. If we can
determine the joint probability for every pi, jq, then we will have consequently found the
marginal probabilities P pT “ iq and P pC “ jq due to the sum rule for probability distri-
butions on discrete random variables: P piq “ řj P pi, jq.
To obtain reliable estimates of these probabilities, we make the strong but traditional
(and reliable) assumption in NLP: that our corpus can be interpreted as a (very large) series
of identical independent Bernoulli trials (Dunning, 1993). Assume that we are given a
corpus D of |D| words, and that the context window for determining term-context co-
occurrence is defined as the w words before and after a certain term.
Now, consider the problem of estimating the joint probability for a single term-context
pair pi, jq. To do this, the precise statistical interpretation is that we first must organize the
corpus into a very long list Ω such that Ω contains every single term-context pair pt, cqx
observed in D according to w, visualized in Figure 3.1. Accordingly, Ω will have a total
of N “ 2w|D| elements2. To estimate P pi, jq from Ω, we can transform Ω into a series
of observed results of N independent Bernoulli trials; that is, a series of x “ 1 . . . N
2Minus a small integer, due to context window clipping at the beginning and end of each corpus document.
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experiments with success/failure3 outcomes for the Boolean statement pt, cqx “ pi, jq; i.e.,
does the current term-context pair, pt, cqx, equal the one currently being examined, pi, jq?
The binomial distribution precisely captures the probability of observing m successes
from a series of N Bernoulli trials, where m P r0, N s is a discrete random variable, and we
use pij as shorthand for P pi, jq:
Binpm|N, pijq “
ˆ
N
m
˙
pmij p1´ pijqN´m, (3.1)
with Em “ Npij . In our case, however, we know the number of successes to be exactly
Nij since we can simply count them from Ω; but, pij is unknown. It turns out that Nij
is the maximum likelihood estimate of the random variable m (Bishop, 2006); therefore,
because Em “ Nij “ Npij , we have pij “ NijN as the maximum likelihood estimate for the
co-occurrence probability.
3.1.2 PMI with corpus statistics
Now that we have a reliable estimate of the joint probabilities by using count statistics
from the corpus, we can redefine PMI in terms of them. In accordance with the sum rule
of probability, we can easily derive the following values for the unigram probabilities as
marginals pi “ P piq and pj “ P pjq:
Let Ni “
ÿ
j
Nij and Nj “
ÿ
i
Nij; then, pi “ Ni
N
and pj “ Nj
N
.
We therefore have everything we need to redefine PMI according to the maximum likeli-
hood estimates of the unigram and joint probabilities garnered from our corpus:
PMIpi, jq “ log pij
pipj
“ log Nij{NpNi{NqpNj{Nq “ log
NNij
NiNj
. (3.2)
An important property (or, possibly, drawback) of this formulation is that, if a term-context
pair is unobserved, then Nij “ 0 and thus PMIpi, jq “ ´8. Additionally, note that, if i
3In the case of word embedding with a symmetric context window, T andC are the same random variable,
so P pi, jq “ P pj, iq; thus, this equality is satisfied if pt “ i^ c “ jq _ pt “ j ^ c “ iq.
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and j are completely independent, then pij “ NiNjN2 .
Context window weighting
The standard word embedding algorithms, Word2vec (Mikolov et al., 2013b) and GloVe
(Pennington et al., 2014) both allow for an arbitrarily sized context window w. However,
they both also introduce weighting schemes to lessen the impact of seeing a word, say, 10
words away versus one adjacent to the current term. This slightly alters how we accumulate
Nij from Ω. Namely, rather than properly counting the number of trials, we re-weight the
contribution of each trial x according to a weight rx P r0, 1s for that trial:
Nij “
ÿ
pt,cqxPΩ
rx1pt,cqx“pi,jq, (3.3)
where 1bool is a binary indicator function on the accompanying boolean statement. If rx “
1 @x then this is simply counting up the statistics as before. Mikolov et al. instead use
dynamic context window weighting (Levy et al., 2015); e.g., if w “ 4 the four contexts
following a term would be associated with trials (starting at x) with the weights rx “
4
4
, rx`1 “ 34 , rx`2 “ 24 , rx`3 “ 14 . Meanwhile, Pennington et al. use harmonic weighting,
where each of those contexts would instead have the weights 1
1
, 1
2
, 1
3
, 1
4
, respectively. Levy
et al. report experiments when using either technique for weighting, but the difference
between the two is inconsequential in terms of downstream performance; our preliminary
experimentation described in Chapter 4 also confirms this.
Context distribution smoothing
Mikolov et al. (2013b) use negative sampling to build word embeddings, and draws neg-
ative samples according to the unigram context distribution smoothed by an exponent
α “ 0.75. Levy et al. (2015) showed that this has an analog to factorizing the smoothed
PMI, PMIα. Below, we present exactly how this smoothing affects the computation of the
corpus statistics for the unigram context probability. Note that, by including the exponent,
this probability now becomes distinguished from the marginal context probability pj . We
therefore must separately raise the Nc frequencies for each context token c P VC in order
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to compute the correct denominator and have a proper probability distribution:
pαj “
Nαjř
cN
α
c
, thus, PMIαpi, jq “ log pij
pipαj
.
3.2 Simple Embedders
To define the class of simple word embedders, we will first introduce notation by infor-
mally summarizing their fundamental characteristics before moving on to the exact details
in Section 3.2.1. Our aim is to reason about a set of elements V that appear in some com-
binatorial structure D. In the case of word embeddings, V is a vocabulary, and D is a text
corpus. In other problems where embeddings would be useful, however, V could be entities
and relations and D could be a knowledge base, for example.
In some cases it may make sense to define the notion of a term and the context of a term
very differently. For example, in user-item recommendation in may be useful to define a
term as a user but a context is an item. For our case in word embedding, however, we will
be using the same vocabulary set V for the terms and contexts. Despite having the same
vocabulary for terms and contexts, it is still crucial to learn different embeddings for the
same words (rather than sharing parameters) analogous to how one would want to learn
weight vectors separately from feature vectors in a logistic regression model. Therefore
we consider V to comprise two subsets, VT , the term vocabulary, and VC , the context
vocabulary. Abstractly, a specific embedding problem can be defined as a 4-tuple:
Embedding problem: pVT ,VC ,D, dq, (3.4)
where d is the dimension of the target embedding space.
In turn, an embedder takes an embedding problem as input, and generates two maps,
VC ÝÑ Rd and VT ÝÑ Rd, by minimizing some global loss function L. To distinguish
the embeddings of VT from those of VC we use Dirac notation: xi| P Rd is the term vector
associated to term i P VT ; |jy P Rd is the context vector associated to j P VC . In ma-
trix interpretation, xi| corresponds to a row vector and |jy corresponds to a column vector.
Their inner product is represented as xi|jy. The logical progression of the simple embed-
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der framework proceeds by taking the global loss function L and decomposing it into its
component-wise losses fij . For word embeddings, each fij is a loss based on a pairwise
relationship between a context i and a term j, where there exists an fij for all term-context
pairs pi, jq P VT ˆ VC .
In Section 3.2.1 we will show that a simple embedder problem can be solved with
matrix factorization, so long as it exhibits the following three characteristics. The first fun-
damental characteristic of a simple embedder is that each element-wise loss fij is only
related to other components of the loss function via summation; that is, L “ ˘řpi,jq fij .
The second characteristic of a simple embedder is that each fij is a function of exactly two
learnable components of the model: the term vector xi| and context vector |jy. Indeed, the
constraint is even stronger: fij is a only function of their inner product xi|jy. The third and
final characteristic is that each fij is minimized (and consequently L as a whole is mini-
mized) when xi|jy “ φij , where φij is a measure of association between term-context pair
pi, jq, typically related to their pointwise mutual information. For any simple embedder,
the corresponding φij can be found by taking the partial derivative of L with respect to the
dot product xi|jy and setting it equal to zero; due to our constraints as described above, this
is just the partial derivative on fij; i.e., BLBxi|jy “ BfijBxi|jy .
This simple embedder formalization is inspired by the related work of Udell et al.
(2016) on generalized low rank models. As can be seen in the first equation in Chapter
4 of their work (on generalized loss functions), a simple embedder is a generalized low
rank model, where the rank of the implicit matrix is d, the dimensionality of the embed-
dings. Due to this fact, there exists many ways to extend the simple embedder framework
that we do not pursue here, including solution methods involving alternating minimization,
along with different types of regularization that can be applied upon the embeddings.
3.2.1 Simple embedders as low rank matrix factorization
Embedders differ in terms of the loss function they optimize. We define the simple embed-
ders as those that optimize a loss function that decomposes into a sum of terms wherein
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model parameters appear only as inner products:
L “
ÿ
pi,jqPVTˆVC
fij
´
xi|jy;φij
¯
, (3.5)
where fij is some function that depends on corpus statistics. Depending on the specific
instance of a simple embedder, it may be more appropriate to examine L “ ´řij fij
(factoring out a ´1 from each fij), in which case the loss would be related to the negative
log likelihood of the data, rather than a “least-squares-like” error function. Either way, L
reaches a global minimum when xi|jy “ φij, @pi, jq, where φ is a pre-defined measure of
association between i and j based on how they appear in D:
φ : VT ˆ VC ÝÑ R.
Often, φij is a function of the pointwise mutual information (PMI) between words i and j
appearing together in a sliding window of width w (a typical w being around 5).
Expanding on the work of Levy and Goldberg (2014b), we show that any simple embed-
der – including SGNS – can be cast as matrix factorization, and finding an explicit matrix
factorization implementation is a matter of formulating the loss function into the form of
Eq. 3.5, and finding the correct φ. Low rank matrix factorization aims to find an approxi-
mate decomposition of some matrix M, into the lower rank-d product TC “ Mˆ«M, by
minimizing a matrix reconstruction error L (Udell et al., 2016). Generalized low rank mod-
els perform matrix factorization using a reconstruction error that is computed element-wise
on the original and reconstructed matrices: L “ ři,j fijpMij, Mˆijq, for some element-wise
reconstruction error fij that has a global minimum when Mˆ “ M.
To see that a simple embedder corresponds to matrix factorization, first let the matrix
to be factorized, M, have elements Mij “ φij . Then, pack the term vectors as the rows
of matrix T P R|VT |ˆd, so that Ti: “ xi|; next, pack the context vectors as the columns of
matrix C P Rdˆ|VC | so that C:j “ |jy. This means, Mˆij “ xi|jy, making the loss functions
for the simple embedder and low rank matrix factorization identical.
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Gradient descent for simple embedders
To gain some intuition about the role of fij , it is worth looking at how the factorization
problem can be solved with gradient descent. After initializing term embeddings T and
context embeddings C randomly, gradient descent for some learning rate η can be per-
formed by looping over the following steps until convergence:
Mˆ Ð TC
∆ Ð BLBMˆ
T Ð T´ η∆Cᵀ
C Ð C´ ηTᵀ∆,
(3.6)
where the derivative BLBMˆ stands for the matrix of derivatives of L with respect to each of
Mˆ’s elements:
∆ij “
ˆ BL
BMˆ
˙
ij
“ BLBMˆij
“ BfijBxi|jy .
The updates to T and C involve adding term vectors to context vectors, and vice versa, in
proportion to ∆ij “ BfijBxi|jy , because:
BL
BC “ T
ᵀ∆ and
BL
BT “ ∆C
ᵀ.
Equivalently in vector notation for one pi, jq pair, the update to a given term vector is just
Bf
Bxi|jy times the corresponding context vector, and vice versa:
xi| Ð xi| ´ η BfBxi|jy|jy
ᵀ
|jy Ð |jy ´ η BfBxi|jyxi|
ᵀ.
The form of BfijBxi|jy concisely describes the action taken during learning, and we will use
this to compare simple embedders in Section 3.5. Therefore, we address a specific sim-
ple embedder, as a solution to a 4-tuple simple embedder problem (Equation 3.4), by the
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following 6-tuple that can be solved with any algorithm based on gradient descent:
Simple embedder solution: pVT ,VC ,D, d;φ, BfijBxi|jyq. (3.7)
As described in Section 4.1, our implementation of the simple embedder solution uses
automatic differentiation with Adam (Kingma and Ba, 2015) to perform gradient descent.
3.3 Existing Algorithms as Simple Embedders
In this section, we investigate the form SGNS and GloVe when cast as simple embedders.
We find a straightforward interpretation of SGNS as explicit matrix factorization (MF), and
discover that GloVe in effect factorizes PMI.
3.3.1 Skip-gram with negative sampling (SGNS)
Levy and Goldberg (2014b) showed that, assuming sufficiently large dimensionality that a
given xi|jy can assume any value independently of other pairs, SGNS implicitly factorizes
the matrix Mij “ PMIpi, jq ´ log k, where k is the number of negative samples drawn per
positive sample. However, this assumption is directly violated by the low rank assumption
inherent in simple embedders, including SGNS. Levy and Goldberg do not recover BfijBxi|jy ,
and, in its absence, they factorize M (with negative elements set to 0) using SVD, but
this does not yield embeddings equivalent to SGNS. Later, Li et al. (2015) derived an
explicit MF form for SGNS, however, their aim was to show that SGNS could be viewed
from the perspective of representation learning. Their derivation results in an algorithm
that factorizes cooccurence counts, which obscures the link to Levy and Goldberg’s result.
Suzuki and Nagata (2015) proposed a unified perspective for SGNS and GloVe based on
MF, but did not include any experiments to validate their derivation.
Here we present a simple casting of SGNS as matrix factorization, free of additional
assumptions, which coincides with the form found by Levy and Goldberg. When compared
to other embedders, the form abides by a strikingly consistent pattern, as we will see in
Section 3.5. Moreover, our novel experiments across 17 datasets validate our theoretical
findings that our derivation is valid (Section 4.3).
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SGNS (Mikolov et al., 2013b) trains according to the global4 loss function5:
L “ ´
ÿ
pt,cqxPΩ
#
log σxt|cy `
kÿ
`“1
E
”
logp1´ σxt|c1`yq
ı+
, (3.8)
where Ω is a list of all x “ 1 . . . N term-context pairs determined from the context window
w in D (w typically around 5), as described in Section 3.1. The term řk`“1 E logp1 ´
σxt|c1` yq( is approximated evaluating the summand for k negative samples c11 . . . c1k drawn
from (a smoothed version of) the unigram distribution. If we collect all terms with like
pairs pt, cqx “ pi, jq together, we obtain:
L “ ´
ÿ
pi,jqPVCˆVT
!
Nij log σxi|jy `N´ij logp1´ σxi|jyq
)
, (3.9)
where Nij is the number of times context j occurs within a window around term i in the
corpus (as defined by the context window parameter w), and N´ij is the number of times
that context j is drawn as a negative sample for term i. Note that this is beginning to take
the form of a simple embedder already due to the formulation of the loss function:
L “
ÿ
pi,jq
fij, where fij “ ´Nij log σxi|jy ´N´ij logp1´ σxi|jyq.
However, the simple embedder solution (Equation 3.7) requires the derivative BfijBxi|jy and the
optimal value φij in order to fully express SGNS as a simple embedder. Differentiating L
with respect to xi|jy yields:
BL
Bxi|jy “
Bfij
Bxi|jy “ N
´
ij σxi|jy ´Nijp1´ σxi|jyq.
4Global because SGNS is, in practice, trained stochastically over this full loss using a small mini-batch
size when performing updates at each step in the corpus.
5We use the negative of the objective in Mikolov et al., taking the convention that L should be minimized.
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Proceeding with some algebraic regrouping of terms, we have:
Bfij
Bxi|jy “ pN
´
ij `Nijqσxi|jy ´Nij
“ pN´ij `Nijqσxi|jy ´ pN´ij `Nijqσ
ˆ
log
Nij
N´ij
˙
“ pN´ij `Nijq
„
σxi|jy ´ σ` log Nij
N´ij
˘
,
which emerges due to the useful property yielded by the logistic sigmoid function σpxq “
1
1`e´x , that a “ pa` bqσplog ab q.
Now, we can clearly see that the partial derivative BfijBxi|jy will only be equal to zero when
xi|jy “ log Nij
N´ij
. Thus, we have discovered a minimum to the loss function fij for SGNS,
allowing us to define the following for our simple embedder:
φij “ log Nij
N´ij
.
Further inspection of this quantity requires us to recall the definition ofN´ij . When negative
samples are drawn according to the unigram distributions in the corpus, and there are k
negative samples drawn for each positive sample, we will have drawn the pi, jq pair as a
negative sample N´ij “ kNiNjN times, in expectation. Therefore, by Equation 3.2:
φij “ log Nij
N´ij
“ log NNij
kNiNj
“ PMIpi, jq ´ log k,
which is consistent with the findings of Levy and Goldberg (2014b). Note, when the uni-
gram distribution for negative sampling is smoothed according to a value α P p0, 1q (which
is often necessary for good results), PMI simply changes to its smoothed variant, PMIα,
which raises each context corpus statistic to the power α, as discussed in Section 3.1.2.
Therefore, we propose to train SGNS embeddings by using the loss function defined by
Equation 3.9. We call this the explicit matrix factorization variant of SGNS, or MF-SGNS.
This is unlike Levy and Goldberg, who use singular value decomposition to factorize the
shifted PMI matrix, which problematically cannot handle when PMIpi, jq “ ´8 by virtue
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of using a least-squares-like loss function that directly factorizes the matrix.
Meanwhile, the loss function we have derived handles the´8 problem as a result of the
sigmoid function. Observe that when PMIpi, jq “ ´8 it is becauseNij “ 0. So, observing
Equation 3.9, we see that the loss for such a sample will simply be the easily-differentiable
value fij “ ´N´ij logp1´σxi|jyq. More intuitively, if we examine the gradient when Nij “
0, we see that it will yield the following, since σp´8q “ 0:
Bfij
Bxi|jy “ N
´
ij
`
σxi|jy ´ σplog 0q˘
“ N´ij σxi|jy.
This is a naturally attenuating gradient whose loss fij will be minimized as xi|jy Ñ ´8,
or as σxi|jy Ñ 0. Fortunately, as the dot product gets more negative, the gradient itself
shrinks toward 0, leading to an asymptotically decreasing slope already near zero by the
time xi|jy “ ´3 (since σp´3q « 0.05). In other words, as xi|jy Ñ ´8 we also observe
that BfijBxi|jy Ñ 0, causing the negative growth of the dot product to asymptotically slow down
as it gets more negative. In practice, we found that the model learns in a very stable manner
(constantly decreasing loss) without diverging.
3.3.2 GloVe
GloVe’s loss function (Pennington et al., 2014) already takes a form closely resembling
that of a simple embedder:
L “
ÿ
pi,jqPVTˆVC
fij
fij “
$&%hpNijq
´
xi|jy ` bi ` b˜j ´ logNij
¯2
Nij ą 0
0 Nij “ 0
hpNijq “ min
ˆ
1,
ˆ
Nij
Nmax
˙α˙
,
where bi and b˜j are bias parameters for term i and context j, and where Nmax and α are
hyperparameters. We write fij such that it depends only on an inner product of model
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parameters (i.e., as a simple embedder) by defining:
x˜i| “
”
xi|1 xi|2 ¨ ¨ ¨ xi|d bi 1
ı
˜|jy “
”
|jy1 |jy2 ¨ ¨ ¨ |jyd 1 b˜j
ıᵀ
ùñ fij “ hpNijqp ˜xi|jy ´ logNijq2.
From this, we derive the following necessary components for GloVe’s simple embedder
solution (Equation 3.7):
Bfij
Bxi|jy “ 2hpNijqpxi|jy ` bi ` b˜j ´ logNijq, and φij “ logNij ´ bi ´ b˜j.
While this demonstrates that GloVe is a simple embedder, it is worthwhile to inspect
the role played by the bias terms. Authors have suggested that the presence of the bias
terms might in effect cause xi|jy to tend towards PMI during training. Shi and Liu (2014)
showed that the correlation of the bias term bi with logNi increases during training up to
about 0.8. Arora et al. (2016) argued that the bias terms may be equal to logNi based on
the overall similarity of GloVe to another model in which bias terms with those values
appear by design. We find that the bias terms in fact closely approximate log Ni?
N
. So xi|jy
minimizes fij when xi|jy “ logNij ´ bi ´ b˜j « PMIpi, jq. To see this, set BfijBxi|jy “ 0:
xi|jy ` bi ` b˜j “ logNij.
Multiplying by 1 and applying the log-rule, we get:
xi|jy ` bi ` b˜j “ log
ˆ
NiNj
N
N
NiNj
Nij
˙
“ log Ni?
N
` log Nj?
N
` PMIpi, jq.
(3.10)
On the right side, we have two terms that depend respectively only on i and j, which are
candidates for the bias terms. Based on Eq. 3.10 alone, we cannot draw any conclusions.
We would need to show that these terms accounted for all of the bias, that is, that PMI
is centered. In fact, PMI is nearly centered, see Fig. 3.2A. PMI has an almost normal
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Figure 3.2: A) Histogram of empirical PMIpi, jq values, for all pairs pi, jq P VC ˆ VT for
which Nij ą 0 in our corpus. Note that glove ignores pairs having Nij “ 0. B) Scatter plot
of GloVe’s learned biases after 10 training epochs, using Xmax “ 100 and α “ 3{4 (see
Pennington et al. (2014) for a justification of Xmax and α).
distribution centered close to 0 (slightly negative). So, the logNi{
?
N terms absorb nearly
all of the bias. Empirically, we find that the bias terms become close to logNi{
?
N after
training, see Fig. 3.2B. This means that GloVe can be added to the growing list of simple
embedders whose objective is closely related to PMI.
3.4 Hilbert-MLE: A Canonical Simple Embedder
We now derive Hilbert-MLE, a canonical simple embedder, from first principles. To be-
gin the derivation, we acknowledge the unanimous choice among simple embedders, in-
tentional and not, to structure the model as estimating PMIs by inner products. Next, we
acknowledge that any statistics that we calculate from D come with statistical uncertainty.
As is common in statistical machine learning (Bishop, 2006), we will derive our gradient
by maximizing the likelihood of the corpus statistics, subject to this uncertainty. Being
consistent with the existing simple embedders, we will set φij “ PMIpi, jq as the target
objective for our inner products xi|jy. Our goal now is to determine what the most appro-
priate loss function is in order to guide the model into the direction of capturing PMI as
well as possible.
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3.4.1 Likelihood of the data
To model the PMI statistics, we would like to maximize the likelihood of the Nij corpus
statistics that define the PMI (Equation 3.2). Our model only needs to model the joint
probabilities pij (as a function ofNij) to be effective; it is not necessary to separately model
the unigram probabilities (pi and pj) since they can simply by obtained by marginalizing
over the joint probabilities. To maximize the likelihood, we need to know the probability
distributions that generated our corpus statistics, Nij . According to standard probability
theory (Bishop, 2006), a distribution of count statistics can be reliably modelled with a
binomial distribution, BinpNij|pijq (Equation 3.1). Because our Nij statistics are obtained
from counting, it is reasonable to assume that every Nij is the parameter of a binomial
distribution. From this assumption, we will be able to derive the log-likelihood of the data,
logLD, from the assumed likelihood function, LD:
LD :“
ź
i,j
BinpNij|pijq
“
ź
i,j
ˆ
N
Nij
˙
p
Nij
ij p1´ pijqN´Nij , 6
logLD “
ÿ
i,j
„
Nij log pij ` pN ´Nijq logp1´ pijq ` log
ˆ
N
Nij
˙
.
(3.11)
3.4.2 Maximizing the likelihood
For our model to capture the log-likelihood of the data in Equation 3.11, we would need
for our model’s inner products to approximate the joint probabilities, pij . However, we are
confronted with the problem that our original motivation was to have the inner products
approximate the PMI, xi|jy « φij “ PMIpi, jq. Fortunately, there is a direct relationship
between the PMI and the joint probability that allows us to take advantage of the unigram
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statistics that can be easily stored in memory:
xi|jy « PMIpi, jq “ log pipj
pij
“ log N
2
NiNj
pij, 6
pˆij “ NiNj
N2
exi|jy,
(3.12)
where we define the model’s approximation of the joint probability as pˆij . Note how the
model takes advantage of the existing unigram statistics in order to form this approxima-
tion. It is also important to note that pˆij is an extremely small floating point number due to
the fact that, because a typical corpus is in the order of billions of words, N2 P Op1018q.
An alternative to this model design would be to use learned biases to model the unigram
probabilities, like GloVe does. However, we have already showed that the biases in GloVe
essentially learn the unigram statistics (Section 3.3.2), so we argue that it is not necessary
to learn them separately when we already know what values they should take. Therefore,
we must store each value of Ni and Nj , along with N , in order to train the model. This
is computationally inconsequential, as this will only require 2|V | ` 1 P Op|V |q additional
values to be stored in memory (meanwhile, storing the embeddings usesOpd|V |qmemory).
In Equation 3.11, we provided the definition of the log-likelihood of the data, logLD,
as a function of the data statistics, pij and Nij . We can now use this definition to inform
our derivation of the loss function, L, for Hilbert-MLE. We will define the loss function
assuming that Hilbert-MLE should model the negative log-likelihood by substituting the
actual data, pij , with our model’s approximation of the data, pˆij . By minimizing this loss
function, we will therefore be maximizing the likelihood of the data as captured by our
model. Note that we remove log
`
N
Nij
˘
since it is a constant not dependent on the model
parameters, and we normalize the loss to be independent of the corpus size N , which
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usefully allows us to empirically tune to a corpus-size-independent learning rate:
L “ ´ 1
N
ÿ
i,j
”
Nij log pˆij ` pN ´Nijq logp1´ pˆijq
ı
“ ´
ÿ
i,j
”
pij log pˆij ` p1´ pijq logp1´ pˆijq
ı
“ ´
ÿ
i,j
fijpxi|jy;φijq,where,
fij :“ pij log pˆij ` p1´ pijq logp1´ pˆijq.
(3.13)
L has the form needed for a simple embedder: it depends only on inner products of the
model parameters, and, as will be apparent once we take the derivative, it has its optimum
at xi|jy “ φij “ PMIpi, jq. Beginning from fij as defined above, omitting obvious steps,
substituting the definition of pˆij (Equation 3.12), we obtain the following characteristic
gradient for Hilbert-MLE:
Bfij
Bxi|jy “ pij ` p1´ pijqp´pˆijq
1
1´ pˆij
“
ˆ
pijp1´ pˆijq ` pˆijppij ´ 1q
˙
1
1´ pˆij
“ `pij ´ pˆij˘ 1
1´ pˆij
« pij ´ pˆij
“ NiNj
N2
“
ePMIpi,jq ´ exi|jys.
(3.14)
Note, the approximation obtained when removing the fraction on the right-hand side is
reasonable as the denominator is always almost equal to 1 — in fact, even the most likely
cooccurrence (“of the”) will only ever have a denominator equal to around 0.999, and every
other cooccurrence will denominators much much closer to 1.
We have therefore yielded the characteristic6 gradient of Hilbert-MLE. Examining this
6We call this the characteristic gradient as, in practice, we can use automatic differentiation (Paszke
et al., 2017) on the original loss function (Equation 3.13). Nonetheless, preliminary experiments revealed
no difference in performance between using the “true” gradient or this “characteristic” gradient, providing
evidence that the approximation is appropriate.
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gradient allows for useful insights to be drawn. Namely, we can clearly observe that the
gradient is equal to zero when xi|jy “ PMIpi, jq and therefore that the objective of this loss
function is indeed φij “ PMIpi, jq. This provides a simple and intuitive gradient that causes
the estimated cooccurrence probabilities to be drawn toward the empirical cooccurrence
probabilities. When the model parameters are transformed into this domain, no difficulties
arise when Nij “ 0 and thus when PMIpi, jq “ ´8, since e´8 “ 0, and, as xi|jy becomes
more negative, the gradient flattens, naturally preventing divergence.
3.4.3 Accounting for model lack-of-fit
At this point, by maximizing the likelihood of the data, we are implicitly attributing all
discrepancy between model and data to statistical uncertainty of the corpus statistics. How-
ever, the fundamental assumptions of simple embedders, linearity and low rank of M, are
thus assumptions about the corpus statistics. These assumptions are useful, but we do not
expect actual statistics to be expressible as a low rank system of linear equations. This
leads to a certain amount of lack-of-fit. At some point, it is inevitable that resolving error
 “ xi|jy ´ φij for one pi, jq pair will conflict with resolving error in others. This is not
statistical error, so it does not make sense to penalize high-frequency pairs more for er-
ror arising from lack-of-fit. A priori, error from model lack-of-fit should perhaps be borne
more evenly throughout the model.
Ideally, we would compromise between the stratified assignment of error based on like-
lihood, and the evenly distributed assignment we would otherwise assume in the absence of
the statistical treatment. We draw this compromise by attenuating the multiplier, by raising
it to an inverse power, a temperature τ ě 1,
Bfij
Bxi|jy “
ˆ
NiNj
N2
˙ 1
τ “
exi|jy ´ ePMIpi,jq‰,
which we implement in automatic differentiation by multiplying the originalL by pNiNj
N2
q 1τ´1.
Greater τ distributes responsibility for lack-of-fit more evenly throughout the model, while
lesser τ attributes responsibility to the statistically least grounded (rarest) pairs. We are un-
able to derive τ theoretically, so we introduce it as the only model-specific hyperparameter
for Hilbert-MLE. In our tuning experiments (Section 4.2.1), we find τ “ 2.0 to be optimal;
40
3.5. COMPARING SIMPLE EMBEDDERS
i.e., the square root.
3.5 Comparing Simple Embedders
In the section, we compare the three simple embedders discussed in this work: SGNS
(Section 3.3.1), GloVe (Section 3.3.2), and Hilbert-MLE (Section 3.4). Recall that the
quantity NiNj
N2
“ pipj , and that pipj defines the probability of pi, jq cooccurrence assuming
independence (Section 3.1). We therefore define pIij :“ NiNjN2 as this probability of pi, jq
cooccurrence under independence.
We will begin by examining the multiple forms of the single-cell fij loss functions
for each algorithm (see their corresponding sections to refer to the notation); note that we
distribute 1
N
into SGNS to make fij independent of the corpus size, and for GloVe we
define the equivalent multiplier function h˚ppijq “ minp1, p NpijNmax qαq for the purpose of
commonality of exposition:
SGNS : fij “ pij log σxi|jy ` kpIij logp1´ σxi|jyq
MLE : fij “ pij log pˆij ` p1´ pijq logp1´ pˆijq
GloVe : fij “ h˚ppijq
`xi|jy ` bi ` b˜j ´ logNij˘2
« h˚ppijq
`
˜xi|jy ´ PMIpi, jq˘2.
We first observe that SGNS and Hilbert-MLE possess loss functions that strongly resemble
the traditional binary cross-entropy loss function in logistic regression. In particular, recall
that the sigmoid function allows σxi|jy to be interpreted as a probability as it is constrained
between 0 and 1, which is a common interpretation with logistic regression. Meanwhile,
GloVe uses a standard weighted squared error loss function. Despite these very different
loss functions, recall that each is minimized when xi|jy is equal to some small variant of
the pointwise mutual information:
SGNS : φij “ PMIpi, jq ´ log k
MLE : φij “ PMIpi, jq
GloVe : φij “ logNij ´ bi ´ b˜j « PMIpi, jq.
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While each algorithm has approximately the same optimum (based on PMI), the low-
rank assumption of simple embedders is likely not valid for real data, and it is thus impos-
sible to have a fully complete approximation of the PMI statistics unless the embedding
dimensionality d “ |V |. Therefore, to understand how they are attempting to solve this im-
possible problem, it is more informative to examine the derivatives of these loss functions:
SGNS :
Bfij
Bxi|jy “ ppij ` kp
I
ijq
„
σxi|jy ´ σ`PMIpi, jq ´ log k˘
MLE :
Bfij
Bxi|jy “ pp
I
ijq 1τ
„
exi|jy ´ ePMIpi,jq

GloVe :
Bfij
Bxi|jy “ 2h
˚ppijq
„
xi|jy ` bi ` b˜j ´ logNij

« 2h˚ppijq
„
˜xi|jy ´ PMIpi, jq

.
From this perspective, we can observe that the gradients all bear a very similar update for-
mulation. Namely each gradient takes the form pmultiplierq ¨ pdifferenceq. The multiplier
establishes the relative weight that each pi, jq pair bears on the global loss function. The
difference component defines a notion of displacement between xi|jy and its target.
Examining the multiplier components, we consistently see a function that increases
sublinearly with either the pi, jq probability under independence (Hilbert-MLE), with the
actual joint probability (GloVe), or by combining both of these (SGNS). The inclusion of
such a multiplier was, in some cases (Pennington et al., 2014), motivated by the idea that,
when a cooccurrence count Nij is very small, the relative uncertainty is very large. It is
noteworthy that the multiplier of SGNS is also sublinear in pij , (though it is not immedi-
ately obvious) because common words are undersampled (Mikolov et al., 2013b).
Examining the difference components, observe that the loss gradient must be able to
handle when pij “ Nij “ 0 (and hence PMI becomes negative infinity). GloVe does this
by simply by having h˚p0q “ 0, effectively ignoring all of those entries of the matrix — this
decision was largely motivated from an optimization perspective due to the very large size
of |V |2 (Pennington et al., 2014). However, Hilbert-MLE and SGNS are able to handle
the negative infinity in a more manner that is more mathematically elegant than simply
zeroing out responsibility. Namely, σp´8q “ 0 for SGNS, and e´8 “ 0 for Hilbert-MLE.
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Consequently, as xi|jy becomes more and more negative for these pij “ 0 samples, the
gradient will naturally attenuate toward 0 in a stable manner.
Overall, three key features emerge as a consistent pattern across the gradients of these
well-performing (see Section 4.3) embedding algorithms:
‚ an optimum at some variant of PMI;
‚ a multiplier that is sublinear in pij; and
‚ a difference function that attenuates as PMI Ñ ´8.
In many cases, ad hoc design elements and tuned hyperparameters are behind these fea-
tures. For example, the minus log k shift is required in SGNS, and GloVe requires bias
vectors to approximate the PMI. Additionally, SGNS requires negative samples and (im-
plicitly) the undersampling threshold in its multiplier, GloVe requires the empirically tuned
weighting function h, and, even Hilbert-MLE needs the τ parameter to assist in dealing
with the very unequal distribution of multipliers across all pi, jq pairs.
In systematic testing of embedders including SGNS and GloVe, Levy et al. (2015)
found that the success of the two models largely depends on careful tuning of hyperparam-
eters, which we discussed in Section 3.3.1 and Section 3.3.2. The observation that differ-
ences in performance mainly originate in hyperparameter settings, together with apparent
convergence in the form of the gradients wherein these hyperparameters appear, suggests
that these models are collectively tending toward some canonical solution.
We argue that Hilbert-MLE represents such a canonical solution for several reasons.
First, it is derived from the basic principles underlying the data distribution of count statis-
tics; i.e., the loss function is derived directly from the binomial distribution on PMI statis-
tics. Conversely, SGNS and GloVe are derived from a perspective more based on intuition
than from the actual data distribution. Second, Hilbert-MLE is theoretically and empir-
ically parsimonious; that is, it requires only one hyperparameter and no ad hoc design
decisions to function properly, while the others require several such parameters and deci-
sions each. Third, as we show in the next chapter, Hilbert-MLE achieves the characteristic
level of success of these models across 17 different evaluation tasks.
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Empirical Evaluation of Embeddings
We evaluate our pretrained embeddings on a wide variety of intrinsic and extrinsic evalua-
tion tasks. The purpose of these experiments is to answer the following questions:
‚ Do our matrix factorization re-implementations of the original GloVe and SGNS
algorithms effectively replicate them? In what cases would matrix factorization be
preferred over the originals?
‚ Is Hilbert-MLE, as a canonical embedding algorithm over the others, comparable to
the others, in terms of performance? In what cases would Hilbert-MLE be preferred
over the originals?
We first provide a high-level overview of the corpus used to produce the embeddings and
how the matrix factorization formulations are implemented. Next, we discuss the intrin-
sic evaluations on word similarity tasks. With the learning rates and embeddings fixed
based on performance on the 10 word similarity datasets, we moved on to final evaluation.
We present results for analogical reasoning, news article classification, sentiment analysis,
POS-tagging, and supersense tagging. We additionally perform a qualitative analysis of the
embeddings that elucidates the differences between the term and context vectors.
Overall, we find that the embedding algorithms tend to achieve similar performance
across tasks. While Hilbert-MLE consistently obtains second best results regardless of the
extrinsic evaluation task, the other algorithms trade first place depending on the specific
task. We also find that Hilbert-MLE observes the least sensitivity to the random initial-
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ization of the weights in the deep bidirectional long short-term memory neural network
(BiLSTM) models (Schuster and Paliwal, 1997; Huang et al., 2015). Our results provide
evidence that our matrix factorization implementations of SGNS and GloVe correctly im-
plement the originals. Our results additionally offer empirical evidence to justify our the-
oretical claims that Hilbert-MLE is a canonical embedding algorithm because it obtains
characteristic performance (often, best or second-best) within the class of simple embed-
ders (i.e., compared with [MF-]GloVe and [MF-]SGNS) across every evaluation task.
4.1 Practical Implementation
Our experiments are performed on a corpus (D) by merging Gigaword 3 (Graff et al., 2007)
with a Wikipedia 2018 dump, yielding 5.4 billion tokens. We limit VC and VT as the 50,000
most frequent tokens in D to keep the compute time and storage requirements for our large
number of experiments reasonable. We use a 5-token context window (w “ 5), and have
models produce 300-dimensional embeddings. We use the released implementations and
hyperparameter choices of SGNS (number of negative samples k “ 15, undersampling
probability of t “ 10´5, context distribution smoothing of 0.75) and GloVe (term and
context vector averaging, empirical weighting function with α “ 3
4
and Xmax “ 100).
Our matrix-factorization (MF) reimplementations of the existing algorithms use the
same effective hyperparameters1; see Levy et al. (2015) for a discussion of each in de-
tail. Our MF models (MF-SGNS, MF-GloVe, and Hilbert-MLE) use PyTorch2 to take
advantage of GPU-acceleration, automatic differentiation (Paszke et al., 2017), and Adam
(Kingma and Ba, 2015) as the stochastic optimization algorithm to perform the gradient
descent as described in Equation 3.6. Each was allotted 24 hours for training.
In theory, MF-SGNS and Hilbert-MLE require dense matrix factorization of the full
PMI matrix; in practice, we can implement the matrix by taking advantage of sparsity
due to the fact that over 90% of the values will be equal to ´8. However, the theory
1Note, while GloVe uses harmonic context window weighting (Section 3.1.2), we found no difference
in performance when using dynamic weighting for the matrix factorization reimplementation (MF-GloVe) –
this is consistent with the results of Levy et al. (2015); so, for each of our implemented MF models we use
dynamic weighting.
2Version 0.4.1, pytorch.org
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Dataset Coverage Acronym Related Work
Word Similarity
Baker-Verb 143 100% B143 (Baker et al., 2014)
MEN development set 97.6% MENd (Bruni et al., 2012)
MEN test set 96.5% MENt (Bruni et al., 2012)
Radinsky Mechanical Turk 99.3% RMT (Radinsky et al., 2011)
Rare words dataset 30.5% Rare (Luong et al., 2013)
SemEval 2017 88.6% SE17 (Camacho-Collados et al., 2017)
Simlex999 99.6% S999 (Hill et al., 2015)
Wordsim353 (relatedness) 99.6% W353R (Agirre et al., 2009)
Wordsim353 (similarity) 98.0% W353S (Finkelstein et al., 2002)
Yang-Powers Verb 88.5% Y130 (Yang and Powers, 2006)
Analogical Reasoning
Balanced Analogy Test Set 68.6% BATS (Gladkova et al., 2016)
Google Analogy dataset 87.1% Google (Mikolov et al., 2013a)
Table 4.1: Datasets used for word similarity and analogy experiments and the percent cov-
erage obtained with our 50,000 word vocabulary.
still requires3 gradient descent for the inner products xi|jy on such pi, jq pairs, so Mˆ will
still need to be densely computed. As such, to correspond to the theory as precisely as
possible, we densely compute this matrix of dot products. In practice, we found that a 12GB
GPU can handle when Mˆ is no larger than 12,500 by 12,500 dimensions. We therefore use
sharding over the M matrix, as used in the Swivel matrix factorization algorithm (Shazeer
et al., 2016). Essentially, this means that a single full batch update across the entire M
matrix (i.e., the full dataset) requires sixteen 12,500 by 12,500 shards to be iterated over
by scanning through our 50,000 by 50,000 dimensional matrix. Ultimately, this resulted in
about 4 seconds per iteration of full batch matrix factorization.
4.2 Intrinsic Evaluation
Word embeddings evaluation methods are fall into two classes: intrinsic and extrinsic. In-
trinsic evaluations seek to evaluate specific qualities in the vectors without requiring any
3However, future work would involve determining how to sub-sample these pi, jq pairs in an efficient way,
as they are likely not particularly influential on the gradient.
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learning nor augmentation of the vectors. These include word similarity ranking and ana-
logical reasoning, as we describe later. Such tasks do not evaluate how well the embed-
dings can be expected to perform in a downstream machine learning system, and in fact
have no correlation with downstream performance (Faruqui et al., 2016; Chiu et al., 2016).
However, it is possible that one might seek to use embeddings for tasks such as analog-
ical recovery, or in a way akin to how embeddings are utilized in collaborative filtering
(Musto et al., 2016). It is therefore still useful to examine performance on intrinsic evalua-
tion tasks. In Table 4.1 we enumerate each dataset used for intrinsic evaluation, along with
the vocabulary coverage4 for each task.
Intrinsic evaluation methods typically rely on the cosine similarity function between
two term vectors xi| and xj|:
cospxi|, xj|q “ xi| ¨ xj|}xi|}2 ¨ }xj|}2 . (4.1)
The cosine similarity abstracts away from the magnitude of the vectors, which may be use-
ful in reducing the frequency effect of embeddings (Bakarov, 2018) as some embeddings
could receive much larger updates than others; see Levy and Goldberg (2014a) for a dis-
cussion on cosine similarity and vector arithmetic for word embedding intrinsic evaluation.
Notably, however, we do not evaluate the cosine similarity between a term vector xi|
and a context vector |jy. Rather, embedding methods typically only release the term vectors
as the final output of the model (Mikolov et al., 2013a,b) (or, in the case of GloVe, the term
and context vectors are averaged together before output (Pennington et al., 2014; Levy
et al., 2015)). Therefore, it would be inappropriate to represent the cosine similarity using
a notation based on normalizing xi|jy, as this represents the inner product between a term
and a context, not between two term vectors. By moving away a function based on xi|jy to a
function based on xi|¨xj|we cannot take advantage of our knowledge of learning objectives
in interpreting model output. That is, while we know that the dot product between term and
context vectors approximates the PMI — xi|jy « PMIpi, jq — there are no direct insights
garnered from the model as to what xi| ¨ xj| approximates.
4By coverage we mean the percent of samples in the dataset (2-tuples for word similarity, 4-tuples for
analogies) for which each word in the sample was present in our vocabulary.
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Model B143 MENd/t RMT Rare SE17 S999 W353R/S Y130
SGNS .453 .753/.763 .680 .515 .656 .364 .589/.760 .514
MF-SGNS .453 .730/.754 .650 .559 .684 .438 .565/.751 .498
GloVe .347 .760/.771 .663 .509 .662 .391 .602/.727 .541
MF-GloVe .379 .764/.768 .664 .526 .671 .419 .626/.755 .574
Hilbert-MLE .373 .733/.747 .677 .570 .668 .453 .576/.748 .491
Table 4.2: Performance on word similarity datasets. Best is in bold, second best is
underlined..
In our qualitative analysis in Section 4.2.3, we examine the difference between these
two ways to compute word-word similarity. In general, we observe that term-context dot
products xi|jy will approximately represent the PMI between the two (as expected), while
xi|¨xj|will capture moreso the semantic or syntactic similarity between the two words. This
phenomenon has also been observed by Asr et al. (2018), who empirically found (without
knowledge of the implicit PMI learning objective of these models) that xi|jy was better as
a measure of asymmetric “relatedness” on a dataset specifically designed to only include
notions of relatedness (Jouravlev and McRae, 2016), while xi| ¨ xj| was better as a measure
of “similarity” on the Simlex999 dataset (Hill et al., 2015). Our work provides a theoretical
explanation for Asr et al.’s findings, and our qualitative analysis further reinforces them.
4.2.1 Tuning to word similarity tasks
Word similarity tasks are standard ways to perform intrinsic evaluation of word embed-
dings. However, different datasets focus on different notions of similarity, and in some
cases this can lead to quite different performance across tasks. In each dataset, a small
set (typically less than two thousand) of pairs of words are obtained. The researcher will
then design some kind of crowd-sourced task where typically around 5-10 human judge-
ments per word-pair will be used to measure how “alike” (according to the primed notion
of likeness) two words are. For example, in Simlex999 (Hill et al., 2015), humans are
given word pairs and must provide a score between 0 and 10 on how “alike” the two words
are, where, in this dataset, antonyms are treated as completely un-“alike”. Given all of the
word pairs, we will use the cosine similarity between word embeddings to represent the
model’s “score” of likeness between the two words. Performance is measured according to
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the Spearman rank correlation coefficient between the model’s scoring of all pairs of words
and the gold standard human scoring.
It is necessary to evaluate across a multitude of datasets due to the different notions of
likeness used in the different studies. In particular, the notions of similarity and related-
ness have been disentangled for evaluation purposes (Agirre et al., 2009; Hill et al., 2015).
For example, while the two words “east” and “west” are quite related, both being cardinal
directions, they are in fact completely dissimilar from each other as they are antonyms.
Depending on the dataset, they could have a very high or very low human score. Note that,
while Simlex999 (Hill et al., 2015) has been shown to have high correlation with down-
stream performance on certain tasks (Chiu et al., 2016), it is still possible to overfit to the
task. In particular, Mrkšic et al. (2016) introduce counter-fitting (as a specific instance of
retro-fitting (Faruqui et al., 2015)) to make antonymous vectors have low cosine-similarity,
thus getting state-of-the-art results on Simlex999 at the time. However, this did not corre-
spond to state-of-the-art results on other tasks.
Solving word similarity tasks is not an end in itself, and they are not particularly useful
as metrics for downstream performance (Chiu et al., 2016). We therefore opted to use these
tasks to tune the matrix factorization learning rates η (Equation 3.6) for our three models
MF-SGNS, MF-GloVe, and Hilbert-MLE. As we optimized for mean performance across
10 datasets, concerns about overfitting are substantially mitigated. We found that model
performance was not strongly influenced by the learning rate, so long as we could avoid
zero-updates and divergence. We tuned the learning rates for each model to: MF-SGNS,
η “ 0.0005; MF-GloVe, η “ 0.005; Hilbert-MLE, η “ 1.0. For the model hyperparam-
eters we used the same values as the originals (e.g., with respect to context distribution
smoothing, empirical weighting function, etc.), as the original designers already tuned and
released their models with those parameters. For Hilbert-MLE, we had to tune τ along
with η, finding best performance on the word similarity tasks when τ “ 2.0.
Word similarity results. In Table 4.2 we present the results for each embedding algo-
rithm across the datasets. Notably, Hilbert-MLE obtains the best performance on Sim-
lex999 and the Rare-words datasets, suggesting that our model makes high quality embed-
dings that could correspond to the best performance on the downstream tasks of Named
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Model Google BATS
SGNS 0.763 0.312
MF-SGNS 0.775 0.354
GloVe 0.739 0.310
MF-GloVe 0.745 0.324
Hilbert-MLE 0.702 0.339
Table 4.3: Results on analogy datasets; score is proportion of correct analogy completions.
Best is in bold, second best is underlined.
Entity Recognition and NP-chunking (Chiu et al., 2016), as we neither overfit nor design
the model to optimize performance on these specific similarity datasets (unlike Mrkšic
et al. (2016)). We can also note certain tendencies in model performance that provide ev-
idence that our reimplementations are true to the original algorithms and exhibit similar
linear structure in the embedding space. For example, SGNS and MF-SGNS get very simi-
lar performance on B143, while GloVe and MF-GloVe both do worse; and this holds in the
opposite case for Y130. Additionally, Glove and MF-Glove observe similar performance on
the MEN development and test sets, along with WS353R. While there are some differences
in performance, these are likely attributable to differences in the implicit minibatch sizes
compared to sampling versus our sharding-based MF. Interestingly, the results suggest that
MF may create better representations of rare words than sampling; this is not surprising, as
every vector receives exactly the same number of updates in MF.
4.2.2 Analogical reasoning
Analogical reasoning was popularized by Mikolov et al. (2013a) as a way to evaluate the
linear structure captured by the embedding space. The task seeks to use word embeddings
to solve the problem of evaluating: a is to a˚ as b is to X (with the answer being b˚). For
example, havanna is to cuba as moscow is to X (russia). Vector embeddings can be used to
resolve these analogies with an addition-based method applied on cosine similarities called
3CosAdd. However, Levy and Goldberg (2014a) proposed the better-performing 3CosMul,
which is more well-motivated than 3CosAdd based on observations of the linear structure
in the embedding space. Our experiments also find that 3CosMul is consistently better than
3CosAdd, and we thus only report results from using this retrieval technique. Completing
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the analogy by using a, a˚, b yields a word b˚ as follows:
b˚ “ argmaxb˚ cospb
˚, bq cospb˚, a˚q
cospb˚, aq `  ,  “ 0.001, (4.2)
where cospxq is shifted to be between r0, 1s (Levy and Goldberg, 2014a).
Analogical reasoning results. There has been a considerable amount of work finding
that performance on these tasks does not necessarily provide a reliable judgement for em-
bedding quality (Faruqui et al., 2016; Linzen, 2016; Rogers et al., 2017). Indeed, from our
results in Table 4.3 we observe that Hilbert-MLE performs markedly worse than the other
models on the Google Analogy dataset. However, not only is this uncorrelated with down-
stream performance (Section 4.3), it does not even correspond with performance on the
other analogy dataset (BATS), where Hilbert-MLE gets second best performance. There-
fore, performance on these tasks should be taken with a grain of salt.
4.2.3 Qualitative analysis
In this section we provide a qualitative analysis of the embeddings produced by Hilbert-
MLE. While we focus on only this set of embeddings, we found that the observed qualities
are generally consistent across algorithms.
Dot product or cosine similarity?
We first examine the impact of using the dot product versus using cosine similarity as a
measure of word similarity. We do this because our Simple Embedder framework reveals
that each model is trained to produce vectors with term-context dot products that approxi-
mate the PMI. At first glance it is not at all intuitively obvious that cosine similarity should
be objectively better than the dot product. Qualitatively, we observe the following results
when comparing cosine similarity to the dot product on Hilbert-MLE’s embeddings; note
that we only use term vectors in this case (as is the standard):
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Example: Cosine similarity versus dot product similarity (with term vectors)
Cos: argmaxj cospxhot|, xj|q “ hotter, bubbling, hottest, cool, warm
Dot: argmaxjxhot| ¨ xj| “ hottest, bubbling, hotter, billboard, red-hot
Cos: argmaxj cospxcuba|, xj|q “ cuban, cubans, havana, castro, nicaragua
Dot: argmaxjxcuba| ¨ xj| “ cubans, cuban, anti-castro, cuban-americans, havana
Cos: argmaxj cospxembedding|, xj|q “ isomorphism, embedded, subset, subsets
Dot: argmaxjxembedding| ¨ xj| “ isomorphism, euclidean, abelian, affine.
Here we qualitatively observe very little difference between using one or the other with
Hilbert-MLE. This generally holds for SGNS and GloVe as well, but for MF-SGNS and
MF-GloVe they can get stranger outlier predictions when using the dot product. Interest-
ingly, for Hilbert-MLE, performance on Simlex999 actually improves from 0.453 to 0.462
when using the dot product instead of cosine similarity. However, average performance re-
duces by about 0.022 when using dot products versus cosine similarity for Hilbert-MLE,
which is, perhaps, not as dramatic as a difference as one might suspect. For the other mod-
els, however, we found that the performance gap was larger at about 0.05-0.06.
Term-context or term-term dot products?
The Simple Embedder framework has allowed us to find that xi|jy « PMIpi, jq for Hilbert-
MLE and a PMI variant for the other algorithms. We therefore can anticipate that behavior
of term embeddings when multiplied with context embeddings will correspond to their
PMIs; i.e., we know what to expect from term-context dot products. However, recall that
embeddings are either only released with the term vectors (Mikolov et al., 2013b), or the
term and context vectors are averaged together before being used (Pennington et al., 2014).
This means that people do not actually make use of the context vectors separately. There-
fore, our Simple Embedder framework does not directly inform us as to what kind of in-
formation we can expect from the term-term dot products; i.e., xi| ¨ xj| « ?. Observe the
following examples from Hilbert-MLE:
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Example: Term versus context vectors with dot product similarity
T-T: argmaxjxcat| ¨ xj| “ kittens, cats, kitten, poodle, terrier, dog
T-C: argmaxjxcat|jy “ burglar, siamese, scan, scans, tabasco, schrödinger
T-T: argmaxjxmoney| ¨ xj| “ funds, monies, billions, cash, sums
T-C: argmaxjxmoney|jy “ laundering, launder, extort, laundered, funneling
T-T: argmaxjxvector| ¨ xj| “ vectors, tensor, scalar, formula_34, formula_10
T-C: argmaxjxvector|jy “ tangent, scalar, subspace, dimensional, non-zero.
Here, we observe a very substantial difference between xi|jy and xi| ¨ xj|. Namely, xi|jy
recovers words likely to appear in the context5 of the word i: cat burglar, schrödinger’s
cat, money laundering, tangent vector, etc6. Meanwhile, xi| ¨ xj| corresponds much more
strongly to semantic and syntactic relationships. Semantically, we observe relationships
such as cat-kittens, money-funds, vector-tensor, etc, that are observed to include both
synonyms and antonyms. Syntactically, we observe relationships like cat-cats, money-
monies, vector-vectors. We additionally observe some strange relationships, like vector-
formula_34, which perhaps corresponds to a math formula from Wikipedia that was par-
ticularly related to vector spaces, but could be an undesirable recovery7. We observe the
same behavior concerning these differences between xi|jy and xi| ¨ xj| when using cosine
similarity instead of the dot product, but do not find that it can avoid noisy recoveries.
Overall, these observations may provide insight into how downstream models should
utilize word embeddings. In some settings, such as in a text auto-complete system, it would
be advantageous to use embeddings to predict surrounding context via term-context dot
products xi|jy. In other settings, such as in an automatic grammar- or meaning-checker,
it would be more appropriate to take advantage of the syntactic and semantic information
represented in the term-term dot products xi| ¨ xj|.
5Recall that context is defined according to a w “ 5 word window.
6While “tabasco” may seem out of place, “Tabasco Cat” is actually a famous American racehorse.
7Another example of an undesirable recovery with term-term embeddings is for the word take, which
strangely yielded an Atlanta journalist’s phone number as the fifth “most similar” word: argmaxjxtake| ¨xj| “
taking, taken, takes, relinquish, 404-526-5456.
53
4.3. EXTRINSIC EVALUATION
4.3 Extrinsic Evaluation
We perform extrinsic evaluation across a 5 different NLP datasets. We experiment on 8-
class news article classification, 2-class sentiment analysis, POS-tag sequence labelling on
the WSJ and Brown corpora with different tag syntactic granularity, and supersense-tag
sequence labelling on the Semcor 3.0 dataset. For classification, we provide results from
three different models with varying levels of depth, in terms of neural network architecture.
While this may not definitively determine embedding quality (if anything can), we believe
that these tasks exhibit a fair view of performance across different axes of considerations
(syntax vs. semantics, sequence labelling vs. classification, deep vs. shallow models etc.)
in a way that is relevant for NLP practitioners. Our experiments are designed in the spirit
of “probing” the properties of our embeddings (Conneau et al., 2018). As such, we sought
to eliminate any factors that might mask the impact of using one set of embeddings versus
another. Therefore, every experiment uses only the word embeddings as features, and we
do not allow any gradient fine-tuning of the embeddings8.
All presented results are those obtained on the held-out test sets after training the
models. Each model was trained 10 times on the same training set with different ran-
dom seeds for weight initialization in order to examine the model sensitivity that may
be induced when using the different embeddings. We therefore present the mean accu-
racy over the 10 runs along with the standard deviation (for the more sensitive LSTMs).
For each classification/sequence-labelling model we found that an initial learning rate of
0.001 worked consistently well across models and datasets when coupled with a learning
rate scheduler (other than Logistic Regression). The scheduler worked by evaluating model
performance on a previously split-off validation set (15% of the training set) at the end of
every epoch — if the model could not improve the validation accuracy within 5 epochs,
the learning rate was divided by a factor of 10. The accuracies presented are the test set
obtained at the epoch with the best validation accuracy. The bidirectional LSTMs used for
both POS-tagging and text classification had two layers with 128 dimensional hidden units
each, structured as described by Huang et al. (2015). They were trained with a minibatch
size of 16 for 50 epochs, and had a dropout rate of 0.5.
8During preliminary experimentation we found that gradient fine-tuning did not offer substantial improve-
ments (in some cases it actually degraded validation performance), and it always slowed training time.
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Dataset AGNews IMDB sentiment
Classifier LR FFNN BiLSTM LR FFNN BiLSTM
SGNS 0.690 0.739 0.792 ˘ .006 0.826 0.785 0.880 ˘ 0.010
MF-SGNS 0.697 0.752 0.785 ˘ .009 0.829 0.807 0.897 ˘ 0.003
GloVe 0.663 0.747 0.775 ˘ .013 0.812 0.788 0.890 ˘ 0.010
MF-GloVe 0.706 0.759 0.783 ˘ .008 0.828 0.820 0.893 ˘ 0.008
Hilbert-MLE 0.704 0.752 0.790 ˘ .004 0.824 0.799 0.894 ˘ 0.004
Table 4.4: Results for classification; the standard deviation was insignificant for logistic
regression (LR) and the feed forward neural network (FFNN) across embedding models.
Best is in bold, second best is underlined.
4.3.1 Text classification
We performed extrinsic evaluation for classification tasks on two benchmark NLP classifi-
cation datasets. First, the IMDB movie reviews dataset for sentiment analysis (Maas et al.,
2011), divided into train and test sets of 25,000 samples each. Second, the AGNews9 news
article classification dataset, as divided into 8 approximately 12,000-sample classes (such
as Sports, Health, and Business) by Kenyon-Dean et al. (2019); for this dataset, we separate
out 30% of the samples as the test set.
On both datasets we experiment with three classification models in increasing order
of complexity: logistic regression (LR), a feed-forward neural network with two 128-
dimensional hidden layers (FFNN), and a two-layer bidirectional LSTM that concatenates
the forward and backward hidden states (128-dimensional) before prediction. For LR and
FFNN, we use max-pooling of the word embeddings in a sequence as the input features10,
motivated by the discussion of Shen et al. (2018) who argue for testing such models to
accompany analysis of the performance of deeper models. Both LR and the FFNN used
a minibatch size of 16, trained for 250 epochs, and the FFNN had ReLU activations, a
dropout rate of 0.5, and two 128-dimensional hidden layers.
Text classification results. Table 4.4 presents the results for three classification models
applied with only the word embeddings as feature input for two classification problems. We
9https://www.di.unipi.it/~gulli/AG_corpus_of_news_articles.html
10We found mean-pooling to be consistently worse.
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first observe that our MF reimplementations for GloVe and SGNS almost always do better
than the original models, despite all being trained on the same dataset. We also observe that
certain models seemed to prefer some embeddings over others. While MF-Glove tends to
get the best results when used in Logistic Regression and an FFNN, the BiLSTM seemed
to prefer Hilbert-MLE embeddings consistently (second-best for both), and traded off be-
tween SGNS (news) and MF-SGNS vectors (sentiment) for first place. We also note that,
in the case of sentiment analysis, despite being provided the same feature inputs, using an
FFNN can actually damage performance. However, it is likely that more advanced forms of
embedding pooling would improve an FFNN’s results, given the much higher performance
obtained by the BiLSTM. Lastly, we observe that Hilbert-MLE embeddings were by far
the most resistant to the random initialization of the weight vectors in the BiLSTM mod-
els, given the low accuracy variance of 0.004. These results all suggest that Hilbert-MLE
embeddings are highly reliable across a wide range of classification tasks and models.
4.3.2 Sequence labelling
Our final set of experiments were sequence labelling tasks for three different datasets and
tagsets: 12-label POS-tagging on the Brown corpus; 44-label POS-tagging on the WSJ
PTB corpus; and 83-label semantic supersense tagging on the Semcor3.0 corpus. In each
task, we used a 2-layer bidirectional LSTM (BiLSTM) with forward and backward hidden
representations concatenated before label prediction.
Part-of-speech tagging. Part-of-speech tagging is a well-studied task in NLP where the
goal is to predict the syntactic labels (such as nouns and verbs) for each token in a sequence
of text. We experiment with two corpora with different levels of label granularity. At a finer
granularity, we use the Wall Street Journal corpus (WSJ) (Marcus et al., 1993) with its
standard 44-label tagset, and at a lower granularity we use the Brown corpus (as distributed
by NLTK11) mapped to the 12-label “universal” tagset of Petrov et al. (2012). For WSJ, we
used the standard train-test split with sections 22, 23, and 24 as the test set and the rest as
the training set, corresponding to 1.1 million tokens for training (44,000 sequences) and
138,000 for testing (5,500 sequences). For the Brown corpus we randomly divided 30% of
11https://www.nltk.org/book/ch02.html
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the sequences as the test set, with the other 70% as the training set. This corresponded to
800,000 tokens for training (40,000 sequences) and 350,000 for testing (17,000 sequences).
Supersense tagging. Supersense tagging (SST) is form of semantic labelling of text se-
quence, but is a much less well-studied sequence labelling problem than POS-tagging.
Introduced by Ciaramita and Altun (2006), SST includes 25 semantic labels for nouns (in-
cluding basic semantic concepts such as animal and artifact, and more abstract ones such as
attribute and relation) and 16 labels for verbs (e.g., communication for the verb “asking”
and motion for the verb “flying”). Ciaramita and Altun introduced it as a coarse grained
version of word sense disambiguation by defining a small set of possible labels in order to
be solvable with standard sequential machine learning models of the time (such as HMMs).
These labels are obtained from Wordnet’s lexicographic classes, so any dataset labelled for
word sense disambiguation induces a dataset with supersense labels by following the word
sense hierarchy up to the top lexicographic classes. As such, we use the latest version (3.0)
of the Semcor corpus (Miller et al., 1993) and divide it into training and test sets with
305,000 and 129,000 tokens each (14,000 and 6,000 sequences), respectively.
SST uses standard B-I-O tagging to deal with multi-word expressions. It therefore en-
compasses Named Entity Recognition due to the fact that named entities comprise a subset
of the tags (such as group and person) used in SST (Ciaramita and Altun, 2006). In the
example below, we see that the named entity “Empire State Building” is represented by the
three token level supersense tags: first B.n.artifact and then two I.n.artifact tags (abbrevi-
ated in the example with just I for ease of exposition):
Example: Supersense tagging
TheO EmpireB.n.artifact StateI BuildingI mayO beO destroyedB.v.change byO ter-
roristsB.n.person onO ThursdayB.n.time .O
Thus, while there are 25+16 “ 41 supersenses, each one must also have a B[eginning]
and I[ntermediate] tag, plus a label for items that do not have any tag, O[utside]. Therefore,
this is a sequence labelling problem with exactly 83 possible labels for each token. Note
that about 66% of the tokens are labelled with the O tag, so it is standard to report results
using the micro-F-score without the O’s score due to the skew of label distribution (Alonso
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Dataset Semcor SST WSJ POS Brown POS
(metric) (micro-F1) (accuracy) (accuracy)
Most-frequent baseline 0.6126 0.8905 0.9349
SGNS 0.6638 ˘ .0014 0.9615 ˘ .0004 0.9762 ˘ .0002
MF-SGNS 0.6696 ˘ .0027 0.9621 ˘ .0005 0.9771 ˘ .0002
GLoVe 0.6550 ˘ .0033 0.9609 ˘ .0004 0.9750 ˘ .0003
MF-GLoVe 0.6655 ˘ .0026 0.9613 ˘ .0003 0.9759 ˘ .0003
Hilbert-MLE 0.6660 ˘ .0020 0.9616 ˘ .0004 0.9767 ˘ .0003
Table 4.5: Sequence labelling performance using a standard bidirectional LSTM, accuracy
plus standard deviation over 10 runs with different random seeds for initialization. Best is
in bold, second best is underlined.
and Plank, 2017; Changpinyo et al., 2018).
Sequence labelling results. To accompany our results in Table 4.5, we include results
from a trivial Most-frequent tag baseline. This baseline simply returns that the tag of a to-
ken is the tag that most frequently occurs for that token within the training set. We include
this simply as a “sanity check” to verify that our embeddings and model are generalizing
well. Indeed, in supersense tagging (SST) it is standard to include results from the most-
frequent-supersense baseline, since it is inspired from the tradition of word sense disam-
biguation (Ciaramita and Altun, 2006), which uses the most-frequent-sense as a baseline.
We observe that our models generalize substantially over the baseline. Note that we do
not obtain very strong results on WSJ in comparison with some conditional random field
models, which can get an accuracy of 97.36% (Yao et al., 2014). This is expected, however,
as we do not include any hand engineered character- or context-based features. Such fea-
tures are necessary to incorporate into a standard BiLSTM in order to obtain performance
above 97.30% (Huang et al., 2015). Yet, using only word embeddings as features12, Huang
et al. report results of 96.04% with their BiLSTM, which suggests that our embeddings
are stronger and that our deep model functions well, given that MF-SGNS gets a score of
96.21% and Hilbert-MLE gets second place with 96.16%13. Overall, we observe very con-
12In particular, the “Senna” word embeddings of Collobert et al. (2011) that were trained for over two
months on Wikipedia (http://ronan.collobert.com/senna/).
13Note that this seemingly small percent difference (96.21 to 96.04) corresponds to over 230 tokens being
labelled correctly on the test set.
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sistent results across the tasks. MF-SGNS’s results are the best (but at a higher variance,
for SST and WSJ-POS) while Hilbert-MLE gets second best results with lower variance.
These results also point to the difficultly of supersense tagging. There are many stud-
ies on multi-task learning for sequence labelling that include results for supersense tagging
(Søgaard and Goldberg, 2016; Alonso and Plank, 2017; Changpinyo et al., 2018). Addition-
ally, deep models have been specialized for problems such as word sense disambiguation
(Raganato et al., 2017). However, aside from the very interesting study on building super-
sense embeddings by Flekova and Gurevych (2016), there is no work to our knowledge on
designing specialized embedding features as input to deep models for SST; we leave it to
future work to improve upon these results.
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Conclusion
We have proposed the Simple Embedder framework to generalize existing word embed-
ding algorithms — including Word2vec (SGNS) (Mikolov et al., 2013b), GloVe (Penning-
ton et al., 2014), and other algorithms — within the generalized low rank model family
of matrix factorization algorithms (Udell et al., 2016). Our wide variety of empirical re-
sults provide reliable evidence that our theoretical proofs are sound, due to the consistency
in results between our matrix factorization reimplementations and the original SGNS and
GloVe algorithms. Indeed, we find that the matrix factorization reimplementations tend
to offer slightly better performance than the originals, especially in terms of better repre-
sentations of rare words. Our primary theoretical contribution is that, once cast as Simple
Embedders, comparison of these models (in terms of their gradients and objectives) reveals
that these successful embedders all resemble, analytically and empirically, a straightfor-
ward maximum likelihood estimate (MLE) of inner-product parametrized PMI. This MLE
induces our proposed novel word embedding algorithm, Hilbert-MLE.
Our algorithm is theoretically the most parsimonious of the algorithms within the Sim-
ple Embedder framework. Hilbert-MLE substantially reduces the number of hyperparam-
eters (unlike Arora et al. (2016)) that are required for the other algorithms to work (Levy
et al., 2015). Moreover, Hilbert-MLE is consistently at the high end of the characteristic
level of performance of these models across 12 intrinsic and 5 extrinsic evaluation tasks. In
particular, Hilbert-MLE consistently observes second-best performance on every extrinsic
evaluation (news-article classification, sentiment analysis, POS tagging on the WSJ and
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Brown corpora, and supersense tagging), while the first-best model depends varying on
the task. Moreover, Hilbert-MLE consistently observes the least variance in results with
respect to the random initialization of the weights in bidirectional LSTMs. These empirical
results suggest that Hilbert-MLE is a highly consistent word embedding algorithm that can
be reliably integrated into existing NLP systems to obtain high-quality results.
5.1 Directions for Future Work
The Simple Embedder framework released with this work facilitates rapid training of differ-
ent types of word embeddings and experimentation over a large range of hyperparameters.
For our example, after parsing the corpus to obtain Nij statistics, any algorithm can be run
on top of them; MF-SGNS produced the 50,000-vocabulary set of embeddings used in our
experiments in less than one hour on a single GPU, and we later found that Hilbert-MLE
can use a larger learning rate of η “ 8.75 to train at a similarly rapid speed.
It is highly probable that different algorithms, different hyper-parameters, and espe-
cially different definitions of context (Li et al., 2017) will produce embeddings with differ-
ent expressive qualities than any one set of embeddings could capture on their own. This
therefore suggests that it would be worthwhile to produce a large set of differently-trained
embeddings using our framework, making an an ensemble of word embeddings. Indeed, our
embeddings should be used within meta-embeddings (Yin and Schütze, 2016) and dynamic
meta-embeddings (Kiela et al., 2018) to obtain state-of-the-art results on NLP tasks.
In conclusion, our theoretical and practical findings in this work advance the collective
understanding of word embedding technology. Our findings for these relatively simple al-
gorithms can provide a foundation for investigations into the properties of more complex
deep contextualized models (Peters et al., 2018; Devlin et al., 2018). We believe that such
investigations of more advanced models require — as a necessary prerequisite — a solid
theoretical understanding of the simpler word embedding algorithms that preceded them,
and we hope that this work provides inspiration for future researchers in such pursuits.
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Acronyms
CNN Convolutional neural network
CRF Conditional random field
FFNN Feed-forward neural network
GPU Graphics processing unit
GB Gigabytes (of memory)
HAL Hyperspace Analogue to Language
HMM Hidden Markov model
LSTM Long short-term memory neural network
BiLSTM Bidirectional LSTM
LR Logistic regression
MF Matrix mactorization
MLE Maximum-likelihood estimation
NLP Natural Language Processing
NLTK Natural language toolkit (nltk.org)
OOV Out of vocabulary
PCA Principal component analysis
PMI Pointwise mutual information
POS Part-of-speech
ReLU Rectified linear unit activation function; ReLUpxq “ maxp0, xq
RNN Recurrent neural network
SE Simple embedder
SGNS Skip-Gram with Negative Sampling
SST Supersense tagging
SVD Singular value decomposition
WSJ Wall Street Journal corpus
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Notation
Symbol Meaning
D a combinatorial structure of a language in use, e.g., the corpus of text
V a set representing the entire vocabulary used by a SE applied on D
VT a subset of V , the term vocabulary with number of elements |VT |
VC a subset of V , the context vocabulary with number of elements |VC |
d the desired dimensionality of the embeddings to be produced by a SE
i, j i is used to index the terms and j is used to index the contexts
xi| the term embedding vector for term i (a row vector in Rd)
|jy the context embedding vector for context j (a column vector in Rd)
xi|jy the inner product between xi| and |jy
T the matrix of all term vectors xi| in R|VT |ˆd
C the matrix of all context vectors |jy in Rdˆ|VC |
Mˆ the product TC with Mˆij “ xi|jy
L a generic global loss function for a SE
∆ matrix in R|VT |ˆ|VC | of partial derivatives of L with respect to Mˆ
fij item of the summation in L corresponding to term-context pair i, j
φij measure of association between i, j such that xi|jy “ φij minimizes fij
M matrix in R|VT |ˆ|VC | filled with φij in each element
w context window size (typically w “ 5q
Ω the set of every i, j cooccurrence (according to w) in the corpus D
N total number of i, j cooccurrences, N “ |Ω|
Nij number of times term-context pair i, j occurs in the corpus
Ni
ř
j Nij , number of times term i occurs in Ω
Nj
ř
iNij , number of times context j occurs in Ω
pi Ni{N , unigram (marginal) probability of term i
pj Nj{N , unigram (marginal) probability of context j
pij Nij{N , cooccurrence (joint) probability of i, j
pIij pipj , probability of i, j cooccurrence under independence
pˆij pNiNj{N2q exp xi|jy, a SE’s approximation of the joint probability
k number of negative samples (for SGNS)
log the natural logarithm (base e)
cos the cosine similarity function between vectors (Equation 4.1)
σ the logistic sigmoid function σpxq “ 1{p1` expp´xqq
Table 5.1: Notation used in this work; SE stands for simple embedder.
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