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Abstract
In this work we study extrema of objective functionals for ultrafast manipulation
by a qubit. Traps are extrema of the objective functionals which are optimal for
manipulation by quantum systems only locally but not globally. Much effort in
prior works was devoted to the analysis of traps for quantum systems controlled
by long enough laser pulses and, for example, manipulation by a qubit with long
control pulses was shown to be trap-free. Ultrafast femtosecond and attosecond
control becomes now widely applicable that motivates the necessity for the analysis
of traps on the ultrafast time scale. We do such analysis for a qubit and show that
ultrafast state transfer in a qubit remains trap-free for a wide range of the initial and
final states of the qubit. We prove that for this range the probability of transition
between the initial and the final states has a saddle but has no traps.
1 Introduction
The control of quantum atomic and molecular systems is an important branch of mod-
ern science with multiple existing and prospective applications in physics, chemistry, and
quantum technologies [1, 2, 3, 4, 5, 6, 7, 8]. Ultrafast femtosecond and attosecond laser
pulses become prospective tool [9] which is used for coherent control of two-photon tran-
sitions [10], laser control of charge transport [11, 12], production of molecular excitations
to high rotational states with a preferred sense of rotation [13, 14], tracking the real-time
motion of electrons in ions and molecules [15, 16], control of molecular dynamics [17], cre-
ation of quantum coherences in single organic molecules [18], bond making [19, 20], etc.
Various algorithms were proposed and applied for controlling quantum systems includ-
ing gradient ascent pulse engineering (GRAPE) [21], Krotov-type methods [22], machine
learning [23], the Broyden-Fletcher-Goldfarb-Shanno (BGFS) algorithm and its modifi-
cations, genetic algorithms and evolutionary strategies [24], quantum annealing[25] and
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combined approaches [26, 27]. Gradient flows are widely used for optimization in quan-
tum information and quantum dynamics [28]. Maximum speed limit allowed by quantum
evolution was analyzed [29, 30] as well as stabilization and convergence speed for Hamil-
tonian control of quantum dynamical semigroups [31]. Time optimal control was studied
for spin systems [32] as well as for state preparation with dissipative dynamics [33] and
generation of SU(2) operations [34] in a single two-level system.
On ultrafast time scale the influence of the environment on the system is often neg-
ligible and system’s evolution under the action of coherent control f(t), e.g., a shaped
laser pulse, can be approximately described by the unitary evolution operator U ft which
satisfies the time dependent Schro¨dinger equation
i
dU ft
dt
= (H0 + f(t)V )U
f
t , U
f
t=0 = I. (1)
Here H0 is the free system Hamiltonian and V is the Hamiltonian for interaction of the
system with the laser pulse. For an n-level quantum system, H0 and V are n×n Hermitian
matrices.
A particular important class of control problems can be formulated as maximization
of an objective functional of the form
JA[f ] = Tr(ρTA) = Tr(U fTρ0U f†T A) (2)
where ρT = U
f
Tρ0U
f†
T is the system density matrix at some final time T , ρ0 is the system
density matrix at the initial time t = 0 and A is a Hermitian matrix. The matrix A
describes a quantum mechanical observable of the system, e.g., its energy, population of
some state, etc. The objective JA[f ] describes average value of A at time T when the
system evolves under the action of the control f . A special case of the objective functional
JA[f ] is the functional JPψ [f ] which describes the probability of finding the system in the
state |ψ〉, JPψ [f ] = |〈ψ|U fT |ψ〉|2. The corresponding observable A = Pψ = |ψ〉〈ψ| is the
projector on the vector |ψ〉. The control goal is to find a function f(t) that maximizes
the objective JA[f ].
The analysis of extrema of the objective functionals is an important problem in quan-
tum control theory. High interest is directed towards the problem of existence or non-
existence of locally but not globally optimal controls, the so-called traps [35, 36, 37, 38, 39,
40, 41, 42, 43]. Extrema of the objective functionals for control of open quantum systems
were studied in [44, 45] and the results were applied to build OptiChem theory for opti-
mization in quantum physics and chemistry [46, 47]. Any small variations of a trapping
control do not improve the objective. Thus locally traps look as optimal controls, while
globally they can be far from optima. A local, e.g., gradient, optimization algorithm can
stop the search at a trap thereby not finding a globally optimal solution. If the objec-
tive functional has traps with large attraction domain, then chances that the algorithm
will reach a solution close to a desired global optimum can become small. Because of
this property traps, if they exist, may significntly hinder the search for globally optimal
controls and this circumstance motivates the importance of their analysis. Establishing
the trap-free property of a control problem would imply the possibility of easy finding of
respective globally optimal controls.
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The general absence of traps for common quantum control problems was suggested
in [35, 38]. Trapping behavior for some systems with number of levels n ≥ 3 was found
in [39], where the presence of second-order traps, i.e. critical points of the objective
functional JA[f ] which are not global maxima and where the Hessian of JA[f ] with respect
to f is negative-semidefinite but not necessarily negative definite, was found. The absence
of traps was proved for maximization of transition probability and generation of unitary
quantum operations in two-level quantum systems for sufficiently long duration of the
control pulses [40, 42]. Trap-free behavior was also found for the problem of optimization
of the transmission coefficient for a quantum particle passing through potential whose
shape is used as control [48]. In these works the control time T was assumed to be
sufficiently long.
Ultrafast control is more difficult to implement. This difficulty arises, on the one hand,
due to the fact that the full controllability of the system can be guaranteed only for a
sufficiently long control time T . On the other hand, it is technically difficult to generate
ultrashort modulated laser pulses. Another obstacle is associated with quantum speed
limit which is the fundamental bound for maximum speed at which a quantum system can
evolve in its space of states [29, 30]. For example, for Landau–Zener system the existence
of the time TQSL was demonstrated such that for a pulse duration T smaller than TQSL
the Krotov optimization algorithm will not converge while for T > TQSL the value of the
fidelity decreases exponentially during iterations [29]. In the context of ultrafast control,
an important question is if the control problem will remain trap-free when control time
T becomes small, or for small T traps will arise in originally trap-free systems. In this
work we analyze this problem for ultrafast manipulation by a single qubit.
According to the analysis of [42], only single exceptional constant control f = f0 could
be a trap for small T . All other controls were proven to be not traps for any T . In this
paper we show that for a wide range of the initial states ρ0, target observables A and
Hamiltonians H0, V of the qubit, the exceptional control f = f0 is a saddle point but
not a trap for any arbitrary small final time T , and hence control problem is trap-free for
arbitrary fast control.
2 Parameters of the control problem
Define the constant control
f0 := −Tr(H0V )
Tr(V 2)
. (3)
The control f0 will be called exceptional. This exceptional control plays a crucial role
in the analysis below since only this control can potentially be a trap. The control f0
is the only control which if critical (i.e., such that gradJA[f0] = 0) is also non-regular,
i.e., such that the Jacobian of the map f → U fT evaluated at f0 has not full rank. The
physical interpretation of this property of the control f0 is the following. Let apply to the
system a laser pulse of constant intensity f0. It will produce some unitary evolution U
f0
T
of the system. The non-regularity of the pulse means that its arbitrary small modulations
can not produce all possible small variations of the unitary evolution U f0T ; there exist
such small variations of the evolution operator which can not be produced by any small
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modulations of f0. If f0 would be a trap for problem of transfer some initial state |ψi〉
into some final state |ψf〉, it would imply that probability of transition from the initial to
the final state under the action of the pulse f0 would be less than maximal while making
any small modulations of the pulse would not improve the transition probability.
We also define the special time T0
T0 :=
pi
‖H0 − (1/2)TrH0 + f0V ‖ (4)
The following statement implies absence of traps for two-level quantum systems if
control pulses are sufficiently long [42].
Theorem 1 If TrV = 0 and T ≥ T0, then all maxima and minima of the objective
functional JA[f ] = Tr(U fTρ0U f†T A) are global. Any control f 6= f0 can not be a trap for
any T > 0.
Hence for T ≥ T0 there are no traps at all and for small T only the exceptional control
f = f0 could be a trap.
In many situations the interaction Hamiltonian V has zero matrix elements in the
basis of eigenvectors of the free Hamiltonian H0, so that in particular, TrV = 0 and
Tr(H0V ) = 0. Under these conditions the Schro¨dinger equation (1) after suitable change
of basis and time rescaling can be rewritten [42] as
i
dU ft
dt
=
(
σz + f(t)(vxσx + vyσy)
)
U ft (5)
In this case f0 = 0 and therefore the transition probability for small T could have at most
one trap at f = 0.
The control problem with objective functional JA[f ] for a two-level system can be
conveniently described by the vectors
r = Tr(ρ0σ),
a = Tr(eiσzTAe−iσzTσ),
v =
1
2
Tr(V σ),
h0 = Tr(σH0)
which define the initial state of the system, the target observable, the interaction potential
and the free Hamiltonian, respectively. Here r, a,v,h0 ∈ R3, |r| ≤ 1 and σ = (σx, σy, σz)
is the vector of the Pauli matrices
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (6)
Any nontrivial (i.e., non-zero and not equal to identity) observable A for a two-level system
is canonically equivalent to a rank one projector and hence it is enough to consider target
observables A which are projectors, so that |a| = 1. We can choose one of these vectors
arbitrarily without loss of generality, so we set h0 = ez.
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Let us show, for example, that any constant control f 6= f0 can not be trap and any
piecewise constant control composed of two pieces also can not be trap. Variations of the
unitary evolution produced by variations δf of the control have the following form:
U f0+δfT = U
f0
T e
−i ∫ T0 V f0t δf(t)dt, V f0t = U f0†t V U f0t
In order to produce arbitrary variations in the neighborhood of the point U f0T , the matrices
V f0t should span the space of all 2×2 traceless Hermitian matrices su(2). As an example,
consider Landau-Zener system with Hamiltonian H = σz + fσx and constant control
pulse f = const. Then V ft = e
i(σz+fσx)tσxe
−i(σz+fσx)t = (Rn,ωtex) ·σ, where Rn,ωtex is the
result of rotation of the vector ex around the axis n = ez + fex clockwise by the angle
ωt, ω = 2(1 + f 2). The matrices V ft span su(2) if the vector n is not orthogonal to the
vector ex, otherwise, if n ⊥ ex the matrices V ft span only the subspace of matrices of
the form ασx + βσy. Therefore, if n · ex = f 6= 0 then f is not a trap. Notice, that for
Landau-Zener system f0 = 0. Let us consider control composed of two constant pieces
g = f1θ(T/2 − t) + f2θ(t − T/2), where f1, f2 = const, f1 6= f2 and θ(t) is the Heaviside
step function. If f1 6= f2 then the control g is not a trap because the axes n1 = ez + f1ex
and n2 = ez + f2ex are not parallel. Indeed, consider the set of vectors S1 = {x : x =
Rn1,ω1tex, 0 ≤ t ≤ T/2}. This set can span R3 or at least the plane which is orthogonal to
the vector n1. Similarly the set of vectors S2 = {x : x = Rn2,ω2tRn1,ω1T/2ex, T/2 ≤ t ≤ T}
span R3 or at least the plane which is orthogonal to the vector n2. Since vectors n1 and
n2 are not parallel, the set S = S1
⋃
S2 span R3 anyway. The set S1 corresponds to the
matrices V gt , 0 ≤ t ≤ T/2 and the set S2 corresponds to the matrices V gt , T/2 ≤ t ≤ T .
Thus, all together these matrices span su(2).
Next theorem states that traps do not exist if at least one of the vectors r, a, or v has
non-zero z-th component [49].
Theorem 2 For a system with evolution (5) traps for JA may exist only if rz = az =
vz = 0. If at least one of the vectors r, a, or v has non-zero z-th component then JA is
trap-free for any T .
Theorem 2 shows that f = f0 can be trap for small T only if the vectors r, a and
v belong to the plane orthogonal to the vector h0. In our case h0 = ez and if at least
one of the vectors r, a and v has non-zero z-component, then the corresponding control
problem has no traps for any arbitrarily small T . Therefore in the rest of this work we
will analyze the case when rz = az = vz = 0. For physical interpretation of the conditions
in Theorem 2 consider spin 1/2 particle which interacts with constant magnetic field Bz
directed along the axis Oz and with control magnetic field B = nf(t) directed along some
vector n. Then the Hamiltonian of the spin has the form H(t) = σzBz + (σ,n)f(t). As
the control goal, consider preparation of some target spin state |ψf〉 so that A = |ψf〉〈ψf |.
Then the condition rz = az = 0 means that projection of spin on z-axis in the initial and
final states should be zero. The condition vz = 0 means that the control magnetic field
should be orthogonal to Bz.
Define r0 = sinφex+cosφey = (ez×v)/v, rk = sin(2tk−φ)ex+cos(2tk−φ)ey, k = 1, 2,
where φ = arctan(vy/vx), rk = sin(2tk − φ)ex + cos(2tk − φ)ey, k = 1, 2 and v = |v|.
Denote Φ = Φ(r, a,v) = v2(r · r0)(a · r0) = (v× r)z(v×a)z and Ψ = Ψ(r, a,v) = (r×a)z.
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Consider four domains in the parameter space:
Domain DI = {(r, a,v) | rz = az = vz = 0,Φ > 0,Ψ > 0}.
Domain DII = {(r, a,v) | rz = az = vz = 0,Φ < 0,Ψ < 0}.
Domain DIII = {(r, a,v) | rz = az = vz = 0,Φ > 0,Ψ < 0}.
Domain DIV = {(r, a,v) | rz = az = vz = 0,Φ < 0,Ψ > 0}.
The mutual arrangement of the vectors r, a and v in the domains DI , DII , DIII and
DIV is shown in Fig. 1.
Figure 1: The mutual arrangement of the vectors r, a and v in the domains DI , DII , DIII
and DIV .
3 Absence of traps when the parameters belong to
the domains DIII and DIV
In this section we prove that if the parameters belong to the domain DIII or DIV , then the
objective has no traps. Our analysis will use the expression for the Hessian HessfJA(τ2, τ1)
of the objective functional JA[f ] at the point f = 0:
HessfJA(t2, t1)
∣∣∣
f=0
=
δ2JA[f ]
δf(t2)δf(t1)
∣∣∣
f=0
= −Tr([Vt1 , [Vt2 , ρ0]]AT )
∣∣∣
f=0
= −v2
[
rx sin(2t2 − φ) + ry cos(2t2 − φ)
][
ax sin(2t1 − φ) + ay cos(2t1 − φ)
]
, t1 > t2.
Here AT := e
iσzTAe−iσzT . Expressing the Hessian in terms of the vectors rk = sin(2tk −
φ)ex + cos(2tk − φ)ey, k = 1, 2, we obtain
HessfJA(t2, t1) =
{ −v2(r · r2)(a · r1), t1 > t2
−v2(r · r1)(a · r2), t1 < t2 (7)
This expression will play the key role in the analysis below.
Theorem 3 If (r, a,v) belong to the domain DIII or DIV , then the control f = 0 is a
saddle point for any T > 0.
Proof. Let δε(t) be an approximation of Dirac delta function:
δε(t) =
{
0, |t| > ε
2
1
ε
, |t| < ε
2
(8)
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We have ∀f ∈ C[0, T ], ∀t ∈ (ε/2, T − ε/2), where ε < T
T∫
0
δε(τ − t)f(τ)dτ = f(t) +O(ε) (9)
Let fε(t) = λδε(t−t1)+µδε(t−t2), ε/2 < t1 < t2 < T−ε/2, ε < t2−t1. Then, substituting
the function fε(t) in the expression for the Hessian (7), we obtain
(fε, Hfε) = −v2
[
λ2(r · r2)(a · r2) + 2λµ(r · r1)(a · r2) + µ2(r · r1)(a · r1)
]
+O(ε) (10)
Denote the quadratic form in the variables λ, µ in the square brackets in eq. (10) as
G(λ, µ) = λ2(r · r2)(a · r2) + 2λµ(r · r1)(a · r2) + µ2(r · r1)(a · r1) (11)
Quadratic form G(λ, µ) takes positive and negative values if and only if it has positive
discriminant, i.e. if and only if
(r · r1)2(a · r2)2 − (r · r2)(a · r2)(r · r1)(a · r1) > 0 (12)
The quantity (r · r1)(a · r2) is a continuous function of the arguments t1 and t2 and
therefore in some neighbourhood of t1 = t2 = 0 the asymptotic expression (r · r1)(a · r2) =
(r · r0)(a · r0) +O(T ) is satisfied. Hence there exist t1 and t2, 0 < t1 < t2 < T such that in
the domain DIII the inequality (r · r1)(a · r2) > 0 holds. The inequality (12) then implies
that
(r · r1)(a · r2)− (r · r2)(a · r1) > 0 (13)
Using the identity (a× b) · (c× d) = (a · c)(b · d)− (a · d)(b · c), the inequality (13) can
be transformed to the inequality
(r× a) · (r1 × r2) > 0 (14)
Since r1 × r2 = − sin 2(t2 − t1)ez, the inequality (14) for t2 > t1 implies the inequality
(r× a)z < 0. Hence, we obtain that in the domain DIII the quadratic form G(λ, µ) takes
positive and negative values. Let us choose λ1, µ1 such that G(λ1, µ1) > 0 and λ2, µ2 such
that G(λ2, µ2) < 0 and consider
fε˜,1(t) = λ1δε˜(t− t1) + µ1δε˜(t− t2)
fε˜,2(t) = λ2δε˜(t− t1) + µ2δε˜(t− t2)
where ε˜ is small enough such that (fε˜,j, Hfε˜,j) for j = 1, 2 have the same sign as lim
ε→0
(fε,j, Hfε,j).
Then (fε˜,1, Hfε˜,1) < 0 and (fε˜,2, Hfε˜,2) > 0 and hence Hessian at f = 0 has positive and
negative eigenvalues so that f = 0 is a saddle.
Similarly the statement of the theorem can be proved for the domain DIV . Indeed, if
we consider the domain DIV , then there exist t1 and t2, 0 < t1 < t2 < T , such that the
inequality (r · r1)(a · r2) < 0 holds and the inequality (12) implies the inequality
(r · r1)(a · r2)− (r · r2)(a · r1) < 0 (15)
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which is equivalent to the inequality
(r× a) · (r1 × r2) < 0 (16)
Hence, similar to the case of the domain DIII , we conclude that (r × a)z > 0 and that
in the domain DIV the quadratic form G(λ, µ) also takes positive and negative values.
Choose again λ1, µ1 and λ2, µ2 such that G(λ1, µ1) > 0 and G(λ2, µ2) < 0 and consider
fε˜,1(t) = λ1δε˜(t− t1) + µ1δε˜(t− t2)
fε˜,2(t) = λ2δε˜(t− t1) + µ2δε˜(t− t2)
where ε˜ is such that (fε˜,j, Hfε˜,j) for j = 1, 2 have the same sign as lim
ε→0
(fε,j, Hfε,j).
Thus, for the domains DIII and DIV for all T > 0 there exist functions f1 = fε˜,1 and
f2 = fε˜,2 such that (f1, Hf1) < 0 and (f2, Hf2) > 0. Therefore Hessian at f = 0 has
positive and negative eigenvalues so that f = 0 is a saddle. This completes the proof.
Theorem 3 implies that if the parameters of the control problem belong to the domains
DIII and DIV , then the control problem is trap-free for any T . Below we express the con-
dition for the absence of traps instead of the vector a in terms of the vector a0 = Tr(Aσ).
This condition can be practically more convenient since vector a0 directly determines the
target observable.
Theorem 4 If the parameters r, a0, v, and T satisfy the relation
(v × r)z[(v × a0)z cos 2T − (v · a0) sin 2T ][(r× a0)z cos 2T − (r · a0) sin 2T ] < 0. (17)
then the control objective has no traps. If the parameters r, a0, and v satisfy the relation
(v × r)z(v × a0)z(r× a0)z < 0 (18)
then there exists T˜ such that for all T < T˜ the control objective has no traps.
Proof. The condition which defines the domains DIII and DIV and hence implies the
absence of traps can be rewritten as
Φ(r, a,v)Ψ(r, a,v) = (v × r)z(v × a)z(r× a)z < 0 (19)
Since
a = a0 cos 2T + a0 × ez sin 2T, (20)
the inequality (19) can be transformed into the inequality
(v × r)z[(v × a0)z cos 2T − (v · a0) sin 2T ][(r× a0)z cos 2T − (r · a0) sin 2T ] < 0.
This inequality can be expressed in terms of the angles α = ∠(v, a0) and β = ∠(r, a0) as
sin(α− β) sin(2T − α) sin(2T − β) < 0. (21)
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Note that −pi < α < pi, −pi < β < pi, α 6= 0, β 6= 0 and α − β = ∠(v, r). Therefore for
any r, a0, and v such that
(v × r)z(v × a0)z(r× a0)z < 0
or, equivalently, for α and β such that
sin(α− β) sinα sin β < 0 (22)
there exists T˜ such that for all T < T˜ the inequality (22) implies the inequality (21) and,
hence, the control objective has no traps. This finished the proof of the Theorem.
4 Example: absence of traps for spin rotation
In this section we consider as an example manipulation by direction of spin with ultrafast
control. Let |↑〉 and |↓〉 be states with direction of spin up and down, respectively. The
control problem which we consider is to maximize the transition probability from the
initial state (i|↑〉+ |↓〉)/√2 with spin directed at the initial time t = 0 along the negative
direction of the axis 0y to the target state (|↑〉 + |↓〉)/√2 with spin directed at the final
time T along the positive direction of the axis Ox.
Figure 2: Vectors r, a, v and h0 for rotation of spin from the state (i|↑〉+ |↓〉)/
√
2 to the
state (|↑〉+ |↓〉)/√2.
The initial density matrix of the spin for this problem is
ρ0 =
1
2
(1− σy) (23)
The objective functional JA[f ] = Tr(ρTA) is determined by the matrix
A =
1
2
(1 + σx) , (24)
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For this problem the parameters have the form r = −ey, a = cos 2Tex − sin 2Tey, and
v = vxex + vyey. The vectors r, a, v and h0 are shown on Fig. 2. These parameters
belong to the domain DIII
⋃DIV if
(v × r)z(v × a)z(r× a)z = vx(vx sin 2T + vy cos 2T ) cos 2T < 0. (25)
The inequality (25) can be rewritten as
tan 2T < −vy
vx
, cos 2T 6= 0, vx 6= 0. (26)
According to Theorem 3, the exceptional control f0 is a saddle of the objective functional
JA[f ] for any T satisfying (26).
5 Numerical analysis of the control landscape
In this section we perform numerical analysis of the control landscape in order to illustrate
the statement of the Theorem 3.
We choose vector r of the initial density matrix ρ0 to be r = ey and consider vectors v
and a to be of unit norm and belonging to the plane Oxy. In this case v = cosφex+sinφey
and a = cosψex + sinψey, where φ and ψ are the angles between vectors v, a and Ox
axis. The control problem is parametrized by the angles φ and ψ. In this case we can
restrict the domains DI , DII , DIII , and DIV to the variables φ and ψ. These restricted
domains are shown on the left subplot of Fig. 3.
For each pair (φ, ψ) we randomly select 300 controls f and evaluate the corresponding
objective values JA[f ] for T = pi/12. Controls are chosen as piecewise constant functions
f =
∑100
i=1 aiχi, where χi is the characteristic function of the interval [(i−1)T/100, iT/100]
and each ai has a normal distribution centered at zero and with unit dispersion. Then
we compare the value JA[0] of the objective JA[f ] at the point f = 0 with its values in
some neighborhood of this point. Left subplot shows numerically estimated probability
P (φ, ψ) of the inequality JA[f ] < JA[0] which is computed as fraction of the number of
realizations NJA[f ]<JA[0] of the inequality JA[f ] < JA[0] among 300 values of JA[f ] for
each pair (φ, ψ),
P (φ, ψ) =
NJA[f ]<JA[0]
300
. (27)
According to Theorem 3, if the parameters of the control problem belong to the domain
DIII or to the domain DIV , in the neighborhood of f = 0 some functions should satisfy
JA[f ] < JA[0] while other functions should satisfy JA[f ] > JA[0]. Hence for φ and ψ
such that (r, a,v) belong to the domain DIII or to the domain DIV , the probability P
should satisfy 0 < P < 1. This statement agrees with the numerical results shown in right
subplot of Fig. 3. Dark blue and dark red areas correspond to the cases P = 0 and P = 1,
respectively, while areas with intermediate colors correspond to the case 0 < P < 1, i.e.,
to saddle. Left subplot of Fig. 3 shows the theoretically computed domains DI , DII , DIII ,
and DIV in terms of the angles φ and ψ. We see that areas with intermediate colors on
the right subplot are in good agreement with domains DIII and DIV on the left subplot.
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Figure 3: DomainsDI , DII , DIII , DIV (left subplot) and numerically estimated probability
P of the inequality J [f ] < JA[0] for T = pi/12 (right subplot). Red color corresponds
to P = 1 and blue color to P = 0. Probability P for each pair (φ, ψ) is computed as
fraction of the number of realizations NJ [f ]<JA[0] of the inequality J [f ] < JA[0] among
300 values of J [f ]. Controls are piecewise constant functions f = ∑100i=1 aiχi, where χi is
the characteristic function of the interval [(i − 1)T/100, iT/100] and each ai has normal
distribution with unit dispersion. For the domains DIII and DIV the probability P should
take intermediate values between zero and one. We see that the domains DIII and DIV on
the left subplot are in good agreement with the area on the right subplot where 0 < P < 1.
In [50] it was proved that for T > pi/2 the objective JA[f ] has no traps. Fig. 4 shows
the graph of JA[0] as function of the angles (ψ, φ) and the probability P of the inequality
JA[f ] < JA[0]. We see that for T = 2pi/3 > pi/2 the probability P reaches its maximum
P = 1 in the same area Dmax where JA[0] reaches global maximum, JA[0] = 1. Hence the
exceptional control f = 0 for T > pi/2 is not a trap of JA[f ] for any (ψ, φ). For T < pi/2
areas where P = 1 and JA[0] = 1 do not coincide.
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Figure 4: Graphs of JA[0] and of probability P that JA[f ] < JA[0] vs. angles φ and ψ
for (a) T = 2pi/3, (b) T = pi/2 and (c) T = pi/3. Probability P for each pair (φ, ψ) is
the fraction of number of realizations NJA[f ]<JA[0] of the inequality JA[f ] < JA[0] among
300 values of JA[f ]. Controls are piecewise constant functions f =
∑100
i=1 aiχi, where
χi is the characteristic function of the interval [(i − 1)T/100, iT/100] and each ai has
normal distribution with unit dispersion. For T = 2pi/3 > pi/2 probability P reaches its
maximum only if the angles (ψ, φ) are such that JA[0] = 1; in this case the exceptional
control f = 0 is a global maximum but not a trap.
6 Conclusions
In this paper we study ultrafast control of a qubit and analyze local extrema of transition
probability in the qubit for a short duration T of the control pulse. Hamiltonian of the
qubit is H = σz +f(t)(vxσx+vyσy). Any control f 6= 0 is not a trap and, moreover, f = 0
is not a trap if at least one of the vectors v = Tr(V σ)/2, r = Tr(ρ0σ), or a0 = Tr(Aσ)
does not belong to the plane Oxy. We show that if v, r, and a0 belong to the plane Oxy
then control f = 0 is a saddle point if the parameters satisfy the relation (17). In this
case the control problem is trap free. Moreover, for any v, r, a0 which satisfy (18) there
exists T˜ such that for all T < T˜ the control problem is trap free.
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In the analysis of this work, we neglect the interaction of the system with the envi-
ronment. Such approximation is reasonable if the duration of the control pulse is smaller
than the typical decoherence time of the system. If decoherence is faster than control
duration then the analysis of the control landscape in the presence of dissipative, e.g.,
Lindbladian dynamics, is needed. Another factor which may affect the structure of the
control landscape is the noise in the control which can influence the landscape by decreas-
ing the maximal objective value [51]. Our analysis uses essentially unitary dynamics and
would requires further explorations for open or noisy quantum systems.
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