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Abstract
Given an undirected n-vertex graph and k pairs of terminal vertices (s1, t1), . . . , (sk, tk),
the k-Disjoint Shortest Paths (k-DSP)-problem asks whether there are k pairwise
vertex-disjoint paths P1, . . . , Pk such that Pi is a shortest si-ti-path for each i ∈ [k]. Recently,
Lochet [arXiv 2019] provided an algorithm that solves k-DSP in nO(k
4
k
) time, answering a
20-year old question about the computational complexity of k-DSP for constant k. On the
one hand, we present an improved O(kn12k·k!+k+1)-time algorithm based on a novel geo-
metric view on this problem. For the special case k = 2, we show that the running time can
be further reduced to O(n2m) by small modifications of the algorithm and a further refined
analysis. On the other hand, we show that k-DSP is W[1]-hard with respect to k, showing
that the dependency of the degree of the polynomial running time on the parameter k is
presumably unavoidable.
1 Introduction
The k-Disjoint Path problem is a fundamental and well-studied combinatorial problem. Given
an undirected graph G and k terminal pairs (si, ti)i∈[k], the question is whether there are pairwise
disjoint1 si-ti-paths Pi for each i ∈ [k]. The problem was shown to be NP-hard by Karp [10]
when k is part of the input. On the positive side Robertson and Seymour [15] provided an
algorithm running in O(n3) time for any constant k. Later, Kawarabayashi et al. [11] improved
the running time to O(n2), again for fixed k. On directed graphs, in contrast, the problem is
NP-hard even for k = 2 [7]. However, on directed acyclic graphs, the problem becomes again
polynomial-time solvable for constant k [7].
Focusing on the undirected case, we study the problem variant where all paths in the solution
have to be shortest paths. This variant was introduced by Eilam-Tzoreff [5].
k Disjoint Shortest Paths (k-DSP)
Input: Given a graph G = (V,E) and k ∈ N pairs of distinct vertices (si, ti)i∈[k].
Task: Find k disjoint paths Pi such that Pi is a shortest si-ti-path for each i ∈ [k].
∗This work was started at the research retreat of the group Algorithmics and Computational Complexity in
September 2019, held in Schloss Neuhausen (Prignitz).
†Supported by the DFG project MATE (NI 369/17).
1Here and in the following this means vertex disjoint.
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Eilam-Tzoreff [5] showed the NP-hardness of k-DSP when k is part of the input. More-
over, Eilam-Tzoreff provided a dynamic-programming based O(n8)-time algorithm for 2-DSP.
This algorithm for 2-DSP works also for positive edge lengths. Recently, Gottschau et al. [8]
and Kobayashi and Sako [12] independently extended this result by providing polynomial-time
algorithms for the case that the edge lengths are non-negative. As for directed graphs, Berczi
and Kobayashi [1] provided a polynomial-time algorithm for strictly positive edge length. Note
that allowing zero-length edges generalizes 2-Disjoint Path on directed graphs, which is NP-
hard [7]. Extending the problem to finding two disjoint si-ti-paths of minimal total length (in
undirected graphs), Bjo¨rklund and Husfeldt [2] provided an algorithm with running time O(n11).
Note that the above polynomial-time algorithms only work for 2-DSP and variants thereof;
the computational complexity of k-DSP with k ≥ 3 was posed as a research challenge [6, open
problem 4.6]. Very recently, Lochet [13] settled this long standing open question by showing that
k-DSP can be solved in nO(k
4
k
) time, that is, polynomial time for every constant k. We provide
a new elegant approach with a novel geometric perspective that simplifies many arguments and
leads to an overall streamlined algorithm with a running time of O(k · n12k·k!+k+1).
Theorem 1. k-DSP can be solved in O(k · n12k·k!+k+1) time.
With small optimizations and a further refined analysis, this results into an O(n2m)-time
algorithm for 2-DSP—improving on the O(n8)-time algorithm of Eilam-Tzoreff [5].
Proposition 1. 2-DSP can be solved in O(n2m) time.
We describe the basic idea of our algorithm and the new geometric tools in Section 2. In
Section 3 we formalize these geometric tools for two paths and prove Proposition 1. In Section 4
we lift these arguments to k > 2 paths. In Section 5 we present our main algorithm and prove
Theorem 1. Finally, in Section 6, we show that k-DSP is W[1]-hard with respect to k. Hence,
under standard assumptions from parameterized complexity, there is no algorithm with running
time f(k)nO(1) for any function f . Thus, polynomial-time algorithms where k does not appear
in the exponent (as the O(n2)-time algorithm for k-Disjoint Path for any constant k [11, 15])
are unlikely to exist for k-DSP. Furthermore, under the Exponential-Time Hypothesis (ETH),
we show that there is no algorithm with running time f(k) · no(k) for any function f .
Theorem 2. k-DSP is W[1]-hard with respect to k. Moreover, assuming ETH, there is no
f(k) · no(k)-time algorithm for k-DSP.
Preliminaries. We set N := {0, 1, 2, . . . , } and [n] := {1, 2, . . . , n}. We always denote
by G = (V,E) a graph (undirected unless said otherwise) and by n and m the number of
vertices and edges in G, respectively.
A path of length ℓ ≥ 0 in a graph G is a sequence of distinct vertices v0v1 . . . vℓ such that
each pair vi−1, vi is connected by an edge in G. The first and last vertex v0 and vℓ are called
the end vertices or ends of P and are denoted by sP and tP . We also say that P is a path
from v0 to vℓ, a path between v0 and vℓ, or a v0-vℓ-path. When no ambiguity arises, we do
not distinguish between a path and its set of vertices. For v,w ∈ P , we denote by P [v,w] the
subpath of P with end vertices v and w. We write A(P ) for the set of arcs {(vi−1, vi) | i ∈ [ℓ]}.
For two vertices v,w, we denote the length of a shortest v-w-path in G by distG(v,w) or
dist(v,w) if the graph is clear from the context. If for all i ∈ [k] there is a path Pi that is a
shortest si-ti-path and disjoint with Pj for all j ∈ [k] \ {i}, then we say that the paths (Pi)i∈[k]
are a solution for an instance (G, (si, ti)i∈[k]) of k-DSP.
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Figure 1: Left side: A simple, undirected graph with four distinguished vertices s1, s2, t1, t2.
The vertex coordinates are written over the vertices. Two shortest paths are highlighted.
Right side: The 2D-arrangement of the vertices with a shortest s1-t1-path highlighted in red
(solid path) and a shortest s2-t2-path highlighted in blue (dashed path). The two rectangles
spanned by s1 and t1 and by s2 and t2 are drawn with gray background and contain the two
shortest paths.
2 The Key Concepts behind our Polynomial-Time Algorithm
In this section, we describe our approach to solve k-DSP in polynomial-time for any fixed k. As
a warm-up, we start with sketching an algorithm for 2-DSP that is based on the same approach.
Solving 2-DSP in the plane. Before describing the algorithm, we show the central geometric
idea behind it. Recall that we want to find two shortest paths P1 and P2 from s1 to t1 and s2
to t2 respectively. We now arrange the vertices on a 2-dimensional grid where the first coordinate
of each vertex is the distance to s1 and the second coordinate the distance to s2; see left side
of Figure 1 for an example graph with the corresponding coordinates and the right side for an
arrangement of the vertices in a grid with a continuous drawing of the paths (drawing straight
lines between points occurring in the paths).
Clearly, with two breadth-first searches from s1 and s2 we can compute the coordinates of
all vertices in linear time. Note that there might be multiple vertices with the same coordinates.
However, at most one vertex per coordinate can be part of a shortest s1-t1- or s2-t2-path.
We assume that the drawings of P1 and P2 cross as displayed in the right side of Figure 1
(the non-crossing case is easier to deal with). Our algorithm solving 2-DSP in this case is as
follows: We distinguish whether the intersection of the drawings of P1 and P2 contain a point
with integer coordinates (that is, our algorithm tries both possibilities).
If the intersection does not have a point with integer coordinates, then it is easy to see
that the intersection of the drawing of P1 and P2 has to be a single point p (with non-integer
coordinates). We guess2 the four coordinate pairs (x, y), (x, y +1), (x+1, y), and (x+1, y+1),
x, y ∈ N, surrounding the intersection point of the drawings of P1 and P2. Note that this
can be done in O(n) time by guessing the vertex on the coordinate pair (x, y). The goal is
now to turn the input graph G into a directed acyclic graph D such that each shortest si-
ti-path in G corresponds to an si-ti-path in D. To this end, we partition the grid into four
areas A1, B1, A2, B2 (each area is defined by one of the guessed points and the closer endpoint
of the path going through the point) and orientate each edge according to the area it lies in
(see left side of Figure 2 for an illustration). An edge {v,w} in the area Ai or Bi, i ∈ [2],
2Whenever we pretend to guess something, the algorithm actually exhaustively tests all possible choices.
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Figure 2: An illustration of the directed acyclic graph using for Proposition 1. The first point p
in the intersection of the drawing of P1 and P2 is marked by a red square. Left side: the case
where areas A1, A2, B1, B2 are close together. Right side: the case where areas A1, A2, B1, B2
are far apart such that both P1 and P2 have to go trough the same diagonal line.
is oriented towards the vertex w with the larger i coordinate. Edges between Ai and Bi are
oriented towards the vertex in Bi. All remaining (unoriented) edges are removed. Note that
this results in a directed acyclic graph. Furthermore, a shortest si-ti-path in G induces an
si-ti-path in D and each si-ti-path in D is a shortest path in G because it is strictly monotone
increasing in the i-coordinate and all strictly monotone increasing paths have the same length
as each path contains one vertex for each integer i-coordinate between the i-coordinates of si
and ti. Observe that in this case the two paths cannot intersect as P1 can only reach vertices
with coordinates in A1 and B1 and P2 can only use vertices with coordinates in A2 and B2.
Hence, one can find P1 and P2 in linear time. Altogether, this gives a running time of O(nm)
in this case.
Assume now that there is a point with integer coordinates in this intersection; this case
requires more work. We assume that if there are two points (x1, y1) and (x2, y2) in the inter-
section of the drawings of P1 and P2, then we have x1 < x2 ⇔ y1 < y2. If this is not the case,
then repeat the algorithm below with swapped s2 and t2. We guess the first point p in the
intersection (note that is has integer coordinates). This can be done in O(n) time by guessing
a vertex on p. Now we arrange the areas slightly different. The areas are defined by p and one
coordinate of s1, t1, s2, t2; see the right side of Figure 2 for an illustration. Edges on the diagonal
between A1 and A2 (and between B1 and B2) going through the point p are oriented towards
the vertex with the larger coordinates. An edge {v,w} in the area Ai \Bj or Bi \Aj is oriented
towards the vertex with the larger i-coordinate. Note that edges on the line in Ai ∩ Bj , i 6= j,
could either be used by P1 or P2 (but not both), meaning that we have to directed the edges to-
wards the vertex with either the larger 1- or 2-coordinate. Since there are only two possibilities
for orienting the edges in A1 ∩B2, there are only four different possibilities to orient the edges
on A1 ∩B2 and A2 ∩B1. We try all four possible orientations and if at least one of them yields
a solution, than we know that there is a solution. All other (unorientated) edge are removed—a
shortest si-ti-path cannot use it. Note that this results for each of the four described cases in a
directed acyclic graph. Furthermore, again a shortest si-ti-path in G induces a si-ti-path in D
and each si-ti-path in D is an shortest path in G.
Finally, we use a O(nm)-time algorithm of Perl and Shiloach [14] for 2-Disjoint Paths on
a DAG to find P1 and P2. Since there are O(n) possibilities for the point p and 4 possibilities
for directing the edges between Ai and Bj , i 6= j, we call O(n) instances of the algorithm of Perl
and Shiloach [14]. Thus, we obtain the following result which is formally proven in Section 3.
Proposition 1. 2-DSP can be solved in O(n2m) time.
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Figure 3: The four cases for the projection of two paths P1 and P2 in the two-dimensional
grid. From left to right: (1) The projection of the paths cross in one point with non-integer
coordinates. (2) The projection of the paths cross in at least one point with integer coordinates.
(3) The rectangles defined by the endpoints of P1 and P2 intersect, but their projections do not.
(4) The rectangles defined by the endpoints of P1 and P2 do not intersect. For each of the two
paths our algorithm guesses the vertices on the positions marked by squares.
Generalizing to k-DSP. We now discuss how to generalize the ideas from above to k-DSP,
where k > 2. One central idea for k = 2 is that the subpaths within the areas A1, A2, B1, B2 (see
Figure 2) can hardly overlap. The only overlap is possible along the borders. In our approach
for k > 2, we simplify this even further by guessing the vertices on each path before and after
the intersection (thus incurring a higher running time). This results in four cases; see Figure 3
for an overview of the cases and the guessed vertices (marked by black squares). It is easy to
see in Figure 3 that in each case no subpath within one gray area can possibly intersect with
a subpath within another gray area. As can be seen in Figure 3, there is only one case where
subpaths of P1 and P2 have to be computed carefully due to possible intersections: Both paths
use the dashed line in the second case from the left. However, this is the part where both paths
are strictly monotone in both coordinates. This is what allowed us for k = 2 to transform the
graph into a DAG3 while preserving the solutions.
Considering k paths, we associate with each vertex v ∈ V a position in the k-dimensional
Euclidean vector space. For brevity, we say that a path has color i if it is strictly monotone in
its i-coordinate. Thus, each path Pj has color j. The problem k-Disjoint Paths on a DAGs
is solvable in polynomial time for constant k [7]. Thus, if we want to find k subpaths from ui
to vi, i ∈ [k], that all have the same color (i. e. for each i ∈ [k] we have that the difference of
the i-th coordinate of ui and vi is dist(ui, vi)), then we can use the algorithm of Fortune et al.
[7]. For completeness, we provide a dynamic program with a precise running time analysis in
Section 5 as Fortune et al. [7] only state “polynomial time”. The general approach to solve
the given k-DSP instance is thus as follows: Split the paths P1, . . . , Pk into f(k) subpaths (i. e.
guess the endpoints of the subpaths) and find a partition of the subpaths such that
(i) subpaths in the same part of the partition share a common color and hence can be com-
puted by the algorithm of Fortune et al. [7] or our dynamic program, and
(ii) subpaths in different parts of the partition cannot intersect.
We remark that this is essentially the same general approach used by Lochet [13]. However, he
does not use the geometric view of the paths (as we do). As a result, even for k = 2 he needs to
split two paths in up to 955 (cf. Lochet [13, Lemma 10]) parts to ensure that no two parts can
intersect. While this constant is certainly not optimized, one can easily see in Figure 3 that our
approach splits the two paths in at most five parts (in second case). Moreover, our geometric
3Both paths being strictly monotone in at least one coordinate is actually sufficient for this transformation.
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Figure 4: Left side: Three paths P1, P2, and P3 such that P1 and P2 intersect in the (1, 2)-
projection and P2 and P3 intersect in the (2, 3)-projection (visualized by the shorter lines on
the paths labeled with the index of the intersecting path). These intersections are the dashed
subpaths in Figure 3 (second picture from the left). Note that P1 and P3 might not intersect
in the (1, 3)-projection, as P1 is not restricted in its 3-coordinate and P3 is not restricted in
its 1 coordinate. Right side: Note that P2[α2, ω2] has all three colors 1, 2, and 3. Thus, we are
again in the two-dimensional situation displayed in Figure 3. Hence, when inspecting the (1, 3)-
projection of P1[α1, ω1] and P2[α2, ω2] and the (1, 3)-projection of P2[α2, ω2] and P3[α3, ω3] there
is at most one intersection (displayed on P1 and P3 by the lines labeled 3→ 2 and 1→ 2). As a
result, the subpath P3[α3, α
′
3] does not intersect with P2, as can be seen in the (1, 3)-projection.
Moreover, the subpath P3[α
′
3, ω
′
3] overlaps with P1 in the (1, 2)-projection and P1[α
′
1, ω
′
1] overlaps
with P3 in the (2, 3)-projection.
view allows us to use a more efficient way of splitting the paths for general k, which we describe
below.
Recall that for k = 2 the two paths P1 and P2 have at most one intersection (point or straight
line); see Figure 3. However, in three dimensions k > 2 this is no longer true as neither P1 nor P2
needs to be monotone in a third dimension. Thus, to exploit the properties shown in Figure 3
for two paths Pi and Pj , we need to project into two dimensions using the i and j coordinate.
Hence, we need to be careful with using proper projections to 2D; see Section 3 for details on the
geometric arguments. As a result, we have the phenomenon that the “intersection”-property
is not transitive; consider the example given in the left side of Figure 4 for a visualization:
here, P1 intersects P2 (case two in Figure 3) and P2 intersects P3 but P1 does not intersect P3.
However, whenever two paths Pi and Pj intersect, then we know that the two subpaths in the
intersection (the dashed part of the paths in Figure 3) have both colors i and j. Thus, we can
use for these subpaths the two-dimensional observations behind Figure 3 with new projections;
see Figure 4 (right side) for an example. We store for each subpath P ′ of Pi the set Φ of all
indices of paths P ′ intersects, that is, Φ is a subset of all colors that P ′ has. Now, if P ′ and Pj
intersect, then there is a subpath of Pj that has colors Φ ∪ {i}. Hence this set Φ of colors
can be seen as a “tower of colors” that is transferred to other paths. Our algorithm transfers
these towers from one path to another as long as possible. These towers will be defined over
permutations of subsets of [k] that encode how these color-towers are produced; see Section 4.
As there are at most k · k! such permutations, this explains the exponent of our algorithm. In
the end, we arrive at the following statement, see Section 5 for a proof.
Theorem 1. k-DSP can be solved in O(k · n12k·k!+k+1) time.
3 The Geometry of Two Shortest Paths
In this section, we formalize and generalize the idea behind the geometric view (visualized in
Figures 1 to 3). We start by introducing our notation for projections. For any ∅ ⊂ I ⊆ [k] and
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any vector x ∈ Rk we denote with xI ∈ R|I| the orthogonal projection of x to the coordinates
in I. That is, xI is the |I|-dimensional vector obtained by deleting all dimensions in x that are
not in I. We usually drop the brackets in the exponent, thus writing e.g., (5, 6, 7, 8, 9)1,3,4 =
(5, 7, 8) or (5, 6, 7)2 = 6. Similarly, for R ⊆ Rk we define RI := {xI | x ∈ R} ⊆ R|I|.
We associate with each vertex v ∈ V a position in the k-dimensional Euclidean vector space.
Formally, #»v := ( #»v i)i∈[k] := (dist(si, v))i∈[k] ∈ Nk and for U ⊆ V we use #»U := { #»u | u ∈ U}.
For the k-DSP-instance at hand, on can compute the positions of each vertex in O(km) using
simple breadth-first-search from each vertex si.
In the following, we will use the following notations for any index set ∅ ⊂ I ⊆ [k]:
v ◦I w :⇐⇒ ∀a ∈ I : #»v a ◦ #»wa for any ◦ ∈ {<,≤,=,≥, >} and vertices v,w
V ◦I W :⇐⇒ { #»v I | v ∈ V } ◦ { #»wI | w ∈W} for any ◦ ∈ {⊂,⊆,=,⊇,⊃} and vertex sets V,W
We further write x ∈I X if there is x′ ∈ X with x′ =I x and x /∈I X otherwise.
Lemma 2. For any pair of vertices v,w ∈ V , we have ‖ #»v − #»w‖∞ ≤ dist(v,w).
Proof. Let P be a shortest v-w-path. Each edge {p, q} of P has ‖ #»p − #»q ‖∞ = 1 and thus by
the triangle inequality ‖ #»v − #»w‖∞ ≤
∑
a∈A(P ) 1 = dist(v,w).
For two vertices u,w ∈ V , define u ⋄ w := {v ∈ V | dist(u, v) + dist(v,w) = dist(u,w)}
to be the set of all vertices that lie on a shortest u-w-path. Similarly, for any x, y ∈ Nk
define x ⋄ y := {z ∈ Rk | ‖x − z‖∞ + ‖z − y‖∞ = ‖x − y‖∞} which is a rectangle whose sides
form an angle of 45◦ with the coordinate axes (see right side of Figure 1).
Definition 3. Let s, t ∈ V with dist(s, t) = ‖ #»s − #»t ‖∞ and P be any shortest s-t-path. We
then call the pair (s, t) and the path P colored. Furthermore, we define C(P ) := C(s, t) := {a ∈
[k] | | #»s a − #»t a| = ‖s− t‖∞} and call (s, t) and P a-colored if a ∈ C(s, t).
Note that, if P is an a-colored path, then P is strictly monotonous in its a-coordinate. Note
that for arbitrary u,w ∈ V we do not always have #        »u ⋄ w ⊆ #»u ⋄ #»w, that is the coordinates of all
vertices on shortest u-w-paths are not necessarily contained in the set of coordinates “spanned”
by #»u and #»w. However, this inclusion holds for colored vertex pairs as shown next:
Lemma 4. Let v,w ∈ V be an a-colored pair. Then, #        »v ⋄ w ⊆ #»v ⋄ #»w.
Proof. Without loss of generality v ≤a w. Let u be an arbitrary vertex in v ⋄ w ⊆ V . Then,
dist(v,w) = dist(v, u) + dist(u,w). Using Lemma 2 twice, we obtain
#»wa = #»v a + dist(v,w) = #»v a + dist(v, u) + dist(u,w) ≥ #»u a + dist(u,w) ≥ #»wa.
Hence, #»u a = #»v a + dist(v, u) and #»wa = #»ua + dist(u,w). Thus it follows from Lemma 2
that dist(v, u) = ‖ #»v − #»u‖∞ and dist(u,w) = ‖ #»v − #»u‖∞. Hence,
‖ #»v − #»w‖∞ = dist(v,w) = dist(v, u) + dist(u,w) = ‖ #»v − #»u‖∞ + ‖ #»u − #»w‖∞.
Thus, #»u ∈ #»v ⋄ #»w and hence #        »v ⋄ w ⊆ #»v ⋄ #»w.
We will usually be concerned with the projection of #»v ⋄ #»w to some set of coordinates I ⊆ [k].
Note in this context that ( #»v ⋄ #»w)I = #»v I ⋄ #»wI .
Of particular interest are projections to 2-dimensional subspaces. Recall that the area
defined by x ⋄ y for x, y ∈ N2 is a rectangle in the plane which sides form an angle of 45◦ to
the coordinate axes as shown in Figure 1 (right). The next simple lemma list the conditions
that must be fulfilled such that two rectangles x ⋄ y and xˆ ⋄ yˆ intersect for x, y, xˆ, yˆ ∈ N2.
These conditions are mainly used to show that certain rectangles are pairwise disjoint (e. g. the
highlighted rectangles in Figure 2 (left side)).
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Lemma 5. Let x, y, xˆ, yˆ ∈ N2. Then x ⋄ y ∩ xˆ ⋄ yˆ 6= ∅ if and only if all of the following hold:
(i) min{x1 − x2, y1 − y2} ≤ max{xˆ1 − xˆ2, yˆ1 − yˆ2},
(ii) min{xˆ1 − xˆ2, yˆ1 − yˆ2} ≤ max{x1 − x2, y1 − y2},
(iii) min{x1 + x2, y1 + y2} ≤ max{xˆ1 + xˆ2, yˆ1 + yˆ2}, and
(iv) min{xˆ1 + xˆ2, yˆ1 + yˆ2} ≤ max{x1 + x2, y1 + y2}.
Proof. Let R1, R2 ⊆ R2 be two axis-parallel rectangles defined by the opposite corners q, r ∈ R2
and qˆ, rˆ ∈ R2. It is easy to see that R1 and R2 intersect if and only if
a) min{q1, r1} ≤ max{qˆ1, rˆ1} and min{qˆ1, rˆ1} ≤ max{q1, r1}
(i. e., there is an overlap in the first coordinate), and
b) min{q2, r2} ≤ max{qˆ2, rˆ2} and min{qˆ2, rˆ2} ≤ max{q2, r2}
(i. e., there is an overlap in the second coordinate).
Since intersection of two rectangles is invariant under rotation and scaling, we simply rotate all
points x ⋄ y and xˆ ⋄ yˆ by 45◦ (and scale it by factor √2) by multiplying all coordinates with the
matrix
R =
[
1 −1
1 1
]
.
Now the above characterization for axis-parallel rectangles translates into the conditions stated
in the lemma.
Let x, y ∈ Nk such that ‖y − x‖∞ = ya − xa for an a ∈ [k]. Then, we can observe the
following properties for any z ∈ x ⋄ y:
Lemma 6. Let x, y ∈ Nk, a, b ∈ [k], and ‖y − x‖∞ = ya − xa. Then z ∈ x ⋄ y implies
za − xa ≥ |zb − xb| ≥ 0 and ya − za ≥ |yb − zb| ≥ 0.
Proof. From the assumptions of the lemma and the definition of x ⋄ y it follows that
ya−xa = ‖y−x‖∞ = ‖y−z‖∞+‖z−x‖∞ ≥ |ya−za|+|za−xa| ≥ (ya−za)+(za−xa) = ya−xa.
Thus, we have equality everywhere, in particular ya− za = ‖y− z‖∞ ≥ |zb − xb| and za − xa =
‖z − x‖∞ ≥ |yb − zb|.
For some a 6= b, consider the projections of an a-colored path Pa and a b-colored path Pb
to the {a, b}-plane, that is, the coordinates of the vertices of the paths are projected to their a-
and b-coordinate and edges are drawn as straight lines between the projected vertices.
The following lemma shows that two vertices of Pa which have the same distance in their a-
and b-coordinate, must lie on a straight line segment of the projection with an angle of 45◦ to
the coordinate axes.
To this end, for any path P we define ζ(P ) ⊂ Rk as the piecewise linear curve connecting
the points of
#»
P in the order given by P .
Lemma 7. Let P be a colored path. Then ζ(P )C(P ) is a straight line segment.
Proof. Let ℓ := ‖ # »sP − # »tP‖∞ and k′ := |C(P )|. P contains exactly ℓ edges, each of which has a
euclidean length of at most
√
k′ in the projection ζ(P )C(P ). Thus the length of ζ(P )C(P ) is at
most ℓ · √k′ which is exactly the euclidean distance between # »sPC(P ) and # »tP C(P ).
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sP tP
tQ
sQ
∂P
̟P
∂Q
̟Q
sP tP
tQ
sQ
sP
tP
tQ
sQ
δQ
Figure 5: Picture of the a, b-projection of an a-colored path p and a b-colored path Q. The
labels are abbreviated as ∂Q = ∂
a,b
Q (P ), ∆ = ∆
a,b(P,Q), etc.
Left side: The case that the two paths a, b-cross but do not share vertices with common a, b-
coordinates (thus αP (Q) = ωP (Q) = ⊥, see Definition 9).
Middle: Illustration of Lemma 13. The dashed black edge is the a, b-crossing of P and Q. The
rectangle areas # »sP ⋄ #  »∂P , #   »̟P ⋄ # »tP , # »sQ ⋄ #  »∂Q, and #   »̟Q ⋄ # »tQ are highlighted in gray. These areas are
pairwise disjoint.
Right side: Illustration of Lemma 19. If P and Q are a, b-noncrossing and δQ 6= ⊥, then the
two shaded areas are disjoint from # »sP ⋄ # »tP .
As a consequence of Lemma 7, the intersection of two paths P,Q in the (C(P ) ∪ C(Q))-
projection is also a straight line segment with an an angle of 45◦ to the coordinate axes as shown
in Figure 1 (right) and Figure 3 case (2).
Lemma 8. Let P and Q be two colored paths, and C ⊆ C(P ) ∪C(Q). Then ζ(P )C ∩ ζ(Q)C is
a (possibly empty) straight line segment.
Proof. Without loss of generality we assume C = [|C|] for ease of notation. Note that ζ(Pa) and
ζ(Pb) are piecewise linear curves. Moreover, for any two points x, y ∈ ζ(P ), we have ‖x−y‖∞ =
|xa − ya| for all a ∈ C(P ) and for any two points x, y ∈ ζ(Q), we have ‖x− y‖∞ = |xb − yb| for
all b ∈ C(Q) (cf. Lemma 4). So for x, y ∈ Rk with {xC , yC} ⊆ ζ(P )C ∩ ζ(Q)C , it follows that
|xa− ya| = ‖x− y‖∞ = |xb− yb| for all a ∈ C ∩C(P ), b ∈ C ∩C(Q). Therefore C(x, y) ⊇ C the
claim follows by by Lemma 7.
Note that even if ζ(P )C(P )∪C(Q) ∩ ζ(Q)C(P )∪C(Q) is non-empty, it needs not contain points
from N|C(P )∪C(Q)|, see left side of Figure 5 for an example. In the following, we define the first
and last vertices of P and Q on their crossing as well as the coordinates of the vertices before
and after their crossing.
Definition 9. Let P,Q be two colored paths, a ∈ C(P ), and b ∈ C(Q). We say P and Q are
a, b-crossing if the intersection X := ζ(P )a,b ∩ ζ(Q)a,b is non-empty. If X = ∅, they are called
a, b-noncrossing.
If
#»
P
a,b ∩X 6= ∅, then we define αa,bP (Q) (resp. ωa,bP (Q)) as the first (resp. last) vertex v of P
with va,b ∈ X. In all other cases set αa,bP (Q) := ωa,bP (Q) := ⊥.
If P and Q cross, we further define ∂a,bP (Q) (resp. ̟
a,b
P (Q)) as the last (resp. first) vertex
of P before (resp. after) that intersection. If no such vertex exists, we set ∂a,bP (Q) := ⊥ resp.
∂a,bQ (P ) := ⊥.
In all these notations we will omit a, b, and Q if it is clear from context.
9
Observation 10. If P,Q are two paths with αa,bP (Q) 6= ⊥, then P [αa,bP (Q), ωa,bP (Q)] =a,b
P [αa,bQ (P ), ω
a,b
Q (P )]. In particular, both of these subpaths are a, b-colored.
If P and Q are a, b-crossing, then Observation 10 characterizes the behavior of the “crossing
subpaths”. Let us now consider the remaining path segments before and after the crossing. By
Lemma 4 these segments have to lie in the rectangle areas # »sP ⋄
#             »
∂a,bP (Q),
#               »
̟a,bP (Q)⋄
# »
tP ,
# »sQ⋄
#             »
∂a,bQ (P ),
and
#               »
̟a,bQ (P ) ⋄
# »
tQ which are displayed in Figure 5 (left and middle). We can show that these
areas are pairwise disjoint. For this, we need the following two observations.
Observation 11. P,Q be two a, b-crossing paths with ∂a,bP (Q) 6= ⊥ and ∂a,bQ (P ) 6= ⊥. Then we
have that
#             »
∂a,bP (Q)
b
≥
#             »
∂a,bQ (P )
b
and
#             »
∂a,bQ (P )
a
≥
#             »
∂a,bP (Q)
a
.
Proof. Take z ∈ ζ(P )a,b ∩ ζ(Q)a,b to have minimal a-coordinate. Assume without loss of gener-
ality a ∈ C(P ), then it is not difficult to see that∥∥∥z − #  »∂P a,b
∥∥∥
∞
≤
∥∥∥z − #  »∂Qa,b
∥∥∥
∞
and since ζ(Q) is strictly increasing in its b-coordinate, we can infer
zb − #  »∂P b ≤
∥∥∥z − #  »∂P a,b
∥∥∥
∞
≤
∥∥∥z − #  »∂Qa,b
∥∥∥
∞
= zb − #  »∂Qb.
This yields
#  »
∂P
b ≥ #  »∂Qb and the second inequality follows analogously.
Observation 12. Let a, b ∈ [k] and let (v,w) be an a-colored pair of vertices with v <a w.
Then #»wa − #»wb ≥ #»v a − #»v b.
Proof. By Lemma 2, #»wb − #»v b ≤ dist(v,w) = #»wa − #»v a.
We can now prove, that the “allowed” areas of P and Q before and after their crossing have
to be pairwise disjoint.
Lemma 13. Let P and Q be two a, b-crossing paths. Then the sets
(
# »sP ⋄
#             »
∂a,bP (Q)
)a,b
,
(
#               »
̟a,bP (Q) ⋄
# »
tP
)a,b
,
(
# »sQ ⋄
#             »
∂a,bQ (P )
)a,b
, and
(
#               »
̟a,bQ (P ) ⋄
# »
tQ
)a,b
are pairwise disjoint (or undefined).
Proof. Without loss of generality P is a-colored, Q b-colored and sP <
a tP and sQ <
b tQ. We
will further assume that all the above sets are defined, i.e. ⊥ /∈ {∂P , ∂Q,̟P ,̟Q}. By Lemma 6,
for any x ∈ # »sP ⋄ #  »∂P and y ∈ #   »̟P ⋄ # »tP we have x ≤ #  »∂P a < #   »̟P a ≤ ya, thus
(
# »sP ⋄ #  »∂P
)a,b ∩(
#   »̟P ⋄ # »tP
)a,b
= ∅ and analogously for Q.
We will now show that
(
# »sP ⋄ #  »∂P
)a,b
∩
(
# »sQ ⋄ #  »∂Q
)a,b
= ∅. To this end, it suffices to show that
condition (ii) of Lemma 5 is violated with x = # »sP
a,b, y =
#  »
∂P
a,b
, xˆ = # »sQ
a,b, and yˆ =
#  »
∂Q
a,b
. By
Observation 12 we have max{ # »sP a− # »sP b, #  »∂P a− #  »∂P b} = #  »∂P a− #  »∂P b and min{ # »sQa− # »sQb, #  »∂Qa− #  »∂Qb} =
#  »
∂Q
a − #  »∂Qb. Since #  »∂P a,b 6= #  »∂Qa,b, Observation 11 gives us ∂P >b ∂Q or ∂Q >a ∂P . Hence,
#  »
∂P
b
+
#  »
∂Q
a
>
#  »
∂P
a
+
#  »
∂Q
b
and thus
#  »
∂P
a − #  »∂P b < #  »∂Qa − #  »∂Qb, proving the desired inequality.
The remaining cases
(
# »sP ⋄ #  »∂P
)a,b
∩ ( #   »̟Q ⋄ # »tQ)a,b = ∅,
(
# »sQ ⋄ #  »∂Q
)a,b
∩ ( #   »̟P ⋄ # »tP )a,b = ∅,
and
(
#   »̟P ⋄ # »tP
)a,b ∩ ( #   »̟Q ⋄ # »tQ)a,b = ∅ follow by reverting the path P , and/or Q and then using
an analogous argument.
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Unfortunately, when P and Q are a, b-noncrossing, then sP ⋄ tP and sQ ⋄ tQ are not disjoint
in general, see for example Figure 5 (right). To deal with this case, we show that when splitting
one path into two subpaths at the vertex δQ (see Figure 5 (right)), then we get the desired
properties that the respective rectangles do not intersect.
Definition 14. Let P,Q be two colored paths and a, b ∈ [k]. The common a, b-area of P and Q
is ∆a,b(P,Q) := ( # »sP ⋄ # »tP )a,b ∩ ( # »sQ ⋄ # »tQ)a,b.
Observation 15. Let P,Q be two colored paths, and a ∈ C(P ) and b ∈ C(Q) such that P,Q are
a, b-noncrossing. If the common area ∆a,b(P,Q) is non-empty, then it contains the projection
of an end vertex of exactly one of the paths.
Proof. Let XP be the endpoints of ζ
a,b
P ∩∆a,b(P,Q) and XQ the endpoints of ζa,bQ ∩∆a,b(P,Q).
If ∆a,b(P,Q) either contains an end vertex of P and of Q, or of neither of them, then it is
not difficult to see that the elements of XP and YP occur alternatingly along the boundary
of ∆a,b(P,Q). This of course implies that ζa,bP and ζ
a,b
Q must then intersect, i.e. P and Q are
crossing.
Definition 16. Let P be an a-colored path and Q a b-colored path where (without loss of
generality) sQ <
b tQ. Define B := {v ∈ V | v =a sQ ∧ v <b sQ} ∪ {v ∈ V | v =a tQ ∧ v >b tQ}.
Define δa,bP (Q) as the unique vertex in P ∩B or as ⊥ if that intersection is empty.
Observation 17. δa,bP (Q) is well-defined.
Proof. Since P is strictly ascending in the a-coordinate, it can clearly contain at most one point
from B1 := {v ∈ V | v =a sQ ∧ v <b sQ} and from B2 := {v ∈ V | v =a tQ ∧ v >b tQ}.
So it remains to show that it can not intersect both sets. For this, observe that for any
b1 ∈ B1, b2 ∈ B2 we have by Lemma 6 |bb1 − bb2| > |sbQ − tbQ| ≥ |saQ − taQ| = |ba1 − ba2|, therefore
(b1, b2) is not a-colored an can thus {b1, b2} * P .
Lemma 18. If P,Q are a, b-noncrossing paths with ∆a,b(P,Q) 6= ∅, then δa,bP (Q) 6= ⊥ or
δa,bQ (P ) 6= ⊥.
Proof. We may assume without loss of generality {a, b} = [2] and that sP <a tP is a-colored
and sQ <
b tQ is b-colored. Suppose for contradiction that δ
a,b
P (Q) = δ
a,b
Q (P ) = ⊥. Since P,Q
are a, b-noncrossing and δa,bQ (P ) = ⊥, the path Q must be entirely on one side of the curve
ζ(P )a,b ∪ {x ∈ N2 | xb = sP ∧ xa < sP} ∪ {x ∈ N2 | xb = tP ∧ xa > tP}, assume without
loss of generality that P (and thus in particular tQ) is located on the side containing (0, 0).
Since δa,bP (Q) = ⊥, we must also have tQ <a sP or tQ >a tP , without loss of generality the
latter. Thus tQ >
a tP and tQ <
b tP . Then by Lemma 6 any point x ∈ ∆a,b(P,Q) must satisfy
# »
tQ
a − xa > # »tP a − xa ≥ | # »tP b − xb| ≥ # »tP b − xb > # »tQb − xb ≥ | # »tQa − xa|, a contradiction to the
assumption that such a point exists.
The next lemma shows that if P and Pb are not crossing but have a common area ∆a,b, then
the path which end vertex lies not in the common area ∆a,b does not enter ∆a,b at all.
Lemma 19. If P is an a-colored path and Q a b-colored path with δa,bP (Q) 6= ⊥, then
(
# »sQ ⋄ # »tQ
)a,b
is disjoint from
(
# »sP ⋄
#             »
δa,bP (Q)
)a,b
∪
(
#             »
δa,bP (Q) ⋄
# »
tP
)a,b
.
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Proof. Write δ := δa,bP (Q). Due to symmetry it suffices to prove that
(
# »sQ ⋄ # »tQ
)a,b
is disjoint
from
(
# »sP ⋄ #»δ
)a,b
and we may further assume that δ =a tQ, δ >
b tQ. To this end we will use
Lemma 5 with x = # »sP
a,b, y =
#»
δ
a,b
, xˆ = # »sQ
a,b, yˆ =
# »
tQ
a,b
, yielding
max{ # »sP a − # »sP b, #»δ a − #»δ b} Obs. 12= #»δ a − #»δ b < # »tQa − # »tQb Obs. 12= min{ # »sQa − # »sQb, # »tQa − # »tQb}.
Thus, condition (ii) of Lemma 5 is violated and hence ( # »sP ⋄ #»δ )a,b ∩ ( # »sQ ⋄ # »tQ)a,b = ∅.
Definition 20. Let P be an a-colored sP -tP -path and Q a b-colored sQ-tQ-path. We then
define
Ca,bP (Q) := {sP , tP , µa,bP (Q) | µ ∈ {α, ω, ∂,̟, δ}} \ {⊥}.
The next proposition shows the sets Ca,bP (Q) and Ca,bQ (P ) “characterize” the crossing of P
and Q in the sense that any two shortest paths using these vertices have exactly the same vertex
coordinates in the crossing.
Proposition 21. Let P and P ′ be a-colored sP -tP -paths, and let Q and Q
′ be b-colored sQ-tQ-
paths. If Ca,bP (Q) ⊆ P ′ and Ca,bQ (P ) ⊆ Q′, then {v ∈ P ′ | v ∈a,b Q′} =a,b {v ∈ P | v ∈a,b Q}.
Proof. Let R be the subpath of P that starts at αa,bP (Q) and ends at ω
a,b
P (Q) (or R = ∅ if
αP = ωP = ⊥). From the definition of α and ω and Lemma 8, it follows that {v ∈ P | v ∈a,b
Q} =a,b #»R. We now consider the two cases whether or not P and Q a, b-cross.
Case 1: P and Q are a, b-crossing. It follows from Lemma 4 that the subpaths of P ′ from sP
to ∂P and from ̟P to tP use only coordinates from
# »sP ⋄ #  »∂P and #   »̟P ⋄ # »tP , respectively. As the
analog statement holds for the corresponding subpaths of Q′, it follows from Lemma 13, that
all these subpaths do not intersect in the projection to the a-b-plane. It remains to consider
the subpath from αP to ωP . Now if αP = ωP = ⊥, then we are clearly done as {v ∈ P ′ | v ∈a,b
Q′} =a,b= ∅ = #»R. Otherwise, by Lemma 7 and Lemma 8, #»Ra,b is a straight diagonal line which
# »
P ′
a,b
and
# »
Q′
a,b
must follow too, hence {v ∈ P ′ | v ∈a,b Q′} =a,b #»R.
Case 2: Pa and Pb are a, b-noncrossing. Thus, ∅ = #»R. Observe that {v ∈ P ′ | v ∈a,b Q′}a,b ⊆
∆a,b(P,Q). Now if ∆a,b(P,Q) = ∅, then clearly {v ∈ P ′ | v ∈a,b Q′} =a,b= ∅. Otherwise, by
Lemma 18 and Lemma 19
We conclude this section with a proof of the claimed (in Section 2) running time for 2-DSP.
Proposition 1. 2-DSP can be solved in O(n2m) time.
Proof. Let I := (G = (V,E), k, ((s1, t1), (s2, t2)) be an instance of 2-DSP. Compute
#»v for all
v ∈ V via breath-first search in O(n+m) time. We assume without loss of generality that G is
connected. To ensure that we report I being a yes-instance only if I is indeed a yes-instance,
we perform a sanity-check in the very end to verify that our guesses were correct. Hence, we
only need to show that we find in O(n2m) a solution to I if there is one.
To this end, assume there are disjoint shortest si-ti-paths Pi for i ∈ [2]. By Lemma 8 we
have three cases.
(Case 1): ζ(P1) ∩ ζ(P2) is empty. If (s1, t1) and (s2, t2) are avoiding, then, by Lemma 24,
a solution can easily be found by two independent breadth-first-searches. Otherwise, we guess
in O(n) time the vertex δ1,2P1 (P2) on P1 or δ
2,1
P2
(P1) on P2 from Definition 16. By Lemma 18, at
least one of them exists (assume without loss of generality that δ1,2P1 (P2) exists). By Lemma 19,
δ1,2P1 (P2) 6= ⊥ and any shortest s1-δ
1,2
P1
(P2)-path (δ
1,2
P1
(P2)-t1-path) is vertex disjoint from any
shortest s2-t2-path. Hence, we now can check in O(m) time whether I is a yes-instance.
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(Case 2): ζ(P1) ∩ ζ(P2) has no point with integer coordinates. Then, we guess the four
points surrounding ζ(P1)∩ ζ(P2) in O(n) time. This can be done in O(n) time by guessing the
vertex ∂1,2P1 (P2) and branch into O(1) cases. Let psi and pti be the guessed points used by Pi
such that #  »psi
i+1 = # »pti
i, for i ∈ [2]. Now we construct a directed graph D on the vertices V such
that there is an arc (v,w) if {v,w} ∈ E, #»v i + 1 = #»wi, and #           »{v,w} ⊆ #»si ⋄ psi ∪ pst ⋄ #»ti for some
i ∈ [2]. Note that D is acyclic and that each si-ti-path in D corresponds (same set of vertices)
to a shortest si-ti-path in G, and has an arc (v,w) such that
#»v = ps1 and
#»w = ps2 . Hence, by
Lemma 13 we can simply use two breadth-first-searches from s1 and s2 to find a solution.
(Case 3): ζ(P1) ∩ ζ(P2) has at least one point with integer coordinates. We guess in O(n)
time the discrete point p ∈ ζ(P1)1,2 ∩ ζ(P2)1,2 such that #»p 1 is minimized. Let Ai := #»si ⋄ #»p and
Bi :=
#»p ⋄ #»ti , for all i ∈ [2]. Now we construct a directed acyclic graph D on the vertices V such
that there is an arc (v,w) if for some i ∈ [2] we have (1) {v,w} ∈ E, (2) #»v i + 1 = #»wi, and (3)
#»v ∈ Ai\Bi and #»w ∈ Ai or #»v ∈ Bi and #»w ∈ Bi\Ai. To add the edges with coordinates in Ai∩Bj
to D, we observe that all such edges can only be used by either P1 or P2, for each {i, j} = [2].
Thus, we branch in four cases add edge the edges accordingly. Note that D is acyclic and that
each si-ti-path in D corresponds to a shortest si-ti-path in G going through point p. Hence, by
Lemma 13 I is yes-instance if and only if there are disjoint si-ti-path in D, for all i ∈ [2]. Thus,
we apply an O(nm)-time algorithm of Perl and Shiloach [14] for 2-Disjoint Paths on a DAG.
This yields total running time is O(n2m).
4 The Geometry of Many Shortest Paths
In the previous section, we looked at two shortest paths P and Q from sP to tP and sQ and tQ
respectively. We showed that selecting at most six vertices from P and Q (three per path; see
Definition 20) is sufficient to ensures that each pair of shortest sP -tP - and sQ-tQ-paths that
also contain the vertices Ca,bP (Q) and Ca,bQ (P ), respectively, “behave” like P and Q in the sense
of using the same coordinates or not (see Proposition 21). In this section, we define a set C,
|C| ∈ O(k · k!), that basically ensures the same properties for k paths. To formalize our goal in
this section, we introduce the concept of avoiding paths.
Definition 22 (I-avoiding). Let ∅ ⊂ I ⊆ [k]. We say that two paths P and Q are I-avoiding
if p /∈I Q holds for every internal vertex p of P and q /∈I P for every internal vertex q of Q.
We further call two vertex pairs (sp, tp) and (sq, tq) I-avoiding, if (
#»sp
I ⋄ #»tpI) ∩ ( #»sqI ⋄ #»tqI) ⊆
{ #»spI , #»tpI} ∩ { #»sqI , #»tqI}.
Note that being I-avoiding implies being I ′-avoiding for all I ′ ⊇ I. We use avoiding as a
shorthand for [k]-avoiding. The reason for defining avoiding in such a way that the endpoints
of the paths play a special role is as follows: When partitioning a colored path P = v1 . . . vℓ
into two subpaths P ′ = v1 . . . vj and P
′′ = vjvj+1 . . . vn, then these two subpaths obviously
share exactly one vertex, namely vj . However, we still want to call the pairs (
#»v1,
#»vj) and (
#»vj ,
#»vℓ)
avoiding since these two subpaths cannot have any other intersection besides #»vj . (Recall that P
is colored and thus also a shortest path.)
Two paths P1 and P2 are internally disjoint if neither of them contains an internal vertex of
the other path. Avoiding paths are clearly internally disjoint.
Observation 23. Let P,Q be two avoiding paths. Then P is internally disjoint from Q.
Moreover, avoiding vertex pairs (s, t) and (u,w) ensure that the corresponding shortest s-t-
and u-v-paths are internally disjoint.
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Lemma 24. Let (s, t) and (u,w) be two colored pairs of vertices. If (s, t) and (u,w) are avoiding,
then each shortest s-t-path is internally disjoint from each shortest u-w-path.
Proof. Follows from Lemma 4.
With the notation of avoiding pairs, we can formulate our goal for this section. To this end,
fix a solution P = (Pi)i∈[k] for the k-DSP instance (G, (si, ti)i∈[k]), that is, Pi is the si-ti-path in
this solution. Essentially, we want to partition the paths in P into subpaths and assign labels
(subsets of [k]) to each subpath such that the following holds:
(1.) Let P be a subpath with labels Φ ⊆ [k]. For each a ∈ Φ, P is a-colored.
(2.) Let P and Q be a subpaths from sP to tP and sQ and tQ with labels ΦP ,ΦQ ⊆ [k]
respectively. If ΦP 6= ΦQ, then (sP , tP ) and (sQ, tQ) are avoiding.
Note that (2.) will be the central argument in our algorithm for k-DSP. The algorithm guesses
the endpoints of these subpaths and based on (2.), the algorithm can compute the interior
points of subpaths with different label set independently of each other.
Note that for k = 2 the partition of P1 and P2 along the sets Ca,bP (Q) and Ca,bQ (P ), respectively,
satisfies the above two points: Each subpath of Pi, i ∈ [2], has label i. Moreover, the subpaths
between the α and ω-vertices have both labels 1 and 2. Hence, point 1 above is satisfied.
Furthermore, point 2 essentially follows from Proposition 21.
We now generalize this to arbitrary fixes k. The basic idea behind for defining this set C
along which the paths in P are partitioned is depicted in Figure 4: Initially, each path Pi has
label i. Whenever two paths Pi and Pj in the solution intersect in the (i, j)-projection (that
is, we have α and ω vertices), then the subpaths in the intersection gets both labels i and j.
If a third path P ′ also intersects with the subpath of Pj that intersects with Pi, then we try
to use the intersections to move the label i via path Pj to some subpath of P
′. Generalizing
this, we consider for each σ = (ℓ1, . . . , ℓh) whether label ℓ1 could be “transported” from Pℓ1
to Pℓ2 , from Pℓ2 to Pℓ3 , . . ., and from Pℓh−1 to Pℓh−1 . The reason for doing it this way is that we
will have for each such path σ = (ℓ1, . . . , ℓh) at most one consecutive subpath on Pℓh that has
label ℓ1 transported via σ. While the idea of transporting labels would also work with triplets
(transport label a via path Pb to path Pc), we do not have any bound on the number of resulting
subpaths (as for each triplets there might be many such subpaths).
We next define the set C. To this end, we need further notation. Let τ = (ℓ1, . . . , lh) be
a tuple. We define set(τ) := {ℓ1, . . . , ℓh} to be the set with all entries of τ . For a path P =
v0 . . . , vh and 1 ≤ i < j ≤ h let P [vi, vj] := vi . . . vj be the subpath of P with endpoints vi
and vj. The crossing set C for each permutation σ of each Φ ∈ [k] is recursively defined as
follows.
Definition 25. For each Φ ⊆ [k] and each permutation σ = (ℓ1, . . . , ℓh) of Φ set:
• If h = 1 with σ = (i), then set Cσ := T (σ) := {si, ti}.
• If h = 2 with σ = (i, j), then set T (σ) := {αi,jPj (Pi), ω
i,j
Pj
(Pi)}, and Cσ := Ci,jPj (Pi) .
• If h ≥ 3, then let σstart := (ℓ1, . . . , ℓh−1), σend := (ℓ2, . . . , ℓh). If T (σstart) = {⊥}
or T (σend) = {⊥} or Q := Pℓh−1 [T (σstart)] ∩ Pℓh−1 [T ((ℓh, ℓh−1))] = ∅, then set T (σ) :=
Cσ := {⊥}. Otherwise, let P := Pℓh [T (σend)]. Then set T (σ) := {αℓ1,ℓhP (Q), ωℓ1,ℓhP (Q)}.
Moreover, set Cσ := Cℓ1,ℓhP (Q) ∪ Cℓ1,ℓhQ (P ).
The set C := ⋃σ Cσ is the crossing set of P.
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Observation 26. Let σ := (ℓ1, . . . , ℓh) be any permutation of any Φ ⊆ [k]. If T (σ) 6= {⊥},
then
(i) T (σ) ⊆ Pℓh , and
(ii) T (σ) is c-colored for each c ∈ Φ.
In particular, Definition 25 is valid.
Proof. Both claims can be checked by induction over h. (i) directly follows from P ⊆ Pℓh and
Q ⊆ Qℓh , whereas (ii) follows from Observation 10.
Observation 27. Let σ := (ℓ1, . . . , ℓh) be any permutation of any Φ ⊆ [k] with |Φ| = h ≥ 2.
If T (σ) 6= {⊥}, then Pℓh [T (σ)] ⊆ Pℓh [T (σend)] where σend := (ℓ2, . . . , ℓh).
Proof. Clear from Definition 25 since T (σ) ⊆ P .
As subsequently shown, when transporting the labels via a permutation σ = (ℓ1, . . . , ℓh), the
intersecting subpath in the target path Pℓh agrees in all coordinates in set(σ) with the subpath
of Pℓh−1 where the label is transported from.
Lemma 28. Let σ := (ℓ1, . . . , ℓh) be any permutation of any Φ ⊆ [k] with |Φ| = h ≥
2. If T (σ) 6= {⊥}, then Pℓh [T (σ)] =Φ Q′ for some subpath Q′ of Q := Pℓh−1 [T (σstart)] ∩
Pℓh−1 [T ((ℓh, ℓh−1))] where σstart := (ℓ1, . . . , ℓh−1).
Proof. We will prove the claim by induction. For h = 2 this follows from Observation 10. So
assume now h ≥ 3. Let σend := (ℓ2, . . . , ℓh). By Observation 27, Pℓh [T (σ)] ⊆ Pℓh [T (σend)] and
thus, by the induction hypothesis applied to σend, there is a subpathR
′ of Pℓh−1 [T ((ℓ2, . . . , ℓh−1))]∩
Pℓh−1 [T ((ℓh, ℓh−1))] with Pℓh [T (σ)] =σend R′. Furthermore, by Definition 25 and Observation 10,
Pℓh [T (σ)] =ℓ1,ℓh Q′ for some subpath Q′ of Q.
Note that R′ =ℓh Pℓh [T (σ)] =ℓh Q′ and that R′ and Q′ are both subpaths of Q. Since
Q ⊆ Pℓh−1 [T ((ℓh, ℓh−1))] is ℓh-colored by Observation 26, this implies R′ = Q′, proving the
claim.
We next formalize the notions used in the context of the intersection of C with the paths P.
Definition 29. An i-marble path T is a set vertices such that {si, ti} ⊆ T and for each u, v ∈ T
the pair (u, v) is i-colored. A segment S of a i-marble path T is a subset of T containing two
vertices denoted start(S) and end(S) and all vertices v ∈ T with start(S) <i v <i end(S). A
segment is minimal if it contains exactly two vertices.
We say a segment is i-colored, if (start(S), end(S)) is i-colored. We say two segments S, S′
are avoiding if the minimal subsegments of S and S′ are pairwise avoiding.
We say a path P follows S if it is i-colored, has end vertices start(S) and end(S), and
S ⊆ V (P ).
Lemma 30. If S and U are avoiding segments and S′ ⊇ S, U ′ ⊇ U are segments with
start(S′) = start(S), end(S′) = end(S), start(U ′) = start(U), end(U ′) = end(U), then S′
and U ′ are avoiding.
Proof. This is implied by the fact that each path following S′ also follows S and each path
following U ′ also follows U .
Lemma 31. Let P,Q be two paths of color a and b, respectively, with αa,bP (Q) = ⊥. Then
Ca,bP (Q) and Ca,bQ (P ) are avoiding.
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Proof. Follows from Proposition 21 since {v ∈ P | v ∈a,b Q} = ∅.
Lemma 32. Let P,Q be two paths of color a and b, respectively, with αa,bP (Q) 6= ⊥. Then
{sP , αa,bP (Q)} and Ca,bQ (P ) as well as {ωa,bP (Q), tP } and Ca,bQ (P ) are avoiding.
Proof. Let v := αa,bP (Q), P
′ any path following {sP , v}, and Q′ any path following Ca,bQ (P ).
Then
# »
P ′
a,b ∩ # »Q′a,b = { #»v a,b} by Proposition 21. Since v ∈a,b Ca,bQ (P ), this implies that Ca,bQ (P )
and {sP , v} are avoiding. Analogously, Ca,bQ (P ) and {ωa,bP (Q), tj} are avoiding.
Lemma 33. Let σ = (g = ℓ1, . . . , ℓh−1 = i, ℓh = j) be a permutation of Φ ⊆ [k], h = |Φ| > 1
and let σstart = (ℓ1, . . . , ℓh−1).
(i) If T (σ) = {⊥} and T (σstart) 6= {⊥}, then Pi[T (σstart)] ∩ C and Pj ∩ C are avoiding.
(ii) If T (σ) = {u, v} 6= {⊥} with u <j v, then Pi[T (σstart)] ∩ C and Pj [sj, u] ∩ C as well as
Pi[T (σstart)] ∩ C and Pj [v, tj ] ∩ C are avoiding.
Proof. We will prove the claim by induction on h.
Base case: h = 2 and hence g = i. Then Pi[T (σstart)] = Pi.
(i) Since T (σ) = {⊥}, we have αi,jPj(Pi) = ⊥. By Lemma 31, C
i,j
Pi
(Pj) and Ci,jPj (Pi) are avoiding.
By Definition 25, Ci,jPi (Pj) ∪ C
i,j
Pj
(Pi) ⊆ C. Thus, the statement follows from Lemma 30.
(ii) Since σ = (i, j), we have u = αi,jPj (Pi) and v = ω
i,j
Pj
(Pi). By Lemma 32, Ci,jPi (Pj) and {sj , u}
as well as Ci,jPi (Pj) and {v, tj} are avoiding. Thus the claim follows by Lemma 30.
Induction step: Assume that for all 1 < h′ < h the statement is true.
(i) Let Ri and Rj be minimal segments of Pi[T (σstart)] ∩ C and Pj ∩ C, respectively. Set
σ′ := σend = (ℓ2, . . . , ℓh) and σ
′
start := (ℓ2, . . . , i). By Definition 25, there are three
possible cases.
(1) T (σend) = ∅. Note that by Observation 27 Pi[T (σ′start)] ⊇ Pi[T (σstart)] 6= ∅. Thus we
may apply the induction hypothesis (i) to σ′ to see that Pi[T (σ′start)] ∩ C and Pj ∩ C
are avoiding. By Observation 27 this implies the claim.
(2) ∅ = Q := Pi[T (σstart)] ∩ Pi[T ((j, i))]. By the base case (ii) applied to ((j, i)), Pj ∩ C
avoids both, Pi[si, α
i,j
Pi
(Pj)] ∩ C and Pi[ωi,jPi (Pj), ti] ∩ C. In particular, Pj ∩ C avoids
Pi[T (σstart)] ∩ C.
(3) αg,j
Pj [T (σend)]
(Q) = ⊥. By Lemma 31, Cg,j
Pj [T (σend)]
(Q) and Cg,jQ (Pj [T (σend)]) are avoiding.
As in (2), any minimal segment of Pi[T (σstart)] ∩ C that is not contained in Q clearly
avoids Pj∩C. Furthermore, by the induction hypothesis (ii) applied to σ′, any minimal
segment of Pj ∩ C that is not contained in Pj [T (σend)] avoids Pi[T (σstart)] ∩ C and
thus Q ∩ C. Thus, as Cg,j
Pj [T (σend)]
(Q) ⊆ C and Cg,jQ (Pj [T (σend)]) ⊆ C, Pj ∩ C and
Pi[T (σstart)] ∩ C are avoiding.
(ii) Take any pair of minimal subsegments Ri ⊆ Pi[T (σstart)] ∩ C and Rj ⊆ Pj [sj , u] ∩ C (the
case with Rj ⊆ Pj [v, tj ] is symmetric). We need to show that Ri, Rj are avoiding.
If Ri * Pi[T ((j, i))], then the claim follows by Lemma 32 as in the base case, so assume
Ri ⊆ Q := Pi[T (σstart)] ∩ Pi[T ((j, i))].
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Furthermore, if T (σend) = {⊥}, then we can apply induction hypothesis (i) to σ′ :=
σend to see that Pi[T (σ′start)] ∩ C and Pj ∩ C are avoiding, and thus the claim follows by
Observation 27.
So let now T (σend) 6= {⊥}. If Rj ⊆ Pj [T (σend)], then the claim again follows by Lemma 32.
Otherwise set σ′ := σend and σ
′
start := (ℓ2, . . . , i). Since Rj * Pj[T (σ′)] we must have
Rj ⊆ Pj [sj , start(T (σ′))]. By Observation 27, we have Ri ⊆ Pi[T (σstart)] ⊆ Pi[T (σ′start)].
Since T (σ′) 6= {⊥}, we may then apply the induction hypothesis (ii) to σ′, concluding the
proof.
To prove the central statement of this section, we need to formalize the labels of a segment.
To this end, let Si be a segment of Pi. Then set
labels [Si] := {a | ∃σ = (a = ℓ1, . . . , ℓh = i), h ≥ 1: Si ⊆ Pi[T (σ)].}
Proposition 34. For i, j ∈ [k] let Si ⊆ V (Pi)∩C and Sj ⊆ V (Pj)∩C be two minimal segments.
If labels [Si] 6= labels [Sj ], then Si and Sj are avoiding.
Proof. Observe that if i /∈ labels [Sj ], then either (i) T ((i, j)) = {⊥} or (ii) T ((i, j)) 6= {⊥}
and Sj ∩ Tj [T ((i, j))] = ∅. Thus, by Lemma 33, we have that Sj is avoiding from each minimal
segment of Ti[T ((i))] = Ti. Hence, Si and Sj are avoiding. The case j /∈ labels [Si] is analogous.
It remains to consider the case where {i, j} ⊆ labels [Si] ∩ labels [Sj]. Without loss of gener-
ality, let d ∈ labels [Si] \ labels [Sj ]. This implies that there exists a permutation σ = (ℓ1, . . . , ℓh)
of Φ = {ℓ1, . . . , ℓh} such that: ℓ1 = d and ℓh = i, T (σ) 6= {⊥}, and Si ⊆ Ti[T (σ)]. We now
distinguish between the two cases j ∈ Φ and j /∈ Φ.
Case j /∈ Φ: We consider the permutation σ′ := (d = ℓ1, ℓ2, . . . , ℓh = i, j). Let T (σ′) 6=
{⊥}. Then, Sj ⊆ Tj \ Tj [T (σ′)]. By Lemma 33(ii), we have that Sj is avoiding from each
minimal segment of Ti[T (σ)]. Since Si ⊆ Ti[T (σ)], it follows that Si and Sj are avoiding. Now
let T (σ′) = {⊥}. Then, by Lemma 33(i), we have that Si ⊆ Ti[T (σ)] is avoiding each minimal
segment of Tj . Thus Si and Sj are avoiding.
Case j ∈ Φ: Let j = ℓx with 1 < x < h. Consider the permutation σ′ := (d =
ℓ1, ℓ2, . . . , ℓx = j). Observe that since Si ⊆ Ti[T (σ)], it follows from Lemma 28that Tj[T (σ′)] 6=
{⊥} and Si ⊆ℓ1,...,ℓx Tj [T (σ′)]. In particular we have Si ⊆j Tj [T (σ′)]. Moreover, since d ∈
labels [Tj[T (σ′)]] and d /∈ labels [Sj], it follows that Sj ∩ Tj [T (σ′)] = ∅. Since Pj is strictly in-
creasing in the j-coordinate, it follows that
#»
Si
j ∩ # »Sjj ⊆ #»Sij ∩
#                  »
Tj [T (σ′)]
j
= ∅. Hence, Si and Sj
are avoiding.
5 The Algorithm: Utilizing the Geometry
In this section we finally present the algorithm behind Theorem 1. Pseudo-code for this algo-
rithm is listed in Algorithm 1. In a nutshell, we first guess4 all marble paths Ti and the map T
corresponding to the crossing set C of some solution (if one exists). Then, we find all minimal
segments of each marble path Ti and partition them such that (1) all minimal segments in the
same part of the partition are strictly monotone in the same set of coordinates, and (2) two
minimal segments in distinct parts of the partition are avoiding. The crucial improvement over
the algorithm of Lochet [13] is that our partition is much smaller. Afterwards, we find shortest
disjoint paths for each part of our partition separately via dynamic programming.
To this end, we introduce c-layered DAGs and the p-Disjoint Paths on DAGs problem.
For a graph G with coordinates #»v (as defined in Section 3) for all v ∈ V , the c-layered DAG
4By guessing we mean iterate over all possible choices
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Algorithm 1: Our algorithm for k-DSP.
1 function solve(G, (si, ti)i∈[k])
2 foreach guess (Ti)i∈[k], Ends of the crossing set do
/* We assume subsequently that the guessed is correct, that is, for
a solution P = (Pi)i∈[k] we have Ti = C ∩ Pi, i ∈ [k], and Ends = T */
3 Pi = ∅, for all i ∈ [k]
4 foreach minimal segment S of some Ti, i ∈ [k] with |
#                »
start(S)
i − #             »end(S)i| ≥ 2 do
5 marks [Si]← ∅
6 foreach permutation σ = (ℓ1, ℓ2, . . . , i) with Si ⊆ Ends(σ) do
7 marks [Si]← marks [Si] ∪ set(σ)
8 j ← minmarks [S]
9 x← argmin{ #»v j | v ∈ {start(S), end(S)}}
10 y ← argmax{ #»v j | v ∈ {start(S), end(S)}}
11 Pj = Pj ∪ {(x, y)}
12 foreach j ∈ [k] do
13 Order Pj = ((x1, y1), (x2, y2), . . .) such that # »x1j ≤ # »x2j ≤ . . .
14 if all instances (D(G, i),Pi), i ∈ [k] of |Pi|-Disjoint Paths on i-layered
DAGs are yes-instances and the combined solutions form a solution of k-DSP
then
15 return yes
16 return no
D(G, c) of G is the directed graph (V (G), A), where (x, y) ∈ A if and only if {x, y} ∈ E(G) and
#»y c − #»x c = 1. Crucial here is the following simple observation.
Observation 35. A path P in G is c-colored if and only if (V (P ), {(u, v) | {u, v} ∈ E(P ), #»v c−
#»u c = 1}) is a path in the c-layered DAG of G.
In p-Disjoint Paths on DAGs we are given a directed acyclic graphD and a list (si, ti)i∈[p]
of (possibly intersecting) terminal pairs, and ask whether there are pairwise internally disjoint
si-ti-path inD, for each i ∈ [p]. Fortune et al. [7] showed an nO(p)-time algorithm for p-Disjoint
Path on DAGs. For the completeness of our algorithm and to drop the big-O in the exponent,
we show that p-Disjoint Paths on DAGs can be solved in O(np+1) time. Note that our
algorithm for p-Disjoint Paths on DAGs does not contain new algorithmic ideas compared
to the algorithm of Fortune et al. [7]. Afterwards, we show that Algorithm 1 is correct and runs
in O(n12k+k!+k+1) time.
Lemma 36. An instance of p-Disjoint Paths on DAGs on a graph with n vertices can be
solved in O(np+1) time.
Proof. Let D = (V,A) be a DAG and let (si, ti), i ∈ [p] be a set of p terminal pairs. We
define V end :=
⋃
i∈[p]{si, ti} to be the set of all terminals. We also choose an arbitrary topological
order of D and denote by u ≺ v that u comes before v in this topological order. We assume
without loss of generality that si  sj for all i < j ∈ [p]. We further assume that si  ti for
all i ∈ [p] as otherwise there can be no path from si to ti and that p < n as we can iterate over
all pairs (si, ti) and delete those, that are connected by an arc (si, ti) ∈ A. All remaining paths
have at least one internal vertex that has to be from V \ V end and that has to be unique for
each path. Hence, if there are at least n pairs remaining, then the instance has no solution.
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We build a table T [x1, x2, . . . , xp] ∈ {true, false} that stores true if and only if the following
three criteria are fulfilled:
i) xi ∈ V \ (V end \ {si, ti}),
ii) si  xi  ti for all xi ∈ {si, ti}, and
iii) there exist si-xi-paths such that each interior vertex of each of these paths is in V \ V end
and that each vertex in V \ V end is contained in at most one of these paths.
There is a set of (internally vertex) disjoint sj-tj-paths if and only if T [t1, t2, . . . , tp] = true
as the first two requirements are trivially fulfilled. Initially, T [s1, s2, . . . , sp] := true is the base
case as (internally vertex) disjoint si-si-paths exist. Moreover, for each tuple (x1, . . . , xp) ∈ V p
if xi ≺ si or ti ≺ xi or xi ∈ V end \ {si, ti} for at least one i ∈ [p], then set T [x1, . . . , xp] = false.
Note that there are np possible tuples and initializing each entry takes O(n) time.
For some tuple (x1, x2, . . . , xp), let xℓ be a vertex such that xℓ 6= sℓ and xi  xℓ for
all xi 6= si, i ∈ [p]. Moreover, define
N∗(xi) := {v | (v, xi) ∈ A ∧ (v ∈ (V \ (V end \ {si})) \ {x1, . . . , xp})}.
Finally, set
T [x1, x2, . . . , xp] :=
∨
x′
ℓ
∈N∗(xℓ)
T [x1, x2, . . . , xℓ−1, x
′
ℓ, xℓ+1, . . . , xp].
We now show by induction on the sum of positions in the topological order of all xi, i ∈
[p], that T [x1, x2, . . . , xp] = true if and only if the three criteria are fulfilled. In the base
case T [s1, s2, . . . , sp] = true or there is some xi such that xi ≺ si and T [x1, x2, . . . , xp] = false
as there is no si-xi-path.
Now to show the statement for some table entry T [x1, x2, . . . , xp], assume that the statement
holds for all table entries T [x′1, x
′
2, . . . , x
′
p] such that x
′
i  xi for all i ∈ [p] and x′j ≺ xj for at least
one j ∈ [p]. To this end, first assume that T [x1, x2, . . . , xp] = true. Since T [x1, x2, . . . , xp] =
true, it was not set to false in the initialization and i) and ii) are satisfied. By construction,
there is a x′ℓ such that x
′
ℓ ∈ N∗(xℓ) and T [x1, x2, . . . , xℓ−1, x′ℓ, xℓ+1, . . . , xp] = true. By induction
hypothesis there are (internally vertex) disjoint sℓ-x
′
ℓ- and sj-xj-paths for all j ∈ [p] \ {ℓ} such
that sℓ  x′ℓ  tℓ and x′ℓ ∈ V \(V end \{sℓ, tℓ}). Since by definition of xℓ it holds that xi ≺ xℓ for
all xi 6= si, i ∈ [p], it holds that xℓ is not contained in any of the xi-si-paths for i ∈ [p]. Hence
the sℓ-x
′
ℓ-path can be extended by the edge (x
′
ℓ, xℓ) and the resulting path combined with the
other si-xi-paths satisfies iii).
To show the other direction assume that x1, x2, . . . , xp satisfy i) to iii). Then consider the sℓ-
xℓ-path and the predecessor x
′
ℓ of xℓ. Note that x
′
ℓ exists as otherwise xi = si for all i ∈ [p]
and hence we are in the base case. By construction x′ℓ ∈ N∗(xℓ) ⊆ V \ (V end \ {si}). Note
further that x′ℓ ≺ xℓ  tℓ, implying x′ℓ 6= tℓ and hence i) is also satisfied by x′ℓ. Further,
since there is a sℓ-x
′
ℓ-path (a subpath of the sℓ-xℓ path), it holds that s  x′ℓ ≺ xℓ  tℓ and
thus x′ℓ also satisfies ii). Finally, iii) is also satisfied by the sℓ-x
′
ℓ-subpath combined with the
other si-xi-paths. Hence by induction hypothesis T [x1, x2, . . . , xℓ−1, x
′
ℓ, xℓ+1, . . . , xp] = true.
Since x′ℓ ∈ N∗(xℓ), it holds that T [x1, x2, . . . , xp] = true. Thus, the statement holds for all table
entries T [x1, x2, . . . , xp].
It remains to analyze the running time. There are at most np possible table entries and
computing one takes at most O(n) time as V end, ℓ, and N∗(xℓ) can be computed in O(p+n) ⊆
O(n) time and iterating over at all neighbors of xℓ takes O(n) time. Hence the overall running
time is O(np+1).
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We now show the running time of Algorithm 1.
Lemma 37. Algorithm 1 runs in O(k · n12k·k!+k+1) time.
Proof. First, observe that there are at most k · k! different permutations of subsets of k objects
as there are exactly k! permutations of exactly k objects and each of these can be truncated
at k points to get any permutation of any smaller (non-empty) subset of objects. Second,
observe from Definition 25 that there are at most 8 vertices guessed for each sequence σ as
if δi,jP (Q) 6= ⊥, then αi,jP (Q) = ωi,jP (Q) = ∂i,jP (Q) = ̟i,jP (Q) = ⊥. Hence, at most 8k · k! vertices
need to be guessed, which requires at most n8k·k! attempts.
Next we analyze the running time of each iteration of the main foreach-loop in Algorithm 1.
Any segment S with | #                »start(S)i − #             »end(S)i| ≤ 2 is trivially only followed by a single path and
therefore requires no further computation, so we may ignore these “trivial” segments. Notice
from Definition 25 that for each sequence σ, there are at most four vertices on a marble path Ti
and that these four vertices increase the number of non-trivial minimal segments S on Ti by at
most two as ‖αi,jP (Q)− ∂i,jP (Q)‖∞ = 1 and ‖̟i,jP (Q)− ωi,jP (Q)‖∞ = 1. Note that for each σ the
set Cσ contains vertices from at most two paths. Thus, we create at most 4k ·k! new non-trivial
segments overall. Since we start with k segments, there are at most 4k ·k!+k minimal segments.
Thus there are at most (4k · k! + k) · (k · k!) iterations of the loop in Line 6 each of which
takes constant time. Since all other operations in the loop if Line 4 take constant time, the
overall running-time for this loop is O((4k · k! + k) · (k · k!)). Each iteration of Line 13 can
be done in O(n) time using bucket sort and hence the overall running time for all iterations
is O(n · k). Next, there are k instances of pi-Disjoint Paths on DAGs that are solved using
Lemma 36, where pi ≤ 4k · k! + k for all i ∈ [k]. By Lemma 36 the running time for solving one
instance is O(n4k·k!+k+1) and the running time for solving all instances is hence O(k ·n4k·k!+k+1).
Lastly, we verify that the found solutions can indeed be merged into one solution for k-DSP.
Note that we only stated the decision version of p-Disjoint Paths on DAGs but the actual
solution can be found using a very similar algorithm where we do not only store true or false
in the table T but also some set of disjoint paths that verify each table entry that stores true.
Verifying a solution can for example be done in O(k ·n) time by iterating over all solution paths
and verify that between each pair of consecutive vertices there is an edge, that all paths are
shortest paths, and that all paths are internally vertex disjoint. This can be done by marking
all internal vertices of each path and if some vertex is already marked once and visited again,
then return false otherwise return true.
Thus the overall running time of Algorithm 1 is O(n8k·k! · ((4k · k! + k) · (k · k!) + n · k + k ·
n4k·k!+k+1 + n · k) ⊆ O(k · n12k·k!+k+1).
For the correctness of Algorithm 1, we need to show that each part of the partition of
minimal segments can be solved independently. This follows from Proposition 34 together with
the fact that Algorithm 1 exhaustively tries all possibilities for the crosssing set C. Together
with Lemma 37, this implies our main theorem.
Theorem 1. k-DSP can be solved in O(k · n12k·k!+k+1) time.
Proof. We use Algorithm 1 and focus here on the correctness as the running time is already
analyzed by Lemma 37. If Algorithm 1 returns true, then Line 15 is executed and we verified
that there is a solution. It remains to show that if there is some solution, then Algorithm 1 re-
turns true. If there is some solution P = (Pi)i∈[k], then let C be as defined in Definition 25. Then,
there is some iteration of Line 2 where all guesses are correct, that is, Ends = T and Ti = Pi∩C.
We now consider this iteration of Line 2. Observation 26 states that for each sequence σ, the
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segment S with {start(S), end(S)} = Ends(σ) = T (σ) is strictly monotone in each coordi-
nate c ∈ set(σ). Hence also each minimal segment S′ ⊆ S is strictly monotone in each coordi-
nate c ∈ set(σ) and by Line 6 we have that there is a solution where the shortest paths between
the endpoints of each minimal segment S are strictly c-monotone for each c ∈ marks [S] and
hence this shortest path is contained in the DAG D(G, c). Hence we can find some solution for
each minimal segment with unknown inner vertices using Lemma 36 such that all paths for these
minimal segments with the same marks are (internally vertex) disjoint. Note that all minimal
segments without unknown inner vertices must have edges between their end vertices as there
is a solution in which these vertices are adjacent. It is easy to see that marks [S] = labels [S] for
all non-trivial minimal segments. Thus, by Proposition 34 all shortest paths between endpoints
of minimal segments with different marks are vertex disjoint. Moreover, by Observation 35 the
solution of an pi-Disjoint Path on DAGs instance (D(G, i),Pi) provides shortest paths in G
between the terminal pairs in Pi. Thus, the solution computed by Algorithm 1 is a solution to
k-DSP and hence the algorithm returns true in this iteration in Line 15.
6 ETH-based lower bound for k-DSP
The Exponential-Time Hypothesis (ETH) states that there is no 2o(n)-time algorithm for 3-SAT,
where n is the number of variables [9]. We show that there is no f(k) · no(k)-time algorithm for
k-DSP, unless ETH fails.
Theorem 2. k-DSP is W[1]-hard with respect to k. Moreover, assuming ETH, there is no
f(k) · no(k)-time algorithm for k-DSP.
Proof. We reduce from Multicolored Clique, defined as follows.
Multicolored Clique (MCC)
Input: Given a graph G = (V,E), k ∈ N, and a coloring of the vertices c : V → [k].
Question: Is there a multicolored clique of order k in G?
We provide a polynomial-time reduction from an instance (G, c, k) of Multicolored
Clique to an instance (G′ = (V ′, E′), (si, ti)i∈[2k]) of 2k-DSP. The second part of the the-
orem then follows, because there is no f(k) · no(k)-time algorithm for MCC [3] (unless ETH
fails) and the number of terminal pairs in the 2k-DSP instance depends linearly on k.
The basic idea is as follows: For each vertex in G we will have a “horizontal” and a “verti-
cal” path in G′. These paths will form a grid in G′, see Figure 6 for an illustration. With the
pairs (sa, ta), a ∈ [2k], we ensure that for each color a a horizontal and a vertical path corre-
sponding to a vertex of color a has to be taken into a solution. If two vertices u and v cannot
appear together in a clique (because of them having the same color or they are not adjacent),
then the horizontal u-path and the vertical v-path will intersect (so not both paths can be
taken at the same time). Note that the highlighted paths in the right side of Figure 6 do not
cross at vertices. The shortest path property ensures that a sa-ta-path cannot “switch” between
horizontal or vertical paths in the grid. If there are 2k disjoint shortest paths connecting sa
and ta, then the horizontal and vertical paths will not cross. Thus, the corresponding vertices
will form a clique in G.
The details of the construction are as follows: Initialize G′ as the empty graph. For each
color a ∈ [k] we add four vertices sa, ta, sk+a, and tk+a to V ′. For each vertex v ∈ V , we add
two paths Pv = sc(v)p
1
vp
2
v . . . p
n
v tc(v) and Qv = sk+c(v)q
1
vq
2
v . . . q
n
v tk+c(v) where the p
i
v and q
i
v are
new vertices. Afterwards, subdivide the first and last edge of each of these paths by inserting
n new degree-2 vertices (indicated by the dotted lines in Figure 6).
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Figure 6: An illustration of the reduction from Multicolored Clique to k-DSP.
Left side: Example instance for Multicolored Clique with k = 4 colors and three vertices
per color. A multicolored clique is highlighted (by thick edges).
Right side: The constructed instance with the eight shortest paths highlighted. Note that these
paths are pairwise disjoint. Dashed edges (incident to si and ti vertices) indicate paths of length
12. This ensures that no shortest si-ti-path contains a vertex sj or tj with i 6= j.
To finish the construction, we merge some vertices. Fix any vertex order V = {v1, . . . , vn}.
For each pair vi, vj with i 6= j, we merge pjvi and qivj if
Condition 1: c(vi) = c(vj), or
Condition 2: {vi, vj} /∈ E.
It remains to show the correctness of the construction. We begin by observing that the
following two inequalities hold for all i, j, a, as they are valid before the vertex merging and are
kept invariant by each merge step.
dist(sa, p
j
vi
) ≥ n+ j dist(sa, qjvi) ≥ n+ i
For any vertex v and j ∈ [n], the existence of path Pv proves dist(sc(v), pjv) ≤ n + j and
thus dist(sc(v), p
j
v) = n+ j.
Observe that pjvi is only merged with q
i
vj
(if at all). Thus N(pjvi) ⊆ {pj−1vi , pj+1vi , qi−1vj , qi+1vj }.
Of these four vertices only pj−1vi has dist(sa, p
j−1
vi ) ≤ n+ j−1 for any color a (namely a = c(vi)).
It follows inductively that the only path of length n+ j connecting pjvi to any sa is a subpath of
Pvi . From this we can deduce that the set of shortest sa-ta-paths in G
′ is exactly {Pv | c(v) = a}.
A symmetrical argument shows that {Qv | c(v) = a} is the set of shortest sk+a-tk+a-paths.
Using this, we can now prove that G contains a multi-colored clique C ⊆ V of size at most k
if and only if there are 2k shortest and pairwise disjoint paths in G′ that connect (si, ti)i∈[2k].
“⇒:” Given the multicolored clique C, we select the following paths in G′: For each ver-
tex v ∈ C, we take the two paths Pv and Qv. As shown above these are shortest paths. It
remains to show that they are pairwise disjoint: By construction, any two selected paths Pvi , Qvj
overlap in some vertex if and only if Condition 1 or Condition 2 is satisfied. Since vi, vj ∈ C, it
follows that {vi, vj} ∈ E for c(vi) 6= c(vj). Moreover, for c(vi) = c(vj), we have vi = vj since we
take exactly one vertex per color into the clique. Thus, the paths are pairwise disjoint.
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“⇐:” Assume that Ra is a shortest sa-ta-path for each a ∈ [2k] and that these paths are
pairwise disjoint. As previously shown, for each a we have Ra = Pv (if a ≤ k) respectively
Ra = Qv (if a > k) for some vertex v with c(v) = a. Further observe that for any a ∈ [k], Ra
and Rk+a correspond to the same vertex v, i.e., Ra = Pv and Rk+a = Qv, since otherwise
Condition 1 would imply that these two paths intersect. Hence, the 2k paths correspond to k
vertices of G and, due to Condition 2, it follows that these vertices form a clique in G.
By observing that the provided reduction is also a parameterized reduction and the fact that
Multicolored Clique is W[1]-hard [4], we obtain the W[1]-hardness of k-DSP with respect
to k. This shows the first part of the theorem.
7 Conclusion
We provided an improved polynomial-time for k-DSP. However, while the running time of
our algorithm can certainly be slightly improved by some case distinctions and a more careful
analysis, the algorithm is still far from being practical. Reducing the factor in the exponent to
a polynomial in k is a clear challenge for future work. Considering the fine-grained complexity
of 2-DSP, it would be interesting to know whether there are running time barriers based on
e. g. the Strong Exponential Time Hypothesis.
Concerning generalizations of k-DSP, we believe that we can modify our algorithm in a
straight-forward way to work with positive edge-lengths. However, the case of non-negative
edge-lengths seems much more difficult. Our basic geometric observations made in Section 3
crucially depend on the fact that we are looking for shortest paths. Thus, if there are no
three disjoint shortest paths, then computing disjoint paths minimizing their summed length
in polynomial time is still an open problem (for k = 2 Bjo¨rklund and Husfeldt [2] provided
an O(n11) time algorithm).
Acknowledgment. We are thankful to Anne-Sophie Himmel for fruitful discussions on k-
DSP.
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