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This thesis work is motivated by the Langlands program, which relates objects
from number theory and representation theory. In particular it is motivated by the
compatibility of the local and global cases, especially in the mod p case. Given a
finite group G, E a finite extension of Qp with ring of integers OE, uniformizer
piE, V a finite dimensional E-vector space and ρ : G → AutE(V ) an absolutely
irreducible representation, we associate to ρ the following directed graph: its vertices
are homothety classes of lattices in V and there is an edge from (the class of) Λ to
Λ′ when piEΛ ⊆ Λ′ ⊆ Λ and the quotient Λ/Λ′ is irreducible. We also label the edge
according to the isomorphism class of Λ/Λ′.
The central theme of this thesis is the study of stable lattices in p-adic represen-
tations and their corresponding graphs. In particular, we show certain properties of
these associated graphs, including finiteness, connectedness, a duality property and
that the length of a cycle is a multiple of the number of the Jordan-Holder factors.
Moreover, we restrict our attention to certain families of representations arising from
admissible representations of GL2 of a p-adic field and show further properties of their
graphs. In the case where ρ is of principal series type we compute the bound, that is
we find an explicit integer c and the lattice Λ in V such that all lattices Λ′ in V up to
homothety satisfy picEΛ ⊆ Λ′ ⊆ Λ. In the case where ρ is of tame principal series type
we compute the graphs and investigate their properties. We also compute graphs for
certain representations of interest, where most of them are obtained using Magma.
The Magma code is attached in the thesis.
vii
Acknowledgements
Firstly, I would like to thank my supervisor Fred Diamond who has been a great
mentor during my whole PhD studies. It has been a privilege discussing math with
him during these years. I am truly grateful for his support and understanding, es-
pecialy during the last year when PhD work wasn’t my sole activity. Without his
guidance and constant feedback this PhD would not have been achievable.
I am thankful for my scholarship from Leverhulme Trust as well as to King’s
College London for my Graduate Teaching Assistanship at the Department of Math-
ematics. I am also thankful for my supervisor’s encouragement to attend various
conferences and the London Number Theory group, which have been a great inspira-
tion and experience.
I would like to thank especially my mum Ljiljana, dad Stevan and brother Marko,
who were huge supporters, not only during my PhD but in general in life. I would like
to thank them for their unconditional love, support and understanding, all of which
has shaped me as a person.
Big thanks goes to my family in law Chryso, Phedias, Ioanna and Demos, who I
see as my second family. I am also thankful to my childhood friends Milena, Dijana,
Milos and Nikola, especially for their understanding of me being busy and away. I
would also like to thank the friends I made during my PhD studies Martha, Stephanos,
Irini, Christos and Sam, who all had similar experiences as me by being PhD students
at some time.
Last, but not least, I want to thank my husband Lambros. By being a PhD
student himself, he had a full understanding of things that I was going through. He
viii
ix
believed in me and my work, even when I was having my doubts. I am especially
grateful that he was full of support and patience in my ups and downs. Without this
support this whole experience would have been an enormously greater challenge, so
it only makes sense to dedicate this thesis to him.
Chapter 1
Introduction & Preliminaries
In this section we comment on the motivation for the thesis (which is not logically
necessary for the results in the thesis). Let L be a totally real field in which p is
unramified and ρ : Gal(Q¯/L) → GL2(F¯p) a continous, totally odd and irreducible
representation. We can associate to ρ a F¯p representation of a completed totally
definite quaternion algebra over L. We follow the definition of that associated repre-
sentation as it is done in [3] and [6]. Let Q be a totally definite quaternion algebra
over L, that is for every archimedian place ` of L, Q` is the Hamilton division al-
gebra. Also assume that Q has centre L and is split at all v|p. denote by AfL the
finite adeles of L. Let ψ = Πvψv : L×\(AfL)× → F¯p be such that det(ρ) = ψω via
the reciprocity map normalised such that p goes to the geometric Frobenius, where
ω is the reduction modulo p of the p-adic cyclotomic character. We can associate to
ρ a representation of (Q ⊗L AfL)× in the following way: for U ⊂ (Q ⊗L AfL)× open
compact subgroup such that ψ |U∩(AfL)×= 1 we denote by S
Q
ψ (U, F¯p) the space of func-
tions f : Q×\(Q ⊗L AfL)×/U → F¯p such that f(aq) = ψ(a)f(q) for any a ∈ (AfL)×,
q ∈ (Q⊗LAfL)×. For open compact subgroups U ⊂ V ⊂ (Q⊗LAfL)× we have natural




2We have a left action of (Q⊗L AfL)× on SQψ (F¯p) given by translating functions on the
right: for any f ∈ SQψ (F¯p) and any g ∈ (Q ⊗L AfL)×, gf(x) := f(xg) which is well
defined. For g ∈ (Q ⊗L AfL)×, U, V ⊂ (Q ⊗L AfL)× open and compact we have dou-
ble coset operators [V gU ] : SQψ (U, F¯p) → SQψ (V, F¯p) defined in the following way.
For a set of representatives gi ∈ (Q ⊗L AfL)× such that V gU =
∐
i giU, we define
[V gU ](f)(x) :=
∑
i(gif)(x), x ∈ (Q ⊗L AfL)×. It is easy to see that the defini-
tion of [V gU ] does not depend on the choice of gi’s. For any v ∈ V we have that
V gU = vV gU =
⋃
i vgiU so vgi’s are also a set of representatives which implies that
[V gU ](f) is V invariant, that is [V gU ](f) ∈ SQψ (V, F¯p). For any prime ` such that Q





U ]. For open and
compact U ⊂ (Q⊗LAfL)×, let RU be a finite set containing all the primes ` such that
Q is ramified at `, GL2(OL,`) * U, ρ is ramified at ` or ` divides p. denote by TRUψ (U)
the commutative F¯p subalgebra of EndF¯p(S
Q
ψ (U, F¯p)) generated by TU` for all ` /∈ RU .
denote by mRUρ the ideal in T
RU
ψ (U) generated by T
U
` − ψ(Fr`)−1tr(ρ`(Frob`)) where
Fr` is the arithmetic Frobenius at ` for all ` /∈ RU . Define SQψ (U, F¯p)[mRUρ ] to be the
set of all functions f ∈ SQψ (U, F¯p) such that Tf = 0 for any T ∈ mRUρ . It is shown
in [3] that SQψ (U, F¯p)[mRUρ ] does not depend on the choice of RU , so we can write it as
SQψ (U, F¯p)[mρ]. For U, V compact open subgroups of (Q⊗LAfL)× such that V ⊂ gUg−1
we have that V gU ⊂ gU which implies that V gU = gU. This implies that in the case
when V ⊂ gUg−1 we have that [V gU ] : SQψ (U, F¯p) → SQψ (V, F¯p) is just a right trans-
lation by g. Take RV big enough, such that RU = RV and that g` ∈ GL2(O`) ⊂ V
for any ` /∈ RV . We get that [V gU ] sends SQψ (U, F¯p)[mρ] to SQψ (V, F¯p)[mρ]. So now we
can define SQψ (F¯p)[mρ] := lim→
U
SQψ (U, F¯p)[mρ].
An important part of the Langlands programme is to understand the relationship
3between ρ and SQψ (F¯p)[mρ] in terms of their local behavior. In [3] it is conjectured
that SQψ (F¯p)[mρ] is isomorphic to a restricted tensor product ⊗′`pi` where pi` is a
smooth admissible representation of (Q⊗L L`)× over F¯p. Especially in the case when
` divides p, pi` is a (Q⊗LL`)× ∼= GL2(L`) representation over F¯p with GL2(OL`) socle
⊕σ∈D(ρ`)σ (D(ρ`) is the set of Diamond weights associated to ρ` as in [7]). Let us fix
` | p and assume that ρ` is generic. In [6] the author shows that we can embed in pi` a
representation D0(ρ`) of GL2(O`) over F¯p (D0(ρ`) as in [7] proposition 13.1). Breuil
also conjectured in [6] that D0(ρ`) as a GL2(OL`) subrepresentation of pi` is such that





∈ GL2(L`) given from
pi` (I1,` is the subgroup of GL2(OL`) consisting of upper unipotent matrices modulo
p). This is proved by Emerton, Gee and Savitt in [14] under the assumption that the
conjecture in [3] is true. Let us define a Diamond diagram as in [7], theorem 13.8. So
we have that the Diamond diagram (D0(ρ`), D1(ρ`), can) is embedded in the diagram
(pi`, (pi`)






given from pi` and can the canonical embedding). Breuil in [4] (definition 4.3) defines
an operator Sdi : Vχi → Vχi , where Vχ ⊂ (socD0)I1 is the isotypic subspace associated
to the character χi. Because Vχi is one dimensional, the map Sdi is multiplication with
some constant. Denote this constant with νσ, where χ = σI1 . In [4] Breuil conjectures















j=0 rjα(|J¯σ |−|Jσ |)
dσ
f ,
where the notation is as in [4]. It can be shown that the conjecture in the irreducible




Let us now assume that ρ` is irreducible. For v|p denote by τv : ILv → GL2(Q¯p)
the inertial type which is a representation of the inertia subgroup ILv of Gal(Q¯p/Lv)
with open kernel such that it can be extended to Gal(Q¯p/Lv). denote by σ(τv) :
GL2(OLv) → GL2(Q¯p) the corresponding irreducible representation which we get
by the inertial local Langlands correspondence (for more information, see appendix
in [8]). With σ¯(τv) we will denote the reduction modulo p of some lattice in σ(τv).
Note that it is not uniquely defined, but we can ignore this if we are just interested in
Jordan-Holder factors of σ¯(τv). Fix τ := ⊗v|pτv where for all v|p, τv is some inertial
type such that there is at least one Diamond weight σv ∈ D(ρv) appearing as a
subquotient of σ¯(τv). It is first conjectured in [3] that the set of weights at which ρ
is modular is actually {⊗v|pσv | σv ∈ D(ρv)} and later proved in [18]. Using lemma
2.1.4 in [18] we get that there is a lift ∼ρ of ρ such that ∼ρ |Iv is isomorphic to τv
for any v|p. Then we have that there is some cuspidal automorphic representation
∼
pi ∼= ⊗v∼piv of GL2(AfL) ∼= (D ⊗ AfL)× over Q¯p such that
∼
ρ ∼= ρpi. Here D denotes a
definite quaternion algebra, that is D is split at all finite places and compact modulo
the center at all archimedean places, so that we have (D ⊗ AfL)× ∼= GL2(AfL). Now
we have that σ(τ`) ⊂ ∼pi` ↪→ ∼pi.
Let
∼
ψ : L×\(AfL)× → Z¯p such that
∼
ψ = [ω−1det(ρ)] = [ψ] where [ ] denotes the
Teichmuller lift and ω denotes the reduction modulo p of the cyclotomic character.
Let U ⊂ (D ⊗L AfL)× be an open compact subgroup such that ψ |(U∩AfL)×= 1. We
define SDψ (U, Z¯p) as a Z¯p module consisting of functions f : D×\(D⊗LAfL)×/U → Z¯p
such that f(ad) =
∼
ψ(a)f(d) for any a ∈ AfL, d ∈ (D ⊗L AfL)×. Finally we define
5SDψ (Z¯p) := lim→
U
SDψ (U, Z¯p). We define SDψ (Q¯p) in the same way as SDψ (U, Z¯p), by
replacing Z¯p with Q¯p. Notice that we have a modulo p map SDψ (Z¯p)→ SDψ (F¯p).
We have that σ(τ`) ⊂ ∼pi` ↪→ ∼pi ⊂ SDψ (Q¯p) so a Z¯p lattice SDψ (Z¯p) in SDψ (Q¯p) induces
a lattice σ0(τ`) ⊂ σ(τ`) ⊂ ∼pi`. Breuil first conjectured in [6] that in the case when
σ(τ`) is of principal series type, the lattice σ0(τ`) up to homothety can be read from
the Dieudonne module associated to σ(τ`). This is proved by Gee, Emerton and
Savitt in [14]. They also proved that a similar result holds in the case when σ(τ`) is a






ι(J)(τ`). Here Pτ` denotes a set of subsets of {1, ..., f`} (f` =
[Ll : Qp]) which parametrise Jordan-Holder factors of σ¯(τ`). Also, σ0ι(J)(τ`) denotes a
lattice in σ(τ`) such that the cosocle of σ¯0ι(J)(τ`) is equal to σ¯ι(J)(τ`). When σ(τ`) is
of principal series type, we have that σ(τ`) = σ(η ⊗ η′) := indK(OL` )I(OL` ) (η ⊗ η
′), where η
and η′ are some Z¯p characters of k` (OL` is the ring of integers of L`, k` the residue
field of L`, K(OL`) := GL2(OL`) and I(OL`) its subgroup of upper triangular matrices
modulo piL` , where piL` is the uniformizer ofOL`). Then the$J ′s are determind by the
η and η′ gauges of the Dieudonne module associated to σ(τ`). Similarly, if σ(τ`) is of
cuspidal type, then we have that σ(τ`) = Θ(η), where again η is some Z¯p character of
k2` and Θ(η) is as in [11] (k2` is the quadratic extension of k`). denote by BC(σ(τ`)) the









where η′ = ηpf` (L2` the quadratic unramified extension of L`). In this case the $J
′s can be read from the η and η′ gauges of the Dieudonne module associated to
BC(σ(τ`)) = σ(η ⊗ η′).
In our quest of proving the conjecture in [4] by computing in σ0(τ`) ⊂ σ(τ`) ⊂ ∼pi`








` for n > 1, where Kn(OL`) ⊂ K(OL`) is the subgroup of
K(OL`) of matrices congruent to identity modulo piL` . This together with exploring
how the lattice conjecture of [6] might generalize to the setting of wildly ramified
types was the motivation for the research done in this thesis. In chapter 1, we
describe preliminary results and tools used in the thesis. We describe results from
the representation theory of finite groups over a field of characteristic p and also over
the p-adics. We also include results from Brauer modular theory, that we make use
later. In chapter 2 we give the definition of a lattice and list some of their properties
in specific representations. Then we continue investigating lattices in irreducible
representations over the p-adics and we show some of their properties. We then
associate a graph to a family of lattices and we prove a few properties of the associated
graphs. This includes finiteness, connectedness, a duality property and that the length
of a cycle is a multiple of the number of the Jordan-Holder factors. The last section of
the chapter is about computing lattices in certain representations of specific groups,
looking into their properties, where some of them are derived from previous sections
results. In chapter 3, we concentrate on describing lattices in representations of
principal series type. Moreover, we fully describe the graphs associated to lattices in
representations of tame principal series type. We continue with finding the bound for
lattices in representations of principal series type. That is for a principal series type
representation ρ over a p-adic field E, we find a stable lattice Λ ⊂ ρ and a integer c
such that for any stable lattice Λ′ ⊂ ρ up to homothety we have that picEΛ ⊆ Λ′ ⊆ Λ
(for a uniformizer piE). We finish the chapter with giving a basis of T - eigenvectors of
Jordan-Holder factors of Λ/piEΛ, where Λ is a lattice in a representation of principal
series type. In the last chapter we describe the Magma code used to compute the
7lattices in the explicit cases. We also include the Magma code in the last section.
1.1 GL2(OF ) representations in characteristic p
Let F be the unramified extension Qpf of Qp of degree f and let q := pf . We con-
sider continuous representations over F¯p, which is equipped with the discrete topology.
In the thesis we always consider a finite dimensional representation of a finite group
G unless stated otherwise.
Theorem 1.1.1. Let pi be a representation of a pro-p group G over a non-zero F¯p
vector space. Then there is some non-zero element v in piG.
Proof. See lemma 7 in [12].
Theorem 1.1.2. Let σ be an irreducible representation of a group G over F¯p, where
G has a normal pro-p subgroup that we denote by Gp. Then σ factors through Gp.
Thus any irreducible G representation over F¯p gives a G/Gp representation over F¯p.
Proof. Since Gp is normal in G, we have that σGp is stable under the G action,
that is σGp is a subrepresentation of σ. Viewing σ as a Gp representation σ |Gp
and using theorem 1.1.1 we have that there is 0 6= v ∈ σGp , so σGp is a non-trivial
subrepresentation of σ. But since σ is irreducible we have that σ = σGp .
Definition 1.1.3. Let K := GL2(OF ). We define a weight of K to be a continuous
irreducible representation of K over F¯p.
Theorem 1.1.4. Let σ be a weight of K. Then σ factors through K1, where K1 ⊂ K
is the subgroup of matrices which are congruent to the identity modulo p. So any
8continuous irreducible K representation over F¯p gives a GL2(Fq) representation over
F¯p.
Proof. It follows from theorem 1.1.2.
Let us denote by I the subgroup of K of upper triangular matrices mod p, with
T¯ the subgroup of diagonal matrices of GL2(Fq) and with I1 the is the kernel of the
projection homomorphism from I to T¯ .
Theorem 1.1.5. Let χ be a 1- dimensional representation of I over F¯p. Then χ
factors through I1. So any I character over F¯p can be viewed as I/I1 ∼= T¯ character
over F¯p.
Proof. We have an exact sequence
0→ I1 → I → T¯ → 0
where I1 → I is the inclusion and I → T¯ the projection map. This gives us that I1
is normal in I. Now using the theorem 1.1.2 we get that χ factors through I1, that is
χI1 = χ.
Let us denote by K¯ := GL2(Fq) and with I¯ the subgroup of K¯ of upper triangular
matrices.
Corollary 1.1.6. Let χ be a character of I over F¯p. We have that indKI χ ∼= indK¯I¯ χ,
where we see indK¯
I¯
χ as representation of K via inflation.
Proof. It follows from the theorem 1.1.5. We are actually just saying that any char-
acter χ of I over F¯p can be obtain via inflation from a character of I¯ over F¯p.
9In this thesis we will be often using the above theorems even without explicit
reference.
Theorem 1.1.7. The set of all irreducible K¯ representations over F¯p is given by
(Syms0F¯2p)⊗F¯p (Syms1F¯2p)Frob...⊗F¯p (Symsf−1F¯2p)Frob
f−1 ⊗ dete
where for all 0 ≤ i ≤ f − 1 we have 0 ≤ si ≤ p − 1 and 0 ≤ e < pf − 1. Any two
representations in the above set are non-equivalent.
Proof. See lemma 2.16 and proposition 2.17 in [5].
Let us denote by N the normaliser of I in GL2(F ), which is actually the subgroup






Theorem 1.1.8. Let V be a F¯p vector space equipped with a K and N action which
coincide on K∩N = I. Then there is a unique action of GL2(F ) extending the action
of K and N.
Proof. See corollary 3.4 in [5].
1.2 p−adic representations of a finite group
In this section let us denote by E a finite extension of Qp. Let ρ : G→ GLn(E) be
a finite dimensional representation over E of a finite group G and we assume that E
contains all eigenvalues of action matrices of ρ. Let us also denote the ring of integers
of E with OE.
10
Definition 1.2.1. Let ρ be as above. We define a lattice in ρ to be a finitely generated
OE[G]-submodule of ρ.
Definition 1.2.2. We define the χρ character of ρ as the trace of the action matrices,
that is χρ(g) := Tr(ρ(g)).
It is a known fact that the trace of a matrix is equal to the sum of eigenvalues
of the matrix, so we could define the character of a representation to be the function
such that for g ∈ G, we have that χρ(g) is equal to the sum of eigenvalues of ρ(g).
Moreover, notice that characters of G are class functions. That is for any g1, g2 ∈ G
and any character χ of G we have that χ(g−12 g1g2) = χ(g1).
Theorem 1.2.3. We have that two finite dimensional representations of a finite group
G over Cp are isomorphic if and only if they have the same character.
Proof. See theorem 14.21 in [13].
Definition 1.2.4. We define an irreducible character of a finite group to be a char-
acter corresponding to a simple representation.
Theorem 1.2.5. The number of simple E representations of a finite group G is equal
to the number of equivalence classes of G.
Proof. See theorem 15.3 in [13].
Theorem 1.2.6. The set of irreducible characters is a basis of the space of class
functions. This means that if χ is the character of ρ, then there are irreducible




Using theorem 1.2.3 and the fact that ρ is semisimple (since G is finite and since E
contains all eigenvalues of action matrices of ρ) we have that ρ ∼=
n⊕
i=1
diσi, where σi is
a simple module of G corresponding to χi.
11
Proof. See theorem 14.17 in [13].
In the rest of the section we do not assume that G is finite.
Theorem 1.2.7. Let H be a finite index subgroup of a group G and let V be an H
representation over E. We consider the induced representation indGHV := E[G]⊗E[H]




Proof. denote by fHg,v ∈ HomE[H](E[G], V ) the unique H-linear map supported on
Hg such that fHg,v(g) = v. Let us define a map
φ : E[G]⊗E[H] V → HomE[H](E[G], V )
such that φ(g ⊗ v) = fHg−1,v. φ is G invariant since for any g, g1, g2 ∈ G and v ∈ V
we have
(g1(φ(g ⊗ v)))(g2) = g1(fHg−1,v)(g2)
= (fHg−1,v)(g2g1)
= fHg−1g−11 ,v(g2)
= φ(g1g ⊗ v)(g2)
= φ(g1(g ⊗ v))(g2).
Moreover it is not hard to see that φ is injective and surjective, which finishes the
proof.
Theorem 1.2.8. Let H be a finite index subgroup of a group G and let V be an H





Proof. We know that indGHV = E[G]⊗E[H] V , so we have that
(indGHV )
∨ = HomE(E[G]⊗E[H] V,E),
where for any f ∈ HomE(E[G] ⊗E[H] V,E) and g ∈ G we have (gf)(x) = f(g−1x).
Let us denote by φ the map
φ : HomE[H](E[G],HomE(V,E))
∼→ HomE(E[G]⊗E[H] V,E).
obtained by sending f ∈ HomE[H](E[G],HomE(V,E)) to f ′ = φ(f) ∈ HomE(E[G]⊗E[H]
V,E), such that f ′(g ⊗ v) = (f(g−1))(v). Notice that HomE(V,E) is isomorphic to
V ∨ and for any f ∈ HomE(V,E) and h ∈ H we have that (hf)(x) = f(h−1x). We
have that φ is G-invariant since for any g1 ∈ G and any g⊗v ∈ E[G]⊗E[H] V we have




= φ(g1f)(g ⊗ v).
It is not hard to see that φ is injective and surjective, which gives that φ is a G-
equivariant isomorphism. Since HomE(V,E) is the dual of V we have that
HomE[H](E[G],HomE(V,E)) = coindGH(V
∨).





This finishes the proof.
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Definition 1.2.9. Let F be a finite extension of Qp, OF its ring of integers, piF its
uniformizer. Let G := GL2(OF ) and let In ⊂ G be the subgroup of G of upper
triangular matrices modulo pinF . Let χ : In → E be a character of In. We define a
p-adic representation of principal series type to be indGInχ. In the case when n = 1
we call it of tame type, otherwise it is of non-tame type.
1.3 Brauer modular theory
In this section let E be some finite extension of Qp, OE its ring of integers, piE its
uniformiser and kE its residue field. Let ρp : G → GLn(kE) be a finite dimensional
continuous representation of some finite group G and let us denote by µE ⊂ E the
union of all m-th roots of unity contained in E, where m runs through all integers
coprime to p. So we can fix an isomorphism k×E → µE. We define Greg to be the
subset of G, consisting of elements of order coprime to p. We have that for any
g ∈ Greg, the order of ρ(g) is coprime to p. Hence and because µE ⊂ E the matrix
ρ(g) is diagonalisable and the eigenvalues of ρ(g) are n-th roots of unity, where n is
the order of g.
Definition 1.3.1. We define the modular chararter χρp : Greg → E of ρp to be the
function defined by χρp(g) is the sum of eigenvalues of ρp(g), where g ∈ Greg.
Let us denote by ρ : G → GLn(E) a finite dimensional representation of a finite
group G. We assume that E is such that all absolutely irreducible p-adic representa-
tions (that is representations that stay irreducible after any extension of E) of G are
realised over E and all eigenvalues of their action matrices are contained in E. Let Λ
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be a finitely generated OE[G] submodule of ρ such that ρ = Λ⊗OE E, where we see
OE[G] module Λ as a representation of G over OE. We know that such Λ exists since
if E1, ..., En is a basis of ρ over E, we could take for Λ to be the OE[G] submodule of
ρ generated by E1, ..., En. Define ρ¯ := Λ/piEΛ. Since kE
∼
= OE/piEOE we can view ρ¯
as a representation over kE. Let us fix an OE basis β of Λ and denote it with E1, ...,
En. For g ∈ Greg we denote the action matrix of g in ρ with respect to the basis β
with Mg ⊂ GLn(E).
Theorem 1.3.2. Let ρ, Λ and ρ¯ be as above. We have that χρ |Greg= χρ¯.
Proof. We have that the action matrix of g in ρ¯ is M¯g ⊂ GLn(kE), where the cor-
responding entries of the matrix M¯g are the corresponding entries of the matrix Mg
modulo piEOE. This means that the eigenvalues of M¯g are the eigenvalues of Mg
modulo piEOE. But since the order of g is coprime to p, we have that the order of
Mg is coprime to p as well. This gives us that the eigenvalues of Mg are n-th roots
of unity, where n is coprime to p. That is its eigenvalues are elements of µE, which
gives us that the set of eigenvalues of Mg is equal to the set of eigenvalues of M¯g, via
the fixed isomorphim k×E → µE. Finally, this implies that χρ¯(g) = χρ(g).
Definition 1.3.3. We define an irreducible modular character of a group G to be the
modular character of a simple kE[G]-module.
Theorem 1.3.4. Let kE be as in the beginning of the section. We have that the
number of isomorphism classes of irreducible kE[G]-modules is equal to the number
of conjugacy classes in Greg. Similarly as in the characteristic 0 case, irreducible
modular characters make a basis of the space of class functions on Greg.
Proof. See corollary 3 in [17].
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Definition 1.3.5. Let G be a group, ρ a G-module. By a Jordan-Holder factor of
ρ we mean an irreducible G-module J such that J ∼= M/M ′ where M ′ ⊂ M are
G-stable submodules of ρ.
Theorem 1.3.6. Two representations over kE have the same Jordan-Holder factors
(counted with multiplicities) if and only if they have the same modular character.
Proof. See corollary 1 in [17].




where χi’s are irreducible modular characters and di are non-negative integers. The
Jordan-Holder factors of ρ are (σi)1≤i≤n, where the multiplicity of σi is given by di.
Proof. It follows from 1.3.4 and 1.3.6.
Theorem 1.3.8. Let χ be the character of ρ and χ¯ the character of ρ¯. From 1.3.2, we
have that χ |Greg= χ¯. Let χi’s be irreducible modular characters and di non-negative
integers such that χ |Greg= χ¯ =
n∑
i=1
diχi. We have that the Jordan-Holder factors of
any lattice in ρ are given by {σi}1≤i≤n, where the multiplicity of σi is given by di (here
we see a lattice in ρ as a OE[G] module).
Proof. See 1.3.7 and 1.3.8.
Definition 1.3.9. Let ρ1, ..., ρm be the absolutely irreducible p-adic representations
of G, χ1, ..., χn their corresponding characters (by a p-adic representation we mean a
representation over an extension of Qp). Let ζj be the irreducible modular characters
of G and dj,i non-negative integers such that χi |Greg=
m∑
j=1
dj,iζj, where 1 ≤ i ≤ n, 1 ≤




Lattices in irreducible p - adic
representations
Let E be a p-adic field, V a n-dimensional vector space over E and ρ : G →
AutE(V ) an absolutely irreducible representation of a finite group G, unless stated
otherwise. Let us denote by OE the ring of integers of E and with piE a uniformiser.
Having in mind that AutE(V )
∼
= GLn(E) ⊂ Mn(E) and that ρ is absolutely irre-
ducible, we have that the E subalgebra of Mn(E) generated by im(ρ) is actually the
whole Mn(E) (see the theorem 2.5 in [10]). denote by Λρ the OE order in Mn(E)
generated by im(ρ), that is the OE module in Mn(E) generated by im(ρ).
2.1 Properties of lattices in specific cases
In this section we mostly rely on Plesken’s book [19].
Definition 2.1.1. Λρ is called a graduated order if there exist orthogonal primitive
idempotents 1, .., t in Λρ such that 1 = 1 + ...+ t and iΛρi is a maximal order in
iMn(E)i, for i = 1, ..., t.
Definition 2.1.2. A set α of OE - lattices is an admissible system if:
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• for L1, L2 ∈ α, we have L1 ∩ L2 ∈ α and L1 + L2 ∈ α;
• for L ∈ α and a ∈ Z we have piaEL ∈ α;
• there is a constant δ ∈ N such that for any two L1, L2 ∈ α, there exists a ∈ Z
with L1piδE ⊂ L2piaE ⊂ L1.
Using the theorem 2.2.4 we have that the set of non-zero lattices Λρ in V forms
an admissible system.
Definition 2.1.3. An admissible system of OE lattices in V is said to have a system
of compatible bases, if there is an OE basis B of V such that one obtains an OE basis
for each L′ ∈ α by multiplying the basis vectors in B with elements of E. That is the
transformation matrix can be chosen to be diagonal.
Definition 2.1.4. For a set of lattices F we say that it is distributive if for any Λ1,
Λ2, Λ3 ∈ F we have that (Λ1 + Λ2) ∩ Λ3 = (Λ1 ∩ Λ3) + (Λ2 ∩ Λ3).
Theorem 2.1.5. Let α be an admissible system of OE lattices in the E vector space
V . Then α has a system of compatible bases if and only if α is distributive.
Proof. See proposition II.7 in [19].
Theorem 2.1.6. The following are equivalent:
• Λρ is a graduated order;
• Λρ is the intersection of the maximal orders containing it in Mn(E) and the non
zero Λρ lattices in V form a distributive family (with respect to the operations
+ and ∩);
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• for each lattice L in V , the Λρ decomposition factors S1, ..., St of the Λρ (torsion)
module L/piEL, all have multiplicity 1 in a Λρ - composition series of L/piEL
and Λρ is the intersection of the maximal orders containing it in Mn(E).
Proof. See proposition II.8 in [19].
2.2 Associating graphs to irreducible representations
and their properties
Let G be a finite group, E a finite extension of Qp, V a finite dimensional vector
space over E and ρ : G → AutEV an absolutely irreducible representation. denote
by OE the ring of integers of E, piE a uniformiser and kE its residue field. As before,
a lattice is a finitely generated OE[G]-submodule of V .
Definition 2.2.1. We define a homothety class of a lattice Λ to be the set [Λ] of
lattices such that for any Λ′ ∈ [Λ] we have Λ′ = cΛ for some c ∈ E×.
Having in mind that ρ is irreducible and using Schur’s lemma (lemma 2.1 in [16])
we have that two lattices are homothetic if and only if they are irreducible.
Definition 2.2.2. We associate to ρ a directed graph constructed as follows:
• a vertex is a homothety class of lattices in V ;
• a directed edge from Λ to Λ′ exists if there exists a ∈ Z such that piEΛ ⊆ piaEΛ′ ⊆
Λ and the quotient Λ/piaEΛ′ is irreducible.
Moreover we have a labeled version of this graph, where an edge is labeled according
to the isomorphism class of Λ/Λ′. We denote the labelled graph with G.
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In this section we will show some properties of these graphs.
Lemma 2.2.3. Let Ω′ ⊂ Ω be OE lattices in V . Then there are only finitely many
OE-lattices Λ such that Ω′ ⊂ Λ ⊂ Ω.
Proof. Notice that there is a bijection between the lattices Λ such that Ω′ ⊂ Λ ⊂ Ω
and the OE -submodules of the quotient Ω/Ω′ , given by Λ 7→ Λ/Ω′. But Ω/Ω′ is
finite so has only finitely many OE-submodules.
Theorem 2.2.4. Let ρ : G→ AutE(V ) be an irreducible finite dimensional represen-
tation of a finite group G, not necessarily absolutely irreducible. Then the number of
lattices in V is finite up to homothety.
Proof. Let us assume the contrary, that is assume that there is a family of non-
homothetic lattices {Vi}i∈N where N is the ring of positive integers. Without loss
of generality, we can assume that for any i ∈ N and i > 1 we have Vi ⊂ V1 and
Vi 6⊂ piEV1. For all i > 1 let us fix Ei such that Ei ∈ Vi, Ei 6∈ piEVi, Ei ∈ V1 and
Ei 6∈ piEV1, which is possible because of the way how we scaled the lattice Vi. Let us
show by induction that we can construct the family of lattices {Vi}i∈N and sequence
(Ei)i∈N such that Ei − Ej ∈ piiEV1 for all i, j ∈ I, i < j (by taking an infinite sub-
family of the starting one). Since V1/pi2EV1 is finite, we have that there is an infinite
I2 ⊂ N \ {1} such that Ei −Ej ∈ pi2EV1 for all i, j ∈ I. So after renaming lattices, we
obtain that E2 − Ej ∈ pi2EV1 for all j > 2. Define E1 := E2. Let us now assume that
for any i < k and any j > i we have that Ei − Ej ∈ piiEV1. Now we need to show
that this implies that we can reconstruct the family by potentially changing only Vj
for j ≥ k such that for any j > k we have that Ek − Ej ∈ pikEV1. But again, since
V1/pi
k
EV1 is finite, we have that there is an infinite Ik ⊂ N \ {1, 2, ..., k − 1} such that
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Ei − Ej ∈ pikEV1 for all i, j ∈ I. So this implies that we can rename lattices Vi for
i ≥ k such that for any j > k we have that Ek − Ej ∈ pikEV1. This completes the
induction.
Let us now construct a new familly of non-homothetic lattices {Λi}i∈N. Let us
define Λ1 := V1 and Λi = (Λi−1∩Vi−1)+pii−1E Λ1. Notice that since (Λi−1∩Vi−1) ⊂ Λi−1
and pii−1E Λ1 ⊂ pii−2E Λ1 ⊂ Λi−1 we have that Λi ⊂ Λi−1. Also, by induction we will
show that Ei ∈ Λi. We have E1 ∈ V1 = Λ1. Let us assume that Ei−1 ∈ Λi−1. We
have that Ei − Ei−1 ∈ pii−1E V1 = pii−1E Λ1 and Ei−1 ∈ Λi−1 ∩ Vi−1 which implies that
Ei ∈ Λi. This completes the induction.
Notice that the sequence (En)n∈N is Cauchy sequence so converges, that is we have





(Λi) and E 6= 0 (since Ei /∈ piEV1) which gives us
that the sub lattice ∩
i
(Λi) of Λ1 is non-zero. But applying the lemma 2.2.3 again,
we arrive in contradiction with the fact that Λi 6= Λj for all i 6= j. This finishes our
proof.
Theorem 2.2.5. G is finite.
Proof. It follows from 2.2.4.
Notice that the theorem above follows as well from the local version of the Jordan-
Zassenhaus theorem (theorem 24.7 in [9]).
Theorem 2.2.6. G is strongly connected.
Proof. Let Λ and Λ′ be representatives of two nodes in G. After rescaling we can
assume that Λ′ ⊂ Λ. Let us denote by Λ1, ...,Λn a Jordan-Holder filtration of OE
module Λ/Λ′, such that Λ1 ⊂ ... ⊂ Λn. Let
∼




Λ1 ⊂ .. ⊂ Λ such that the quotient of each subsequent ones is irreducible which
gives us that there is a directed path from Λ to Λ′.
Theorem 2.2.7. Any cycle in G is made of a multiple of the set of edges labeled with
Jordan-Holder factors of Λ/piEΛ where Λ is a lattice in ρ.
Proof. Let ω be a cycle containing the node [Λ], where with [Λ] we represent the
class of lattices. This means that there are nodes [Λ1], ..., [Λn] such that [Λ] →
[Λ1] → ... → [Λn] → [Λ], where arrows are representing the corresponding edges.
This means that there are class representatives Λi and some integer cΛ such that
picΛE Λ ⊂ Λ1 ⊂ ... ⊂ Λn ⊂ Λ, Λi+1/Λi, Λ1/picΛE Λ and Λ/Λn are irreducible. But then
those quotients are representing Jordan-Holder’s factors of Λ/picΛE Λ, which is just a
cΛ multiple of Jordan-Holder’s factors of Λ/piEΛ.
Definition 2.2.8. Given a graph G we define its dual G∨ by reversing the arrows and
with replacing the label of the arrow labeled by a Jordan-Holder factor σ by reversed
arrow labeled with HomkE(σ, kE).
Theorem 2.2.9. G∨ corresponds to the graph associated to ρ∨.
Proof. denote by Gρ∨ the graph associated to ρ∨. For any OE[G] stable lattice Λ in ρ,
we have that Λ∨ := HomOE(Λ,OE) is a OE[G] stable lattice in ρ∨. Having in mind
the finitness result of 2.2.5 and that Λ1
∼
= Λ2 if and only if Λ∨1
∼
= Λ∨2 , we have that
the map Λ 7→ Λ∨ is a bijection between classes of OE[G]− stable lattices in ρ and
in ρ∨. Let [Λ1], [Λ2] be two classes of OE[G]− stable lattices in ρ, such that there
is an arrow from [Λ1] to [Λ2]. This means that there are representatives of classes
Λ1,Λ2 such that piEΛ1 ⊂ Λ2 ⊂ Λ1 and σ := Λ1/Λ2 is irreducible. This is equivalent
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to saying that 0 → Λ2 → Λ1 → Λ1/Λ2 → 0 is exact. But then 0 → Λ∨1 → Λ∨2 →
HomOE(Λ1/Λ2,OE)→ 0 is exact too and HomOE(Λ1/Λ2,OE) ∼= σ∨.
Theorem 2.2.10. Let G∨ be as defined in 2.2.8. Let us also assume that ρ is self
dual up to a character, that is there is a character χ such that ρ ∼= ρ∨ ⊗ χ. We have
that G∨ ∼= G.
Proof. Let us first notice that Λ is a stable lattice in ρ if and only if Λχ−1 is a stable
lattice in ρ∨, where G acts on Λχ−1 via twist by χ−1. This gives us that G∨ ∼= G.
2.3 Explicit cases
In this section we compute lattices in certain irreducible p−adic representations
and draw their graphs. For two lattices which have an edge between, we will distin-
guish their edge labels using colours, that is two quotients are isomorphic if an only
if the corresponding edges are of the same colour.
2.3.1 The 2-dimensional irreducible representation of the di-
hedral group D8
Let D8 be the dihedral group of order 8. It is a non-abelian group and since it is
a p-group its 2-Sylow subgroup is the whole group. Thus it has a non-abelian normal
2-Sylow subgroup. D8 has a presentation < τ, σ|τ−1στ = σ−1, τ 2 = σ4 = e >. Let









where we take E to be some finite extension of Z2. Let us now calculate all the OE
lattices in ρ.
Using the theorem 1.1.2 we have that all the lattices in ρ have repeated Jordan
Holder factors of dimension 1 (they are actually all the trivial representation). Let
e1 = [1, 0] and e2 = [0, 1] be the standard basis and let Λ = OEe1 ⊕ OEe2. We
have that Stab Λ = GL2(OE) (where by Stab Λ we denote the set of all matrices
g ∈ GL2(E) such that gΛ = Λ) and all other lattices are described by gΛ where
g ∈ GL2(E). So we now look for g ∈ GL2(E) such that
σ, τ ∈ Stab gΛ = gStab Λg−1 = gGL2(OE)g−1. (2.3.1)
Let us denote by B ⊂ GL2(E) the subgroup of GL2(E) of upper triangular matri-
ces. Since GL2(E) = B GL2(OE) (see Iwasawa decomposition in [16]) and our lattice






















Let us denote by piE the uniformiser of OE, eE the ramification index so that
2u = pieEE , for some unit u ∈ O×E . Then the condition (2.3.2) implies that a = Ad,






all the OE lattices up to homothety inside ρ stable under the ρ action are given by
OE(Ae1)⊕OE(Be1 + e2) (2.3.3)








∈ OE. If B = 0 we get that A ∈ O×E , so the stable
lattice in this case looks like
OEe1 ⊕OEe2. (2.3.4)
24
Otherwise, we can assume that valE(A) > valE(B). The conditions on A and B
gives us that valE(B2 − 1) ≥ valE(A) and that valE(B2 + 1) ≥ valE(A). So having
in mind our assumption we get that valE(B) = 0. Also, we get that valE(2) =
valE((B
2 + 1) − (B2 − 1)) ≥ min{valE(B2 + 1), valE(B2 − 1)} ≥ valE(A). So we
can assume that A = piiE, where i ranges 0 ≤ i ≤ eE. Let us now fix A = piiE for
some 0 ≤ i ≤ eE and see what the possibilities for B are. Notice that the lattices
Λ1 = OE(Ae1) ⊕ OE(Be1 + e2) and Λ2 = OE(Ae1) ⊕ OE(B′e1 + e2) are the same if
and only if B−B′
A










∈ OE, since 2A ∈ OE) we get that the only possible lattices are
OE(piiEe1)⊕OE(e1 + e2) (2.3.5)
where 0 ≤ i ≤ eE and
OE(piiEe1)⊕OE((1 + c)e1 + e2) (2.3.6)





Let us draw the graph in the case when eE = 2. denote by Λ1 := OEe1⊕OE(e1 +
e2), Λ2 := OE(piEe1) ⊕ OE(e1 + e2), Λ3 := OE(pi2Ee1) ⊕ OE((1 + piE)e1 + e2) and
Λ4 := OE(pi2Ee1) ⊕ OE(e1 + e2). The graph is shown in figure 2.1, where the nodes
are denoted with the indices of the lattices.
 1 2
 3  4
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Figure 2.1: Dihedral group
In the thesis we are interested in describing all stable lattice in a p-adic representation
(representation over some extension over Qp). We are looking into if there is some nice
description of stable lattices in examples that we are studying, so we are attempting
to investigate if there is a system of compatible basis for families of stable lattices in
the examples. Using theorem 2.1.5 we have that a family of admissible lattices has
a system of compatible basis if and only if it is distributive, so we mainly end up
investigating the distributivity property. Using the theorem 2.1.6 we know that in
any p-group any non-trivial irreducible representation will fail either the distributive
property or the property of being intersection of all maximal ideals containing it. This
is why in our examples we attempted to invesigate the property of being intersection
of all maximal ideals containing it, but we did not manage to find out any effective
method for doing this, so we are investigating the distributivity directly. Notice that
for E = Q2 the lattices have the distributive property since they’re well-ordered (and
the compatible basis is e1, e1 + e2). For families of bigger ramification we will show
that when E has higher ramification degree that is not the case. Let us look into
the cases when ramification eE ≥ 9. Recall that the lattices described above have
repeated Jordan-Holder factors. We have the following result:
Lemma 2.3.1. There is no system of compatible basis for the family of lattices de-
scribed above 2.3.5, 2.3.6 in case when eE > 1.
Proof. Using theorem 2.1.5 we have that a family of admissible lattices has a system
of compatible basis if and only if it is distributive. For 1 < eE ≤ 9 we check that
distributivity property is not satisfied by running the code 4.3.3. Let us now assume
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that eE > 9. We will show that there is no system of compatible basis for the family of
lattices described above, by giving the explicit stable lattices Λ1, Λ2 and Λ3 for which
the distributive property fails. Using the transformation E1 := e1+e2 and E2 := e1 on
the basis of stable lattices, we consider lattices Λ1 := OE(pi9Ee1)⊕OE((1+pi5E)e1+e2) =
OE(pi9Ee1−pi4F ((1+pi5E)e1 +e2))⊕OE(pi5Ee1 +(e1 +e2)) = OE(pi4EE1)⊕OE(pi5EE2 +E1),
Λ2 := OE(pi9Ee1)⊕OE((1+pi7E)e1 +e2) = OE(pi9Ee1−pi2F ((1+pi7E)e1 +e2))⊕OE(pi7Ee1 +
(e1 + e2)) = OE(pi2EE1) ⊕ OE(pi7EE2 + E1) and Λ3 := OE(pi9Ee1) ⊕ OE(e1 + e2) =
OE(E1) ⊕OE(pi9EE2). We show that pi7EE2 + E1 ∈ Λ2 ∩ (Λ1 + Λ3) and pi7EE2 + E1 /∈
(Λ2 ∩ Λ1) + (Λ2 ∩ Λ3). Let us first show that pi7EE2 + E1 ∈ Λ2 ∩ (Λ1 + Λ3). We have
that pi7EE2 + E1 ∈ Λ2, so it is enough to show that pi7EE2 + E1 ∈ (Λ1 + Λ3). We have
that pi2E(E1 + pi5EE2) ∈ Λ1 and (1− pi2E)E1 ∈ Λ3, so pi7EE2 + E1 ∈ Λ1 + Λ3.
Let us finally show that pi7EE2 +E1 /∈ (Λ2 ∩Λ1) + (Λ2 ∩Λ3). We show it by using
contradiction. So let us assume that pi7EE2 +E1 ∈ (Λ2 ∩Λ1) + (Λ2 ∩Λ3). This means
that there is a ∈ (Λ2 ∩ Λ1) and b ∈ (Λ2 ∩ Λ3) such that pi7EE2 +E1 = a+ b. We have
that a = a1E1 + a2E2 and b = b1E1 + b2E2 for some a1, a2, b1, b2 ∈ E. Looking at the
description of Λ1, Λ2, Λ3, we have that valE(a2) ≥ max{5, 7} = 7 and valE(b2) ≥
max{7, 9} = 9. This means that we must have valE(a2) = 7 which having in mind
that a ∈ Λ1, gives that a = pi2Eo×1 (pi5EE2 +E1)+o2pi4EE1 = pi7Eo×1 E2 +(o2pi4E +o×1 pi2E)E1
for some o×1 ∈ O×E and some o2 ∈ OE. This implies that we must have valE(b1) = 0.
So since b ∈ Λ2 we have that b = o3(pi2EE1) + o×4 (pi7EE2 + E1), where o3 ∈ OE and
o×4 ∈ O×E . Since we also have that b ∈ Λ3 this implies that b = o5E1 + o6(pi9EE2 +E1),
where o5, o6 ∈ OE. Comparing different expressions for b and coefficients in front of
E2 we have o×4 pi7E = o6pi9E, which looking at valuations on the left and right hand side
is not possible. This finishes the proof.
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Lemma 2.3.2. Let ρ : G → E be a representation and let L be an extension of E.
If the family of all stable lattices in ρ is distributive it does not imply that the family
of all stable lattices in ρ⊗E L is distributive as well.
Proof. It follows from lemma 2.3.1 and the fact that for E = Q2 the lattices have the
distributive property.
2.3.2 An induced representation of the mod pHeisenberg group
In this case we look at lattices in irreducible p-adic representations of the mod p







 : a, b, d ∈ Fp
 . (2.3.7)
















. Notice that Hp is non-abelian and its p-Sylow subgroup is the
whole group. Hence its p-Sylow subgroup is normal and non-abelian. Using theorem
1.1.2 we have that for any lattice of a p-adic representation, the lattice modulo the
field uniformizer has repeated Jordan Holder factors which are trivial. Let us denote
by A and B the subgroups of Hp defined by





gb2 : b ∈ {0, ..., p− 1}
}
.
We have that AB ∼= Fp ⊕ Fp. Let E := Qp(ζp), where ζp is a primitive p-th root of
unity. Define the map
χAB : AB → E
g1 7→ 1
g2 7→ ζcp





is irreducible. The representation space of ρ is the family of functions f : Hp → E
such that for any a ∈ AB and h ∈ Hp we have that f(ah) = χAB(a)f(h) and the
group Hp acts on this space by right translation, that is for any h ∈ Hp and f ∈ ρ
we have (hf)(x) = f(xh).
We proceed by finding all the stable OE[Hp] lattices inside ρ. Let us denote by
φAB ∈ indHpABχAB the function which is supported on AB and for which we have
g1 7→ 1 and g2 7→ 1. Define Fx := gx3φAB. We have that {Fx : x ∈ {0, ..., p − 1}}
makes a basis of indHpABχAB, which we denote by BH. Let us compute the action of
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with the last line being true since Fx is supported on ABx−1 =
















































































































Using 2.3.8, 2.3.9 and 2.3.10 we compute all the lattices in indHABχAB over Qp(ζp).
We use the Magma code described in section 4. The graph for the lattices for the
irreducible representation over Q3(ζ3) is shown in the figure 2.2. It is interesting to
note that the graph is actually four triangles meeting along an edge. Using theorem
2.2.7 we have that any cycle for this graph is of length a multiple of 3 and we can see
that all the cycles are triangles with common edge 2→ 3. We compute the graph for
p = 5 as well. The number of non-homothetic lattices in this case is 280, with 2 nodes
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of degree 39, 18 nodes of degree 14, 110 nodes of degree 9 and 150 nodes of degree 4.
Theorem 2.2.7 also tells us that all the cycles for this graph are multiples of 5. Also
using the code shown in 4.3.3 we see that the set of stable lattices is distributive for







Figure 2.2: Heisenberg group
2.3.3 A 3-dimensional irreducible representation of A4
In this case we study lattices in the 3-dimensional irreducible representation of the
alternating group A4. A4 is the subgroup of even permutations of the symmetric group
S4. It is a non-abelian group with abelian and normal 2-Sylow subgroup isomorphic
to the Klein four group and with abelian 3-Sylow subgroup isomorphic to the cyclic
group of 3 elements. The elements g1 = (12)(34) and g2 = (123) are generating
A4. We look into the 3-dimensional irreducible representation of A4 over Q2. It is
constructed in the following way. We consider the representation on the 4-dimensional
vector space on which each element from A4 acts via applying the permutation on
the vector. This representation has for a subrepresentation the subspace of vectors of
33
which the sum of all coefficients is equal to 0. This subrepresentation is irreducible
and of dimension 3. Its basis is made of vectors e1 = (1,−1, 0, 0), e2 = (1, 0,−1, 0)
and e3 = (1, 0, 0,−1). We compute that g1 · e1 = −e1, g1 · e2 = −e1 + e3 and
g1 · e3 = −e1 + e2. We also compute that g2 · e1 = −e1 + e2, g2 · e2 = −e1 and
g2 · e3 = −e1 + e3.
We consider representations overQ2 andQ3. Using this we compute all the lattices
as described in section 4. We have that when looking over Q2, the Jordan Holder
factors modulo 2 are distinct of dimension 2 and 1. The graph is shown in the figure
2.3.
    
    
    
    
    
    
    
    
    
    
    
    
    





Figure 2.3: A4: 3-dimensional representation over Q2
When we consider the same representation over Q2(ζ3). In this case, the Jordan
Holder factors are all distinct of dimension 1. The graph is shown in the figure 2.4.
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 4   7
 6  3
  1   2   5
Figure 2.4: A4: 3-dimensional representation over Q2(ζ3)
On the other hand, when considering over Q3, the representation stays irreducible.
Using the code shown in 4.3.3 we have that distributivity property is satisfied for
both representations above.
2.3.4 The 3-dimensional irreducible representation of S4
In this case we consider the 3-dimensional irreducible representation of the sym-
metric group on 4 elements. The representation which we are looking at is the 3-
dimensional irreducible representation over the p-adics, obtained in the following way.
We look at the natural action of S4 on the 4-dimensional vector space V . This repre-
sentation is not irreducible and has a stable subspace consisting of the vectors whose
coefficients sum to 0. So if e1, e2, e3, e4 is a basis of V , we have that e1−e4, e2−e4, e3−e4
is a basis of the 3-dimensional subrepresentation. This representation is irreducible
and it is called the standard representation, which we denote by ρ.
We look at the representation over Q2. We have that ρ is reducible modulo 2,
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with Jordan-Holder factors of dimension 1 and 2. We compute its lattices using the
Magma code 4.3 and its graph is shown in the figure 2.5. For the computaton in
Magma, we used that (1, 2), (1, 2, 3, 4) ∈ S4 generate S4. Also, using the code shown
in 4.3.3 we have that distributivity property is satisfied.
    
    
    
    
    
    
   
    
    
    
 
   
   
    




Figure 2.5: Symmetric group S4
2.3.5 The 5-dimensional irreducible representation of the group
A5
In this case we study the lattices in the 5-dimensional irreducible representation
of the alternating group A5. Its 2-Sylow subgroup is abelian and isomorphic to the
Klein four group, while its 3 and 5 Sylow subgroups are cyclic. We construct the
representation by looking at the action of A5 via conjugation on the subgroups of A5
of order 5. We have that the subgroups of order 5 are
E1 := {(), (1, 2, 3, 5, 4), (1, 3, 4, 2, 5), (1, 5, 2, 4, 3), (1, 4, 5, 3, 2)},
E2 := {(), (1, 2, 4, 3, 5), (1, 4, 5, 2, 3), (1, 3, 2, 5, 4), (1, 5, 3, 4, 2)},
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E3 := {(), (1, 2, 4, 5, 3), (1, 4, 3, 2, 5), (1, 5, 2, 3, 4), (1, 3, 5, 4, 2)},
E4 := {(), (1, 2, 5, 3, 4), (1, 5, 4, 2, 3), (1, 3, 2, 4, 5), (1, 4, 3, 5, 2)},
E5 := {(), (1, 2, 5, 4, 3), (1, 5, 3, 2, 4), (1, 4, 2, 3, 5), (1, 3, 4, 5, 2)},
E6 := {(), (1, 2, 3, 4, 5), (1, 3, 5, 2, 4), (1, 4, 2, 5, 3), (1, 5, 4, 3, 2)}.
We first compute the action of A5 on the 6-dimensional vector space V over the
p-adics with basis vectors E1, E2, E3, E4, E5, E6. We have that g1 := (1, 2, 3, 4, 5)
and g2 := (1, 2, 3) generate A5. We compute that g1 · (1, 2, 3, 5, 4) = (1, 5, 2, 3, 4),
g1 · (1, 2, 4, 3, 5) = (1, 2, 3, 5, 4), g1 · (1, 2, 4, 5, 3) = (1, 4, 2, 3, 5), g1 · (1, 2, 5, 3, 4) =
(1, 4, 5, 2, 3), g1 · (1, 2, 5, 4, 3) = (1, 5, 4, 2, 3), g1 · (1, 2, 3, 4, 5) = (1, 2, 3, 4, 5). This
gives that g1 acts on the 6-dimensional vector space V via the matrix
0 1 0 0 0 0
0 0 0 1 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 0 0 1

.
We also compute that g2 · (1, 2, 3, 5, 4) = (1, 5, 4, 2, 3), g2 · (1, 2, 4, 3, 5) = (1, 4, 3, 2, 5),
g2 · (1, 2, 4, 5, 3) = (1, 2, 3, 4, 5), g2 · (1, 2, 5, 3, 4) = (1, 4, 2, 3, 5), g2 · (1, 2, 5, 4, 3) =
(1, 2, 3, 5, 4), g2·(1, 2, 3, 4, 5) = (1, 4, 5, 2, 3). This gives that g2 acts on the 6−dimensional
37
vector space V via the matrix
0 0 0 0 1 0
0 0 0 0 0 1
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0

.
This representation is not irreducible. It has a stable 1-dimensional subspace with
basis vector E1 +E2 +E3 +E4 +E5 +E6. The 5-dimensional quotient is irreducible.
The action of g1 and g2 on the 5-dimensional vector space is via the matrices
0 1 0 0 0
0 0 0 1 0
1 0 0 0 0
0 0 0 0 1




0 0 −1 0 1
0 0 −1 0 0
0 1 −1 0 0
1 0 −1 0 0
0 0 −1 1 0

respectively, where the action is given with respect to the basis which is image of
E1, E2, E3, E4, E5. Using this we compute in Magma all the lattices over Q2(ζ3). We
have that the Jordan-Holder factors of the lattices modulo 2 are non isomorphic of
dimensions 2, 2 and 1. The graph is shown in the figure 2.6. Also, using the code
shown in 4.3.3 we have that distributivity property is satisfied.
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 1   2
 3  4
Figure 2.6: A5: 5 dimensional representation over Q2(ζ3)
2.3.6 A 5-dimensional irreducible representation of the group
S5
In this case we study lattices in a 5-dimensional irreducible representation of the
symmetric group S5. Its 2-Sylow subgroup is non-abelian and isomorphic to the
dihedral group D8. Its 3 and 5 Sylow subgroups are cyclic. We construct the repre-
sentation using Young tableaux, as described in [15]. The 5 dimensional irreducible
representation which we are studying is the one described by the tableaux of shape
.
We consider Young tableaux up to row permutations, that is
1 3 4
2 5
∼ 1 4 3
5 2
.

















With {T} we denote the class of tableaux equivalent to T and with C(T ) we denote
the column stabilizer of T . Using this, we have that the following vectors make a

























































































































We have that g1 := (1, 2)(3, 4), g2 := (2, 3)(4, 5) and g3 := (1, 2) generate S5. We
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This gives us that g1 acts via the matrix
0 0 0 1 0
−1 −1 0 −1 0
0 1 1 1 0
1 0 0 0 0




Similarly, we compute that g2 acts via
1 0 0 0 0
0 0 0 0 1
1 0 0 1 0
−1 0 1 0 0
0 1 0 0 0

and g3 acts via 
1 0 0 0 0
−1 −1 0 −1 0
1 0 −1 0 −1
0 0 0 1 0
0 0 0 0 1

.
Using this we compute lattices in irreducible representations over Q2, Q3 and Q5.
We have that the Jordan Holder factors modulo 2 and 3 are of dimension 1 and 4,
but modulo 5 it stays irreducible. Also notice that comparing the character of this
representation and the character of the representation studied in 2.3.5 we see that the
5- dimensional irreducible representation of A5 is the restriction of this 5- dimensional
irreducible representation of S5. The corresponding graphs of lattices in irreducible
representations over Q2, Q3 are isomorphic and they are shown in the figure 2.7.
Just looking at the graph or using the code shown in 4.3.3 we see that distributivity
property is satisfied for both representations.
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 1   2
Figure 2.7: S5: 5 dimensional representation over Q2, Q3
2.3.7 The 6-dimensional irreducible representation of the group
S5
In this case we study the 6-dimensional irreducible representation of the symmetric
group S5. The construction will be done using Young tableaux, as in 2.3.6. The
tableau shape that generates this representation is
.




















































































































































































































































As in the previous case, we compute that g1 acts via
0 1 0 0 0 0
1 0 0 0 0 0
0 0 −1 0 0 0
−1 −1 0 −1 0 0
0 1 1 0 0 −1




g2 acts via 
−1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 0 0 −1

and g3 acts via 
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
−1 −1 0 −1 0 0
1 0 −1 0 −1 0
0 1 1 0 0 −1

.
Using this we compute in Magma lattices in irreducible representations over Q2, Q3
and Q5. We have that the Jordan-Holder factors modulo 2 are repeated of dimension
1 and 4, modulo 3 it stays irreducible, while modulo 5 they are non-isomorphic of
dimension 3. The graph corresponding to the representation over Q2 is shown in the
figure 2.8
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Figure 2.8: S5: 6 dimensional representation over Q2
and the graph corresponding to the representation over Q5 is shown in the figure 2.9.
 1   2
Figure 2.9: S5: 6 dimensional representation over Q5
Just looking at the graphs or using the code shown in 4.3.3 we have that distributivity
property is satisfied for both representations above.
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2.3.8 Graphs of absolutely irreducible representations with
abelian p-Sylow subgroup
Let G be a finite group with an abelian p-Sylow subgoup. We study if for an abso-
lutely irreducible representation ρ of G over the p-adics the associated set of lattices
has the distributive property. Using theorem 2.1.6 we get that this is equivalent to
the reduction being multiplicity-free if Λρ is an intersection of maximal orders, where
Λρ is as in the beginning of the section.
For a positive integer x we define xp := pd where d is the largest integer such
that pd | x. For a representation ρ of a group G, we define the defect to be the
integer dρ such that pdρ|dim(ρ)|p = |G|p. Using Brauer-Nesbitt theorem on blocks
of defect zero stated in [2] we have that irreducible characters of defect 0 reduce to
irreducible modular characters. In [1] Brauer showed that all characters of defect one
reduce to a sum of irreducible modular characters with decomposition numbers less
or equal to one. This gives us that a representation of defect 0 or 1 has no repeated
Jordan-Holder factors. So this implies that we need to look at groups whose p-Sylow
subgroup has order at least p2. The first groups that we will look into are of order
2a3b where at least one of a or b is larger than 1. We check if an absolutely irreducible
representation has repeated Jordan Holder factors using Brauer theory, as described
in 1.3.
In 4.3.2 is the Magma code which for a given integer order checks if there is
an absolutely irreducible representation of a group of order order with the wanted
properties. The code for the output has an array for which each element is an array
of type [n, p, i]. This means that the group SmallGroup(order,n) has an abelian
p-Sylow subgroup. Moreover there is an absolutely irreducible representation of G
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with character CharacterTable(G)[i] with repeated Jordan-Holder factors modulo
uniformiser over the field that the representation is realised (an extension of Qp).
We check this by expressing the character of the representation restricted to the
subgroup of p−regular elements of G as a linear combination of Brauer characters.
This decomposition can be read in the code from the matrix decompo. We saw that for
order = 72 there are 4 cases with the wanted properties. All of them are for p = 3, but
for different groups. These groups are SmallGroup(72, 22), SmallGroup(72, 23),
SmallGroup(72, 24) and SmallGroup(72, 41). In the following cases, we study
their representations with repeated Jordan-Holder factors modulo a uniformiser over
the field that the representation is realised (an extension of Q3).
We first study the absolutely irreducible representation ofG := SmallGroup(72, 22)
with repeated Jordan-Holder factors. Looking at the value of the character of the rep-
resentation at 1 we see that the dimension of the representaton is 4. Representing the
character of the representation restricted to the subgroup of G of 3− regular elements
we see that the set of Jordan-Holder factors is made up of two isomorphic quotients of
dimension 2. By criteria that we used in order to find the repesentation we have that
the 3-Sylow subgroup of SmallGroup(72, 22) is abelian and it is of order 9. We check
that the 3-Sylow subgroup is normal and isomorphic to the direct product of cyclic
groups C3 of order 3. Also its 2-Sylow subgroup is non-abelian, non-normal in G and
isomorphic to the dihedral group D8 of order 8. The fact that 3- Sylow is normal gives
us that Jordan Holder factors of the reduction are representations of the quotient D8.
Since 2- Sylow is not normal we have that SmallGroup(72, 22) is not isomorphic to
a direct product of its 3-Sylow and 2-Sylow subgroups, but since 3-Sylow is normal we
have that SmallGroup(72, 22) is isomorphic to a semidirect product of its 3-Sylow
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and 2-Sylow subgroups. We have that G = 〈σ1, σ2, σ3, σ4, σ5 | σ21 = id, σ22 = id, σ23 =
id, σ34 = id, σ
3
5 = id, σ
−1
1 σ2σ1 = σ2σ3, σ
−1




1 σ5σ1 = σ
2
5〉.
We consider the representation over Q3(ζ3). Using Magma we compute the action
of generators of the group G. For example, we know that the generator σ1 = G.1 acts
as Representation(IrreducibleModules(G,CyclotomicField(3))[15])(G.1), since
we know that the corresponding output from the Magma code is [72, 3, 15]. The
action of the generators is given by
σ1 =

0 0 1 0
0 0 0 1
1 0 0 0




0 1 0 0
1 0 0 0
0 0 0 −1




−1 0 0 0
0 −1 0 0
0 0 −1 0





ζ3 0 0 0
0 ζ23 0 0
0 0 ζ3 0




ζ3 0 0 0
0 ζ3 0 0
0 0 ζ23 0
0 0 0 ζ23

.
The graph is shown in the figure 2.10.








Let us denote by Λ1, Λ2, Λ3, Λ4, Λ5 a set of lattices such that the lattice Λi represents
node i for 1 ≤ i ≤ 5 and such that piEΛ1 ⊂ Λj ⊂ Λ1 and Λ1/Λj is irreducible for
2 ≤ j ≤ 5, which we see is possible after looking at the graph 2.10. Since there
is an edge from Λj to Λ1 for 2 ≤ j ≤ 5, we have that Λj/piEΛ1 is irreducible. Let
us compute Λi + Λj and Λi ∩ Λj where 2 ≤ i, j ≤ 5. Notice that we can not have
Λi ⊂ Λj since this would mean that piEΛ1 ⊂ Λi ⊂ Λj, and since Λi 6= Λj this would
imply that that Λj/piEΛ1 is not irreducible. This implies that Λj ( Λi + Λj. We have
that Λj ( Λi + Λj ⊂ Λ1, which having in mind that Λ1/Λj is irreducible implies that
Λi + Λj = Λ1. On the other side, we have that piEΛ1 ⊂ Λi ∩ Λj ( Λi, which since
Λi/Λi ∩ Λj implies that Λi ∩ Λj = piEΛ1. Using just shown we have that
(Λ2 ∩ Λ3) + Λ4 = piEΛ1 + Λ4 = Λ4
and
(Λ2 + Λ4) ∩ (Λ3 + Λ4) = Λ1 ∩ Λ1 = Λ1
which shows that the family of lattices is not distributive.
We then study the irreducible representation of G := SmallGroup(72, 23), with
character CharacterTable(G)[15]. Looking at the character we see that dimension
of the representation is 4. We also know that this representation will have repeated
Jordan-Holder factors modulo the uniformiser of the extension of Q3 over which the
representation is realised. Representing the character of the representation restricted
to the subgroup of G of 3-regular elements in terms of Brauer characters, we see that
the set of Jordan-Holder quotients will be made of 2 isomorphic quotients each of
dimension 2. Also, we know that the 3-Sylow subgroup of G is abelian. Moreover
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we check that its 3-Sylow subgroup is normal and isomorphic to the direct product
of two cyclic groups C3 of order 3. The 2-Sylow subgroup of G is non-abelian, non-
normal and isomorphic to the dihedral group. As before, having in mind that the
3-Sylow subgroup is normal and that the 2-Sylow subgroup is not we conclude that G
is isomorphic to a semidirect product of its 2-Sylow and 3-Sylow subgroups. We have
that G = 〈σ1, σ2, σ3, σ4, σ5 | σ21 = id, σ22 = σ3, σ23 = id, σ34 = id, σ35 = id, σ−11 σ2σ1 =
σ2σ3, σ
−1




1 σ5σ1 = σ
2
5〉.
We compute the action of generators of G. We consider the representation over
Q3 and the action of generators is as follows:
σ1 =

−1 −1 0 0
0 1 0 0
2 1 1 0




1 1 1 −1
−1 −1 −1 2
−2 −1 0 −1




−1 0 0 0
0 −1 0 0
0 0 −1 0





0 0 0 1
−1 −1 −1 0
0 1 0 −1




0 0 0 1
0 0 1 −2
−2 −1 −1 0
−1 0 0 −1

.
The graph is shown in the figure 2.11.
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1 2
Figure 2.11: SmallGroup(72,23)
We then investigate if the family of lattices as described in the absolutely ir-
reducible representation of SmallGroup(72, 23) has a system of compatible basis,
defined in 2.1.3. We compute lattices using the code as in 4.3, just with different
action generators and different fields F and E. Looking at the values of Qbasis_L
we extracted what the basis is for the representative lattices, up to homothety, of
the family. We have that the latices are Λ1 = E1 ⊕ E2 ⊕ E3 ⊕ E4 and Λ2 =
(2 ∗ 3E2) ⊕ (2 ∗ 3E1 + 2 ∗ 3E2) ⊕ (E1 + 2E3 + E4) ⊕ (E2 + E3), where E1, E2,
E3, E4 is the basis with respect to which we were computing the action matrices
in the absolutely irreducible representation of SmallGroup(72, 23). Noticing that
Λ1 = E2 ⊕ (E1 + E2) ⊕ (E1 + 2E3 + E4) ⊕ (E2 + E3) and that Λ2 = 2 ∗ 3E2 ⊕ 2 ∗
3(E1 +E2)⊕ (E1 + 2E3 +E4)⊕ (E2 +E3), we have that in this case there is a system
of compatible basis, even though we have repeated Jordan Holder factors. That this
family of lattices has a system of compatible basis could be seen just by looking at
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the graph 2.11 and noticing that it implies that the family of stable lattices is well or-








For the next step we study the representation of the groupG := SmallGroup(72, 24).
We know that it has repeated Jordan-Holder factors modulo the uniformiser of the
extension over Q3 over which it is realised. Representing the character restricted to
the subgroup of G of 3-regular elements we get that set of Jordan-Holder factors con-
sists of two isomorphic quotients of dimension 2. Also, looking at the character, we
see that the representation is 4-dimensional. We know that its 3-Sylow subgroup is
abelian. Additionally we check that its 3-Sylow subgroup is normal and isomorphic
to the direct product of cyclic groups C3 of order 3. The 2-Sylow subgroup of G is
non-abelian and non-normal in G and isomorphic to the quaternion group. As before,
having in mind that the 3-Sylow subgroup is normal and that the 2-Sylow subgroup
is not we conclude that G is isomorphic to a semidirect product of its 2-Sylow and
3-Sylow subgroups. We have that G = {σ1, σ2, σ3, σ4, σ5 | σ21 = σ3, σ22 = σ3, σ23 =
id, σ34 = id, σ
3
5 = id, σ
−1
1 σ2σ1 = σ2σ3, σ
−1




1 σ5σ1 = σ
2
5}.
We compute the action of generators of G. The representation is realised over Q3
and a set of generators acts via the following matrices:
σ1 =

0 0 −1 0
0 0 0 −1
1 0 0 0




0 −1 0 0
1 0 0 0
0 0 0 1




−1 0 0 0
0 −1 0 0
0 0 −1 0






ζ3 0 0 0
0 −ζ3 − 1 0 0
0 0 ζ3 0




ζ3 0 0 0
0 ζ3 0 0
0 0 −ζ3 − 1 0
0 0 0 −ζ3 − 1

.
The graph of stable lattices up to homothety is shown in the figure 2.12.







Looking at the graph we see that it is the same as the graph in the figure 2.10, so since
the proof that the family of lattices in the representation of SmallGroup(72, 22) is
not distributive uses only the graph, the same proof applies in this case too, that is
in this case the distributivity property does not hold either.
Lastly, we study the absolutely irreducible representation ofG := SmallGroup(72, 41).
Looking at the character of the representation we see that the dimension of the repre-
sentation is 8. We know that the representation has repeated Jordan-Holder factors
and representing the character restricted to the subgroup of G of p-regular elements
as a linear combination of Brauer characters, we see that the set of Jordan-Holder
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factors is two repeated quotients of dimension 2 and 4 pairwise non-isomorphic quo-
tients of dimension 1. We also know that the 3-Sylow subgroup of G is abelian. We
check that the 3-Sylow subgroup is normal in G and isomorphic to the direct prod-
uct of cyclic groups C3 of dimension 3. The 2-Sylow subgroup of G is non-abelian
and non-normal in G and isomorphic to the quaternion group. As before, having in
mind that the 3-Sylow subgroup is normal and that the 2-Sylow subgroup is not we
conclude that G is isomorphic to a semidirect product of its 2-Sylow and 3-Sylow
subgroups. We have that G = {σ1, σ2, σ3, σ4, σ5 | σ21 = σ3, σ22 = σ3, σ23 = id, σ34 =
id, σ35 = id, σ
−1
1 σ2σ1 = σ2σ3, σ
−1




2 σ4σ2 = σ5, σ
−1













3 σ5σ3 = σ
2
5}.
The representation is realised over Q3. We compute the action of a set of gener-




0 0 −1 0 1 0 0 0
−2 0 0 0 1 2 0 0
−2 1 −1 −1 1 2 0 −1
1 0 0 1 0 −1 0 0
−3 1 −1 −1 1 2 0 −1
2 0 1 1 −1 −1 0 1
0 0 0 −1 0 0 0 −1




0 0 0 0 0 0 −1 0
0 0 2 0 −1 0 0 −1
1 1 3 0 −3 −1 0 −1
0 0 −1 0 1 1 0 1
1 1 3 −1 −3 −1 0 −2
−1 0 −2 1 2 1 0 1
1 0 0 0 0 0 0 0






−1 0 0 0 0 0 0 0
1 1 3 1 −3 0 0 1
1 0 4 2 −3 0 −1 2
−1 0 −2 0 2 0 0 −1
1 0 5 2 −4 0 −1 2
−1 0 −3 −1 3 1 1 −1
0 0 0 0 0 0 −1 0




−1 0 0 1 1 1 0 0
1 1 3 1 −2 1 0 0
1 1 4 1 −2 2 −1 0
−1 −1 −2 −1 1 −1 0 0
1 2 5 2 −3 2 −1 0
−1 −1 −3 −1 2 −1 1 0
0 −1 0 0 0 −1 −1 0





0 0 0 −1 −1 −1 0 0
−1 1 −1 3 2 1 0 1
−1 1 −1 4 2 1 −1 2
1 0 1 −2 −2 −1 0 −1
−1 1 −2 4 3 1 −1 2
1 −1 1 −3 −2 −1 1 −1
0 −1 0 0 0 −1 −1 0
−1 0 −2 1 2 0 0 0

.
The graph of stable lattices is shown in the figure 2.13. Using the code shown in 4.3.3































Description of lattices in principal
series representations
3.1 Graphs in case of conductor c=1
Let K be an unramified extension of Qp of degree f , q := pf , E a finite extension
of Qp of the ramification degree e such that there is an embedding ι : K ↪→ E. Also,
let us denote by OE the ring of integers of E, with OK the ring of integers of K and
with kE and kK
∼
= Fq their residue fields. Define G := GL2(OK) and B1 ⊂ G the
subgroup of upper triangular matrices modulo piK , where piK is an uniformiser of K.
Let us denote with K1 ⊂ G is the subgroup of matrices which are congruent to the
identity modulo piK . Let us define the Teichmuller character [.] : kE → OE such that
for any a ∈ kE we have that [a] is the unique element of OE such that [a]f = [a] and
[a] = a mod piE (the existence and uniqueness is guaranteed by Hensel’s lemma). Let




) = χ1(a)χ2(b) = ι([a¯])cχ1 ι([b¯])cχ2
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such that χ1 6= χ2, where¯ is modulo p map, that is χ := χ1 ⊗ χ2. Let us define an
integer r between 0 and pf−1 such that for a x ∈ OE we have χ1χ−12 (x) = ι([x¯])r and
let r0, ..., rf−1 be integers between 0 and p− 1 such that r =
f−1∑
i=0
piri. Also we define
χs := χ2 ⊗ χ1.
Let us denote by σ0(χs) the OE[G] stable lattice in indGB1χs which consists of
all functions f : G → E which take values in OE. In what follows, we will de-
scribe a filtration of σ¯0(χs) := σ0(χs) ⊗OE kE. In order to do that we need to
introduce some f−tuples. One defines a set of f−tuples P(x0, ..., xf−1) such that
λ = (λ1(x1), ..., λf−1(xf−1)) ∈ P(x0, ..., xf−1) is such that λi(xi) ∈ Z± xi. For f = 1,
we define P(x0) := {x0, p− 1− x0}. For f > 1, P(x0, ...xf−1) is the set of all λ such
that:
1. λi(xi) ∈ {xi, xi − 1, p− 2− xi, p− 1− xi};
2. if λi(xi) ∈ {xi, xi − 1}, then λi+1(xi+1) ∈ {xi+1, p− 2− xi+1};
3. if λi(xi) ∈ {p− 2− xi, p− 1− xi}, then λi+1(xi+1) ∈ {p− 1− xi+1, xi+1 − 1};
where we look at indexes modulo f. For λ = (λ1(x1), ..., λf−1(xf−1)) ∈ P(x0, ..., xf−1)
we define the corresponding set Jλ ∈ {0, ..., f − 1} such that i ∈ Jλ if and only if



















With (s0, ..., sf−1) we denote the irreducible representation (Syms0E2)⊗E(Syms1E2)Frob
... ⊗E(Symsf−1E2)Frobf−1 of GL2(OK) over kE. Here (SymsE2)Frobi denotes the




GL2(OK) acts on the following way:
 a b
c d
xs−kyk = (a¯pix+ c¯piy)s−k(b¯pix+ d¯piy)k.
Theorem 3.1.1. The irreducible subquotients of σ¯0(χ) and σ¯0(χs) are:
(λ0(r0), ..., λf−1(rf−1))⊗ dete(λ)(r0,...,rf−1)
for λ ∈ P(x0, ..., xf−1) such that λi(ri) ≥ 0 for every i. Using the bijection between
P(x0, ..., xf−1) and the set of all subsets of {0, ..., f − 1} (λ 7→ Jλ) we denote by Pχ
the set of all subsets of {0, ..., f − 1} which parametrize the Jordan-Holder factors of
σ¯0(χ) and σ¯0(χs).
Proof. It follows from theorem 2.2 in [7].
For J ∈ Pχ we define the set of f−tuples FJ ⊂ {0, ..., p − 1}f for which we have
that s = (s0, ..., sf−1) ∈ FJ if each sj satisfies the following conditions
• 0 ≤ sj ≤ rj if j 6∈ J and j − 1 6∈ J
• 0 ≤ sj ≤ rj − 1 if j 6∈ J and j − 1 ∈ J
• rj ≤ sj ≤ p− 1 if j ∈ J and j − 1 ∈ J
• rj + 1 ≤ sj ≤ p− 1 if j ∈ J and j − 1 6∈ J
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Notice that {0, ..., p − 1}f is almost a disjoint union of FJ for J ∈ Pχ, with the
exception that (ri)0≤i≤f−1 ∈ F∅∩F{0,...,f−1}. With φ we denote the function in σ0(χs)
which is supported on B1 and such that φ(i1) = 1 for any i1 ∈ I1, where I1 ⊂ B1 is

































pjsj for J 6= ∅, {0, ..., f − 1}.
We actually have that σ0(χs) =
⊕
J∈Pχ
σJ and that φ, f0, ..., fq−1 defines a system of
compatible bases defined in 2.1.3. Also, for any J ∈ Pχ we have that σJ ⊗OE kE is
the corresponding Jordan-Holder factor of σ¯0(χs) as described in 3.1.1.
We study all OE[G] stable lattices in indGB1χs and its corresponding graph. Let
us denote by Gfe the corresponding graph, as defined in 2.2.2. Since χ is trivial on
K1 and K1 is normal in G (so K1 acts trivially in indGB1χ
s),we can see indGB1χ
s as a
representation of the finite group G/K1. This together with theorems 2.2.5 and 2.2.6
gives us that Gfe is finite and connected. For u, v ∈ Gfe let us denote by d(u, v) the
directed distance between u, v in Gfe . We define QE := Z[ 1valE(p) ].




• vJ ∈ QE and v∅ = 0;
• if J ⊆ J ′ we have that 0 ≤ vJ ′ − vJ ≤ |J ′ \ J |.
In [6] corollary 2.7 the author shows that all OE[G] stable lattices in indGB1χs up





where (vJ)J⊆{0,...,f−1} belongs to the family of tuples defined above and σJ is as defined
above. Notice that this implies that all OE[G] stable lattices in indGB1χs look like in
3.1.1 where
L 2.
• vJ ∈ QE;
• if J ⊆ J ′ we have that 0 ≤ vJ ′ − vJ ≤ |J ′ \ J |.
According to Breuil’s work [6], the graph Gfe does not depend on p, so the notation
for the graph is fine.
Theorem 3.1.2. Let Λ1 = ⊕
J⊆{0,...,f−1}
σJp
v1J and Λ2 = ⊕
J⊆{0,...,f−1}
σJp
v2J be two stable
lattices in indGB1χ
s which belong to different homothety classes. We may assume that
they are scaled so that Λ2 ⊆ Λ1 and Λ2 6⊂ piEΛ1, since we are working with lattices up
to homothety. We have that there is an edge from (the class of) Λ1 to Λ2 if and only
if there exists J1 ⊆ {0, ..., f − 1} such that v1J1 + 1valE(p) = v2J1 and v1J = v2J for J 6= J1.
Proof. As mentioned above in 2, we have that viJ ∈ QE and for any J ⊆ J ′ we have
that 0 ≤ viJ ′ − viJ ≤ |J ′ \ J |, where i = 1, 2.
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= σ¯J1 , which shows that there is an is an edge from
Λ1 to Λ2.
Let us now show the other direction. Assume that there is an edge from (the
class of) Λ1 to Λ2. The condition Λ2 ⊆ Λ1 and Λ2 6⊂ piEΛ1 together with the fact
[Λ1] 6= [Λ2] implies that
• v1J ≤ v2J for all J ⊂ {0, ..., f − 1};
• there exists J1 ⊆ {0, ..., f − 1} such that v1J1 < v2J1 ;
• there is Jeq ⊆ {0, ..., f − 1} such that v1Jeq = v2Jeq .





. In particular, we show
it via contradiction. First, let us assume that there is J2 ⊆ {0, ..., f − 1} such that
J2 6= J1 and v1J2 < v2J2 . This implies that σ¯J1 and σ¯J2 appear as Jordan Holder factors
in Λ1/Λ2, which implies that Λ1/Λ2 is not irreducible. But this contradicts the fact





















EσJ1 . But we have
σJ1/pi
k
EσJ1  σJ1/piEσJ1 is surjective and not injective, which implies that σJ1/pikEσJ1
is not irreducible. This contradicts the fact that there is an edge from Λ1 to Λ2. This
finishes our proof.
Theorem 3.1.3. There is an injection µ : Gfe ↪→ Gfe+1.













E σJ . Let us first
64
show that Λe+1 := µ(Λe) ∈ Gfe+1. Using 2, we only need to show that for J ⊂ J ′ ⊂









≤ |J ′ \ J |, which implies the previous inequality by multiplying with
e
e+1
< 1. To finish the proof we need to show that for Λe,Λ
′
e such that d(Λe,Λ
′
e) = 1,
we have that d(µ(Λe), µ(Λ
′















E σJ ∈ Gfe . Since d(Λe,Λ
′
e) = 1 we have that there is JΛe,Λ′e ⊂ {0, ..., f−1}
such that iJ = jJ for any J 6= JΛe,Λ′e , J ⊂ {0, ..., f − 1} and jJΛe,Λ′e = iJΛe,Λ′e + 1. But
this implies that d(µ(Λe), µ(Λ
′
e)) = 1.
Theorem 3.1.4. The number of nodes of the graph G2e is e+13 (2e2 + 4e+ 3).
Proof. In the case when f = 2 we have that v∅, v{0}, v{1} and v{0,1} which satisfy
1 and determine a lattice. Since v∅ = 0, we have that v{0} and v{1} can take any
value between 0 and 1, that is v{0} and v{1} can take any value from {0, 1e , ... e−1e , 1}.
For a given v{0} and v{1} the coefficient v{0,1} can take any value which satisfies
max(v{0}, v{1}) ≤ v{0,1} ≤ min(v{0}, v{1})+1, which is possible on (1+min(v{0}, v{1})−




v1,v2∈{0, 1e ,... e−1e ,1}




(|e+min(n1, n2)−max(n1, n2)|+ 1)
where n1 = ev1 and n2 := ev2. We denote nmin := min(n1, n2) and d := max(n1, n2)−
min(n1, n2). We substitute this in the sum and we split in the cases when n1 6= n2
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and n1 = n2:

















e2 + e− nmin − n2min) + (e+ 1)2
= (e2(e+ 1) + e(e+ 1)− e(e+ 1)
2
− e(e+ 1)(2e+ 1)
6




(e+ 1)(2e2 + 4e+ 3).
Until the end of the section, we will be looking into the associated graphs, which
we obtain using the results above. In the case when f = 1 and e = 1 the set of lattices
is parametrised with v∅ = 0, v{0} = 0 and v∅ = 0, v{0} = 1. When f = 1, e = 1 the
graph is shown in the figure 3.1.
 1   2
Figure 3.1: f = 1, e = 1
In the case when f = 2, e = 1 the graph is shown in the figure 3.2.
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Figure 3.2: f = 2, e = 1
In the case when f = 3, e = 1 the graph is shown in the figure 3.3.
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Figure 3.3: f = 3, e = 1




















Figure 3.4: f = 2, e = 2
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3.2 Proof of the bound in non-tame principal series
type representations of GL2(OF ) over the p-adics
In this section we are studying lattices in the family of non-tame principal series
type representations indGBnχ, where G := GL2(OF ), where F/Qp is finite, Bn ⊂ G
subgroup of upper-triangular matrices modulo pinF , n ≥ 2 and χ := χ1⊗χ2 a character
of Bn over some extension E of Qp, where each χ1, χ2 are characters of O×F trivial
on 1 + pinFOF and non trivial on 1 + pin−1F OF . We also assume that E contains the
maximal unramified subfield of F . Let us also kF := OF/piFOF , |kF | = q = pf . We
have that the dimension of the representation is qn−1(q+1). Let us define ζ := χ−11 χ2.
We have that ζ be a multiplicative character of O×F , trivial on 1 + pinFOF and we will
assume non trivial on 1 + pin−1F OF , since we are interesed in the case when indGBnχ
is irreducible. For λ ∈ F×q we denote by [λ] the Teichmuller lift of λ. Let us also
denote 0 ≤ c1, c2 < q − 1 such that χi([λ]) = [λ]ci . We denote c := c1 − c2. We write
φIn ∈ indGBnχ for the function supported on Bn such that φIn(in) = 1 for in ∈ In,
where In ⊂ Bn is the subgroup of G of matrices congruent to
 1 ∗
0 1

















φIn , γ ∈ OF/pin−1F . (3.2.2)
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where 0 ≤ i < q − 1, γ ∈ OF/pin−1F OF .
Lemma 3.2.1. Let Πn be an OE lattice with basis
Ni,γ, where γ ∈ OF/pin−1F OF , 0 ≤ i < q − 1
Nγ, where γ ∈ OF/pin−1F
Nγ, where γ ∈ OF/pin−1F OF .
Then Πn is OE[G] stable lattice. In particular, Πn is the smallest OE[G] stable lattice
containing N0.
Proof. Let B1 ⊂ G be the subgroup of upper triangular matrices modulo piF and let























































Nγ | γ ∈ OF/pin−1F OF , λ ∈ F×q }
generates a (finitely generated) G-stable OE- submodule OE[G]N0, which is then
a lattice by the irreducibility of indGBnχ. Since there are q
n−1(q + 1) number of
generators, which is also the dimension of indGBnχ, we have that they are actually a




Nγ | γ ∈ OF/pin−1F OF , λ ∈ F×q }































This finally gives that OE[G]N0 = OE[G]Nj = Πn.














ζ(1 + sω)χ−11 (1 + ω)
 1 + ω 0
0 1
 ,
for s ∈ OF/piFOF .
Now we will compute the action of operators OTs and ODs on Ni,γ, Nγ and Nγ
























































ζ(1 + ω(s− γ))
)
Ni,γ.
We have that the value above is qNi,γ if s = γ mod piF and 0 otherwise.
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ζ(1 + sω)ζ(1 + γλ)

























ζ(1 + sω)ζ(1 + γλ)χ1χ
−1


















































ζ(1 + sω)ζ(1 + γλ)





































ζ(1 + (s− γ)ω)
)
Nγ
This is equal to 0 if s 6= γ mod piF and qNγ otherwise. This finishes the description
of the action of the operator OTs . We continue with looking into the action of ODs .









ζ(1 + sω)χ−11 (1 + ω)[λ1]
iζ(1 + γλ2)
 1 + ω 0
0 1











ζ(1 + sω)χ−11 (1 + ω)[λ1]
iζ(1 + γλ2)













ζ(1 + sω)χ−11 (1 + ω)[λ1]
iζ(1 + γλ2)χ2(1 + ω)
 [λ1] + λ2 + [λ1]ω + λ2ω 1
1 0
φIn























 [λ1] + κ 1
1 0
φIn .









iζ(1 + (1− γ[λ1])ω))ζ(1 + γκ)

















This is equal to:
0 if γ = 0 mod piF and s 6= −1 mod piF ,
qNi,γ if γ = 0 mod piF and s = −1 mod piF ,





 [ s+1γ ] 1
1 0
Nγ if γ 6= 0 mod piF and s 6= −1 mod piF .







ζ(1 + sω)χ−11 (1 + ω)ζ(1 + γλ)


















 1 + ω 0
0 1
φIn .
Let us define κ = λ
1+ω


































This is equal to qNγ if s = 0 and 0 otherwise. Let us now compute the action on







ζ(1 + sω)χ−11 (1 + ω)ζ(1 + γλ)












ζ(1 + sω)χ−11 (1 + ω)ζ(1 + γλ)




0 1 + ω
φIn .
















































ζ(1 + ω(s+ 1))
)
Nγ










0 1 + sω
 ,
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for s ∈ OF/pin−1F , 1 ≤ t ≤ n− 2.
We will show that for s = γ mod pin−t−1F we have a well defined action of Pts on
Nγ, that is we will how that PtsNγ is independent of the choice of representatives of
ω mod pit+1F . For s = γ mod pi
n−t−1








2 (1 + s(ω + oωpi
t+1


















2 (1 + s(ω + oωpi
t+1






















2 (1 + s(ω + oωpi
t+1




















ζ(1 + s(ω + oωpi
t+1









Let us define κ := ω+oωpit+1F +λ(1+s(ω+oωpi
t+1





ζ(1 + s(ω + oωpi
t+1
F ))ζ(1 + γ
κ− (ω + oωpit+1F )











ζ(1 + s(ω + oωpi
t+1




















where the last equality follows from the fact that (s − γ)oωpit+1F = 0 mod pinF . We






























ζ(1 + (s− γ)ω))Nγ.
Since ζ is non trivial on 1 + pin−1F OF , we have that PsNγ = 0 if s− γ 6= 0 mod pin−tF .
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That is PsNγ = 0 if s− γ 6= 0. If s = γ mod pin−tF we have that
PtsNγ = qNγ.
In particular, we have that Ps := P1sP2s...Pn−2s has a well defined action on Nγ, for
s = γ mod piF . For s = γ mod piF we have that PsNγ = qn−2Nγ, if s = γ mod pin−1F
and PsNγ = 0 otherwise.
Theorem 3.2.2. Let Λ ⊂ Πn be G stable lattice such that Λ 6⊂ piEΠn. Then we have
that qnΠn ⊂ Λ.










aγNγ ∈ Λ and
v /∈ piEΠn. We have a few cases.
Let us first assume that there is ai,β such that ai,β ∈ O×E . Let us first consider the











For s 6= −1 mod piF we have












 [ s¯+1β¯ ] + κ 1
1 0
φIn ∈ Λ.





















































































∈ GLq−1(OE) and since ai,β ∈ O×E we have that there is














jaj,γ, xγ ∈ OF and xβ ∈ O×F . Notice that Pβ has a well defined
action on w, according to our previous discussion. In fact, we have
Pβw = q2xβqn−2Nβ ∈ Λ,
which gives
Pβw = qnxβNβ ∈ Λ.
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That is we have that qnNβ ∈ Λ. But this gives that qnΠn = qnOE[G]Nβ ⊂ Λ.
Let us now consider the case when β = 0 mod piF , aj,β ∈ O×E and aj,γ /∈ O×E for

































































 [λ−11 ] 1
1 0
























N[λ−11 ]−γ[λ1]−2 for γ ∈ piFOF/pin−1F OF
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and 0 ≤ i < q − 1. Let us assume that [λ−11 ] − β1[λ1]−2 = [λ−12 ] − β2[λ2]−2. Then
reducing modulo piF on both sides, we see that we must have λ1 = λ2. This implies




∈ GL2(OF ) and ([λ]i) λ∈F×q
0≤i<q−1
∈ GL2(OF ) gives us that the vector











Ni,γ. This implies that even if
there are some other β1, ..., βk ∈ piFOF and 0 ≤ i1, ..., ik < q−1 with the corresponding




 (αi,βNi,β + αi1,β1Ni1,β1 + ... + αik,βkNik,βk) is non zero in
Πn/piFΠn as well. But since
 0 1
1 0




 (αi,βNi,β+αi1,β1Ni1,β1 +...+αik,βkNik,βk) is non zero in A/piFA.
But since A = ⊕
0≤i<q−1
γ∈O×F
Ni,γ this implies that
 0 1
1 0









So we have that
 0 1
1 0
 v is as in the first case.
Let us now consider the case when there is aβ ∈ O×E and aj,γ /∈ O×E for γ ∈
OF/pin−1F OF , 0 ≤ j < q − 1. We have that 1 1
1 0










That is we have that 1 1
1 0





is non-zero, which reduces this case to the previous cases.
Notice that for the final case when there is aβ ∈ O×E and aj,γ, aγ /∈ O×E for γ ∈
OF/pin−1F OF , 0 ≤ j < q − 1, we have that
 0 1
1 0
 v is as in the previous case. We
have thus exhausted all cases and our proof concludes.
Chapter 4
Computational methods
In this section we describe how we computed lattices in different cases in Magma.
The code for the main example, described in 3.2, is shown in 4.3.
4.1 Explanation of computing all lattices in Magma
The computation of lattices for a specific example is computed in a similar way
for all cases. Let ρ : G → V be a representation of a group G over an E− vector
space V, where E is a p - adic field with ring of integers OE. We also assume that
G/ker(ρ) is finite. We fix a basis e1, ..., en of V and a OE[G] - stable latice Λ ⊂ V ,
as defined in 2.2. Each lattice in the code we represent as a matrix with respect
to a fixed basis e1, ..., en, where the basis vectors of the lattice are the columns of
the corresponding matrix. We are heavily using the Magma function Submodules()
which is computing submodules over a finite field. Starting with the fixed lattice Λ,
we compute all kE[G] submodules Λ¯i of the kE[G] module Λ¯ := Λ/piEΛ such that
Λ¯/Λ¯i is irreducible. On this way once when we iterate over submodules of Λ¯ we
compute all outgoing edges from Λ. In the code we actually implemented that when
we iterate over all kE[G] submodules Λ¯i of the kE[G] module Λ¯ := Λ/piEΛ and we
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check if Λ¯/Λ¯i or Λ¯i is irreducible. On this way once when we iterate over submodules
of Λ¯ we compute all directed edges going from and out of Λ. In this way we compute
all directed neighbours of Λ. We implemented it like this since when we work with
big graphs in which case running the code takes very long time, we know that we
computed all directed edges from and out of lattices for which we completed the
iteration above. We apply the same process on newly found lattices and iterate until
we find all the lattices. We know that the algorithm must finish, since there are a
finite number of lattices, as shown in 2.2.4. In 4.3 the full code for computing lattices
in indGB2χ is shown, for p = 3, F = Q3 and E = Q3[ζ3], χ2 = 1, χ1 is such that sends
−1 to −1 and 4 to ζ3.
4.2 Results for p = 2, 3, 5
In this chapter we will describe in detail the code for computing lattices in a
representation of wild principal series type of GL2(OF ) over E, where F = Qp and
E = F [ζp]. The code is shown in 4.3.1. We will first describe the notation in 4.3.1.
With p we denote a prime p, with d we denote the dimension of the representation,
which in this case is p(p+ 1). With F we denote the F = Qp and with O_F we denote
its ring of integers OF . With f1 we denote a polynomial f(x) over F with splitting
field E. We use this polynomial in order to construct the field E in Magma, denoted
by E. With t we denote the uniformizer of E, which is ζp − 1 and with zeta_p we
denote a non-trivial p -th root of unity ζp.
With gen1 we denote a generator of Teichmuller lifts in F and with gen2 we
denote p + 1. Notice that any element from (OF/pi2FOF )× can be represented as
gen1i1gen2i2 (that is modulo pi2F ) for some integers i1, i2. With imgen1 we denote
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a generator of Teichmuller lifts, which together with imgen2 (which is ζp) spans E
over F . We use this in order to construct a function which will be able to compute
values of any character (OF/pi2FOF )× → E, the function is denoted in the code by
chi. The function chi is determined by the integers c1, c2, generators gen1, gen2
of (OF/pi2FOF )× and generators imgen1, imgen2 of E. It is sending gen1 to imgen1c1
and gen2 to imgen2c2. In the code we have that χ = χ1 ⊗ χ2 where χ1 and χ2 are
determined by the integers ch1c1, ch1c2, ch2c1 and ch2c2.
We generate the action matrices of the generators of GL2(OF ) in the following
way. Notice that g1 :=
 0 1
1 0
 , g2 :=
 1 1
0 1




is a generator of the group (OF/pi2FOF )×. In the code gp is denoted as gp and the
action of a generator gi is computed in the function action_generatori.
In what follows we describe how we computed the action matrices of the genera-
tors. Firstly we fix a basis with respect to which all action matrices and stable lattices
will be computed. The basis which we fix is ei :=
 1 0
pi 1
φI2 for 1 ≤ i ≤ p and
ej :=
 j − p 1
1 0

















































We used the above calculation to write down the function action_generator1, which
computes the matrix of the action of g1 with respect to e1, ...ep2+p. For g2 and ek,
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χ1(1 + pk)χ2(1− pk)φI2
= χ1χ
−1
2 (1 + pk)ek








 λ+ 1 1
1 0
φI2 = ep+λ+1
where ep+p2+1 denotes ep+1. We used the above calculation in order to compute the
action of g2 in action_generator2.
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= χ1(gp)ekg−1p mod p























= χ2(gp)ep+(gpλ mod p2)
where by (p2t mod p2) we we mean p2. We used the above calculation in order to
compute the action of g3 in action_generator3.
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We are searching for lattices in the following way. We represent each lattice as
a matrix, whose columns are basis vectors of the lattice, with respect to the basis
e1, ..., ep2+p. Notice that Λ0 :=
n⊕
i=1
OEei is stable, so we start with Λ0 which we
represent as the identity matrix. Then using Magma’s function Submodules, which
is computing submodules over a finite field, we compute all submodules of Λ¯0 :=
Λ0/piEΛ0. We are interested in a submodule Λ¯ of Λ¯0 such that the quotient Λ¯0/Λ¯ is
irreducible. We check this using Magma’s function IsIrreducible. For all Λ¯ such
that Λ¯0/Λ¯ is irreducible, we compute its lift Λ. Then we continue applying the process
on lifts Λ′s until we reach the point when there are no non exploited classes of lattices,
that is when we arrive in the iteration when we do not get any new lattice. We know
that any lattice class [Λ′] will be exploited since if with Λ′ we denote the representative
such that Λ′ ⊆ Λ and Λ′ 6⊆ piEΛ we have that there are lattices Λ1, ...,Λn such that
Λ0 := Λ
′ ⊂ Λ1 ⊂ ... ⊂ Λn ⊂ Λn+1 := Λ and Λi+1/Λi is irreducible for all 0 ≤ i ≤ n.
The code is shown in 4.3.


















Figure 4.1: p = 2
The figure 4.2 shows the graph associated to the family of lattices for p = 3.
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Figure 4.2: p = 3
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4.3 Code in Magma
4.3.1 Computation of stable lattices
In this section we present the full code for computing lattices in indGB2χ. The
setup is that p = 3, F = Q3 and E = Q3[ζ3], χ2 = 1, χ1 is such that sends −1 to −1
and 4 to ζ3. The code is explained in 4.2.
p :=3;
d:= p∗(p+1);
O_F := pAdicRing (p ,4∗p−1);
F:=pAdicFie ld (p ,4∗p−1);
gen2 := F ! ( p+1);
ch1c1 :=1; // gen1 sent to gen1 ^c1
ch1c2 := 1 ; // 1+p sent to zeta_p ^c2
ch2c1 := 0 ;
ch2c2 := 0 ;
P1<x> := PolynomialRing (F ) ;
f 1 := x^2 +3∗x +3;
E:= ext<F | f1 >;
k_E:=GF(p ) ;
t := E.1 ;
zeta_p := t + 1 ;
t e i c h :=Teichmuel lerSystem (O_F) ;
gen1 := t e i c h [ 3 ] ;
imgen1 := E! gen1 ;
imgen2 := zeta_p ;
gp := O_F! 2 ;
l a t t i c e := ScalarMatr ix (E, d , 1 ) ;
i s_ int := func t i on (M)
mini := Valuation (M[ 1 ] [ 1 ] ) ;
f o r i in [ 1 . . d ] do
f o r j in [ 1 . . d ] do
mini := Min ( [ mini , Valuation (E!M[ i ] [ j ] ) ] ) ;
end f o r ;
end f o r ;
i f ( mini ge 0) then
return 1 ;
end i f ;
r e turn 0 ;
end func t i on ;
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ch i := func t i on ( gen1 , gen2 , c1 , c2 , p , x )
x := F ! x ;
x1:= F ! 1 ;
coe f1 := 0 ;
whi le Valuation (x−x1 ) l t 1 do
x1:= x1∗gen1 ;
coe f1 := coe f1 +1;
end whi le ;
x2 := F ! 1 ;
coe f2 := 0 ;
whi le Valuation (x−(x1∗x2 ) ) l t 2 do
x2:= x2∗gen2 ;
coe f2 := coe f2 +1;
end whi le ;
to_return1 := imgen1^( coe f1 ∗ c1 ) ;
to_return2 := imgen2^( coe f2 ∗ c2 ) ;
to_return := to_return1∗ to_return2 ;
re turn to_return ;
end func t i on ;
i nv e r s e := func t i on ( p , x )
p2 := p^2;
f o r i in [ 1 . . p2 ] do
i f ( ( i ∗x ) mod p2 ) eq 1 then
return i ;
end i f ;
end f o r ;
end func t i on ;
act ion_generator1 := func t i on ( gen1 , gen2 , ch1c1 , ch1c2 , ch2c1 , ch2c2 , p)
dim := p∗(p+1);
gR1 := ZeroMatrix (E, dim , dim ) ;
f o r k in [ 1 . . p ] do
gR1 [ ( p∗k)+p ] [ k ] := 1 ;
end f o r ;
f o r l in [ 1 . . (p^2) ] do
i f ( l mod p) eq 0 then
gR1 [ l div p ] [ p+l ] := 1 ;
e l s e
lambda := l ;
part1 := ch i ( gen1 , gen2 , ch1c1 , ch1c2 , p , l ) ;
temp := (p^2)−( i nv e r s e (p , l ) ) ;
part2 := ch i ( gen1 , gen2 , ch2c1 , ch2c2 , p , temp ) ;
gR1 [ p+inve r s e (p , l ) ] [ p+l ] := ( part1∗part2 ) ;
end i f ;
end f o r ;
r e turn gR1 ;
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end func t i on ;
act ion_generator2 := func t i on ( gen1 , gen2 , ch1c1 , ch1c2 , ch2c1 , ch2c2 , p)
dim := p∗(p+1);
gR1 := ZeroMatrix (E, dim , dim ) ;
f o r k in [ 1 . . p ] do
coe f1 := 1+(p∗k ) ;
coe f2 := (p^2) + 1 − (p∗k ) ;
part1 := ch i ( gen1 , gen2 , ch1c1 , ch1c2 , p , coe f 1 ) ;
part2 := ch i ( gen1 , gen2 , ch2c1 , ch2c2 , p , coe f 2 ) ;
gR1 [ k ] [ k ] := ( part1∗part2 ) ;
end f o r ;
f o r l in [ 1 . . (p^2) ] do
coe f := ( l + 1) mod (p^2) ;
i f c o e f eq 0 then
coe f := p^2;
end i f ;
gR1 [ p+coe f ] [ p+l ] := 1 ;
end f o r ;
r e turn gR1 ;
end func t i on ;
act ion_generator3 := func t i on ( gen1 , gen2 , ch1c1 , ch1c2 , ch2c1 , ch2c2 , p)
dim := p∗(p+1);
gR1 := ZeroMatrix (E, dim , dim ) ;
f o r k in [ 1 . . p ] do
f o r g in [ 1 . . p^2] do
i f Valuation (g−gp ) ge 2 then
zgen1 := g ;
end i f ;
end f o r ;
coe f1 := inve r s e (p , zgen1 ) ;
coe f2 := ( coe f1 ∗k ) mod p ;
i f coe f2 eq 0 then
coe f2 := p ;
end i f ;
to_mult := ch i ( gen1 , gen2 , ch1c1 , ch1c2 , p , gp ) ;
gR1 [ coe f2 ] [ k ] := to_mult ;
end f o r ;
f o r l in [ 1 . . (p^2) ] do
coeftemp := ( l ∗gp ) ;
f o r c in [ 1 . . p^2] do
i f Valuation ( coeftemp − c ) ge 2 then
coe f := c ;
end i f ;
end f o r ;
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gR1 [ p+coe f ] [ p+l ] := 1 ;
end f o r ;
r e turn gR1 ;
end func t i on ;
coerc := func t i on ( f i e l d , M, dim)
r e t := ZeroMatrix ( f i e l d , dim , dim ) ;
f o r i in [ 1 . . dim ] do
f o r j in [ 1 . . dim ] do
r e t [ i ] [ j ] := f i e l d !M[ i ] [ j ] ;
end f o r ;
end f o r ;
r e turn r e t ;
end func t i on ;
rows_coerc := func t i on ( f i e l d , M, dim)
r e t := ZeroMatrix ( f i e l d , dim , dim ) ;
a r r := [ ] ;
f o r i in [ 1 . . dim ] do
ar r := Append( arr ,M[ i ] [ 1 ] ) ;
end f o r ;
r e turn Matrix ( f i e l d , dim , dim , ar r ) ;
end func t i on ;
conv := func t i on ( f i e l d , x , dim)
ar r := [ ] ;
f o r i in [ 1 . . dim ] do
ar r := Append( arr , x [ i ] ) ;
end f o r ;
r e turn Matrix ( f i e l d , 1 , dim , ar r ) ;
end func t i on ;
g1 := act ion_generator1 ( gen1 , gen2 , ch1c1 , ch1c2 , ch2c1 , ch2c2 , p ) ;
g2 := act ion_generator2 ( gen1 , gen2 , ch1c1 , ch1c2 , ch2c1 , ch2c2 , p ) ;
g3 := act ion_generator3 ( gen1 , gen2 , ch1c1 , ch1c2 , ch2c1 , ch2c2 , p ) ;
i s_unit := func t i on (M)
i f i s_ int (M) eq 1 then
Minv:=M^−1;
i f i s_ int (Minv) eq 1 then
return 1 ;
end i f ;
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end i f ;
r e turn 0 ;
end func t i on ;
i s_s tab l e := func t i on (M)
i f Rank(M) l t d then
return 0 ;
end i f ;
Minv := M^−1;
gM1 := Minv∗g1∗M;
i f i s_ int (gM1) eq 1 then
gM2 := Minv∗g2∗M;
i f i s_ int (gM2) eq 1 then
gM3 := Minv∗g3∗M;
i f i s_ int (gM3) eq 1 then
return 1 ;
end i f ;
end i f ;
end i f ;
r e turn 0 ;
end func t i on ;
i s_old := func t i on (M, ar r ) //M rows as in ar r
Minv := M^−1;
r e t :=0;
f o r l a t in ar r do
r e t := r e t +1;
to_check := Minv∗ l a t ;
i f i s_unit ( to_check ) eq 1 then
return r e t ;
end i f ;
end f o r ;
r e turn 0 ;
end func t i on ;
s c a l e := func t i on (M)
mini :=Valuation (M[ 1 ] [ 1 ] ) ;
f o r i in [ 1 . . d ] do
f o r j in [ 1 . . d ] do
mini := Min(mini , Valuation (M[ i ] [ j ] ) ) ;
end f o r ;
end f o r ;
M:= M∗( t^(−mini ) ) ;
r e turn M;
end func t i on ;
find_JH_index:= func t i on ( fac to r , JHarray )
s i z e := #JHarray ;
101
i f s i z e gt 0 then
f o r ind in [ 1 . . s i z e ] do
candidate := JHarray [ ind ] ;
i f I s I somorph ic ( f ac to r , candidate ) then
return ind , JHarray ;
end i f ;
end f o r ;
end i f ;
JHarray := Append( JHarray , f a c t o r ) ;
s izenow := s i z e +1;
re turn sizenow , JHarray ;
end func t i on ;
f s t := l a t t i c e ;
f s t := s c a l e ( f s t ) ;
a l l_ l a t := [ f s t ] ; // wrt columns
rec_added := [ l a t t i c e ] ;
cont := 1 ;
l l :=1;
graph : = [ ] ; // graph returned w i l l be [ [ edge1 , edge2 , dimension_of_quotient , JHfactor ] ]
JHfactors := [ ] ;
whi le cont gt 0 do
new_latt i ces := [ ] ;
f o r parent in rec_added do
number_parent := is_old ( parent , a l l_ l a t ) ;
R:= parent ;// Rbasis to Bbasis




gR2 := gr2 ;
gr3 :=Rinv∗g3∗R;
gR3 := gr3 ;
gR1bar := coerc (k_E, gr1 , d ) ;
gR2bar := coerc (k_E, gr2 , d ) ;
gR3bar := coerc (k_E, gr3 , d ) ;
GRbaseLift :=MatrixGroup<d , E| Transpose ( gr1 ) , Transpose ( gr2 ) , Transpose ( gr3 )>;
RbaseLi f t :=GModule ( GRbaseLift ) ;
GRbaseBar:=MatrixGroup<d , k_E| Transpose ( gR1bar ) , Transpose ( gR2bar ) , Transpose ( gR3bar )>;
Rbase :=GModule (GRbaseBar ) ;
a l l_k idds := Submodules (Rbase ) ;
f o r kidd in a l l_k idds do
quot := quo<Rbase | kidd >;
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i f I s I r r e d u c i b l e ( quot ) then
Qbasis_L := [ ] ;
dim_q := Dimension ( quot ) ;
f o r i in [ 1 . . dim_q ] do
x:= Rbase ! quot . i ;
y := conv (E, x , d ) ;
y:= t∗y ;
Qbasis_L :=Append(Qbasis_L , y ) ;
end f o r ;
dim_kidd := Dimension ( kidd ) ;
f o r i in [ 1 . . dim_kidd ] do
x:=Rbase ! kidd . i ;
y := conv (E, x , d ) ;
Qbasis_L :=Append(Qbasis_L , y ) ;
end f o r ;
Qbasis_L := rows_coerc (E, Qbasis_L , d ) ; // rows
L:= R∗ Transpose (Qbasis_L ) ; //wrt Basis , v e c to r s are columns
L:= s c a l e (L ) ;
s s := i s_s tab l e (L ) ;
i f s s eq 1 then
nn:= is_old (L , a l l_ l a t ) ;
i f nn eq 0 then
JHindex , JHfactors := find_JH_index ( quot , JHfactors ) ;
l l := l l +1;
a l l_ l a t := Append( a l l_ la t , L ) ;
new_latt i ces := Append( new_latt ices , L ) ;
graph := Append( graph , [ number_parent , l l , dim_q , JHindex ] ) ;
e l s e
JHindex , JHfactors := find_JH_index ( quot , JHfactors ) ;
graph := Append( graph , [ number_parent , nn , dim_q , JHindex ] ) ;
end i f ;
end i f ;
end i f ;
i f I s I r r e d u c i b l e ( kidd ) then
Qbasis_L := [ ] ;
dim_q := Dimension ( quot ) ;
f o r i in [ 1 . . dim_q ] do
x:= Rbase ! quot . i ;
y := conv (E, x , d ) ;
y:= t∗y ;
Qbasis_L :=Append(Qbasis_L , y ) ;
end f o r ;
dim_kidd := Dimension ( kidd ) ;
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f o r i in [ 1 . . dim_kidd ] do
x:=Rbase ! kidd . i ;
y := conv (E, x , d ) ;
Qbasis_L :=Append(Qbasis_L , y ) ;
end f o r ;
Qbasis_L := rows_coerc (E, Qbasis_L , d ) ; // rows
L:= R∗ Transpose (Qbasis_L ) ; //wrt Basis , v e c to r s are columns
L:= s c a l e (L ) ;
s s := i s_s tab l e (L ) ;
i f s s eq 1 then
nn:= is_old (L , a l l_ l a t ) ;
i f nn eq 0 then
JHindex , JHfactors := find_JH_index ( kidd , JHfactors ) ;
l l := l l +1;
a l l_ l a t := Append( a l l_ la t , L ) ;
new_latt i ces := Append( new_latt ices , L ) ;
graph := Append( graph , [ l l , number_parent , dim_kidd , JHindex ] ) ;
e l s e
JHindex , JHfactors := find_JH_index ( kidd , JHfactors ) ;
graph := Append( graph , [ nn , number_parent , dim_kidd , JHindex ] ) ;
end i f ;
end i f ;
end i f ;
end f o r ;
end f o r ;
cont := #new_latt i ces ;
rec_added := new_latt i ces ;
end whi le ;
4.3.2 Absolutely irreducible representations with abelian p-
Sylow
Below we show the code used for 2.3.8. As described in more detail in 2.3.8
the code is searching for absolutely irreducible representations with abelian p-Sylow
subgroup and repeated Jordan Holder factors.
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order := 72 ;
C:=ComplexField ( ) ;
number_of_groups := NumberOfSmallGroups ( order ) ;
d i v i s o r s := PrimeDivisors ( order ) ;
found := [ ] ;
f o r n in [ 1 . . number_of_groups ] do
G := SmallGroup ( order , n ) ;
T := CharacterTable (G) ;
f o r p in d i v i s o r s do
Sylow := SylowSubgroup (G, p ) ;
i f I sAbe l i an ( Sylow ) then
Brauer_p := [ ] ;
I := Abso lute ly I r r educ ib l eModu le s (G, GF(p ) ) ;
f o r i in I do
b:= BrauerCharacter ( i ) ;
Brauer_p := Append(Brauer_p , b ) ;
end f o r ;
i r r e g u l a r := [ ] ;
f o r i in [ 1 . . #T] do
nu l l := 0 ;
f o r j in [ 1 . . #Brauer_p ] do
i f Brauer_p [ j ] [ i ] eq 0 then
nu l l := nu l l + 1 ;
end i f ;
end f o r ;
i f nu l l eq (#Brauer_p ) then
i r r e g u l a r := Append( i r r e gu l a r , i ) ;
end i f ;
end f o r ;
mtx_bb:= ZeroMatrix (C,#Brauer_p ,#Brauer_p ) ;
f o r ind_b in [ 1 . . #Brauer_p ] do
b := Brauer_p [ ind_b ] ;
index := 1 ;
f o r i in [ 1 . . #b ] do
i f not ( i in i r r e g u l a r ) then
mtx_bb [ ind_b ] [ index ] := C! b [ i ] ;
index := index +1;
end i f ;
end f o r ;
end f o r ;
new_t := ZeroMatrix (C,#T,#Brauer_p ) ;
f o r ch in [ 1 . . #T] do
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t := T[ ch ] ;
index := 1 ;
f o r i in [ 1 . . #t ] do
i f not ( i in i r r e g u l a r ) then
new_t [ ch ] [ index ] := C! t [ i ] ;
index := index +1;
end i f ;
end f o r ;
end f o r ;
decompo := new_t ∗ (mtx_bb^−1);
f o r i in [ 1 . . #T] do
used := f a l s e ;
f o r j in [ 1 . . #Brauer_p ] do
i f (Modulus ( decompo [ i ] [ j ] ) gt 1.00000000000000000000000001) then
found := Append( found , [ n , p , i ] ) ;
used := true ;
end i f ;
end f o r ;
end f o r ;
end i f ;
end f o r ;
end f o r ;
4.3.3 Distributivity in a family of lattices
Below we show the code used in the section 2.3. The code is checking if a family
of lattices has the distributivity property, defined in 2.1.4, We are iterating over all
triples of lattices in a given set of lattices and we check if distributivity is satisfied
for all of them. In the implementation of the code we use heavily the Magma’s
function HermiteFormBasis(). We compute the basis of the union of two lattices as
the Hermite Normal form of their bases. We compute the basis of the intersection of
two lattices as the dual of Hermite Normal form of bases of their duals. For computing
the dual basis of a latice we use the fact that if A is the basis matrix of a lattice then
the basis matrix of its dual is given by A(ATA)−1.
i s_ int := func t i on (M, d , f i e l d )
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mini := Valuation (M[ 1 ] [ 1 ] ) ;
f o r i in [ 1 . . d ] do
f o r j in [ 1 . . d ] do
mini := Min ( [ mini , Valuation ( f i e l d !M[ i ] [ j ] ) ] ) ;
end f o r ;
end f o r ;
i f ( mini ge 0) then
return 1 ;
end i f ;
r e turn 0 ;
end func t i on ;
i s_unit := func t i on (M, d , f i e l d )
i f not ( Valuation ( Determinant (M)) eq 0 ) then
return 0 ;
end i f ;
i f i s_ int (M, d , f i e l d ) eq 1 then
Minv:=M^−1;
i f i s_ int (Minv , d , f i e l d ) eq 1 then
return 1 ;
end i f ;
end i f ;
r e turn 0 ;
end func t i on ;
append_mtxs := func t i on (A, B, dimension )
M := ZeroMatrix ( f i e l d , dimension , 2 ∗ dimension ) ;
f o r i in [ 1 . . dimension ] do
f o r j in [ 1 . . dimension ] do
M[ i , j ] := A[ i , j ] ;
M[ i , dimension + j ] := B[ i , j ] ;
end f o r ;
end f o r ;
r e turn M;
end func t i on ;
va l := func t i on (A, dimension_r , dimension_c )
// return the minimal va luat i on o f
// elements in A
min := Valuation (A[ 1 , 1 ] ) ;
f o r i in [ 1 . . dimension_r ] do
f o r j in [ 1 . . dimension_c ] do
v := Valuation (A[ i , j ] ) ;
i f ( v l t min ) then
min := v ;
end i f ;
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end f o r ;
end f o r ;
r e turn min ;
end func t i on ;
convert := func t i on (M, dimension_r , dimension_c , r ing_of_integers )
// convert type o f e lements
// in M
A := ZeroMatrix ( r ing_of_integers , dimension_r , dimension_c ) ;
f o r i in [ 1 . . dimension_r ] do
f o r j in [ 1 . . dimension_c ] do
A[ i ] [ j ] := ( r ing_of_integers ! M[ i ] [ j ] ) ;
end f o r ;
end f o r ;
r e turn A;
end func t i on ;
HermiteFormBasis := func t i on (M, dimension , r ing )
// ex t ra c t the ba s i s in Hermite
//matrix
A := ZeroMatrix ( r ing , dimension , dimension ) ;
f o r i in [ 1 . . dimension ] do
f o r j in [ 1 . . dimension ] do
A[ i ] [ j ] := M[ i ] [ j ] ;
end f o r ;
end f o r ;
r e turn A;
end func t i on ;
union := func t i on (A, B, un i fo rmise r , dimension )
//we have that the ba s i s o f the union i s
// H := HNF( [A|B] )
AB := append_mtxs (A, B, dimension ) ;
v := va l (AB, dimension , 2∗dimension ) ;
AB_mult := AB∗ ( un i f o rm i s e r^(−v ) ) ;
AB_mult_ring := convert (AB_mult , dimension , 2∗dimension , r ing_of_integers ) ;
H := Transpose (HermiteForm ( Transpose (AB_mult_ring ) ) ) ;
H := convert (H, dimension , 2∗dimension , f i e l d ) ;
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r e t := HermiteFormBasis (H, dimension , f i e l d ) ;
r e t := r e t ∗( un i f o rm i s e r ^(v ) ) ;
r e turn r e t ;
end func t i on ;
i n t e r s e c t i o n := func t i on (A, B, un i fo rmise r , dimension )
//we compute i n t e r s e c t i o n by f i r s t computing duals
// A^v and B^v , then computing H := HNF(A^v | B^v)
// and the ba s i s matrix o f the i n t e r s e c t i o n o f A and B
// i s H^v
// we compute dual o f a l a t t i c e with ba s i s matrix M
// as Dual (M) = M(M^{ transpose } M)^{−1}
A_d := A ∗ ( ( Transpose (A) ∗ A)^−1);
B_d := B ∗ ( ( Transpose (B) ∗ B)^−1);
AB := append_mtxs (A_d, B_d, dimension ) ;
v := va l (AB, dimension , 2∗dimension ) ;
AB_mult := AB∗ ( un i f o rm i s e r^(−v ) ) ;
AB_mult_ring := convert (AB_mult , dimension , 2∗dimension , r ing_of_integers ) ;
H := Transpose ( HermiteForm ( Transpose ( AB_mult_ring ) ) ) ;
H := convert (H, dimension , 2∗dimension , f i e l d ) ;
H := HermiteFormBasis (H, dimension , f i e l d ) ;
H := H ∗( un i f o rm i s e r ^(v ) ) ;
H_d := H ∗ ( ( Transpose (H) ∗ H)^−1);
re turn H_d;
end func t i on ;
d i s t r i b u t i v e := func t i on ( l a t t i c e s , p , dimension , bound , f i e l d , r ing_of_integers , un i f o rm i s e r )
f o r i in l a t t i c e s do
f o r j in l a t t i c e s do
f o r k in l a t t i c e s do
f o r c i in [ 1 . . bound ] do
f o r c j in [ 1 . . bound ] do
f o r ck in [ 1 . . bound ] do
la t_i := ( un i f o rm i s e r ^( c i ) ) ∗ i ;
l a t_j := ( un i f o rm i s e r ^( c j ) ) ∗ j ;
lat_k := ( un i f o rm i s e r ^( ck ) ) ∗ k ;
i_int_k := i n t e r s e c t i o n ( lat_i , lat_k , un i fo rmise r , dimension ) ;
j_int_k:= i n t e r s e c t i o n ( lat_j , lat_k , un i fo rmise r , dimension ) ;
i_int_k_un_j_int_k := union ( i_int_k , j_int_k , un i fo rmise r , dimension ) ;
109
i_un_j := union ( lat_i , lat_j , un i fo rmise r , dimension ) ;
i_un_j_int_k := i n t e r s e c t i o n ( i_un_j , lat_k , un i fo rmise r , dimension ) ;
to_check := ( i_int_k_un_j_int_k^−1) ∗ i_un_j_int_k ;
eq l := is_unit ( to_check , dimension , f i e l d ) ;
i f ( eq l eq 0) then
return f a l s e ;
end i f ;
end f o r ;
end f o r ;
end f o r ;
end f o r ;
end f o r ;
end f o r ;
r e turn true ;
end func t i on ;
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