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We study maximum matchings and topologically-protected zero modes of slightly-diluted square
and honeycomb lattice with compensated dilution nvac, i.e. exactly equal numbers of surviving sites
on the two sublattices. Our approach is based on an alternate proof of the graph-theoretic identity
between the number of such zero modes and the number of monomers in any maximum matching
of the diluted lattice. Our proof shows that the corresponding wavefunctions can be chosen to live
entirely within certain connected components R of the Dulmage-Mendelsohn decomposition of the
lattice independent of the values of hopping amplitudes. This decomposition is argued to also control
a factorization property of the partition function of the monomer-dimer model associated with the
ensemble of maximum-matchings. In the nvac → 0 limit, we find that the random geometry of these
R-type regions exhibits critical behaviour associated with incipient percolation of these regions. We
obtain numerical estimates of the universal exponents and scaling functions that characterize this
new universality class of incipient percolation in two dimensions. We outline implications of these
results for the statistical mechanics of maximum matchings of such lattices, and for the quantum
mechanics of a zero-energy particle hopping on such lattices. We also identify several promising
lines of enquiry that are opened up by our work.
PACS numbers: 71.23.-k;73.22.Pr;71.23.An;72.15.Rn
I. INTRODUCTION
Static impurities are an important feature of many
physical systems, motivating the study of the effect of
quenched disorder on various physical phenomena such as
electronic conduction, diffusion of fluids, and magnetism.
Paradigmatic examples include classical percolation the-
ory which studies the random geometry of the disordered
environment, and the theory of Anderson localization,
which elucidates the effect of this disordered environ-
ment on the wavefunctions and spectrum of a quantum
mechanical particle in this environment [1–5].
Here, we study the geometry of topologically-protected
(dependent only on the connectivity of the graph and
insensitive to the actual values of the nonzero hopping
amplitudes) zero energy states of a quantum-mechanical
particle hopping with random hopping amplitudes on
links of a slightly-diluted square or honeycomb lattice
with compensated dilution nvac, i.e exactly equal num-
bers of surviving sites on the two sublattices.
Our approach is based on an alternative proof of the
graph-theoretic identity [6, 7] between the number of
such topologically-protected zero modes and the number
of monomers in any maximum matching of the diluted
lattice. Our proof uses a graph-theoretic tool, namely
the Dulmage-Mendelsohn decomposition [7–10] of a bi-
partite lattice into a unique set of non-overlapping con-
nected subregions (see Fig. 1) Ri (i = 1 . . . NR) and Pj
(j = 1 . . . NP). These have an intuitively appealing char-
acterization from the point of view of the monomer-dimer
model defined by the ensemble of maximum-matchings of
the lattice: monomers of this monomer-dimer model are
all confined to live in these R-type regions, with each
R-type region Ri hosting the same fixed nonzero num-
ber Ii of monomers in any maximum matching. On the
other hand, P-type regions are parts of the lattice that
are always perfectly matched in any maximum matching.
Using this tool, we demonstrate that the wavefunctions
of such topologically protected zero-energy states can be
chosen to live entirely within individual R-type regions
Ri of this Dulmage-Mendelsohn decomposition, with Ii
such linearly-independent zero modes coexisting in region
Ri. We also argue that the Dulmage-Mendelsohn decom-
position implies a complete factorization of the partition
function of the monomer-dimer model, with each R-type
and P-type region independently contributing one factor
to the partition function.
This motivates our computational study of the ran-
dom geometry of the Dulmage-Mendelsohn decomposi-
tion. At any nonzero nvac, we find a nonzero number den-
sity nR (nP) of R-type (P-type) regions in the thermo-
dynamic limit (Fig. 2). These R-type (P-type) regions
together contain a nonzero fraction mtot (mP) of sites
of the undiluted lattice, with the R-type regions hosting
a nonzero areal density w of topologically-protected zero
modes (Fig. 3). In the small-nvac limit, we find that most
of the sites of the diluted lattice belong toR-type regions,
although w goes rapidly to zero (Fig. 3). In the range
of system sizes (L) accessible to us, the typical size of
R-type regions is only limited by L (Fig. 4) as nvac → 0,
and the dominant contribution to both mtot and w comes
from such large R-type regions (Fig. 5).
Indeed, the random geometry of the Dulmage-
Mendelsohn decomposition in this nvac → 0 limit is uni-
versal, and characterized by incipient percolation of R-
type regions. We obtain a numerical estimate of ν =
5.5±0.9 for the correlation length exponent that charac-
terizes this universality class, and place a bound η . 0.08
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2FIG. 1: The left (middle) panel shows the boundary of the largest threeRA-type (RB-type) regions of the Dulmage-Mendelsohn
decomposition (see Sec. II for details) of a honeycomb lattice sample with L = 4000 and periodic boundary conditions, with
vacancy density nvac = 0.08. The right panel shows the largest two RA-type regions together with the largest two in tRA-type
regions of the same sample. The color-coding of the boundaries has been changed in the right panel (relative to the other two
panels) for greater visibility.
on the value of the corresponding anomalous exponent
η. A particularly interesting aspect of this Dulmage-
Mendelsohn percolation phenomenon is that this non-
trivial behaviour is exhibited in the limit of vanishing
vacancy density, raising the intriguing possibility of be-
ing accessible to a rigorous analysis in the nvac → 0+
limit.
This critical phenomenon clearly has interesting im-
plications in both settings: the statistical mechanics of
maximum matchings of these diluted bipartite lattices
and the quantum mechanics of a zero-energy particle
hopping on the lattice. In the former setting, we argue
that this geometric criticality can be thought of as in-
cipient monomer percolation in the statistical mechanics
of maximum-matchings, since these monomers only ex-
ist within R-type regions, and the factorization property
implies that they are uncorrelated between two different
R-type regions. In the latter context, we argue that the
zero-energy Green function G(x, x′) is only nonzero when
x and x′ both belong to the same R-type region, and this
critical behaviour therefore corresponds to a wavefunc-
tion percolation phenomenon.
Our results provide answers to interesting questions in
three other contexts; indeed, the background and origi-
nal motivation for our study came from these questions.
The first of these is diluted undoped graphene: In ear-
lier work [11], it was noticed that an anomalous crossover
in the low-energy density of single-particle states of the
corresponding tight-binding model was controlled by a
nonzero density of zero modes. These zero modes were
argued to be topologically-protected and arising from the
presence of so-called RA-type (RB-type) regions having
more A (B) sublattice sites than B (A) sublattice sites,
but a boundary consisting of only B (A) sites of the bi-
partite honeycomb lattice. The resulting local sublattice
imbalance I was argued to result in I disorder-robust
zero modes due to the specific structure of the boundary.
The smallest nontrivial example of these, namely “R6”
regions involving six vacancies at specific relative posi-
tions, provided a rigorous lower-bound on the density
of such disorder-robust zero modes. However, a calcu-
lation [11] of the thermodynamic density of zero modes
using multiprecision numerics yielded a value that was
much greater in magnitude than this bound. The exis-
tence of this relatively large density of zero modes was
also independently confirmed using the connection to
maximum matchings to count the zero modes [12, 13].
These results lead to the natural question: How does
one characterize the vast majority of suchR-type regions,
and what do the corresponding zero mode wavefunctions
look like? The present work provides the answer: The
R-type regions introduced in Ref. [11] are precisely the
connected components Ri of the Dulmage-Mendelsohn
decomposition of the diluted lattice, which can be ob-
tained from any one maximum matching of the lattice.
Our geometric study shows that an overwhelmingly large
majority of zero modes (we will be more precise below)
are associated with R-type regions of typical spatial ex-
tent ξ(nvac) ∼ n−νvac (with ν = 5.5 ± 0.9, as mentioned
earlier).
A second closely-related motivation comes from the
fact that isolated non-magnetic impurities (vacancies)
bind a pi-flux and nucleate a zero-energy Majorana ex-
citation in Kitaev’s exactly solvable honeycomb-lattice
model of a Z2 spin liquid [14–16], and in the exactly
solvable Yao-Lee model of a SU(2) symmetric Z2 spin
liquid on the honeycomb lattice [17, 18]. However, in
the presence of a nonzero density of vacancies, most of
these zero-energy states are lifted by their mixing, and
merely contribute to a pile-up in the low-energy density of
states [11, 15, 18–20]. The zero modes studied here rep-
resent exceptions to this, i.e. surviving zero-energy Ma-
jorana excitations whose existence is topologically pro-
tected in the presence of a nonzero density of nonmag-
netic impurities and exchange-disorder. In the SU(2)
symmetric spin liquid model of Yao and Lee [17], Ref [18]
showed that these modes give rise to an impurity-induced
Curie tail in the linear suscepbtibility. Although such a
Curie tail is usually taken to signal the presence of local
moments, the results obtained here on the spatial struc-
ture of these zero modes establish that this Curie tail is
actually dominated by the response of moments which
are spread out over regions of linear size ξ(nvac) ∼ n−νvac
that diverges in the small-nvac limit.
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FIG. 2: The mean number densities nR and nP of R-type and P-type regions of the Dulmage-Mendelsohn decomposition of
diluted honeycomb and square lattices are nonzero in the thermodynamic limit and decrease rapidly as we approach the limit
of vanishing dilution nvac → 0 on both lattices. See Sec. IV A for details.
More broadly, our results are of interest in the context
of the low-energy physics of Majorana networks [21, 22]
that can potentially be realized for instance by exploiting
the localized Majorana fermion excitations of topological
superconductors [23, 24]. Such networks are described
by the generic quadratic Hamiltonian: HMajorana =
i
∑
rr′ trr′ηrη
′
r, where r, r
′ represent spatial locations of
individual Majorana modes, itrr′ characterizes the net-
work of purely imaginary mixing amplitudes that couple
these modes, and we have neglected quartic interaction
terms that can become important in some cases [25, 26].
When trr′ has a bipartite structure, for instance cor-
responding to nonzero amplitudes that couple nearest
neighbours of a diluted bipartite lattice, this is a par-
ticular case (with real trr′ ) of the bipartite random hop-
ping problem studied here. Interestingly, if this bipartite
network is weakly perturbed by additional short-range
mixing amplitudes that destroy the bipartite structure,
each R-type region Ri with an odd Ii is expected to host
one Majorana mode that is perturbatively stable to the
leading effects of the additional mixing amplitdues, while
regions with even Ii do not host any such modes. This
lends additional significance to the geometry of R-type
regions with odd I.
The rest of this article is organized as follows: In
Sec. II, we provide a quick summary of of the stan-
dard Dulmage-Mendelsohn decomposition of a bipartite
graph. In Sec. III A, we first use this decomposition
to provide an alternate proof of the correspondence be-
tween the number of zero modes and the number of
monomers alluded to earlier. This also enables us to
prove the topologically-protected localization property of
the zero-energy Green function of the hopping problem.
In Sec. III B, we discuss consequences for correlations in
the monomer-dimer model, followed by a brief discussion
in Sec. III C of implications for the perturbative stability
of Majorana modes in bipartite Majorana networks. This
sets the stage for a detailed account of the random ge-
ometry of Dulmage-Mendelsohn clusters in Sec. IV. This
is split into a discussion of the basic picture in Sec. IV A,
followed by a detailed account of our finite-size scaling
analysis in Sec. IV B, a discussion of the morphology of
critical R-type regions in Sec. IV C, and a summary in
Sec. IV D of scaling properties ofR-type regions with odd
monomer number I. In Sec. V A, we provide a heuristic
reinterpretation of our results in the language of fluctu-
ating polarization fields commonly used to discuss large-
length scale properties of bipartite dimer models. This is
followed by a brief aside (Sec. V B), in which we discuss
how our ideas lead to a unified perspective on some in-
teresting recent work on Penrose tilings, and are relevant
to some aspects of the previous results on diluted quan-
tum antiferromagnets. Finally, in Sec. V C, we discuss
several interesting lines of enquiry that are opened up by
our results.
II. THE DULMAGE-MENDELSOHN
DECOMPOSITION
The structural results of Dulmage and Mendelsohn [7–
10] on bipartite graphs are simple and elegant, but per-
haps not well-known to physicists. Here, we attempt to
remedy this with a self-contained account, which also sets
up our notation. With minor embellishments intended to
better emphasize features of interest to us, what follows
below is the version summarized in Ref. [10].
Consider the monomer-dimer model on a bipartite
graph, with the proviso that the number of monomers
is restricted to the minimum possible value. Dulmage
and Mendelsohn showed that this ensemble of maximum
matchings defines a unique structural decomposition of
the underlying graph, independent of the matching one
starts with.
To establish this, start with any one maximum match-
ing, which has monomers at lattice sites hk, with k =
1 . . .W . Here, W is the number of unmatched sites in
any maximum matching. Now, one introduces the notion
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FIG. 3: Left panel: The sample-averaged total mass density of R-type regions, mtot, is nonzero in the thermodynamic limit
and appears to tend towards 1− nvac in the limit of small dilution nvac → 0 on both the honeycomb and square lattices. This
density is normalized to the number of sites in the undiluted sample, so that nvac + mtot + mP = 1 on both lattices, where
mP is the corresponding sample-averaged total mass density of P-type regions. Right panel: The sample-averaged density of
zero modes, w, is also nonzero in the thermodynamic limit and goes rapidly to zero in the small-nvac limit. See Sec. IV A for
details.
of an alternating path starting from unmatched vertices
that host monomers: These are paths that begin at any
unmatched vertex hk, traverse any one of the unmatched
(unoccupied by dimers) links emanating from it and sub-
sequently go along an alternating sequence of matched
and unmatched links of the lattice without visiting any
site more than once or traversing any link more than
once. Maximum matchings are characterized by the ab-
sence of alternating paths of odd length which start and
end at unmatched sites (if there was such a path, one
could add one more dimer to the system by switching
the occupied and unoccupied links of this path, and the
original matching would not have maximum cardinality).
Next, one can classify sites into three groups, odd
(o), even (e) and unreachable (u): Unreachable sites
cannot be reached by such an alternating path start-
ing from any monomer. Odd sites can be reached by
an alternating path of odd length starting from some
monomer. And even sites are those that can be reached
by an alternating path of even length (including 0) start-
ing from some monomer (this class therefore includes the
unmatched sites themselves). Using the fact that there
are no alternating paths of odd length starting and end-
ing at monomers in any maximum matching, it is fairly
straightforward to see that this classification into odd,
even and unreachable is independent of the maximum
matching one starts with. Indeed, it represents a funda-
mental structural property of the graph itself. Also, even
sites are never connected by a link of the lattice to other
even sites or to unreachable sites.
The connected components Ri and Pj of interest to us
are now readily obtained: Color all odd and even sites
red. Also color red all links that connect one odd and
one even site. Color all unreachable sites blue. Also color
blue all links between two unreachable sites. And delete
all links between unreachable sites and odd sites (even
sites are never neighbours of unreachable sites), as well as
all links between two odd sites (two even sites never have
a link between them). The graph now splits into NR +
NP connected components (due to the deletion of links
described above): Red componentsRi (i = 1 . . . NR) and
blue components Pj (j = 1 . . . NP).
It is easy to check that this decomposition is unique, no
matter which maximum matching one starts with. One
can also readily verify that the deleted links never host
a dimer in any maximum matching; indeed, dimers only
occupy links between two unreachable sites or between
an odd site and an even site. Further, it is straightfor-
ward to see that no monomers live in the P-type clusters.
Indeed, each Pj always hosts a perfect matching, with its
sites always being perfectly matched amongst themselves
in any maximum matching. Additionally, one notes that
the boundary sites of any R-type region (i.e those con-
nected to sites outside it by deleted links) are always of
the odd type and always matched with an even site of
the same R-type region in any maximum matching.
It is also clear that monomers of any maximum match-
ing always live on even sites inside a R-type region, with
each R-type region hosting the same fixed nonzero num-
ber of monomers in any maximum matching. Further,
since all odd sites of a R-type region are matched to an
even site of the same region, this implies that the number
of even sites in any R-type region exceeds the number of
odd sites in spite of all boundary sites being odd. Ad-
ditionally, we note that these R-type regions come in
two “flavours” RA and RB : RA-type ( RB-type) regions
have all their even sites on the A (B) sublattice and all
their odd sites on the B (A) sublattice.
Finally we note that each P-type region Pj itself can be
uniquely decomposed into subregions defined to ensure
that each overlap loop (in the ensemble of overlap loops
obtained by superimposing any two perfect matchings of
Pj) lives entirely within a single subregion of Pj . This
corresponds to the so-called “fine decomposition” of Dul-
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FIG. 4: The sample-averaged radius of gyration, Rmax, of the largest R-type region in a sample, as well as the correlation
length ξ associated with the sample-averaged geometric correlation function both increase rapidly in the small-nvac limit to
values limited only by the system size L for the range of sizes accessible to our study. See Sec. IV A for details.
mage and Mendelsohn used by Pothen and Fan in their
algorithm for block triangularization of matrices [8, 9].
As we will see below, this can play a potentially crucial
role in determining the dimer correlation length of the
monomer-dimer model in certain cases.
III. IMPLICATIONS
We now present three arguments that use this
structural decomposition to provide information on i)
topologically-protected zero mode wavefunctions and
the corresponding zero-energy Green function, ii)
on monomer and dimer correlation functions of the
monomer-dimer model corresponding to the ensemble of
maximum matchings, and iii) on the perturbative stabil-
ity of Majorana modes in bipartite Majorana networks.
A. Topologically-protected zero modes and
zero-energy Green function
We first discuss topologically-protected zero modes of
the hopping problem. By topologically-protected zero
modes, we mean zero modes whose existence is robust to
changes in the actual values of the hopping amplitudes,
and depends only on the connectivity of the graph, i.e.
on whether a given hopping amplitude is zero or nonzero.
Such modes are disorder-robust, since their existence is
unaffected by small randomness or modulations in the
hopping amplitudes.
In Ref. [11], the nonzero density of zero modes of
the tightbinding model for diluted graphene was argued
to arise from the presence of so-called RA-type ( RB-
type) regions of the diluted sample, having more A (B)
sites than B (A) sites, but a boundary consisting of
only B (A) sites. From the foregoing summary of the
Dulmage-Mendelsohn decomposition, it is now clear that
these R-type regions of Ref. [11] may be identified pre-
cisely with the connected componentsRi of the Dulmage-
Mendelsohn decomposition of the diluted lattice.
This allows us to now make a precise argument for
the number and structure of such topologically-protected
zero modes: Let the number of odd sites in any particular
R-type region be No and the number of even sites be Ne,
with their difference I = Ne−No being a positive number
equal to the number of monomers hosted by this region
in any maximum matching. It is easy to see that there
are at least I linearly independent solutions of the zero-
energy Schrodinger equation, with the property that the
corresponding wavefunctions are only nonzero on even
sites of this region. The reason is straightforward lin-
ear algebra: Writing down the Schrodinger equation for
zero-energy wavefunctions of this form, we obtain a rect-
angular system of N0 equations to be satisfied by the Ne
nonzero components of the wavefunction. This is because
all boundary sites of a R-type region are odd, and we are
only solving for wavefunctions that are nonzero on even
sites of that particular R-type region.
The minimum number of solutions of this set of equa-
tions equals Ne− rmax, where rmax is the maximum rank
of the corresponding rectangular matrix with Ne columns
and No rows. Since No < Ne, rmax ≤ No, implying
the existence at least Ne − No ≡ I linearly indepen-
dent solutions. Since I of these are guaranteed to exist
independent of the precise values of the nonzero hop-
ping amplitudes, we see that each R-type region Ri of
the Dulmage-Mendelsohn decomposition contributes ex-
actly Ii topologically-protected zero modes in the quan-
tum mechanics of a particle hopping on the lattice. The
total number of topologically-protected zero modes is
thus W =
∑
i Ii, i.e. exactly equal to the number of
monomers in any maximum matching of the lattice.
This provides an alternate route to the well-
known graph-theoretic identity between the number of
topologically-protected zero modes W and the number of
monomers in any maximum matching [6, 7]. In contrast
to the standard “global” approaches [6, 7] that makes use
6of determinants to prove this, our “local” argument uses
the structure of the Dulmage-Mendelsohn decomposition
to provide a constructive proof. In the process, it uncov-
ers a crucial aspect of the structure of the correspond-
ing wavefunctions, namely, the fact that it is possible to
choose a basis in the zero-energy eigenspace such that
each zero-energy wavefunction of this basis lives entirely
within one R-type region, with Ii such basis functions
co-existing in region Ri (for i = 1 . . . NR).
Next, we consider the zero-energy Green function
G(x, x′) ≡∑µ ψ∗µ(x)ψµ(x′), where the sum on µ is over
W orthonormal zero-energy eigenfunctions that make up
any choice of basis for the zero-energy eigenspace. By
construction, the Green function defined in this manner
is independent of this choice of basis. It is particularly
convenient to evaluate it using the basis described above,
i.e. consisting of Ii orthonormal wavefunctions that live
entirely within each R-type region Ri for i = 1 . . . NR.
Employing this basis, we see that G(x, x′) in only
nonzero if x and x′ both belong to the same R-type re-
gion. There is of course considerable residual freedom in
choosing an orthonormal set to span this Ii dimensional
subspace of wavefunctions that live within a single region
Ri. But again, the Green function is of course indepen-
dent of these choices. Thus, our argument identifies a
generic maximally-localized choice of zero-energy eigen-
basis whose localization property is topological in nature
and implies a corresponding topologically-protected lo-
calization property of the zero-energy Green function.
However, the degree of localization of the Green func-
tion within any given Ri does depend on the actual val-
ues of the nonzero hopping amplitudes in that region and
requires independent study.
B. Monomer and dimer correlations
Next, we turn to the statistical mechanics of the
monomer-dimer model defined by the ensemble of max-
imum matchings. From the foregoing description of the
Dulmage-Mendelsohn decomposition, it is not hard to
see that this ensemble can be generated from any one
maximum-matching by making all possible rearrange-
ments of dimers (keeping their number fixed) indepen-
dently within each connected component Ri and each
connected component Pj .
To see that this is true, it suffices to note that odd
sites are always matched to an even site in the same R-
type region, and unreachable sites are always matched
with another unreachable site in the same P-type region.
Therefore all possible maximum matchings can be ob-
tained from a single maximum matching by rearranging
the dimers within each R-type region and each P-type
region.
The partition function Z of the corresponding
monomer-dimer model thus factorizes:
Z =
(∏
i
ZPi
)
×
∏
j
ZRj
 . (1)
This factorization is topological in nature, in the sense
that it is independent of numerical values of the nonzero
bond fugacities assigned to each link and only depends
on the connectivity of the graph. It immediately implies
that monomer and dimer correlations do not extend be-
yond individual connected components. The foregoing
implies that the typical size of a R-type region places an
upper bound on the length scale over which correlations
can propagate in the gas of monomers.
For dimer correlations, the situation is more compli-
cated, for the average two-point function of dimers has
two contributions: One arising from dimer correlations
within the R-type regions and the other arising from
perfectly-matched P-type regions (each of which hosts
a fully-packed dimer model in an irregular geometry). In
the slightly-diluted case we study, it is not a priori obvi-
ous which of these dominates the long-distance behaviour
of the average two-point dimer correlator. The issue is
the following: Although the P-type regions turn out to
be typically much smaller than R-type regions in the
slightly-diluted samples studied here, there is no a priori
guarantee that their contribution is negligible compared
to that of R-type regions. This is because the dimer cor-
relation length in the R-type regions can potentially be
much smaller than the typical size of such a region, due
to the presence of a coexisting gas of monomers.
Indeed, this question becomes tricky if the dimer cor-
relation length in R-type regions is of the same order
of magnitude as the typical size of P-type regions. In
this case, the fine decomposition of P-type regions [8, 9]
comes into play: As we have noted in the previous sec-
tion, each P-type region itself can be decomposed into
subregions that are defined to ensure that overlap loops
between two perfect matchings of P live entirely within
a single subregion. This implies a further factorization of
each ZPi in Eqn. 1, and means that dimer correlations
cannot extend beyond these individual subregions iden-
tified by the fine decomposition. In this case, it is the
typical size of these subregions that potentially play the
key role in determining the dimer correlation length.
C. Structure of surviving Majorana modes in
bipartite networks
Our understanding of the spatial structure of
topologically-protected zero mode wavefunctions also
suggests some interesting consequences for nature of sur-
viving Majorana fermion excitations in Majorana net-
works [21, 22] modeled by the Hamiltonian:
HMajorana = i
∑
rr′
trr′ηrηr′ , (2)
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FIG. 5: “Small” R-type regions with less than 10000 vacancies associated with them make an increasingly smaller contribution
msmall in the small-nvac limit to mtot, the sample-averaged total mass density of R-type regions. Such small R-type regions also
contribute an increasingly smaller amount Ismall to the sample-averaged total number of zero modes W in this limit. Sec. IV A
for details.
where r, r′ represent the locations of individual Majorana
modes, itrr′ characterizes the bipartite network of purely
imaginary mixing amplitudes that couple these modes,
and we have neglected quartic interaction terms whose
effects are assumed unimportant in our analysis below.
If itrr′ has a bipartite structure, say corresponding to
nearest-neighbour links of a diluted bipartite lattice, the
Dulmage-Mendelsohn decomposition immediately yields
the structure of the surviving Majorana zero modes of the
network, since this maps to a special case of the bipartite
hopping problem, with real hopping amplitudes (via a
basis change that multiplies the single-particle orbitals
on the B sublattice by a factor of i =
√−1) [27].
Here we consider the perturbative effect of weak ad-
ditional mixing amplitudes that couple nearby modes on
the same sublattice. In other words, we write itrr′ =
it
(0)
rr′ + iδtrr′ , where δt represents weak mixing between
modes on nearby sites of the same sublattice of a bipartite
lattice. To understand the effects of δt on the surviving
Majorana zero modes of the network to leading order in
perturbation theory, we must project the perturbation δt
into the zero-energy subspace of t
(0)
rr′ and diagonalize the
resulting problem.
This is greatly facilitated by thinking in terms of the
maximally-localized choice of basis described above, with
each unperturbed zero-energy basis state living entirely
within any one R-type region, and Ii such basis states
coexisting in region Ri for i = 1 . . . NR. To see this,
we consider for concreteness a t0rr′ whose nonzero ele-
ments correspond to nearest-neighbour links of a diluted
honeycomb lattice, and a perturbation δt which mixes
next-nearest-neighbour sites of this lattice.
We begin by noting that even sites (in the language
of Sec. II) of RA (RB) regions are all part of the A (B)
sublattice, and boundary sites of RA (RB) regions are
all odd (again, in the language of Sec. II), i.e. part of
the B (A) sublattice. Additionally, we recall that the ba-
sis states have nonzero amplitudes only on even sites of
R-type regions. As a result of this structure, the projec-
tion of δtrr′ into the unperturbed zero-energy subspace
spanned by this basis has a block-diagonal form in this
basis if δtrr′ is zero beyond next-nearest neighbour sites
(in the sense of connectivity, not geometric distance). In-
deed, when δtrr′ does not extend beyond next-nearest
neighbour sites, this projection decomposes into NR in-
dependent blocks corresponding to the R-type regions of
the lattice, with each region Ri contributing a block of
size Ii × Ii for i = 1 . . . NR.
Further analysis depends crucially on the fact that the
excitation spectrum has “chiral” symmetry which guar-
antees that each state at energy  > 0 has a partner at en-
ergy − [27]. This property is inherited from the original
problem by each projected Ii ×Ii block that determines
the leading perturbative effects of δtrr′ . As a result of
this symmetry, one can immediately conclude that every
regionRi with odd Ii will host at least one Majorana zero
mode that survives the leading-order effects of any per-
turbation δtrr′ that does not extend beyond next-nearest
neighbors. This lends additional significance to R-type
regions with odd imbalance I. These robust Majorana
modes hosted by such R-type regions with odd I are
also potentially stable to the leading effects of additional
longer-range but weak mixing terms. However, this de-
pends on the detailed morphology of the R-type regions
and the range of the perturbation.
Finally, we note that the argument sketched here is
somewhat analogous to established results in the one-
dimensional case of Majorana wires, as exemplified by
paradigmatic Kitaev chain [24]. In the thermodynamic
limit of the original Kitaev chain, there is one Majorana
mode at each end of the chain in the topological phase.
Together, these two form a single complex fermion whose
wavefunction is split between the two ends of the chain,
and whose energy goes to zero exponentially in the ther-
modynamic limit. In multichannel generalizations of this
situation, one finds that Majorana modes at one end of
the wire can generically mix due to additional local mix-
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ing terms in the Hamiltonian, leading to a situation in
which each end of the wire has either a single Majorana
mode or none, depending on whether the number of orig-
inal Majorana modes at each end was odd or even [28].
IV. RANDOM GEOMETRY OF R-TYPE
REGIONS:
These observations on the behaviour of the zero-energy
Green function, monomer and dimer correlators, and Ma-
jorana modes provide the key motivation for our compu-
tational study of the random geometry of the Dulmage-
Mendelsohn decomposition of diluted bipartite lattices.
This is what we turn to next.
In our computational work, we focus on random dilu-
tion of L × L honeycomb (square) lattices consisting of
2L2 (L2) sites, with periodic boundary conditions and
and even L. To largely eliminate the possibility of sub-
regions of the lattice disconnecting completely from the
rest of the graph, we have chosen to impose a nearest and
next-nearest exclusion constraint on the position of the
vacancies. At the small vacancy concentrations nvac that
we study, this effectively eliminates any complications
associated with the break up of the lattice into multiple
geometrically disconnected components. Additionally we
restrict ourselves to samples with compensated dilution,
so that each random sample in our ensemble has an equal
number of A and B sublattice sites. These two precau-
tions ensure that our dataset is not “contaminated” by
spurious effects associated with a global imbalance in the
number of A and B sublattice sites or a similar imbalance
at the level of individual disconnected components.
However, we have also compared these results with cor-
responding results in an ensemble that has completely
uncorrelated but compensated dilution. In this latter
ensemble, especially in the honeycomb lattice case, the
system typically has multiple disconnected components.
Some fraction of these disconnected components, espe-
cially the smaller disconnected components, are of course
imbalanced, and have additional trivial zero modes asso-
ciated with this imbalance. However, the small values
of dilution nvac considered here place the sample deep
within the percolated phase from the point of view of
geometric percolation. As a result, the effects we focus
on are dominated by the contribution of the largest ge-
ometric component, and are largely insensitive to this
difference in correlations of the vacancy ensemble. The
exception is some non-critical quantities (such as NR, the
total number of R-type regions) that depend sensitively
on the lack of exclusion constraints amongst vacancies.
In order to streamline the discussion, we therefore focus
here on the vacancy ensemble with nearest-neighbour and
next-nearest-neighbour exclusions on both lattices.
Our tests of the efficiency of various maximum-
matching algorithms described in Ref. [29] suggest that
the Breadth-First-Search (BFS) algorithm with pruning
of search branches outperforms the others (including the
Hopcroft-Karp algorithm which has the theoretical ad-
vantage in terms of worst-case complexity) in the regime
of interest to us. To increase the computational efficiency
of our matching code, we choose to use the maximum
matching at a lower vacancy concentration to obtain an
initial condition for the matching algorithm at the next
9higher concentration, and work out way up a grid of con-
centrations. This gives us one random sample at each
concentration. This process is then repeated for many
times to generate our ensemble. For most of the data
shown, we use an ensemble consisting of at least 3000
samples at the largest sizes, with smaller size data being
obtained by averaging over a substantially larger number
of samples. For the vacancy-ensemble without exclusion
constraints, we have also tried to go in the reverse direc-
tion, i.e. start with a larger value of nvac and randomly
remove vacancies (add sites) to go to lower values of nvac.
This is somewhat more efficient; however, the data shown
here for the ensemble with exclusion amongst vacancies
has been obtained from an ascending sequence of nvac.
Once we have constructed a maximum matching of
the diluted lattice corresponding to a given sample, we
construct alternating paths starting from the unmatched
sites. By using this network of alternating paths, we
label each site odd (o), even (e) or unreachable (u) as
defined in Sec. II. Based on this labeling, we construct
the Dulmage-Mendelsohn regions Ri (i = 1 . . . NR) and
Pj (j = 1 . . . NP) using a simple burning algorithm.
Below, we describe our results on the statistics of these
regions in slightly-diluted honeycomb and square lattices.
A. Basic picture
We begin by asking some basic questions: How does
Mtot =
∑NR
i mi, the total “mass” (number of sites) con-
tained in all R-type regions, scale with L and nvac in
the small-nvac limit? How does the number NR (NP)
of R-type (P-type) regions scale with system size L and
vacancy concentration nvac in the small-nvac limit? How
does the total number of zero modes W scale with sys-
tem size L and nvac in this limit? Our answers to these
questions are displayed in Fig. 2 and Fig. 3.
From the behaviour of nR ≡ NR/2L2 (nR ≡ NR/L2)
and nP ≡ NP/2L2 (nP ≡ NP/L2) for the honeycomb
(square) lattice, we see that nR and nP both tend rapidly
to a nonzero value in the thermodynamic limit on both
lattices, with finite-size corrections that are not readily
visible at the sizes used studied here. From the nvac de-
pendence of these quantities, we see that these densities
decrease rapidly to zero as nvac → 0 (Fig. 2).
From Fig. 3, we see that mtot ≡ Mtot/2L2 (mtot ≡
Mtot/L
2)saturates rapidly to a nonzero value in the ther-
modynamic limit of the honeycomb (square) lattice, with
finite-size corrections that are not visible in the size range
studied. Moreover mtot apparently tends towards the
value mtot = 1 − nvac as nvac goes to zero. In conjunc-
tion with the behaviour of nR, this implies that the entire
sample is taken over by a fewR-type regions in this limit.
This is, at first sight, a suprising counter-intuitive result,
since nvac = 0 corresponds to the pure square or honey-
comb lattice, which admits a perfect matching. In other
words at nvac = 0, the undiluted system has a single P-
type region in the language of the Dulmage-Mendelsohn
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FIG. 8: The probability P that a L × L sample with peri-
odic boundary conditions has at least one R-type region that
wraps around at least one of the periodic directions collapses
onto a single scaling curve when plotted against the scaling
variable Lnνvac with ν = 5.0 ± 0.4 (ν = 5.7 ± 0.5) for honey-
comb (square) lattices of various large sizes L in the limit of
small dilution nvac. See Sec. IV B for details.
decomposition.
How are we to reconcile this counter-intuitive result for
mtot with the existence of perfect matchings at nvac = 0?
The answer has to do with the order of limits. A
nonzero density of vacancies is naturally associated with
the length scale lvac = 1/
√
nvac, corresponding to the
typical distance between vacancies. If we take the ther-
modynamic limit at fixed nonzero nvac and then take the
limit nvac → 0, we are studying the limit L/lvac → ∞,
lvac → ∞. In this case, we see from our computations
that mtot → 1 in this nvac → 0 limit. On the other hand,
if we first send nvac to zero while keeping L fixed, and
then take the thermodynamic limit, we are studying the
limit L→∞, lvac/L→∞. This corresponds to the lim-
iting case of the pure system for which mtot → 0, since
the entire sample has a perfect matching.
From Fig. 3, we also see that the density of zero modes
w ≡W/2L2 (w ≡W/L2) on the honeycomb (square) lat-
tice saturates to a nonzero value in the thermodynamic
limit, with finite-size corrections that are not readily vis-
ible in the range of sizes studied here. As expected, we
also see that w tends to zero as nvac → 0. A nonzero
w defines a second length scale lw ≡ 1/
√
w. This length
scale lw is a measure of the “typical distance” between
zero modes if one thinks of them as localized objects.
From the nvac-dependence of w in the small-nvac limit,
we see that lw/lvac →∞ in this limit, since w goes to zero
very rapidly in the limit of small dilution. Thus, these
two length-scales have a parametrically large separation
lw  lvac at small nvac. In other words, zero modes in
this limit are a cooperative effect of a very large number
of vacancies.
Naturally, one cannot take our earlier interpretation of
lw too literally if the wavefunctions of individual modes
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FIG. 9: The sample-averaged radius of gyration Rmax of
the largest R-type regions in a sample obeys a scaling form
LFRmax(Ln
ν
vac) with ν = 4.9± 0.4 (ν = 5.2± 0.4) on the hon-
eycomb (square) lattice, as is clear from the fact that plots
of Rmax/L for different sample sizes L collapse on to a single
curve when plotted against the scaling variable Lnνvac. See
Sec. IV B for details.
are spread out over the whole R-type region to which
they belong (more precisely, if the localization length
scale of the zero-energy Green function G is comparable
to the typical size of R-type regions). Nevertheless, we
see that the typical size of R-type regions of a finite-size
sample in the small-nvac limit depends a priori on these
two length scales lvac and lw, in addition to the sample
size L.
We now come to a key observation that motivates much
of our subsequent analysis. This has to do with the nvac-
dependence of a suitably-defined length scale associated
with the size of R-type regions. Two natural definitions
are possible. The first is simply Rmax, the mean radius
of gyration of the largest R-type region in a finite-size
sample. Since R-type regions come in two flavours, we
use in practice the average of the radius of gyration of
the largest RA region and the largest RB region.
The second length scale ξ admits a natural interpre-
tation as a correlation length associated with a sample-
averaged geometric correlation function C(x, x′) which
gets a contribution of +1 from a sample if both x and x′
are in the same R-type region in that sample, and zero
otherwise [2, 3]. In terms of C, we define
ξ2 =
∑
x,x′ C(x, x
′)|x− x′|2∑
x,x′ C(x, x
′)
(3)
In classical bond percolation, this correlation function
and the associated correlation length map to correspond-
ing properties of the q-state Potts model in the q → 1
limit [2, 3]. Although we do not have such an interpre-
tation in terms of a spin model, the considerations of
Sec. III tell us that ξ is an upper bound on the correla-
tion length of monomers in the monomer-dimer model,
and the localization length of the zero energy Green func-
tion.
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FIG. 10: The correlation length ξ associated with the sample-
averaged geometric correlation function C(x, x′) obeys a scal-
ing form LFξ(Ln
ν
vac) with ν = 4.9 ± 0.4 (ν = 5.2 ± 0.4) on
the honeycomb (square) lattice, as is clear from the fact that
plots of ξ/L for different sample sizes L collapse on to a sin-
gle curve when plotted against the scaling variable Lnνvac. See
Sec. IV B for details.
By thinking in terms of contributions of each R-type
region to the double summation in Eqn. 3, we see that
ξ is also the root mean square radius of gyration R of
R-type regions, with the mean taken to be weighted by
m2, where m is the mass of the R-type region. Thus, we
have the expression
ξ2 =
〈∑NRi=1m2iR2i 〉
〈∑NRi=1m2i 〉 ,
=
∑
mm
2R2mNm∑
mm
2Nm
, (4)
where the angular brackets in the first expression indi-
cate averaging over the ensemble of diluted samples, and
N(m) and R2(m) in the second expression are defined
respectively to be the mean number of R-type regions of
mass m and the mean square radius of gyration of such
regions.
In Fig. 6, we plot Rmax, ξ, lw and lvac as a function of
nvac for the largest size studied (L = 26000). It is clear
from the displayed results that Rmax and ξ more or less
track each other (as expected), with both these length
scales dominating over lvac and over lw in the small-nvac
limit. In Fig. 4, we plot Rmax and ξ for different sizes
as a function of nvac. For values of L accessible to our
computational method, we see that both these length
scales appear to be limited only by the system size L in
the small nvac limit.
Thus, we conclude that the typical size of a R-type
region grows without bound as nvac approaches nvac =
0 on both the square and the honeycomb lattice. The
presence of this diverging length scale suggests that the
behaviour of slightly-diluted systems may be independent
of lattice-scale details.
Additional support for this conclusion comes from a
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study of the the nvac dependence of msmall/mtot, where
msmall is the contribution to mtot from “small” R-type
regions of absolute mass m < m∗(nvac). For the cut-
off value of absolute mass, m∗, we choose m∗(nvac) =
Vsmall/nvac to ensure that clusters of mass m
∗ can be
expected on average to be associated with some fixed
“small” number of vacancies, Vsmall. Another charac-
terization of m∗(nvac) is that it corresponds to the ex-
pected number of sites in a region of linear size lsmall =√
Vsmall × lvac in the pure system.
The results of this study with Vsmall = 10000, i.e.
lsmall = 100 × lvac, are shown in Fig. 5. Analogous re-
sults for the nvac dependence of Ismall/W , where Ismall is
the contribution to W from these small R-type of mass
m < m∗(nvac), are also shown in Fig. 5. From the data
displayed in this figure, it is clear that the small-nvac
limit is dominated by the physics of large R-type regions
whose size diverges even when measured in units of lvac.
Finally, we consider the probability P that a L × L
sample with periodic boundary conditions has at least
one R-type region that wraps around at least one cycle
of the torus (Fig. 7). In classical percolation theory, the
analogous quantity provides a simple diagnostic of the
percolation transition [42, 43]: If one plots P as a func-
tion of concentration for various L, these curves cross
each other at the critical concentration. In the percolated
phase, P is closer to 1 for larger L, while the unpercolated
phase is characterized by the opposite behaviour. In our
case, it is clear that the corresponding curves for differ-
ent L all tend to 1 as nvac → 0, but there is no crossing
point at any nonzero nvac accessible to our numerics.
All of the foregoing strongly suggests that the nvac → 0
limit may be fruitfully thought of in terms of universality
and critical scaling associated with an incipient percola-
tion phenomenon, which is what we turn to next.
B. Scaling and universality
With this motivation, we now present a finite-size scal-
ing analysis of the structure of the Dulmage-Mendelsohn
decomposition of slightly diluted square and honeycomb
lattices. Before we begin, two general comments are per-
haps useful by way of orientation: As in any such finite-
size scaling analysis of numerical data, with all its in-
herent limitations of computationally accessible values of
system size and control parameters, there are two valid
approaches: One may try and find a single best-fit set of
exponents that simultaneously achieves a reasonable scal-
ing collapse of all quantities measured. In this approach,
one may use the quality of this simultaneous scaling col-
lapse to validate the underlying scaling hypothesis. Or
one may try and find the values of exponents that give the
best-looking collapse for each quantity separately, and
use the size of the spread (for each quantity, and across
different quantities) in their numerical values to test the
underlying scaling hypothesis and set error bars on ex-
ponent estimates. Here, we choose the second approach
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FIG. 11: The susceptibility χ associated with the sample-
averaged geometric correlation function C(x, x′) grows
rapidly in the nvac → 0 limit, consistent with the evidence
for a diverging correlation length presented in Fig. 4. See
Sec. IV B for details.
since it seems to be more informative when studying a
hitherto-unexplored critical phenomenon.
Another important aspect of the analysis also deserves
mention before we begin: Our computational resources
do not allow a study of large-enough samples in the
small-dilution regime with nvac < 0.04 (nvac < 0.06)
on the honeycomb (square) lattice at present. As a re-
sult, we cannot definitively rule out the possibility that
there is a critical point at a small nonzero ncritvac  0.04
(ncritvac  0.06) on the honeycomb (square) lattice, rather
than a nvac = 0 critical point on both lattices. Never-
theless, Occam’s razor dictates that we first explore to
the fullest the simpler and more parsimonious descrip-
tion in terms of a nvac = 0 critical point. With this in
mind, we now present a scaling analysis that supports
such an interpretation in terms of incipient percolation
in the nvac → 0 limit.
We begin by asking if the curves for the wrapping prob-
abilities P at different sizes obey the standard scaling
form
P = FP (Ln
ν
vac) , (5)
where the scaling function FP (x) is expected to tend to a
nonzero constant at x = 0, and go to zero as x→∞ [2, 3].
In Fig. 8, we see that this wrapping probability does in-
deed exhibit a reasonably convincing scaling collapse of
the anticipated form. By varying ν we find that compa-
rably good scaling can be obtained for ν = 5.0 ± 0.4 on
the honeycomb lattice and 5.7±0.5 on the square lattice.
We note that the size of these ranges or the slight differ-
ent between them does not immediately yield our error
bar on ν, since that the actual uncertainty in the value
of ν will also have contributions from the differing ranges
of ν that provide the best account of other quantities.
Next we ask if the length scales Rmax and ξ obey
finite-size scaling forms in the small-nvac regime. Viewing
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FIG. 12: The susceptibility χ associated with the sample-
averaged geometric correlation function C(x, x′) obeys a scal-
ing form L2−ηFχ(Lnνvac), as demonstrated by the fact that
plots of χ/L2−η for different sample sizes L collapse on
to a single curve when plotted against the scaling variable
x−1 = 1/Lnνvac. Comparably good scaling can be achieved
for ν = 5.0 ± 0.4 (ν = 5.7 ± 0.5) on the honeycomb (square)
lattice with η = 0.0. We choose to display this scaling be-
haviour as a function of x−1 rather than x since this provides
a more stringent visual check on the quality of the collapse
when the scaling function rises sharply to its x = 0 value.
This should be compared with the quality of the scaling col-
lapse in Fig. 13 with η = 0.04. Similar scaling can be achieved
for all η . 0.08 for slightly different ranges of ν. See Sec. IV B
for details.
nvac as a measure of deviation from geometric criticality,
we attempt a scaling collapse of the fractions Rmax/L,
ξ/L by plotting them as functions of the scaling variable
Lnνvac. In other words, we make the ansatz
ξ = LFξ(Ln
ν
vac) ,
Rmax = LFRmax(Ln
ν
vac) , (6)
where the scaling functions Fξ(x) and FRmax(x) are ex-
pected to fall off as ∼ 1/x at large values of the scaling
argument x, and go to a nonzero constant at x = 0 [2, 3].
This is shown in Fig. 9 and Fig. 10, which display the
scaling collapse obtained for these quantities. We find
that a reasonably good scaling can be obtained for a
range of values of ν, namely, ν = 4.9± 0.4 on the honey-
comb lattice and ν = 5.2± 0.4 on the square lattice. We
have checked that the large-x behaviour of the scaling
curves does indeed tend towards a 1/x fall-off at large x,
and the small-x limit is easily confirmed by eye.
Next, we study the scaling of the susceptibility χ,
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FIG. 13: The susceptibility χ associated with the sample-
averaged geometric correlation function C(x, x′) obeys a scal-
ing form L2−ηFχ(Lnνvac), as demonstrated by the fact that
plots of χ/L2−η for different sample sizes L collapse on
to a single curve when plotted against the scaling variable
x−1 = 1/Lnνvac. Comparably good scaling can be achieved
for ν = 5.5 ± 0.4 (ν = 6.1 ± 0.6) on the honeycomb (square)
lattice with η = 0.04. We choose to display this scaling be-
haviour as a function of x−1 rather than x since this provides
a more stringent visual check on the quality of the collapse
when the scaling function rises sharply to its x = 0 value.
This should be compared with the quality of the scaling col-
lapse in Fig. 12 with η = 0.0. Similar scaling can be achieved
for all η . 0.08 for slightly different ranges of ν. See Sec. IV B
for details.
which is defined in terms of C(x, x′) in the usual way:
χ =
1
L2
∑
x,x′
C(x, x′)
=
1
L2
〈
NR∑
i=1
m2i 〉
=
1
L2
∑
m
m2Nm . (7)
In Fig. 11, we see that χ too appears to grow rapidly
in the small-nvac limit to a value that is set by some
power of the system size L. As is standard in the finite-
size scaling analysis of critical phenomena, we relate this
power to the anomalous dimension η and seek a scaling
scaling collapse of the form
χ = L2−ηFχ(Lnνvac) . (8)
When plotted as a function of the scaling variable Lnνvac,
all the data for χ/L2−η is expected to collapse on to a
single scaling curve for a suitable choice of η, and a value
of ν consistent with our earlier results. Again, the expec-
tation is that the scaling function falls off as ∼ 1/x2−η
in the limit of large scaling argument x. At small x,
the conventional expectation is that the scaling function
tends to a nonzero constant [2, 3].
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gence in Rmax, the mean radius of gyration of these regions.
See Sec. IV B for details.
Our test of this scaling hypothesis is displayed in
Fig. 12 and Fig. 13. These figures display as a function of
the inverse scaling variable x−1 = 1/Lnνvac the putative
scaling curves obtained for the best choice of ν for two
slightly different values of 2 − η; this choice of indepen-
dent variable provides a more stringent visual test of the
quality of the scaling collapse when the scaling function
rises relatively sharply to its x = 0 value. As is clear
from these, both sets of values give comparably convinc-
ing scaling collapse. Indeed, we find that it is possible to
find comparably good scaling collapse for all η . 0.08 by
slight adjustments in the value of ν. The larger values
of η in this range require a slightly larger accompanying
value of ν to produce good scaling collapse. For η set
to η = 0, we find ν = 5.0 ± 0.4 (ν = 5.7 ± 0.5) on the
honeycomb (square) lattice, whereas for η = 0.04 we find
ν = 5.5± 0.4 (ν = 6.1± 0.6) on the honeycomb (square)
lattice. This kind of uncertainty is the dominant contri-
bution to our error estimates when we quote values for
the critical exponents.
Next we study the scaling of mmax, the mean mass of
the largest R-type region in a finite sample (in practice,
we take the average of the masses of the largest RA-
type region and the largest RB-type region in each sam-
ple). In Fig. 14, we display the L and nvac dependence
of mmax. From this data, it is clear that mmax is indeed
size-limited in the putative critical regime. A standard
scaling argument, familiar in the context of classical per-
colation, relates the scaling dimension of mmax to that of
χ to yield the scaling ansatz [2, 3]
mmax = L
2−η/2Fmmax(Ln
ν
vac) . (9)
We have tested this scaling ansatz by plotting
mmax/L
2−η/2 as a function of the inverse scaling vari-
able x−1 = 1/Lnνvac in order to provide a stringent visual
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FIG. 15: The mean mass mmax of the largest R-type regions
in a sample obeys a scaling form L2−η/2Fmmax(Ln
ν
vac), as
demonstrated by the fact that plots of mmax/L
2−η/2 for dif-
ferent sample sizes L collapse on to a single curve when plot-
ted against the scaling variable x−1 = 1/Lnνvac. Comparably
good scaling can be achieved for ν = 5.0± 0.6 (ν = 5.5± 0.6)
on the honeycomb (square) lattice with η = 0.0. We choose
to display this scaling behaviour as a function of x−1 rather
than x since this provides a more stringent visual check on the
quality of the collapse when the scaling function rises sharply
to its x = 0 value. This should be compared with the qual-
ity of the scaling collapse in Fig. 16 with η = 0.04. Similar
scaling can be achieved for all η . 0.08 for slightly different
ranges of ν. See Sec. IV B for details.
test of the quality of the scaling collapse obtained. Again,
we find that reasonably good scaling is seen in a range of
η . 0.08, with the best-fit values of ν increasing some-
what as we increase η from η = 0 to η = 0.08. By com-
paring the quality of collapse for various ν with η fixed to
a value in this viable range, we arrive for instance, at the
estimate ν = 5.0± 0.6 (ν = 5.5± 0.6) for the honeycomb
(square) lattice if η = 0. and the estimate ν = 5.4± 0.6
(ν = 5.9 ± 0.5) for the honeycomb (square) lattice if η
is set to η = 0.04. Clearly these values fall nicely within
the range established by our previous scaling analysis of
χ.
Based on this scaling analysis of various quantities dis-
played here, and a similar analysis for another diverging
length scale ξ2 (see Appendix), we estimate the corre-
lation length exponent to be ν = 5.5 ± 0.9, where the
error bar reflects two things. First, it reflects the spread
in the values of ν that provide the best scaling collapse
for quantities such as P , ξ and Rmax whose scaling is
independent of the anomalous dimension η. Second, it
accounts for the fact that equivalently good fits can be
obtained either with η = 0 and a value of ν on the lower
side of this range, or with small nonzero η . 0.08 and a
corresponding value of ν on the higher side of this range.
For η, we therefore conclude that η . 0.08, but are un-
able to pin the value down further. In particular, we
emphasize that we cannot rule out the possibility that
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FIG. 16: The mean mass mmax of the largest R-type regions
in a sample obeys a scaling form L2−η/2Fmmax(Ln
ν
vac), as
demonstrated by the fact that plots of mmax/L
2−η for dif-
ferent sample sizes L collapse on to a single curve when plot-
ted against the scaling variable x−1 = 1/Lnνvac. Comparably
good scaling can be achieved for ν = 5.4± 0.6 (ν = 5.9± 0.5)
on the honeycomb (square) lattice with η = 0.04. We choose
to display this scaling behaviour as a function of x−1 rather
than x since this provides a more stringent visual check on the
quality of the collapse when the scaling function rises sharply
to its x = 0 value. This should be compared with the quality
of the scaling collapse in Fig. 15 with η = 0.0. Similar scaling
can be achieved for all η . 0.08 for slightly different ranges
of ν. See Sec. IV B for details.
η = 0.0. On the contrary, since the scaling behaviour of
P , ξ and Rmax favours values of ν on the lower side of
our estimated range, and these values of ν give a better
account of the scaling if η is 0 or zero or close to zero, we
must leave open for now the possibility that η = 0.
In the Appendix, we also have displayed the scaling
behaviour for a third length scale ξ2, that is defined by
analogy to the corresponding quantity in the theory of
classical percolation. Additionally, in Sec. IV D, we dis-
play the scaling behaviour of corresponding quantities
defined by only taking into account R-type regions with
odd imbalance I; this is motivated by the idea that such
regions host at least one surviving Majorana mode that
is perturbatively stable to the leading order effects of fur-
ther neighbour mixing amplitudes in bipartite Majorana
networks. As we will see there, the scaling picture does
not change if one restricts attention to such odd regions
alone.
C. Morphology of critical R-type regions
As we have argued in the foregoing, finite-size limited
R-type regions in the nvac → 0 limit represent critical
behaviour of the geometry of the Dulmage-Mendelsohn
decomposition of such slightly-diluted lattices. This mo-
tivates a study of their basic morphology.
To this end, we measure the Bmax, defined to be the
mean size of the boundary of the largest R-type region
in a finite-size sample, and and Imax, the mean number
of zero modes in the largest R-type region. We also mea-
sure Dnwmax (Dwmax), the mean number of defects adjacent
to odd (even) sites (we use the appellations “odd” and
“even” as defined in Sec. II) of the largest R-type region.
The superscripts w and nw stand respectively for “wave-
function” and “nonwavefunction”, and remind us that
the zero mode wavefunctions of a R-type region have
amplitude only on the even sites of the R-type region.
The underlying intuition is that each vacancy that is ad-
jacent to even sites and counted in Dwmax “contributes”
some zero modes to Rmax, while each vacancy that is ad-
jacent to odd sites and counted in Dnwmax “removes” some
zero modes from Rmax.
In practice we use the average of each quantity over the
largest RA and RB regions of a sample when computing
the contribution of a sample to the ensemble average.
Also, the boundary B of a R-type region is defined as the
number of surviving links it has to the rest of the graph.
Similarly, each vacancy contributes to the corresponding
D with a multiplicity equal to the number of deleted links
that would have connected that vacant site to the R-type
region had the vacancy been absent.
A plausible estimate for Bmax is as follows: In the clas-
sical theory of percolation, the analog of Bmax is expected
to scale as mmax. This is due to the fact that Bmax counts
both the internal perimeter (due to voids or holes) and
the actual external perimeter. As a result, the bound-
ary Bmax of the critical cluster in classical percolation
is dominated by the contribution of these voids. In our
case, it is reasonable to assume that the analogue of voids
are P-type regions. From our earlier results, it is clear
that the size of the typical P-type regions remain very
small in the nvac → 0 limit. It is also clear that the
number density nP of these regions vanishes smoothly as
nvac → 0, as does mP , the mass density of P-type regions
per unit area. Assembling this information, we arrive at
the estimate Bmax ∼ nP ×
√
mP/nP .
Based on this argument, we expect Bmax ∼ √mPnP .
In Fig. 17, we see that this expectation is borne out by the
data. The ratio Bmax/√mPnP is seen to converge very
quickly to its thermodynamic limit (indeed, at the sizes
we study, no finite-size effects are readily discernible),
and has a very mild and nonsingular dependence on nvac
in the limit of small dilution.
In Fig. 18, we plot Imax/(wmmax) as a function of nvac
for various L. Two things become apparent from this.
First, this ratio saturates to the thermodynamic limit
at relatively small sizes compared to the range of sizes
studied here. Second, it has a mild dependence on nvac,
tending to a nonzero constant as nvac → 0. In other
words, the density of zero modes in the largest R-type
region differs from the globally averaged density w by a
nonsingular O(1) prefactor that has a mild dependence
on the density nvac of vacancies.
Next, we consider Dnwmax + Dwmax, the mean number of
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FIG. 18: The mean number of zero modes hosted by the
largest R-region scales with mmax, with a proportionality
constant whose nvac dependence is accounted for by the be-
haviour of the globally-averaged density w of zero modes.See
Sec. IV C for details of the corresponding analysis.
vacancies adjacent to sites that belong to the largest R-
type region. If this region is not atypical in terms of
the overall density of vacancies associated with it, one
would expect (Dnwmax +Dwmax) ∼ nvacmmax. In Fig. 19, we
see that the corresponding ratio saturates very quickly to
the thermodynamic limit and has a very mild nonsingular
dependence on nvac, thus confirming this basic picture.
Turning to Dwmax − Dnwmax, we begin by making more
explicit our intuitive picture for the zero modes and
monomers hosted by R-type regions: A local imbalance
in the numbers of surviving sites on the two sublattices
gives rise to these zero modes and mandates the exis-
tence of a corresponding density of monomers in this re-
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FIG. 19: The mean number of vacancies associated with the
largest R-type region scales with nvacmmax. See Sec. IV C for
details of the corresponding analysis.
gion. From this point of view, it is interesting to ask
if (Dwmax − Dnwmax) ∼ Imax. And if this is the case, how
does the corresponding ratio (Dwmax − Dnwmax)/Imax scale
with nvac in the critical regime? In Fig. 20, we display
this ratio. As is clear from this figure, the two quan-
tities are indeed proportional, and the ratio converges
rapidly to the thermodynamic limit (again, at the sizes
we study, the finite-size corrections to this ratio are not
readily discernible). Interestingly, we find that the ratio
is fairly large, and rises further to reach a finite limit-
ing value in the nvac → 0 limit. In other words, as nvac
becomes small, the local sublattice imbalance becomes
more “inefficient” in terms of its ability to nucleate zero
modes.
Thus, our basic picture for the morphology of the
largest R-type regions that dominate the nvac → 0 limit
can be summarized in the following informal way: Such
R-type regions have a finite density of small holes, which
are small P-type regions themselves (Fig. 17). Indeed the
density of these holes tracks nP , the density of P-type
regions. And the mean linear size of these holes tracks
that of a typical P-type region. The local density of zero
modes in such regions is proportional to the globally av-
eraged density w of zero modes, with a proportionality
constant that is close to unity and has a mild nvac depen-
dence in the nvac → 0 limit (Fig. 18). The total density
of vacancies associated with such large R-type regions
is proportional to the globally averaged density of vacan-
cies, with a nonsingular proportionality constant that has
a mild nvac dependence in the small-nvac limit (Fig. 19).
However, the local sublattice imbalance in the number
of vacancies on the two sublattices is proportional to the
total number of zero modes hosted by the R-type region,
with a fairly large proportionality constant (of order 10)
that increases as nvac goes to zero, but remains finite
in this limit (Fig. 20). Thus, such R-type regions are
seeded by a local imbalance in the number of vacancies
on the two sublattices. This imbalance is far in excess of
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ated with the largest R-type region is proportional to Imax
the mean number of zero modes hosted by such regions, with a
proportionality constant that is fairly large and increases fur-
ther to a nonzero value in the nvac → 0 limit. See Sec. IV C
for details of the corresponding analysis.
central limit theorem expectations (which would predict
that this imbalance scales as
√
nvacmmax), and seeds a
nonzero local density of zero modes.
D. Scaling of surviving Majorana modes
As we have noted earlier, R-type regions that con-
tain an odd number of zero modes acquire special sig-
nificance from the point of view of identifiying Majo-
rana degrees of freedom that survive the leading effects of
next-nearest-neighbour couplings in bipartite Majorana
networks: Such regions host one robust Majorana mode
that survives these effects, whereas R-type regions with
an even number of zero modes are not expected to have
any Majorana degrees of freedom that survive the effects
of such next-nearest-neighbour couplings.
In Fig. 21, we display the fraction of the total mass
of such “odd” R-type regions that is contained in small
“odd” regions, with smallness defined as before: small re-
gions have absolute mass m < V/nvac (with V = 10000).
Clearly, most of the total mass in odd R-type regions is
contained in large odd regions, again suggesting that the
physics of such robust Majorana modes is controlled by
a diverging length scale in the nvac → 0 limit.
Indeed, we have also studied the scaling behaviour of
Roddmax, ξ
odd, χodd, and moddmax, defined by considering only
the R-type regions with an odd number of zero modes.
Our basic conclusion is that restricting attention to such
odd R-type regions does not change the scaling picture.
Examples of scaling behaviour of these quantities are
shown in Fig. 22, and Fig. 23, which display our results
for Roddmax and ξ
odd respectively. Additional results for
χodd and moddmax are relegated to the Appendix, since they
show no discernible difference from their counterparts ob-
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FIG. 22: The sample-averaged radius of gyration Roddmax of
the largest R-type regions with odd imbalance I in a sample
obeys a scaling form LFRoddmax(Ln
ν
vac) with ν = 4.9± 0.4 (ν =
5.2± 0.4) on the honeycomb (square) lattice. This behaviour
is entirely analogous to that shown in Fig. 9 for Rmax. The
small-x downturn of the scaling function can be intuitively
understood by noting that the R-type regions that contribute
to this quantity are not always the largest in the sample, and
can sometimes be significantly smaller, particularly at small
nvac. See Sec. IV B and Sec. IV D for details.
tained without the restriction to odd imbalance.
E. Summary of conclusions
To summarize, we have provided fairly convincing evi-
dence for a new universality class of incipient percolation
in diluted two dimensional bipartite lattices such as the
square and honeycomb lattice. This critical behaviour
is exhibited by the random geometry of the Dulmage-
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defined by considering only R-type regions with odd imbal-
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collapse on to a single curve when plotted against the scaling
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shown in Fig. 10 for ξ. See Sec. IV B and Sec. IV D for details.
Mendelsohn decomposition in the nvac → 0 limit of the
diluted lattice. This unusual critical phenomenon can le-
gitimately be thought of as monomer percolation (from
the point of view of the monomer-dimer model associated
with the ensemble of maximum matchings of the lattice),
wavefunction percolation (from the point of view of the
zero-energy Green function of a particle hopping on this
lattice), or Majorana percolation (from the perspective of
robust Majorana zero modes of a bipartite Majorana net-
work). From our scaling analysis of this putative nvac = 0
critical point, we obtain the estimate ν = 5.5 ± 0.9 for
the correlation length exponent, and the bound η . 0.08
for the corresponding anomalous dimension that deter-
mines the critical behaviour of the geometric correlation
function.
Our results leave open the intriguing possibility that
the associated wavefunction percolation and Majorana
percolation phenomena are characterized by an indepen-
dent set of additional exponents. In principle, this re-
mains a possibility for the associated monomer percola-
tion as well, and further computational work would be
needed to settle these questions.
V. DISCUSSION
A. Heuristic reinterpretation of results
At the risk of oversimplification, we present here a
heuristic interpretation of these results. This is based
on the coarse-grained Coulomb phenomenology of fully-
packed dimers on the parent square and honeycomb lat-
tices [31, 32]. As is well-known, in this way of thinking,
a fully-packed configuration corresponds to a divergence-
free configuration of a polarization field P. An un-
matched site on the A (B) sublattice corresponds to the
location of a unit positive (negative) electric charge in
this description.
Consider now the undiluted square or honeycomb lat-
tice with boundary conditions that allow a perfect match-
ing. If we remove exactly one A site (say the site A0 at
the origin) and look for a maximum matching, it is clear
that any such a maximum matching leaves one B site of
the diluted lattice unmatched. The coarse-grained pic-
ture for this ensemble of maximum matchings then has
a static unit charge +1 at the origin A0, and a mobile
unit negative charge that is attracted to the origin by an
entropically generated logarithmic “Coulomb potential”
V (r) = ηm ln(r) of strength ηm [33]. At this coarse-
grained level of description, one would say that this mo-
bile charge can diffuse anywhere on the lattice, with the
probability for being at distance ~r from the origin falling
off in equilibrium as 1/rηm (ηm is expected to be equal to
1/2 for the square and honeycomb lattice dimer models).
In other words, one would heuristically expect that there
is a single Dulmage-Mendelsohn region RA0 that spans
the whole lattice. This can presumably be verified by
a direct free-fermion (Pfaffian) calculation of the lattice
level partition function with exactly two monomers fixed
at two given locations.
What about a nonzero density of vacancies? One may
again think of each vacancy as being a static charge with
a sign given by the sublattice. But it is no longer clear
if the “screening cloud” provided by a mobile monomer
on the other sublattice extends over all space. Indeed,
in this heuristic language of fluctuating electrostatics,
our results on the nontrivial geometry of R-type regions
of slightly-diluted samples corresponds to a phenomenon
whereby groups of vacancies seed a “screening-cloud” of
mobile charges that are all of like sign, and confined to
a finite-region of the lattice (corresponding to an indi-
vidual R-type region). The typical size of this screening
cloud grows as ξ ∼ n−νvac in the limit of small nvac. A
curious aspect of our computational results is that such
a group of vacancies does not all correspond to static
charges which all have the same sign, although vacancies
with positive (negative) charge do outnumber those with
negative (positive) charge if the screening cloud is made
up of monomers of negative (positive) charge.
B. An aside
In a brief aside, we use the perspective developed in
our work to i) discuss earlier studies of diluted quan-
tum antiferromagnets, and ii) comment on studies of the
tight-binding model on Penrose tilings, and their connec-
tion with recent work on the classical dimer model on the
same lattice.
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1. Diluted quantum antiferromagnets on bipartite lattices
In a series of papers, Sandvik [34] and Wang [35, 36]
reported on a detailed Quantum Monte Carlo (QMC)
study of the S = 1/2 Heisenberg antiferromagnets on
the diluted square lattice. The basic conclusion was that
long range antiferromagnetic order persists in the ground
state all the way up to the classical percolation thresh-
old of the diluted lattice. Indeed, it was argued that the
critical percolating cluster at the geometric percolation
transition has long range antiferromagnetic order in the
ground state. As a result, the antiferromagnetic transi-
tion is driven by the underlying geometric transition, and
occurs right at the percolation threshold of n∗vac ≈ 0.407.
These studies also explored the physics in the ordered
phase in the vicinity of this transition. An interest-
ing finding in this regard was the presence of weakly-
interacting vacancy-induced local moments that affected
the low energy physics as well as the quantum critical
scaling. These moments were argued to arise from re-
gions of the lattice with local sublattice imbalance. Mo-
tivated by this insight [36], the closely-related physics of
triplet excitations of such systems was modeled in terms
of the spatial monomer distribution function of the cor-
responding monomer-dimer model.
Our work provides us with a useful perspective on
these results, since the R-type regions of the Dulmage-
Mendelsohn decomposition provide us with a precise
characterization and construction of the monomer re-
gions studied by Wang and Sandvik [36]. Indeed, our
work strongly suggests that it would be extremely inter-
esting in follow-up work to repeat these QMC calcula-
tions at much smaller values of nvac, corresponding to
the low-dilution limit of interest to us. In this small-
nvac limit, our results show that R-type regions are very
large in size, and the corresponding magnetic excitations
are therefore likely to be quite different. In particular, it
would be interesting to ask if there is a signature of the di-
verging length scale ξ ∼ n−νvac in the magnetic response of
slightly-diluted samples with very small nvac. Given the
length scales of interest, this would be computationally
very challenging, but perhaps achievable. Other closely
related suggestions for follow-up work are described in
Sec. V C.
2. Tight-binding and dimer models on the Penrose tiling
There is a fairly large body of work going back nearly
four decades, whose focus has been the spectrum of tight-
binding models defined on quasiperiodic lattices, most
prominently the Penrose tiling made up of rhombii. For
instance, Kohmoto and Sutherland [37] noted that the
hopping Hamiltonian for a quantum mechanical particle
hopping along links of the Penrose tiling had extensively
degenerate zero-energy states with localized wavefunc-
tions. In subsequent work, Arai and collaborators pro-
vided a partial characterization of these localized wave-
functions by identifying certain geometric motifs that
supported such states [38]. Based on this, they also ar-
rived at a conjecture for the density of such localized
zero-energy states in the thermodynamic limit.
In an insightful analysis [39], Koga and Tsunetsugu
exploited the self-similar nature of the Penrose tiling to
arrive at an essentially complete characterization of the
geometric motifs that support such localized zero modes,
and proved the conjecture of Arai and co-authors. Rec-
ognizing that local sublattice imbalance was an essential
feature of these geometric motifs, Koga and Tsunetsugu
also obtained a detailed characterization of the antifer-
romagnetic order that develops for infinitesimal onsite
repulsion in the Hubbard model on this lattice. This lo-
cal imbalance associated with these geometric motifs was
also emphasized in very recent work [40].
On the other hand, in the recent work of Flicker and
collaborators [41], essentially the same geometric motifs
seem to arise as a by-product of their analysis of the
density of monomers in any maximum matching of the
Penrose tiling. Their result for the monomer density also
corresponds exactly to the previously obtained density
of zero modes of the hopping problem. Moreover, their
characterization of regions accessible to monomers bears
an uncanny resemblance to the earlier characterizations
of the localized zero mode wavefunctions of the hopping
problem.
Using the perspective developed here, we see that this
is no coincidence: Indeed, it becomes apparent that the
results of Koga and Tsunetsugu amount to an essen-
tially complete analytic characterization of the Dulmage-
Mendelsohn decomposition of the Penrose tiling, which
was independently rediscovered in the context of maxi-
mum matchings by Flicker and collaborators. Moreover,
this perspective suggests some other natural questions
that would be interesting to follow up on. These are
discussed in Sec. V C.
C. Outlook
The foregoing results and their interpretation lead us
to identify several natural and possibly interesting lines of
enquiry. We conclude by listing some of these questions
as suggestions for potentially fruitful follow-up studies.
We begin with three questions concerning the results
shown here in the nvac → 0 limit in d = 2. Our results
imply that there is a hierarchy of growing length scales in
this limit: lvac ∼ 1/√nvac, lw ∼ 1/
√
w, and ξ ∼ 1/nνvac,
with ν = 5.5± 0.9 ensuring that lvac  lw  ξ. Our re-
sults imply that Dulmage-Mendelsohn clusters in finite-
size systems with lw  L  ξ “look” critical. Given
that the critical point of classical percolation in two di-
mensions has conformal invariance [42, 43], is there some
sense in which a similar enlarged symmetry governs the
behaviour of Dulmage-Mendelsohn clusters in finite-size
samples that fall in this critical regime?
Next, there are two interesting and closely related
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questions about the localization length of the zero-energy
Green function G, and the monomer and dimer correla-
tion lengths ξM and ξD in the associated monomer-dimer
model. Clearly, the localization length ξG that controls
the behaviour of G is bounded from above by the scale ξ.
But how does the ratio ξG/ξ scale in the critical regime?
How much does this depend on the strength of the hop-
ping disorder? Given that the localization length in the
Gade-Wegner universality class of two-dimensional bipar-
tite random hopping problems diverges in the zero-energy
limit [44, 45], this line of enquiry is likely to yield inter-
esting results. Similarly, does ξM remain finite even as
ξ →∞? How does it depend on the strength of the bond-
disorder? Finally, what determines the dimer correlation
length ξD and how does it behave in the nvac → 0 limit?
Fourth, there is the natural question of generalizing to
other diluted bipartite graphs in two dimension, most no-
tably hyperbolic graphs similar to those studied recently
in the context of circuit quantum electrodynamics [46]
and network theory [47]. The percolation theory of such
graphs is a well-developed subject in the mathematical
literature [48], and it would be interesting to explore the
possible critical behaviour of Dulmage-Mendelsohn clus-
ters in this setting.
Fifth, there is the question of dimensionality. Clas-
sical percolation and Anderson localization phenomena
on hypercubic lattices are both dimensionality dependent
in interesting ways. For percolation, there is no perco-
lated phase in d = 1, while dimensions d ≥ 2 exhibit a
phase transition, with exponents that depend on dimen-
sionality and take on mean-field values above the upper
critical dimension du = 6 [2, 3]. Given the close anal-
ogy of our Dulmage-Mendelsohn criticality with a classi-
cal percolation phenomenon, the third question concerns
the random geometry of the Dulmage-Mendelsohn de-
composition of a diluted cubic lattice or diamond lattice
in d = 3. Is there now a nonzero ncritvac discernibly differ-
ent from nvac = 0 below which the R-type regions are
in a percolated phase? If yes, what is the nature of the
transiton at ncritvac?
The sixth suggestion has to do with a natural gener-
alization to random bipartite graphs. For such graphs,
there is no notion of geometric distance between ver-
tices, but the question of the distribution of sizes of the
Dulmage-Mendelsohn clusters remains interesting. This
is because recent work has already identified interest-
ing algorithmic implications of the size of a maximum-
matching in such graphs for some problems in computer
science [49]. Given our arguments about the factoriza-
tion of the monomer-dimer partition function into fac-
tors associated with Dulmage-Mendelsohn clusters, it
would also be interesting to study the size distribution
of Dulmage-Mendelsohn clusters in this algorithmic con-
text. Given that some results for such graphs can be
obtained analytically, there is also the intriguing possi-
bility of obtaining some exact results in this setting.
The seventh is a natural question regarding the statis-
tics of overlap loops. The dimer model on the undi-
luted square and honeycomb lattices has a useful coarse-
grained description in terms of a compact scalar height
field with a Gaussian action [30–32, 50]. Dimer corre-
lations, and correlations of test-monomers are readily
related to correlation functions of this Gaussian theory,
which can be computed exactly. In a certain well-defined
sense, the scaling limit of these dimer models, which
governs the long-distance behaviour of correlation func-
tions, has conformal invariance [50]. The double dimer
model [51] consists of two independent copies of the dimer
model, with partition function given by the square of the
dimer model partition function. In such a double-dimer
model, the interesting observables are “overlap loops”
built by tracing closed paths that alternately go along
dimers in one copy and then the other. This defines an
ensemble of fully-packed loops, which has been argued
to have conformal invariance in the scaling limit [51]. In
our case of diluted square or honeycomb lattices, the ana-
log of the double-dimer model involves two copies of the
monomer-dimer model associated with the ensemble of
maximum matchings. An ensemble of overlap loops and
strings can again be defined by a slight generalization
of the usual definition above. The question then arises:
What is the statistics of these overlap loops in the critical
regime identified here.
The next set of three suggestions in this list concerns
the physics of SU(N) antiferromagnets in a certain large-
N limit [52] that has played a key role in the subsequent
conceptual development of our understanding of quan-
tum disordered phases of magnets. In these SU(N) mag-
nets, one sublattice carries the fundamental representa-
tion and the other has SU(N) spins that transform under
the complex-conjugate of the fundamental. Thinking in
terms of the corresponding Hubbard model, each site has
N different fermion orbitals with the constraint that the
total fermion number of A-sublattice sites is 1, while that
of B-sublattice sites is N − 1.
In the large-N limit of this model on the pure square
or honeycomb lattice, the physics is dominated by the
subspace of singlet states spanned by any fully-packed
configuration of nearest neighbour SU(N) singlet bonds,
and reduces to a quantum dimer model on the lattice
at leading order in 1/N . At large but finite N , longer
range valence bonds come into play. These models are
amenable to explicit computational study, for example
using Quantum Monte-Carlo methods that work in the
basis of bipartite (but not necessarily nearest-neighbour)
valence bonds [53–55]. Such computational approaches
have been used to study the physics of these systems
as a function of N , finding a transition from quantum
antiferromagnetism at N = 2 to a valence-bond solid
state above a threshold value of N [56].
Clearly, the analogous large-N limit of the diluted
magnet will exhibit interesting effects associated with
the presence of a finite-density of monomers in the corre-
sponding maximum matchings, since these monomers are
expected to be associated with SU(N) spinon degrees of
freedom that cannot be quenched by short-ranged singlet
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bonds. Moreover, our results suggest that these effects
may be crucially affected by the incipient percolation of
Dulmage-Mendelsohn clusters. It would thus be interest-
ing in the diluted case to revisit this large-N limit, and
to the physics at large but finite N using these computa-
tional approaches. In this connection, it would aso be in-
teresting to study resonating nearest-neighbour valence-
bond wavefunctions [57, 58] for such SU(N) antiferromag-
nets: In the pure case, these are singlet wavefunctions
which map to interesting loop ensembles that interpo-
late between the classical dimer model and the double-
dimer model [59–61]. In the diluted case, their gener-
alizations will describe degenerate ground states with a
nonzero spinon number [62–67], and map on to an en-
semble of loops and strings closely related to the double-
dimer model on the diluted lattice. It would be interest-
ing to study the spinon localization properties of these
wavefunctions on such slightly-diluted lattices, especially
given the divergent size of the R-regions studied here.
Direct analogs of these questions are also potentially
interesting in the context of Penrose tilings, since the re-
sults of Ref. [39] and Ref. [41] provide us with an essen-
tially complete analytic determination of the Dulmage-
Mendelsohn decomposition of the Penrose tiling. Al-
though there is no geometric criticality at play in this
case, it would clearly be of interest to i) use these analyt-
ical results to explore the physics of the Read-Sachdev
large-N limit of SU(N) antiferromagnets, ii) perform a
QMC study of the related physics at large but finite
N , iii) to understand the nature of the SU(N) nearest-
neighbour RVB wavefunctions mentioned above, and iv)
to study the closely-related ensemble of overlap loops and
strings defined by the double-dimer model.
Next, we note that our results read in conjunction with
those of Ref [39] suggest an interesting question about
local-moment formation in the Hubbard model at the
particle-hole symmetric chemical potential on the diluted
square and honeycomb lattices. Localized states tied to
the Fermi energy µ = 0 are expected to be intimately con-
nected with the physics of local moment formation [68]
in such situations. The question then arises: How is this
physics affected by the large length scale ξ associated
with the size of the Dulmage-Mendelsohn region, and by
the presence of I coexisting zero modes in each such re-
gion? Does the topologically-protected nature of the zero
modes lead to these moments being relatively robust to
perturbations that preserve the particle-hole symmetry?
Our final suggestion has to do with the thermody-
namic susceptibility of Kitaev’s honeycomb model with
nonmagnetic vacancies. From the detailed analysis of
vacancy-effects in Ref. [15], it is clear that a vacancy-
induced pile-up of low-but-non-zero energy Majorana
fermion excitations is associated with a weak singular-
ity in the low temperature susceptibility. By analogy
with the results of Ref. [18] on a SU(2) symmetric ver-
sion [17] of the Kitaev model, the topologically-protected
zero-energy states studied here are potential sources of a
stronger Curie-like singularity χ(T ) ∼ C/T in the linear
susceptibility. Indeed, it can be shown that this is the
case. This leads to the natural question: How does the
Curie coefficient C scale with ξ in the small-nvac limit
of weakly-diluted samples? And does the topologically-
protected nature of the zero-energy states endow this
Curie term with some degree of protection against time-
reversal invariant perturbations such as exchange disor-
der or a Heisenberg exchange term in the spin Hamilto-
nian?
As one goes through this list of suggestions for follow-
up studies, it is clear that our work opens up a number
of potentially fruitful lines of enquiry. By the same to-
ken, it also becomes obvious that the elephant in the
room throughout has been the bipartite nature of the
underlying lattice. Are there natural generalizations to
the nonbipartite case of any of the geometric questions
studied here? Are the corresponding results in the small-
dilution limit equally interesting? The answer to the first
question turns out to be in the affirmative, and motivates
our ongoing computational attempt to answer the second
question.
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Appendix
Taking our cue from the scaling theory of classical per-
colation [2, 3], we also define a third length scale ξ2. This
is given by the root mean square of the radii of gyration of
the R-type regions, with the mean being taken weighted
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FIG. 24: ξ2 defined in Eqn. A.1 obeys a scaling form
L1−η/4Fξ2(Ln
ν
vac), as demonstrated by the fact that plots of
ξ2/L
1−η/4 for different sample sizes L collapse on to a sin-
gle curve when plotted against the scaling variable x−1 =
1/Lnνvac. Good scaling can be achieved for ν = 4.6 ± 0.5
(ν = 5.0±0.5) on the honeycomb (square) lattice with η = 0.0.
We choose to display this scaling behaviour as a function of
x−1 rather than x since this provides a more stringent visual
check on the quality of the collapse when the scaling function
rises sharply to its x = 0 value. This should be compared with
the quality of the scaling collapse in Fig. 25 with η = 0.04.
Similar scaling can be achieved for all η . 0.08 for slightly
different ranges of ν.
by their mass m. Thus we have
ξ22 =
〈∑NRi=1miR2i 〉
〈∑NRi=1mi〉 ,
=
∑
mmR
2
mNm∑
mmNm
, (A.1)
where the angular bracket represents the ensemble aver-
age over randomly generated vacancy configurations, and
Nm is the mean number of R-type regions of mass m in
this ensemble.
Unlike ξ, ξ2 does not admit a natural interpretation as
the correlation length associated with some geometrical
correlation function. However, one expects, based on a
standard scaling argument familiar from the scaling the-
ory of classical percolation [2, 3],, that ξ2 to also diverge
in the critical regime, specifically as ξ1−η/4. Indeed, we
do find that ξ2 too also appears to grow rapidly in the
small-nvac limit to a size-limited value, consistent with
this expectation. To analyse this further, we ask if our
data for ξ2 is consistent with the scaling ansatz [2, 3]:
ξ2 = L
1−η/4Fξ2(Ln
ν
vac) . (A.2)
Analogous to the scaling of χ and mmax, we find that
our data for ξ2 displays reasonably good scaling collapse
for a range of η . 0.08, with the optimal value of ν
increasing slightly as increase η in this viable range. With
η set to η = 0, we find that ν = 4.6± 0.5 (ν = 5.0± 0.5)
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FIG. 25: ξ2 defined in Eqn. A.1 obeys a scaling form
L1−η/4Fξ2(Ln
ν
vac), as demonstrated by the fact that plots of
ξ2/L
1−η/4 for different sample sizes L collapse on to a sin-
gle curve when plotted against the scaling variable x−1 =
1/Lnνvac. Comparably good scaling can be achieved for ν =
4.8 ± 0.5 (ν = 5.1 ± 0.5) on the honeycomb (square) lattice
with η = 0.04. We choose to display this scaling behaviour
as a function of x−1 rather than x since this provides a more
stringent visual check on the quality of the collapse when the
scaling function rises sharply to its x = 0 value. This should
be compared with the quality of the scaling collapse in Fig. 24
with η = 0.04. Similar scaling can be achieved for all η . 0.08
for slightly different ranges of ν.
gives the best scaling collapse on the honeycomb (square)
lattice. With η = 0.04, the corresponding best-fit ν is
given by ν = 4.8± 0.5 (ν = 5.1± 0.5) on the honeycomb
(square) lattice. This is shown in Fig. 24 and Fig. 25. As
in the main text, we choose to depict the scaling collapse
as a function of x−1 = 1/Lnνvac since this provides a more
stringent visual check on the quality of collapse.
We also note that the analogous quantity ξodd2 con-
structed using only clusters with odd imbalance I ex-
hibits essentially identical scaling behaviour, and is there-
fore not displayed here. Finally, in Fig. 26 and Fig. 27,
we demonstrate that our results for χodd and moddmax are
not discernibly different from the corresponding results of
Sec. IV B for χ and mmax defined without the restriction
to odd imbalance. Therefore, inclusion of these results in
our analysis does not change our earlier estimates of the
critical exponents η and ν.
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FIG. 26: The susceptibility χodd associated with the sample-
averaged geometric correlation function Codd(x, x′) defined by
only considering R-type regions with odd imbalance I obeys
a scaling form L2−ηFχodd(Ln
ν
vac), as demonstrated by the fact
that plots of χodd/L2−η for different sample sizes L collapse
on to a single curve when plotted against the scaling variable
x−1 = 1/Lnνvac. Good scaling can be achieved for ν = 5.0±0.4
(ν = 5.7 ± 0.5) on the honeycomb (square) lattice with η =
0. This is entirely analogous to the scaling of χ shown in
Fig. 12. Indeed, there is hardly difference between the two
that is discernible to the eye on the scale chosen to depict the
data here. Similar scaling can be achieved for all η . 0.08 for
slightly different ranges of ν, again entirely analogous to the
behaviour of χ. See Sec. IV B and Sec. IV Dfor details.
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FIG. 27: The mean mass moddmax of the largest R-type re-
gions with odd imbalance I in a sample obeys a scaling
form L2−η/2Fmoddmax(Ln
ν
vac), as demonstrated by the fact that
plots of moddmax/L
2−η for different sample sizes L collapse on
to a single curve when plotted against the scaling variable
x−1 = 1/Lnνvac. Good scaling can be achieved for ν = 5.4±0.6
(ν = 5.9 ± 0.5) on the honeycomb (square) lattice with
η = 0.04. This is entirely analogous to the scaling collapse of
mmax in Fig. 16. Indeed, there is hardly difference between
the two that is discernible to the eye on the scale chosen to
depict the data here. Similar scaling can be achieved for all
η . 0.08 for slightly different ranges of ν. See Sec. IV B and
Sec. IV Dfor details.
