We show that it is possible to adapt to nonparametric disturbance autocorrelation in time series regression in the presence of long memory in both regressors and disturbances by using a smoothed nonparametric spectrum estimate in frequency-domain generalized least squares. When the collective memory in regressors and disturbances is sufficiently strong, ordinary least squares is not only asymptotically inefficient but asymptotically non-normal and has a slow rate of convergence, whereas generalized least squares is asymptotically normal and Gauss-Markov efficient with standard convergence rate. Despite the anomalous behaviour of nonparametric spectrum estimates near a spectral pole, we are able to justify a standard construction of frequency-domain generalized least squares, earlier considered in case of short memory disturbances. A small Monte Carlo study of finite sample performance is included.
INTRODUCTION
Adaptive estimation in semiparametric models entails an estimate of the parametric component achieving the same first-order efficiency when the nonparametric nuisance function is consistently estimated as when this function is known. It seems that such adaptive estimation was first established by Hannan (1963) , in the context of linear time series regression with disturbance having nonparametric autocorrelation, the Gauss-Markov bound being attained. Hannan considered an approximate frequency-domain generalized least squares (GLS) estimate, using a smoothed nonparametric estimate of the disturbance spectral density. Even though the spectral estimate converges slowly, Hannan showed that nevertheless his GLS estimate can have the same first order limit distribution as if the spectral density were completely known, or a known parametric function. The same idea was extended to more general semiparametric time series models, especially ones useful in econometrics, by Hannan (1965) , Terrell (1972, 1973) , Robinson (1976) and more recently by Robinson (1991) , who also allowed for a data dependent smoothing in the spectral estimation and considered optimal choice of the smoothing number, and Phillips (1991) who considered this type of estimate in the presence of unit root regressors.
The regularity conditions required by Hannan (1963) and the subsequent authors are in many respects quite mild, in particular the disturbance spectral density need only be bounded and bounded away from zero and satisfy mild smoothness conditions, so that stationary and invertible autoregressive moving averages are easily covered. However, there is now increasing awareness of the possibility of long memory in disturbances, which contradicts such specifications. The concept of long memory can be loosely defined in terms of the I (d) processes. We say that a covariance stationary, invertible process is I (d) if it has spectral density that behaves like Cλ −2d as frequency λ → 0+, for 0 < C < ∞ and −1/2 < d < 1/2. Then there is said to be negative memory if −1/2 < d < 0, short memory if d = 0, and long memory if 0 < d < 1/2. For d > 1/2, a process can be said to be (nonstationary) I (d) if its kth integer difference is I (d − k), for −1/2 < d − k < 1/2, to cover unit root (I(1)) processes, for example. We can also define long memory relative to a spectral pole at some non-zero frequency, and will return to this possibility subsequently. In the context of the linear regression model y t = α + β 0 x t + u t , t = 1, 2, ..., ( 1.1) where the scalar α and the p × 1 vector β are unknown and the prime denotes transposition, long memory in the disturbance u t can occur if the p × 1 regressor vector x t does not wholly account for long memory in the dependent variable y t . Generally, long memory processes can be thought of as a broad and flexible class which can bridge the gap between short memory and unit root processes (which have recently played a considerable role in econometric modelling), especially as the latter occupy only one point in d-space, whereas stationary long memory processes take up an interval. Initial study of the implications of long memory u t in (1.1) focussed on ordinary least squares (OLS) estimates of β. In case of deterministic, such as polynomial-in-t regressors, Yajima (1988 Yajima ( , 1991 found that OLS estimates can still be asymptotically normal, even if u t is non-Gaussian but a linear process. However their asymptotic variance, indeed their rate of convergence, is adversely affected by the long memory in u t . Moreover, while the OLS estimates may not necessarily have poor efficiency, they cannot achieve the Gauss-Markov bound, even for polynomial-in-t regressors, unlike in the case of short memory u t considered by Grenander (1954) . In econometric applications, it is often reasonable to regard x t , or at least some elements of it, as stochastic. Here, even if x t and u t are independent stationary processes, indeed possibly Gaussian ones, sufficiently strong collective memory leads to OLS having a slow rate of convergence and non-standard limiting distribution, specifically, as found by Robinson (1994a) , if u t is I (d) and x t is I (d x ) and d + d x > 1/2. This outcome is consistent with the familiar one in econometrics in which d = 0 and d x = 1, but the implications are rather more serious because not only, as there, is the limit distribution less convenient for use in inference than the normal, but it depends on d and d x , which are typically regarded as unknown when fractional models are entertained. Note also that not only is the conventional econometric approach to inference, based on OLS and an autocorrelation-consistent variance estimate (employing a smoothed nonparametric estimate of the spectral density of x t u t , see e.g. Andrews, 1991) inefficient (as usual) due to its dependence on an inefficient point estimate, but it is not even available due to the asymptotic non-normality.
To resolve this difficulty, Robinson and Hidalgo (1997) considered a class of frequency-domain weighted least squares (W LS) estimates. Based on observations (x 0 t , y t ), t = 1, ..., n, define the discrete Fourier transforms of x t and y t w x (λ) = 1
x t e itλ , w y (λ) = 1
y t e itλ , and the periodogram matrix and vector I xx (λ) = w x (λ) w * x (λ) , I xy (λ) = w x (λ) w * y (λ) , where " * " indicates transposition combined with complex conjugation. Now write
2 where φ (λ) is real-valued, even and periodic of period 2π and λ j = 2πj/n, for integer j. This is one of the W LS estimates considered by Robinson and Hidalgo (1997) (the other replacing sums by integrals and having the same first-order asymptotic properties, but being less convenient computationally). Omission of the frequency j = 0 (and j = n) entails sample-mean correction, and when φ (λ) ≡ 1, b β φ reduces to the OLS estimate of β for the model (1.1). Assume that u t has absolutely continuous spectral distribution function, so it has a spectral density f (λ) satisfying 
3)
where Ω = (2π) −1 R π −π f −1 (λ) dF (λ) and the matrix F (λ) satisfies
such that F (λ) has Hermitian nonnegative definite increments and is uniquely defined by the requirement that it is continuous from the right. The result (1.3) was established by Robinson and Hidalgo (1997) under regularity conditions which permit arbitrarily strong stationary long memory in both x t and u t . Intuitively, whereas OLS has an asymptotic variance involving the integral R π −π f (λ) dF (λ), which will not converge if the spectral mass of x t and u t near zero frequency is collectively sufficiently great, this is no obstacle to convergence of Ω because long memory in u t entails a zero, not a pole, in f −1 (λ). Thus, not only does GLS have its usual desirable asymptotic Gauss-Markov efficiency properties, but it is also motivated in the present circumstances by being asymptotically normal, even when OLS is not and has slow rate of convergence. Moreover, even when OLS is n 1/2 −consistent, it is easy to construct examples in which OLS has very poor efficiency relative to GLS. Dahlhaus (1995) has also considered GLS under long memory u t , but for deterministic x t where, as noted previously, OLS is typically asymptotically normal however strong the memory of u t , so that GLS appears to fill a lesser gap than in the stochastic case.
As presented, (1.3) assumes f (λ) is known, which is unrealistic in applications. Robinson and Hidalgo (1997) showed that (1.3) still goes through if f (λ) is a known function of λ and finitely many unknown parameters, and the latter are replaced by n 1/2 -consistent estimates. However, correct parametric specification of f (λ) is here essential. For example if u t is specified as a fractional autoregressive integrated moving average (F ARIMA) process but either the autoregressive or the moving average order is under-stated, or both are over-stated, then the estimate of β will not be asymptotically efficient and (1.3) will not hold. Indeed, the estimate may not then even be n 1/2 −consistent and asymptotically normal, because the misspecification of autoregressive and/or moving average orders leads to an inconsistent spectral estimate, which in particular may be biased downwards such that the reciprocal of the estimated f (λ) does not sufficiently compensate for the long memory in the manner discussed above. In view of the earlier discussion we would therefore like to adapt to nonparametric f (λ). This is accomplished in the present paper; we establish (1.3) after replacing f by a smoothed nonparametric estimate. We have found this to be a very difficult task, far more than when u t has short memory, especially in the context of the standard specification of semiparametric GLS (one originally proposed for short memory u t ) which we use, that does not resort to special devices such as trimming near frequency zero in order to deal with the unpleasant properties of spectral estimates near a spectral pole. Indeed, even for known f, the result (1.3) was found by Robinson and Hidalgo (1997) to be considerably more difficult to establish under long memory than short memory, and some of our regularity conditions are no stronger than ones in that paper.
As in Robinson and Hidalgo (1997), we assume x t is stationary. Nonstationary x t can be considered, indeed Phillips (1991) analyzed a semiparametric GLS estimate with I(1) x t (but short memory u t ) but his findings were that GLS loses its classical properties (c.f. (1.3) ) then, indeed that a narrow-band estimate (about zero frequency) does as well, so that the unequal weighting entailed in GLS is redundant. This is due to the dominance of low frequencies in I (1) processes, and so a similar outcome might be expected in case of other nonstationary processes, especially in view of results of Robinson and Marinucci (1998) . This type of outcome is not very interesting from the point of view of adaptive estimation, especially if (as in the x t ∼ I (1) / u t v I (0) case) the limit distribution of GLS is not even normal. Now from our discussion of the convergence of Ω, it appears that even for some nonstationary x t , specifically I (d x ) ones for 1/2 ≤ d x < 1, the zero in f −1 (λ) might 'compensate', so as to lead to an outcome like (1.3). However this would clearly require sufficiently strong long memory in u t relative to that in
, even in case of known f no limit results are yet available, and a modified construction would be needed such as one involving tapering, in view of other literature on nonstationary fractional processes. In the circumstances it seems desirable to deal with the stationary case first, stressing again that our inclusion of I (d x ) processes for d x < 1/2 is considerably broader than the class of I (0) processes sometimes erroneously referred to in the literature as synonymous with stationarity, while our conditions are in other respects mostly undeniably mild. The stationarity assumption may itself be reasonable in the context of some financial data, while in any case it can sometimes be hard to distinguish a record of a nonstationary process from that of a stationary fractional one, for example compare realizations of a unit root process with ones of a F ARIMA (1, 0.45, 0) with autoregressive parameter 0.95.
Our assumptions require f to have a pole, if at all, at frequency zero only, but because we use a standard construction of a GLS estimate which gives no special treatment to this or any other frequency, it is clear that the results will still go through if f has a pole at some other frequency (see e.g. Hosoya, 1996) or indeed at several other frequencies, as when a cyclic or seasonal phenomenon prevails, even in the presence of arbitrarily strong stationary long memory in x t at these and other frequencies. We have focused on the zero-frequency case in part because it seems relatively important in econometric applications (referring to the 'typical spectral shape' of an economic variable), and in part for simplicity of exposition, our proofs even here being extremely technical. Notice also that it seems straightforward to extend our proofs to justify analogous estimates in more general models of econometric interest, such as lagged regression, constrained regression, nonlinear regression, band spectrum regression, distributed lag, simultaneous equations and continuous time models, in view of work of Hannan (1963 Hannan ( , 1965 , Terrell (1972, 1973) , Robinson (1976 Robinson ( , 1991 , Xiao and Phillips (1999) , but the linear regression (1.1) affords a relatively compact treatment.
It should be stressed that our results can differ significantly from those that pertain in case of deterministic x t . In the first place it is necessary to observe that central limit theory for both OLS and GLS when x t is deterministic need not obtain when u t is not a linear process (indeed it is not clear to what extent it obtains for our GLS estimates with stochastic x t ). If u t is, for example, an instantaneous nonlinear function of a Gaussian long memory process v t , then by extension of results for the sample mean of Rosenblatt (1961) or Taqqu (1975) , one expects the limit distributions of OLS and GLS to be non-normal in case u t has Hermite rank greater than 1 (that is, its expansion in Hermite polynomials of v t contains no linear component). Even when OLS and GLS are asymptotically normal, they have rate of convergence which is not only affected by trending behaviour in deterministic (such as polynomial-in-t) x t but, unlike our GLS estimates with stochastic x t , is also adversely affected by long memory u t when the limiting spectral distribution function of the normalized x t has a jump at frequency zero (as in the polynomial-in-t case); see Yajima (1988 Yajima ( , 1991 . Dahlhaus (1995) studied a class of weighted estimates deriving from Adenstedt's (1974) treatment of the simple location model, studying to what extent they achieve the asymptotic Gauss-Markov bound in the presence of long (and negative) memory u t . These estimates depend on the spectrum of u t only through d, even in case of a semiparametric model similar to our (2.1) below, and Dahlhaus showed that insertion of a suitable estimate of d does not change the normal limit distribution, when u t is Gaussian. Dahlhaus indicated that his approach applies to polynomialin-t regressors, but calculations of Yajima (1988) suggest that the efficiency gains over OLS may be relatively slight in this case. For more general deterministic regressors, whose limiting spectral distribution function is not known a priori to be a step function with step only at frequency zero, an adaptive method of estimation like ours seems to be necessary, and it remains to extend Hannan's (1963) approach, which assumed "Grenander's conditions" on x t ; however, at least when x t has a spectral jump at frequency zero the technical problems appear to differ from those in our case.
The following section introduces a nonparametric estimate b f of f and gives conditions under which (1.3) holds in a theorem whose proof in Section 4 makes use of a series of propositions appearing in Appendix A, which themselves use a series of technical lemmas described in Appendix B. Section 3 contains a Monte Carlo study of finite-sample performance.
ADAPTIVE ESTIMATION OF β
We first discuss the estimation of f, which (see Condition C1 below) satisfies the property
for 0 < C < ∞ and 0 ≤ d < 1/2. Though we cannot thus expect to estimate f (λ) well near λ = 0 when d > 0, we nevertheless use a conventional spectrum estimate. Because the u t are unobservable we form the residuals
where
P n t=1 y t and e β = b β φ is a preliminary estimate (see (1.2)), with φ (λ) chosen such that e β is n 1/2 -consistent. For this, it suffices to chose φ (λ) to satisfy the conditions of Robinson and Hidalgo (1997) , where essentially a zero of order greater than or equal to 1/2 at λ = 0 is needed in order to guard against the possibility of long memory in both x t and u t ; the OLS choice φ (λ) = 1 is inadequate, as mentioned in Section 1. It suffices to choose
c j = c (j/m) for a function c (u) restricted by Condition C7 below, with c = (2m + 1) −1 P m j=−m c j , and m = m (n) is a bandwidth sequence which increases slowly with n in a manner prescribed in Condition C8 below.
The estimate b β b f −1 , with its averaging over Fourier frequencies λ j , is essentially the specification considered by Robinson (1991) in case of short-memory u t , differing from that of Hannan (1963) which entailed smoothed nonparametric estimation for x t , and then averaging over frequencies 2πj/M, 1 ≤ j ≤ M , where M increases more slowly than n in asymptotic theory. Undoubtedly Hannan's estimate can be justified under conditions very similar to those we employ for
Our regularity conditions are as follows.
Condition C2
s.,`= 3, ..., 12, F t being the σ-field of events generated by ε s , s ≤ t, and for 4 ≤`≤ 12, the joint cumulant of ε t i , i = 1, ...,`, satisfies
o t h e r w i s e .
Condition C4 {x t } is fourth-order stationary with Γ (j) → 0 as |j| → ∞, and
where κ abcd (0, u, v, w) is the fourth cumulant of x a0 , x bu , x cv , x dw , and x it is the ith element of x t .
Condition C5
The processes {x t } and {u t } are mutually independent.
Condition C6 Ω is positive definite.
Condition C7 c (u) is an even, nonnegative function on [−1, 1], twice continuously differentiable in (0, 1), bounded away from zero on [0, 1 − ε) for some ε ∈ (0, 1), and such that c (1) = 0.
Conditions C1 and C3 are for the most part substantially stronger than those in Robinson and Hidalgo (1997). There, no power law behaviour near zero frequency was required, nor was f required to be differentiable (or even continuous) away from frequency zero (note that f (λ) = (σ 2 /2π) |τ (λ)| 2 .) The stronger conditions C1 and C3 are introduced in part to cope with the difficulty of using the slowly converging nonparametric estimate b f (λ), and in part for notational convenience. As mentioned in Section 1, it seems readily possible to extend our results to cover poles in f at finitely many other frequencies. Note that we allow d = 0 in C1, so the short memory case, treated by Hannan (1963) and others, is also covered. Condition C1 only differs from conditions used in the semiparametric literature that focusses on low frequencies only (see Robinson, 1995a,b) by its requirement that f be everywhere positive, which is a natural one in the present context. The first part of Condition C3 was used in the semiparametric context by Robinson (1995b) , for frequencies λ in a neighbourhood of the origin, while the second part is standard in smoothed spectral density estimation.
Conditions C2 and C4-C6 are the same as in Robinson and Hidalgo (1997) except for the considerably stronger moment condition on u t that C2 entails. This is introduced in order to mitigate the bad behaviour of b f (λ) near λ = 0 when d > 0 (we will return to its implication subsequently in Section 4), and could be relaxed if trimming out of low frequencies or some kind of pre-whitening/re-colouring spectral estimation is used. However, such modifications are practically unattractive, especially if they involve choice of trimming numbers or weight functions, with the consequent ambiguity, and at least when actually d = 0, trimming is likely to sacrifice some finite-sample efficiency due to the unwarranted discarding of information. We have thus preferred to focus on the 'standard construction' b β b f −1 , and note that the 12th moment condition of C2 is satisfied if u t is Gaussian, which is necessary for b β b f −1 to also attain the asymptotic Cramer-Rao efficiency bound. Nevertheless when d > 0 inclusion of b f −1 (λ) for small λ is likely to impair performance, and estimates with better finite-sample properties may be worth seeking. One possible candidate entails obtaining a semiparametric estimate b d of d (for example, by log-periodogram regression) from the e u t sequence, consequent filtering of e u t to approximately eliminate the long memory, (that is, forming
, spectrum estimation based on the e v t , and finally multiplying this spectrum estimate by λ
, to obtain an estimate of f which can be inserted in (1.2). However, our view is that the immediate priority is to justify the computationally relatively simple, standard construction b β b f −1 . Condition C2 essentially requires that u t be a linear process with innovations that are independent and identically distributed up to 12th moments. Stationarity of x t in C4 was discussed in Section 1, while given the stationarity the aesthetically simple condition Γ (j) −→ 0 is very mild: it implies that F (λ) is continuous (see Doob, 1953, p. 494 ) and on the other hand is itself implied if F (λ) is absolutely continuous (from the Riemann-Lebesgue lemma). The cumulant condition on x t in C4 which holds automatically under Gaussianity, also seems mild, while C6 is an unavoidable identifiability condition. Condition C5 warrants discussion. It can be relaxed to a milder type of orthogonality between x t and u t , but at the cost of strengthening other conditions and of greater complexity. In a cointegration context, of course, even uncorrelatedness of x t and u t would likely be unacceptable, but in this situation our estimates b β φ , including OLS, will be inconsistent in our stationary x t context; here, Robinson (1994b) showed that β can be estimated consistently by a narrow-band frequency domain estimate when
Examples of weights satisfying Condition C7 are
, is excluded. Condition C8 is unsurprisingly stronger than the corresponding bandwidth condition employed by Robinson (1991) for short memory u t . As always, there will be sensitivity to choice of m.
The question of optimal choice of m seems not to be entirely resolved in the current circumstances, though it seems that the usual solutions, valid for a smooth spectrum (see e.g. Robinson (1991, Theorem 5.1) will be justified away from frequency zero, while the optimality theory of Robinson (1994c) should apply near zero frequency. Some modification of the data-dependent cross-validation proce-dure justified by Robinson (1991) should therefore be valid here. Condition C9 was discussed earlier, and is satisfied by b β ϕ , see (2.3). Even the broad details of the proof of the following theorem are somewhat technical, so they are postponed until Section 4, with the remainder of the proof in Appendices A and B.
Theorem 2.1. Let (1 .1 ) and Conditions C1-C9 hold and let b f be computed from (2 .4 ) with e u t given by (2 .2 ) and e β be given by (1 .2 ) with ϕ as in (2 .3 ). Then as
and Ω is consistently estimated by
MONTE CARLO STUDY OF FINITE-SAMPLE BE-HAVIOUR
A small Monte Carlo study was carried out in order to investigate how well the efficiency of b β b f −1 approximates its optimal asymptotic level in finite samples, as well as to look at the effect of iterating the procedure and the efficiency of least squares. In (1.1) we took p = 1, α = 0, β = 1 and generated u t and x t (with mean zero) as Gaussian F ARIMA processes with spectral densities f (λ) = (2π) −1¯1 − e iλ¯− 2d and dF (λ) /dλ = (2π) −1¯1 − e iλ¯− 2dx (see Adenstedt (1974) ). Our results are invariant to α, β, Ex t and the variances of u t and x t . We employed
in order to assess performance across different levels of memory in both u t and x t . For each combination, 1000 replications of series of lengths n = 64, 128 and 256 were generated, by the method of Davies and Harte (1987) . The estimate b β b f −1 was computed for m = n/32, n/16 and n/8, with c (u) = .5 (1 + cos (πu)) for each sample size n, and with the preliminary estimate e β = b β φ given both by
x , as indicated in Section 2, whereas in Method 2, the OLS estimate e β is n 1/2 -consistent only when d + d x < 1/2; of course (3.1) includes also cases d + d x > 1/2, under which our condition C9 fails, but it is nevertheless of interest to see how the simple and familiar choice of OLS for the preliminary estimate performs.
In Tables 1 and 2 we report the ratios R =Monte Carlo MSE
based on Methods 1 and 2 respectively, across the various combinations of n, m, d and d x . We calculated Ω analytically using the formula
where B (·, ·) is the Beta function. Almost uniformly, R > 1, with R tending to approach 1 with n increasing as expected. For the most part, for given n R tends to fall with increasing m, the most noticeable exceptions occurring when both d is small and d x is large, with the variation across m not always being monotonic, such that in some cases an "optimal" m (in the sense that the MSE most closely approximates its limiting value) lies within the range of m employed. It is not surprising that the implications for choice of m should vary across d, but perhaps surprising that they should vary across d x . We conjecture that the fact that the results deteriorate as d x increases when d = 0 is a second order effect due to the slow convergence of n
), GLS then being asymptotically equivalent to OLS under our simple model for u t ; as d increases it tends to "compensate" for d x and the effect diminishes. So far as the comparison between Methods 1 and 2 is concerned, as expected Method 2 performs better for the smaller values of d + d x , where OLS is n 1/2 -consistent (indeed with d = 0 in our model it is efficient), and surprisingly does so also in some cases when d + d x ≥ 1/2. However, the discrepancies in the former situation tend to be small, whereas on the occasions where Method 1 beats Method 2 they are sometimes quite substantial.
One can iterate the GLS procedures, on each step replacing e β in (2.2) by the current estimate from the previous GLS step in order to re-estimate f prior to the next GLS step. Such iterations cannot improve asymptotic first-order efficiency, but might be expected to approach a form of frequency-domain Gaussian pseudo maximum likelihood estimate. Because the iterations tended to settle down after two iterations following the initial GLS estimation (suggesting fairly quick convergence), Table 3 contains results for R based on twice iterating either of Methods 1 and 2 (with n = 256). For Method 1, the iterations worsen the MSE ratio in all cases, although in 62 cases out of 90 the discrepancy is smaller than 2%. The relative performance of iteration tended to be even worse for n = 64, 128. This behaviour may be due to the fact that the estimate to which the iterations numerically converge is implicitly-defined, and the finite-sample properties of estimates of this type can sometimes be inferior to those of simpler, closed-form, estimates. Moreover, in his original paper, Hannan (1963) referred to the possibility of iterating his, related, GLS procedure, but noted "experience suggests that this would not be worthwhile". For Method 2, iteration worsens matters in 42 cases out of 90, though by more than 2% in only 6 cases. Note the improvements achieved here when d + d x ≥ 1/2, which is the situation in which the GLS procedure has not been theoretically justified owing to C9 not holding; the larger d + d x , the better. This appears to illustrate a general result of Robinson (1988) , which indicates that certain iterations can improve a n γ -consistent estimate to an n 1/2 -consistent one, in finitely many steps.
The finite sample efficiency of GLS relative to the preliminary estimates is also of interest, in view of the extra computation and the bandwidth choice that it requires. For the same model employed in the current simulations, Robinson and Hidalgo (1997) analytically calculated asymptotic efficiency relative to b β ϕ under (2.3) (the preliminary estimate for Method 1) over the same (d, d x ) grid as in the present paper. To complement this, and recognize the popularity of OLS, Table  4 reports Monte Carlo efficiency R * = MSE(GLS)/M SE(OLS) for the same n, m and parameter values as before, with GLS computed according to Method 2. Notice that when n = 64 GLS is noticeably worse than OLS for smallish d, due to the imprecision introduced by the nonparametric spectral estimation. This effect diminishes with increasing n, such that with n = 256, R * barely exceeds 1 for d = 0, in which case OLS is of course asymptotically efficient. For larger d, even when n = 64, GLS noticeably improves upon OLS, with monotonic reduction in R * as m decreases, while there is global improvement in GLS as n increases. GLS tends to improve with increasing d x , though some evidence of a trough around d x = 0.35 is detected.
PROOF OF THEOREM 2.1
Denote I xx (λ j ) and b f (λ j ) by I xx,j and b f j respectively. It suffices to prove that
We establish only (4.1), omitting for the sake of brevity the much easier proof of (4.2).
Introduce the infeasible estimate of f (λ),
A key difficulty in establishing (4.3) and (4.4) is thatf j , and its feasible version b f j , do not well approximate f j for λ j suitably near to zero frequency, where f(λ) can have a pole, while dealing with f j itself in this region poses technical difficulty. The latter problem is dealt with by suitable truncation with respect to frequency, somewhat after the manner of Robinson (1995a, b) in his study of estimating (2.1). For the first, Propositions A.2, A.3 and A.6 deal with behaviour of the centred quantitiesf j − Ef j , the latter proposition proving the modification of (4.4) in which the bracketed factor is replaced byf
However, Ef j does not approximate f j for small enough j -Proposition A.1 finds that, as m → ∞ with n, according to C8, it varies like f j for j = 2m + 1, ..., [n/2], where [.] denotes integer part, but like f m for j = 1, ..., 2m. When d > 0 we cannot therefore expect to have an asymptotically unbiased estimator for f j at j = 1, ..., 2m. So the modification of (4.4) with the bracketed factor replaced by ¡ Ef j ¢ −1 − f 1 j needs special care for these frequencies. Nevertheless, because the latter form an asymptotically negligible fraction of the Fourier frequencies used in the estimation, Proposition A.4 is able to show that the error thereby included is asymptotically negligible.
However, the latter requires ¢ , implies that for uniform convergence we need k ≥ 3, that is finite 12th moments. Although Lemma B.7 indicates that the 12th moment condition on u t could be relaxed, this is possible only at the expense of strengthening other conditions, notably Conditions C4 and C8. More specifically, allowing
In particular, care is needed in dealing with fact that discrete Fourier transforms behave differently close to zero frequency than they do far from it. The remainder of the current section deals principally with this matter of proving (4.4), but we first establish (4.3), whose left side is We now prove (4.4). By the Schwarz inequality the left side of (4.4) has squared modulus bounded by
where k·k denotes the Euclidean norm, and the presence of the factors Ef j and its reciprocal is due to remarks above. Let n be so large that 2m < [n/2]. Writing a j,n = ¡ Ef j ¢ −1 f j , the expectation of the second bracketed factor of (4.6) is
The first term is O (1) by Lemma B.7 since by Proposition A.1 part (a)
where K henceforth denotes an arbitrarily large but finite positive constant, and by C1
The second term of the last displayed expression is also O (1) as we now show. By Proposition A.1 parts (b) and (c), |a j,n − 1| ≤ Km/j, so that term is bounded by
where the first inequality follows by C5 and the fact that f −1 j ≤ K (by C1 and C3), and the second inequality from Robinson's (1995a) Theorem 2,
Thus, by Markov's inequality, the second factor of (4.6) is O p (1), and the proof of the Theorem is completed if the first factor of (4.6) is o p (1). We prove below that
In addition, by Propositions A.1 and A.3,
The proof then follows in the same spirit as in Hannan (1963) , see also Hannan (1970, p.489) . By (4.8) and (4.9),
with probability approaching one as n → ∞. The first factor of (4.6) is thus bounded by
using (4.7), so the first factor of (4.6), and thus the left side of (4.4), is o p (1).
It remains to prove (4.7) and (4.8). We begin with (4.7). By (1.1)
where, denoting Re (z) as the real part of the complex number z,
Notice that the exclusion of the non-meancorrected quantities q j+`, I xx,j+`f or j +`6 = 0 corresponds to the sample-meancorrection in (2.2).
Noting that, by boundedness of the c`and periodicity of I xx (λ),
uniformly in j, whereas
the contribution to (4.7) due to the final term of (4.11) is bounded by°°°e
in Appendix A and C9 holds.
Next, the contribution to (4.7) due to b j in (4.11) is bounded by
(4.13) By elementary inequalities the first sum on (4.13) is bounded by
, so by Lemma B.7 the expectation of the first term of (4.14) is bounded by
using C8, whereas the second term of (4.14) has expectation bounded by
using C8 and proceeding as in the proof of the first term on the right of (B.11) but taking the weights a j,n there to be bounded by K. Now consider the second sum on the right of (4.13). Let w ε,j = (2πn) −1/2 P n t=1 ε t e itλ j . By elementary inequalities and Re (q j+`) = ¡ q j+`+ q * j+`¢ /2, that sum is bounded by
Because by C1 and C3 and Proposition A.1 parts (b) and (c)
j+`, and because Ew ε,j+`w * ε,k+`= (σ 2 /2π) I (j = k) by C2, see Brillinger (1981, Exercise 4.8.12), the expectation of the second term of (4.15) is
since the sum is bounded by
is bounded by
and proceeding as in the proof of the second term of (4.15). Thus from C9 (4.13) is o p (1), to complete the proof that (4.7) is o p (1).
Finally consider (4.8). By the triangle inequality the left side of (4.8) is bounded by
The second term is o p (1) by (4.9), whereas, by the triangle inequality and (4.11), the first term is bounded by
The second term of (4.16) is o p (1) because of C9, (4.12) and Proposition A.1, whereas the first term is bounded by   °°°e β − β°°°2
since we have already shown that (4.13) = o p (1). This concludes the proof of (4.8) and the theorem. ¤
APPENDIX A
Our first proposition is concerned with the asymptotic behaviour of Ef j across three suitably chosen, exhaustive subsets of the Fourier frequencies. We find it convenient to approximate Ef j , over two of these subsets, by
whose varying orders of magnitude are indicated in the proposition. We shall then employ e f j subsequently in the proposition, largely as abbreviating notation for these orders of magnitude.
Proposition A.1 Let C1-C3 and C7-C8 hold. Then as n → ∞,
e f j¯≤ K for j = 1 , ..., 2m, independently of j and n.
(b) For arbitrarily small δ > 0 ,
(c) For arbitrarily small δ > 0 , as n → ∞,
Proof. We first prove (a). By definition
abbreviating I uu,j as I j . By C7 and Theorems 1 and 2 of Robinson (1995a), see in particular his (4.2), the right side of the last displayed equation is bounded in absolute value by
for some r > 0. (Observe that the component |(j +`) /n| η in Robinson's (1995a) Theorem 2 does not appear since we employ f j+`i nstead of its approximation Cλ −2d j+`. ) By C1, and with r = log 1/2 m, the right side of the last displayed inequality is bounded by
To complete the proof of part (a) we need to show that K −1 ≤¯λ 2d m e f j¯≤ K.
First, λ
2d m e f j has absolute value upper-bounded by
whereas, by C7 and for n sufficiently large,
which, by Theorem 2 of Robinson (1995a) and its routine extension for 2m < j < [nδ/2] with arbitrarily small δ > 0, is bounded by
We prove finally that K −1 ≤¯f
because for j > 2m and |`| ≤ m, we have 2 −1 < |1 +`/j|. On the other hand, proceeding as in part (a)
because for j > 2m and |`| ≤ m, |1 +`/j| < 3/2. Next we show that sup 2m<j≤[n/2] (j/m)¯f
by the mean value theorem and triangle inequality, so that the
1). This concludes the proof of part (b).
Finally we prove (c). First, by definition
and f (λ) is continuously differentiable for δ < |λ| ≤ π by C3, the second term on the right of (4.2) is bounded by
Finally, the first term on the right of (A.2) is O (n −1 log n) by an obvious extension of the proof of Robinson's (1995a) Theorem 2 to 0 < δ ≤ |λ| ≤ π. This concludes the proof of part (c) and of the Proposition. ¤ Proposition A.2 Assuming C1-C3 and C7-C8, as n → ∞ e f
Proof. We begin by estimating Cov
We deal only with the contributions from the first and third terms in braces, that from the second being handled similarly to the first. Applying Brillinger (1981, (2.6.3) p. 26, and (2.10.3) p. 39), the contribution from the third term of (A.3) is bounded in absolute value by
where D(w) = P n−1 =0 e −i`w is the Dirichlet kernel and we note that
3 n, using the identity
and proceeding as in the proof of (4.28) in Robinson (1995b) , the right side of (A.4) is bounded by
(A.5)
+j τ (λ`+ j )¯< K. Next, we examine the first term of (A.3), which can be written
We study the first term inside the braces of (A.6), the second being identical. Adding and subtracting f`
By Theorem 2 of Robinson (1995a), the first term of this expression is O (n (log |k + j|) f`+ j / |`+ j|), whereas the second term is zero unless k =`, in which case it is 2πnf`+ j . Thus, as n → ∞, the modulus of (A.6) is bounded by
Similarly, the second term of (A.3) is, as n → ∞, bounded by
00 denotes the terms in the double sum P`(
We now turn to the proof for 2m < |j| ≤ [n/2]. Applying Lemma B.1 with ψ = 0, 1/2, 1, the first term on the right of (A.9) is O ¡ m −3/2 f 2 j ¢ by C8. Next, consider the second term on the right of (A.9), namely (A.7). Its first term is bounded by
from Lemma B.1 with ψ = 0. The second term of (A.7) is dominated by
because by the mean value theorem f
¢ . The third term on the right of (A.9) (that is, (A.8)) is, proceeding as with
, by C8 and the fact that, for j > 2m, the last term of (A.8) is zero. Thus, we conclude that
But by Proposition A.1 part (a), e f 
Proof. We first show (b). Observing that by triangle inequality,
and
the proof of (b) is in two parts. Since .12) and then that µ sup j=2m+1,...,k¯e
Using the inequality in (A.12), and that (a + b)
But proceeding step-by-step as in the proof of (4.8) in Robinson (1995b) , the expectation of the first term of (A.14) is bounded by
j f`+ j¯≤ K by C1 and C3 and¯e f −1 j f j¯≤ K by Proposition A.1 parts (b) and (c). Next, using Robinson's (1995a) Theorem 2 and its obvious extension for all j = 2m + 1, ..., [n/2], the second term of (A.14) is bounded by
applying Lemma B.1 with ψ = 0, and using the fact that sup j=2m+1,...,k¯e f −1 j f j¯≤ K by Proposition A.1 parts (b) and (c). Next, using the inequality in (A.13), the expectation of P n−|r| t=1 u t u t+|r| . By direct calculation,
( A . 16)
by definition of e f j and χ j in (A.15) and by Proposition A.1 part (a). By the Schwarz inequality, the right side of the last displayed inequality is bounded by
The second factor is O (m −1 n) by Lemma B.4, whereas the third factor is
¢¢ by the properties of e γ 2 r established in Lemma B.5. The conclusion is now immediate since d < 1/2.
To complete the proof we are left with the case d < 1/4. The proof proceeds step-by-step as in part (b), noting that k there is now 2m, e f
For the remaining propositions, let q j and w x,j denote typical components of the p × 1 vectors I xu,j and w x (λ j ) respectively, while F (λ) and Γ (s) will here denote the spectral distribution and autocovariance function of the corresponding element of x t .
Proposition A.4 Assuming C1-C5 and C7-C8, as n → ∞,
Proof. The left side of the above expression is
The third term of (A.17) is o p (1) on taking a j,n = 1 for all j in Lemma B.7 since C8 entails m/n → 0 and thus F ³ λ 1/2 m´− F (0) → 0, F (·) being continuous from the right. Now consider the second term of (A.17). Because a j,n = f j ¡ E ¡f
2d by Proposition A.1 part (a), it follows from Lemma B.7 that the second term of (A.17) is also o p (1). Finally the first term of (A.17) is
The first term of (A.18) is o p (1) as we now show. Since by Proposition A.1 part
since d < 1/2 and C8 holds. Now proceed as with the second term of (A.17) to conclude that the first term of (A.18) is o p (1) by Lemma B.7. Finally consider the second term of (A.18). By Proposition A.1 parts (b) and (c) and (A.1)
¢ . Thus by Lemma B.6 and C8, the second term of (A.18) is o p (1) since d < 1/2. ¤ The next Proposition is highly technical and only used in some steps of Proposition A.6.
by the Schwarz inequality and
j=1 EI xx,j = O (n). Next, when q = 4, the right side of (A.19) is bounded by Brillinger (1981, (4.3.15) and Exercise 4.8.12)
Consider a typical indecomposable partition in v, for instance
where (i, j) is the (i, j) − th element in the table (A.20). Then (A.21) differs from zero only if j 2 +`3 = 0, j 1 +`2 = 0, j 2 + j 1 =`2 and j 1 − j 4 =`4, which implies, for example, that`3 −`2 =`4. Thus (A.21) is bounded by
Finally, when q = 5, the right side of (A.19) is bounded by 1981, (4.3.15) and Exercise 4.8.12). Two typical indecomposable partitions in v are 5) , (2, 4) )} .
For the partition v 1 , (A.22) differs from zero only if j 1 = j 2 and thus`1 =`3 and `3 =`4. Thus, the expectation of (A.22) is bounded by
using the Schwarz inequality,
Assuming C1-C5 and C7-C8, as n → ∞,
Proof. We begin with (a). Denote b e j =f j − E ¡f j ¢ . The left side of (A.23) is
where h 2j is as defined in (A.11) and e q j = (2π) 1/2 σ −1 w ε,j w * x,j . By the Schwarz inequality the squared modulus of the first term on the right of (A.25) is bounded by
The factor in parentheses is O p (m −1 n −1 log n) by Proposition A.2 and because by Next,¯f
, which by Robinson's (1995a) Theorem 2 and C5, has first moment bounded by Kj −1 E (I xx,j ) log j. Moreover, by Proposition A.1 parts (b) and (c),
so the last sum of the last displayed expression has expectation bounded by K log n P [n/2] j=2m+1 E (I xx,j ) = O (n log n). Thus, the first term on the right of (A.25)
by C8. Next, by the Schwarz inequality and
, the squared modulus of the second term on the right of (A.25) is bounded by
because the second factor on the left is O p ¡ m −1 log 2 n ¢ proceeding as in the proof of Proposition A.3 part (b), c.f. (A.12), and observing that b e j −h 2j = h 1j , with h 1j defined in (A.10). On the other hand, the last factor is O p (1), since its expectation is bounded by Kn
So the second term on the right of (A.25) is also o p (1).
To complete the proof of part (a), it remains to examine the third term on the right of (A.25). Using the identity
that term is
and (c), the first term of (A.26) is o p (1) by Proposition A.5 with k = 1 there. By the Schwarz inequality the squared modulus of the third term of (A.26) is bounded by
as we now show. The last sum on the left of (A.27) has expectation bounded by
by C5 and Proposition A.1 parts (b) and (c) K 
, as we now show. We have n e f −1
Proceeding as with the proof of (A.13), and that P n j=1 a
by Hölder's inequality, the contribution from the second term on the right of (A.28) to the second bracketed factor in (A.27) is O p (m −2 ), whereas the contribution from the first term on the right of (A.28) .12) , and using b e j = h 1j +h 2j , the second term of (A.26) is
and (c), the first term of the last displayed expression is o p (1) by Proposition A.5 with k = 2 there, which concludes the proof of part (a).
Regarding part (b), the left side of (A.24) is
By the Schwarz inequality the expectation of the squared modulus of the second term of (A.29) is bounded by
where g 1,2m = inf j=1,...,2m¯e f 
the third factor of the last displayed expression is
proceeding as in the proof of the first term on the right of (B.10) with f 
which is o p (1) as we now show. The first factor of (A.30) is bounded by (4.10) and Proposition A.1 parts (a), whereas the second factor is
Finally the last factor of
by Proposition A.1 part (a) and 
Proof. The left side of (B.1) times f
|p+j|´, the left side of (B.2) is bounded by
(B.2) now follows as the sum on the right is O (1)
Proof. Since c m = 0 by C7, the left side of (B.3) is, by Abel summation by parts, Brillinger (1981, p.15) , the right side of (B.4) is bounded by
using integration by parts. The result now follows since ¡ πn r sin (λ r /2)
Proof. By definition of C j (r) and triangle inequality, the left side of (B.
by Lemma B.3. The conclusion now follows because
Proof. Using formulae in Anderson (1970 Fox and Taqqu (1986) . Thus, the first two terms of the last displayed expression are Brillinger's (1981) formulae as in Proposition A.2, the last term is bounded by
|τ (−λ − µ − ζ) τ (ζ)| dζ < K and integrability of |τ (ζ)| 2 . But the modulus of the right side of (B.6) is bounded by
| by C1 and C3 and integrability of |τ (λ)| 2 . ¤ For the remaining lemmas, let q j and w x,j denote typical components of the p × 1 vectors I xu,j and w x (λ j ) respectively, while F (λ) and Γ (s) will here denote the spectral distribution and autocovariance function of the corresponding element of x t . Lemma B.6 Assume C1-C5, and let a j ,n be a triangular array of constants. For n sufficiently large
where`− 1 +`/n → 0 .
Proof. Suppressing reference to n in a j,n ,
to the right side of (B.8) is bounded by
On the other hand, by elementary inequalities, the contribution of n
The second factor on the right of (B.9) is bounded by K, as follows from the proofs of Propositions 3 and 7 of Robinson and Hidalgo (1997) . Noting that
and that λ`− π`/n = λ`/2, the third factor on the right of (B.9) is bounded by
Finally the last factor on the right of (B.9) is ϑ 1−2d n . Thus, it follows that (B.9) is bounded by Kn max`≤ j≤[n/2] a 2 j so that the left side of (B.7) is bounded by
Lemma B.7 Assume C1-C5, and let a j ,n be an array of positive constants bounded by K (m/j ) 2d and`be as in Lemma B.6. Then, for n sufficiently large
Proof. Suppressing reference to n in a j,n , 
