Soliton automata are a mathematical model for electronic switching at the molecular level. In the design of soliton circuits, deterministic automata are of primary importance. The underlying graphs of such automata, called soliton grahs, are characterized in terms of generalized trees and graphs having a unique perfect matching. Based on this characterization, a modification of the currently most efficient unique perfect matching algorithm is worked out to decide in O(m log 4 n) time if a graph with n vertices and m edges defines a deterministic soliton automaton. A yet more efficient O(m) algorithm is given for the special case of chestnut and elementary soliton graphs. All of these algorithms are capable of constructing a state for the corresponding soliton automaton found, and the general algorithm can also be used to simplify the automaton to an isomorphic elementary one.
Introduction
Soliton valves are promising candidates for future molecular switching devices. Soliton switching as a physical phenomenon has first been described in [7] through several examples of a soliton wave traveling along chains of alternating single and double bonds in hydrocarbon molecules, which typically contain a system of such chemical bonds. The corresponding mathematical model was introduced in [8] by the name soliton automaton.
Since the early paper [8] , theoretical research on soliton automata has taken two separate routes. One approach tries to characterize the transition monoids of deterministic soliton automata directly as appropriate groups. Some of the most important results in this direction can be found in [8, 9, 10] . The other approach, highlighted by the works [1, 2, 3, 4, 14, 16, 17] analyzes the internal structure of the underlying graphs of soliton automata on the basis of matching theory. The two approaches have the same final goal: determine the computational power of soliton automata. Other more practical aspects of soliton switching have been studied in [13] .
The present paper follows the second route described above. Based on the characterization of deterministic soliton graphs obtained in [4] , we provide an efficient algorithm to decide if an arbitrary graph G defines a deterministic soliton automaton. For a graph with n vertices and m edges, the algorithm runs in O(m log 4 n) time. We also present a linear-time decision algorithm for two special classes of deterministic soliton graphs: chestnuts and elementary graphs. Our algorithms can be used in other applications as well. One of these applications aims at finding a flexible perfect matching for a graph equipped with a so-called grace set of vertices [5] . See also [11, 12] for the same problem in graphs without the grace feature. Another application in computational biology concerns the description of an automated system that successfully predicts RNA structure [19] .
Soliton graphs and automata

By a graph G = (V (G), E(G))
, throughout the paper, we mean a finite undirected graph with multiple edges and loops allowed. Edges in E(G) are denoted by pairs (u, v) ∈ V (G) × V (G) with no direction between u and v implied. Our notation and terminology will follow [18] . For a vertex v ∈ V (G) For a set of vertices X ⊆ V (G), G [X] denotes the subgraph of G induced by X, that is, the graph which has as vertices X, and as edges those of E(G) that connect two vertices in X. If S is a subgraph of G, then G[S] = G[V (S)]. In this way, [ ] becomes an idempotent operation on subgraphs of G. Since in our discussion we are particular about external vertices, we do not want to allow that subgraphs of G have external vertices other than those of G. Therefore, in every subgraph of G, we shall automatically add a "protective" loop around each vertex with degree one that is not external in G.
A walk in graph G is an alternating sequence of vertices and edges, which starts and ends with a vertex, and in which each edge is incident with the vertex immediately preceding it and the vertex immediately following it. The length of a walk is the number of occurrences of edges in it. A path is a walk in which all vertices are distinct, and a cycle is a walk which can be decomposed into a path and an edge connecting the two endpoints of the path.
A matching M of graph G is a subset of E(G) such that no vertex of G occurs more than once as an endpoint of some edge in M . It is understood by this definition that loops do not participate in any matching. The endpoints of the edges contained in M are said to be covered by M . A perfect matching is a matching that covers all vertices in V (G), while a perfect internal matching is one that covers all of the internal vertices. An open graph having a perfect internal matching is called a soliton graph. To keep our discussion coherent, we shall deal with perfect matchings as perfect internal matchings of closed graphs. To this end it is sufficient to introduce a loop around each unwanted external vertex, thus turning these vertices internal. It is clear that generality is preserved by this simple maneuver.
Let G be a graph and M be a matching of G. An edge e ∈ E(G) is said to be M -positive (M -negative) if e ∈ M (respectively, e ∈ M ). An M -alternating path (cycle) in G is a path (respectively, even-length cycle) stepping on M -positive and M -negative edges in an alternating way. Let us agree that, if the matching M is understood or irrelevant in a particular context, it will not be explicitly indicated in these terms. An alternating path is positive (negative) if it is such at its internal endpoint(s), meaning that the edges incident with those endpoints are positive (respectively, negative). An external alternating path is one that has an external endpoint. If both endpoints of the path are external, then it is called a crossing. An alternating unit is either a crossing or an alternating cycle.
Let M be a perfect internal matching of a soliton graph G. Switching on an M -alternating unit amounts to changing the sign of each edge along the unit with respect to M . It is easy to see that the operation of switching on an M -alternating unit α creates a new perfect internal matching for G, denoted S(M, α). Now we generalize the M -alternating property for walks α starting from an external vertex. At the same time we also generalize the concept of switching, so that (ii) If α = v 0 e 1 . . . e n v n is an external M -alternating walk ending at an internal vertex v n , and
It is required, however, that e n+1 = e n , unless e n ∈ S(M, α) is a loop.
It follows from the above definition that S(M, α) is a perfect internal matching iff the endpoint v n of α is external, too. In this case we say that α is a soliton walk . By traversing a soliton walk α we mean switching on α, thus creating the perfect internal matching S(M, α). Intuitively, a walk starting and ending at an external vertex can be traversed if, dynamically, its edges follow an alternating pattern with respect to the given perfect internal matching M . Fig. 2b . In A G , the inputs (1, 1) and (2, 2) can be used to test the current state through the output provided by the automaton. The same test is not possible in A G . Following the pattern of Examples 2 and 3 one can easily design flip-flops with an arbitrary number of states as soliton automata. In order for this idea to work in practice, one must assume that the interface is sophisticated enough to pick up the output signals provided by soliton automata.
Notice that both the binary and ternary flip-flop graphs are 3-graphs in the sense that they do not have loops or multiple edges, and the degree of each vertex is at most 3. Soliton graphs and automata have been introduced originally for such graphs in [8] . Even though our generalization from 3-graphs to all undirected graphs regarding the underlying structure seems substantial, it turns out that this generalization is merely technical. Every soliton automaton is isomorphic to one having a 3-graph as its underlying graph [16] .
A soliton graph G is called deterministic if A G is such in the usual sense, that is, if for every state M and input (v, w), |δ(M, (v, w))| = 1.
The binary and ternary flip-flop graphs are both deterministic. The soliton graph of Fig. 1 is, however, non-deterministic, as α = uewf v is another soliton walk from u to v with respect to the state M of Example 1 such that S(M, α) = S(M, α ). In the sequel, all perfect internal matchings of a soliton graph G will be called states.
Recall from [8] that an edge e ∈ E(G) (vertex v ∈ V (G)) of a soliton graph G is impervious if there is no soliton walk passing through e (respectively, v) in any state of G. Edge e (vertex v) is viable if it is not impervious. Graph G is called viable if all of its vertices are such. See Fig. 1 , edge h for an example of an impervious edge. The importance of viability in soliton graphs is self-explanatory: only the viable vertices and edges affect the corresponding soliton automata. All impervious vertices and edges can be deleted without any impact on these automata.
Following the terminology introduced in [3] , an internal vertex v ∈ V (G) is called accessible in state M if there exists a positive external M -alternating path leading to v. It is easy to see, cf. [3] , that v is accessible in some state M iff v is accessible in all states of G. As a consequence, one obtains the following simple characterization of impervious edges and vertices. Proposition 2.
[4] For every edge e ∈ E(G), e is viable iff at least one endpoint of e is accessible. Vertex v ∈ V (G) is viable iff there exists an external alternating path (positive or negative) leading to v in any state of G, or, equivalently, if v is the endpoint of at least one viable edge in E(G).
Elementary decomposition of soliton graphs
In this section we review the results obtained in [3] on the structure of soliton graphs.
Let us fix a soliton graph G for the entire section. An edge e ∈ E(G) is called allowed (mandatory) if e is contained in some (respectively, all) state(s) of G. Forbidden edges are those that are not allowed. We shall also use the term constant edge to identify an edge that is either forbidden or mandatory. One of the earliest results on soliton automata [1] is the simple fact that, for every state M of G, every other state M can be obtained from M by switching on a number of pairwise disjoint M -alternating units. By this statement it is obvious that an edge e ∈ E(G) is not constant iff there exists an alternating unit passing through e in every state of G. We shall use this observation in the proof of Proposition 5. 4 .
By the standard definition [18, 3] , G is elementary if its allowed edges form a connected subgraph covering all the external vertices. Observe that if G is elementary, then it cannot contain a mandatory edge, unless G is a mandatory edge by itself with a number of loops incident with one of its endpoints.
The definition of canonical equivalence [18] in elementary graphs is also standard. To introduce this equivalence we choose the simplest wording here that is also meaningful for open graphs with perfect internal matchings. Define the relation ∼ on the set of internal vertices of an elementary G as follows: v 1 ∼ v 2 if the pair e = (v 1 , v 2 ) becomes a forbidden edge in G + e. It is well-known, cf. [18, 3] , that ∼ is an equivalence relation, which determines the so called canonical partition of (the internal vertices of) G. The reader is referred to [18] for more information on canonical equivalence.
In general, the subgraph of G determined by its allowed edges has several connected components, which are called the elementary components of G. Notice that an elementary component can be as small as a single external vertex of G. Such elementary components are called degenerate, and they are the only exception from the general rule that an elementary component is an elementary graph. Elementary components are classified as external or internal, depending on whether or not they contain an external vertex. A mandatory elementary component is a single mandatory edge e ∈ E(G), which might have a loop around one or both of its endpoints. An elementary component C is viable if all vertices in C are such. By Proposition 2.1, a non-viable elementary component can only contain impervious vertices, and is therefore called impervious itself.
Recall from [18] that an ear of an arbitrary graph G relative to a subgraph G is a path in G having both endpoints -but no interior vertices -in G , or a cycle in G having exactly one vertex in G . All ears considered in this paper will be of odd lenght. If M is a state of G the restriction of which to E(G ) defines a state of G , too, then an M -alternating G -ear α is an ear of G relative to G which alternates on positive and negative edges with respect to M . Clearly, the edges on α incident with G must be negative. In the same vein, an M -alternating negative G -fork is a pair of edge-disjoint negative external M -alternating paths having their two endpointsbut no other vertices -in G .
An ear decomposition of G starting from a subgraph G is a representation of G in the form
For each non-degenerate elementary component C of G, let C h denote the elementary graph obtained from C by adding the following edges. A pair (u, v) is added to E(C) if there exists an M -alternating C-ear or negative C-fork α with respect to some state M such that the internal endpoints of α are u and v. The newly added edges are called hidden, and graph G, enriched with all of its hidden edges, is denoted by G h . Observe that each hidden edge must connect two vertices belonging to the same canonical class of its elementary component, even when this component has already been endowed with all hidden edges. As a consequence [3] , the elementary decomposition of G h , with components C h , is the same as that of G. Moreover, the soliton automata A G and A G h are isomorphic [16] .
A viable internal elementary component C of G is called one-way if all external alternating paths (with respect to any state M ) enter C at vertices belonging to the same canonical class of C h . This unique class, as well as the vertices belonging to this class, are called principal. Also as part of this definition, every external elementary component is considered a priori one-way (with no principal canonical class, of course). A viable elementary component is two-way if it is not one-way.
Let C and C be two distinct elementary components of G. We say that C is two-way accessible from C with respect to any (or all) state(s) M , in notation CρC , if there exists an M -alternating C-ear passing through C . It is required, though, that if C is one-way and internal, then the endpoints of this ear not be in the principal canonical class of C h . As it was shown in [3] 
Deterministic soliton automata
Deterministic soliton automata play a distinguished role in the design of soliton circuits. Therefore it is crucial that we have a simple characterization of such automata, which also allows efficient algorithms to decide this property. Partial results towards this goal have been obtained in [17] . In this section we provide such a characterization, and present a linear-time decision algorithm for two kinds of deterministic soliton automata: chestnuts and elementary graphs. Definition 4.1. [8] A connected graph G is a chestnut if it has a representation in the form G = γ + α 1 + . . . + α k with k ≥ 1, where β is a cycle of even length and each α i (1 ≤ i ≤ k) is a tree subject to the following conditions: Fig. 4 for an example chestnut. Let r be a redex in G. Shrinking r means creating a new graph G r from G by deleting the center of r and merging the two focal vertices of r into one "sink" vertex s. As it was shown in [4] , the automata A G and A Gr are isomorphic. Reducing G entails shrinking all of its redexes in a recursive manner, and, at the same time, deleting all secondary loops emerging in this process. Reduction yields a graph r(G), which is unique up to graph isomorphism. The automata A r(G) and A G need not be isomorphic. It is still true, however, that A r(G) is deterministic iff A G is such, provided that G is not a chestnut. Reduction is well-defined for all graphs G, and, as proved in [6] , if G has n vertices and m edges, then the graph r(G) can be constructed in O(m) time. See also [14] for a simpler O(n 2 ) algorithm. The following characterization of viable deterministic soliton graphs was obtained in [4] . Using the terminology introduced in [4] , a generalized tree is a connected graph not containing even-length cycles.
Theorem 4.3. A connected viable soliton graph G is deterministic iff it satisfies one of the following two conditions. 1. G is a chestnut augmented by a number of impervious edges. 2. Each external component of G reduces to a generalized tree, and the subgraph of G induced by the union of its internal components has a unique perfect matching. Corollary 4.4. It is decidable in O(m) time if an arbitrary graph G with n vertices and m edges is a chestnut or an elementary deterministic soliton graph.
Proof. Chestnuts allow a simple O(m) decision algorithm [14] , even when they are augmented by any number of impervious edges connecting their principal vertices. As to elementary graphs, reduce G first, and see if r(G) is a generalized tree. By the depth-first algorithm given in [6] , this can be done in O(m) time. Then reverse the shrinking procedure, and check if it yields an elementary graph in each step. For more details, see [6] or [14] .
2 Explaining the relevance of elementary deterministic soliton graphs (automata), it turns out from Theorems 3.3 and 4.3 that every non-chestnut deterministic soliton automaton is isomorphic to an elementary one. The internal elementary components of such graphs can be deleted without affecting the behavior of the corresponding automata. At each point of deletion, however, a loop must be introduced to preserve isomorphism of automata in the new sense (i.e. with output). Moreover, it is vital that, before detaching the external elementary components in this way, one first checks the subgraph induced by the collection of internal ones for the unique perfect matching property. The algorithm presented in Section 5 is capable of doing just that. It also finds a state for the automaton, and, if needed, will detach the external elementary components as well.
The general algorithm
In this section we present an algorithm to decide if an arbitrary graph G is a viable deterministic soliton graph. We start out by generalizing an old theorem of Kotzig [15] for deterministic soliton graphs, which will be the key element of our algorithm. Through this generalization we also provide a new and elegant proof of the old result.
Recall that a bridge (or cut edge) of a connected graph G is an edge e ∈ E(G), the deletion of which cuts G into two connected components G 1 [15] , see also [18] ) If a (closed) graph G has a unique perfect matching M , then G contains an odd bridge belonging to M . Proof. Add a single external edge e to any vertex of G to obtain an open graph G e . Clearly, G e is a deterministic soliton graph, which is not a chestnut. Moreover, M is a state of G e by which e ∈ M . Separate the viable part of G e , and apply Theorem 5.1 to obtain a semi-odd bridge f . The edge f belongs to M , so that e = f . After deleting e, f becomes an odd bridge of G.
2 Gabow et al. [11] gave the following algorithm to find a unique perfect matching M for a (closed) graph G. In the text below, asterisks ( * and * * ) mark those points, where we shall make a change to adopt this algorithm for our purposes. Using the terminology of [11] , a 2-edge component of graph G is a connected component of the graph remaining from G after deleting all of its bridges. We derive an Algorithm 1 * from Algorithm 1 by replacing the text "all bridges" at point ( * ) with "all not-open bridges", and "odd bridge" at point ( * * ) with "odd or semi-odd bridge". It is easy to see that these changes do not affect the complexity of the algorithm. 2 Now let G be an arbitrary soliton graph consisting of a single external family, and assume that G does contain internal bridges. By Theorem 3.3, all these bridges must be open. Let c ∈ E(G) be an internal bridge. By cutting c we mean deleting c from G first, then putting it back separately in both of the resulting two connected components as an external edge. Let G 1 and G 2 denote the two connected graphs obtained. Clearly, G 1 and G 2 are still soliton graphs consisting of a single external family, and G is deterministic iff both G 1 and G 2 are such. Cutting all internal bridges of G will then result in a number of soliton graphs G 1 , . . . , G k , each of which is a single external family, so that G is deterministic iff all of G 1 , . . . , G k are such.
Combining the above argument with Theorem 5.3, we decide if a connected open graph G containing open internal bridges only is a deterministic soliton graph as follows.
Algorithm 2
Step 1. Cut all open internal bridges in G to obtain the open graphs G 1 , . . . , G k as described above.
Step 2. In each G i still containing internal edges, keep one external edge e i arbitrarily and delete the rest to obtain a graphḠ i .
Step 3. For each 1 ≤ i ≤ k, check ifḠ i has a unique perfect matching, and if so, find that matching M i by applying Algorithm 1. Proof. Without loss of generality we can assume that G is open and is not a chestnut. We first apply Algorithm 1 * on G to recursively identify all odd and semi-odd bridges f , and decide if f , together with either of the odd internal components incident with it, is indeed a graph having a unique perfect matching such that f belongs to that matching. When this algorithm stops, we pause and apply Steps 1 and 2 of Algorithm 2 to each connected component of the current graph. We also "freeze" (i.e., memorize) the graphs G i obtained in Step 1. The pause lasts O(m) time, during which the graph has simplified. Then we add the edges e i specified in Step 2 to the set R of bridges, and continue running the main loop of the original Algorithm 1, this time all the way. At the end, with the matchings M i at our disposal, we perform the required checks described in Steps 4 and 5 of Algorithm 2 on the graphs G i .
At this point we have succesfully decided if G is a deterministic soliton graph with all of its internal elementary components being mandatory. In case of a positive answer, we have also found a state M for G. In total, we have used O(m log 4 n) time only, but we still need to check if G is viable or not. Knowing state M , this check can easily be performed in O(m) time by the algorithm given in [2] to find the accessible vertices and isolate the families of an arbitrary soliton graph. The proof of Theorem 5.5 is now complete. n)-time algorithm to decide if a graph with n vertices and m edges is a viable soliton graph defining a deterministic automaton. The basis of our algorithm was the characterization of deterministic soliton graphs and automata given in Theorem 4.3. This characterization shows that deterministic soliton graphs different from a chestnut are essentially the open counterparts of graphs having a unique perfect matching. We have considered the currently fastest unique perfect matching algorithm, and modified it to accommodate deterministic soliton graphs. The resulting algorithm is capable of constructing a state for the automaton found, and can also be used to simplify the automaton to an isomorphic elementary one. We have also given yet more efficient O(m)-time algorithms for chestnuts and elementary soliton graphs.
