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Abstract: One studies two classes of Riemannian manifolds which extend the class of locally 
symmetric spaces: manifolds all of whose Jacobi operators R7 have constant eigenvalues (c- 
spaces) or parallel eigenspaces (Q-spaces) along geodesics y. One gives several examples, derives 
equivalent characterizations and treats classifications for the two- and the three-dimensional case. 
h’eywords: Locally symmetric spaces, constant eigenvalues and parallel eigenspaces of the Ja- 
cobi operator; Gelfand, Riemannian g.o. and naturally reductive homogeneous spaces; geodesic 
spheres and tubes. 
MS classification: 53B20, 53C25, 53C30, 53C35, 53C40. 
1. Introduction 
Curvature is a fundamental notion of differential geometry. Therefore it is a natural 
problem to classify the Riemannian manifolds whose curvature tensor is “simple”. The 
first and important candidates are symmetric spaces and their classification has been 
given by E. Cartan. 
A useful technique to describe the curvature along a geodesic y in a Riemannian 
manifold (M, g), with Riemannian curvature tensor R, is the use of the Jacobi operator 
R - R/. ‘\’ R rlatm-m;nec I cnlf_n~~ninttnncnrfinlC1 ~lnncrw ItiT - Ati.\ ,7/r. Ivy A.E ic ~oll_k~n~n this U...UbIII‘IILU" CA"LA1 u,UJ"'I'" "IIll""L llYlU u,IV"~ ,. 1X" 1" Y.UY '.I&V."IL) "Ill" 
operator field has two remarkable properties when the manifold is locally symmetric: 
(C) the eigenvalues of R, are constant along y; 
(P) the eigenspaces of R, are parallel along y. 
Here, the eigenspaces of R, are said to be parallel along y if they are invariant with 
respect to parallel translation along y. 
’ The first author was supported by NATO through the offices of DAAD. 
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This paper is devoted to the study of these two properties. More precisely, let (M, g) 
be a connected C” Riemannian manifold. Then (M,g) is said to be a c-space if R 
satisfies (C) f or all geodesics y and it is called a ‘$-space if R satisfies (P) for all 
geodesics y. These two classes of manifolds will be denoted by g and p, respectively. 
Since in case of non-constant eigenvalues the dimensions of the eigenspaces of R, are 
generically not constant along y, the meaning of parallel eigenspaces has to be changed 
slightly. We say that the eigenspaces of R, are parallel if R, is diagonalizable by a 
parallel orthonormal frame field along y. 
We focus on the following natural question: what are the classes C and !$I? 
Our first result is the following: C n !&I is the class formed by the locally symmet- 
ric spaces. (See Section 2.) Next, we prove that e n !J? is a strict subset of e and !$3. 
We do this by giving some examples. In particular, in Section 4 we show that Rie- 
mannian homogeneous spaces whose geodesics are orbits of one-parameter subgroups 
of isometries always belong to e. (Naturally reductive homogeneous spaces are simple 
examples.) The same property holds for the commutative spaces (also called Gelfand 
spaces). Such spaces are defined as Riemannian homogeneous spaces whose Lie alge- 
bra of invariant (with respect to the connected component of the full isometry group) 
differential operators is commutative. For an explicit construction of examples which 
are in ‘$ but not in g, we refer to Section 7. 
Although we are unable to classify the g- and Q-spaces in full generality, we give the 
classification for dimensions two and three. This is done in Section 5 and Section 7. 
The curvature theory, and hence the geometry, of G and !&spaces shares some 
remarkable properties with that of the symmetric spaces. Although further research 
would be worthwile, we obtain already some results in Section 4 and Section 6 where 
we concentrate on some alternative characterizations of the two classes. In particular, 
we derive some relations with the geometry of Jacobi vector fields and the geometry of 
geodesic spheres (Corollary 5) and we relate this to the geometry of tubes about the 
so-called “curvature-adapted” or “compatible” submanifolds (Theorem 6). Further we 
note in Section 8 that the classical product properties for locally symmetric spaces still 
hold for the classes e and ?I.?. 
Our whole study relies on fundamental properties of the self-adjoint Jacobi operator. 
Therefore, we collect in Section 3 some general results about perturbation theory for 
self-adjoint endomorphisms of a Euclidean vector space. They will prove to be useful 
to derive our results. 
2. A characterization of locally symmetric spaces 
At first, we set up some general notations. All manifolds, maps, vector fields, curves 
are assumed to be C”, if not otherwise stated. Let M be an n-dimensional connected 
Riemannian manifold. We shall denote by (. , -), the Riemannian metric, by V the Levi 
Civita connection, by TM the tangent bundle and by R the curvature tensor of M, 
using the convention R(X,Y)Z = VxVyZ - VyVxZ - Vlx,ylZ. We denote by Ric 
and ric the Ricci tensor of M in its (1,l) and (0,2) version, respectively. If y is a 
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geodesic in h4, the Jacobi operator R, along y is defined by R, := R(. , _i)+, where + 
is the tangent vector field of y. As a consequence of the well-known symmetries of R 
one sees that R,, and therefore also its covariant derivative R& := (V+R)(- ,+)9, are 
self-adjoint tensor fields along y. For each p E M and each 2) E TpM we define two self- 
adjoint endomorphisms R, and Rk of T,M by R, := R(. , v)w and RL := (V,R)(* , w)v. 
For any vector field X along a curve in M we define X’ := VaX, where d is the 
canonical unit vector field on Iw. If f is a map between manifolds, we shall denote by 
f* the differential of f. 
Now, let us assume that M is a locally symmetric space. Let y : I -+ M be a 
geodesic in M, 2) an eigenvector of R?(t) for t E I with corresponding eigenvalue K, and 
E, the parallel vector field along y with E,,(t) = U. Both KE,, and RYE,, are parallel 
vector fields along y, the latter one because the curvature tensor of a locally symmetric 
space is parallel. Since both vector fields coincide at y(t), we conclude R,E, = KE,. 
This proves that 
(C) the eigenvalues of R, are constant along y, and 
(P) the eigenspaces of R, are parallel along y, 
that is, they are invariant with respect to parallel translation along y. 
Conversely, let us assume that conditions (C) and (P) are valid for any geodesic in 
a C” Riemannian manifold M. Let v E T,M be a tangent vector of M at p E M and 
y be a geodesic in M with y(O) = p and j(0) = 21. By means of(P) we can diagonalize 
R, by a parallel orthonormal frame field El,. . . , E, along y, say R,E; = rc;E; (i = 
1 , n = dim M). By differentiating these equations along y and using (C) we get 
d; ‘i 0, which implies (V,R)(. , v)v = 0. S’ mce the last equation holds for all w E TM, 
we conclude VR = 0 (see [12], [34, Lemma 5.11). Hence, M is a locally symmetric 
space. Thus we have proved 
Theorem 1. Let M be a C” Riemannian manifold. Then M is a locally symmetric 
space if and only if for any geodesic y in M the associated Jacobi operator R, has the 
properties (C) and (P). 
Due to this theorem it is natural to study conditions (C) and (P) separately. This 
leads to two different generalizations of locally symmetric spaces, namely c-spaces and 
q-spaces, as described in the Introduction. 
3. Some perturbation theory of self-adjoint endomorphisms 
Below we shall need some facts about the behavior of the eigenvalues and of the 
eigenvectors of the Jacobi operator. For the sake of convenience we summarize these 
facts here in a more general setting. Details for Lemmata 1 and 2 can be taken from 
[15, Chapter 2, Section 61. 
Let V be an n-dimensional (n 2 2) Euclidean vector space and A(t) be a C” 
family of self-adjoint endomorphisms of V depending on a real parameter t E I, where 
Ic E &! U {oo,w}, and I is an open interval in Iw. 
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Lemma 4. The following statements are equivalent: 
(a) the eigenvalues of A are constant; 
(b) there exists a C”-l family T of skewsymmetric endomorphisms of V such that 
A’=AoT-ToA; 
(c) there exists a (not necessarily continuous) family T of endomorphisms of V such 
that A’ = A o T - T o A. 
Proof. We assume that the eigenvalues of A are constant. Then A is C” diagonalizable 
on I and we readily get (b) f rom Lemma 3. Statement (c) follows obviously from (b). 
Finally, we assume (c). By means of Lemma 2 the family A is Ck diagonalizable on an 
open and dense subset J of I, say AE; = X;E;. On J we calculate 
XIE; + X;E;’ = (AE;)’ = A’E; + AE;’ = A 0 TEi - T 0 AEi + AE;‘. 
Taking the inner product with E; yields Xi = 0 on J. Thus XI,. . . , A, are locally 
constant on J. By a continuity argument we conclude that X1,. . . , A, are constant 
0nI. 0 
Lemma 5. If A is diagonalizable by an orthonormal basis (not depending on t) of V, 
then A o A’ = A’ o A. Moreover, if A is real analytic, then the converse is also true. 
Proof. Assume that A is diagonalizable by an orthornomal basis ~1,. . . , v, of V, say 
Aw; = Xiv;. Differentiating these equations yields A’w; = Xiv;. Thus A and A’ are 
simultaneously diagonalizable, which proves A o A’ = A’ o A. 
Conversely, we assume that A is real analytic and A o A’ = A’ o A. By means of 
Lemma 2 both A and A’ are C” diagonalizable on I. Since A and A’ commute, it is not 
hard to see that they are diagonalizable simultaneously by a real analytic orthonormal 
frame field El, . . . , E, of V, say AEi = X;Ei and A’E; = PiEi with some real analytic 
functions Xl,. . . , A,, p1,. . . , pn (pointwise this is well-known from linear algebra). Let 
W be an “eigenvector bundle” of A, that is, W is the span of all those vector fields 
El,.. . , E, which satisfy AE; = XE; for a fixed eigenvalue function X E {XI, . . . , A,}. 
Since 
PiEi = A’Ei = (AE;)’ - AE{ = AiEi + X;E;’ - AEf, 
we get (pi = Xi and) AEi/ = AiE;’ for all i = 1,. . . , n. From this we infer that for each 
section X in W also X’ is a section in W, which implies that W does not depend on 
t and is therefore a vector subspace of V. Thus, any orthonormal basis of W consists 
of eigenvectors of A(t) f or all t E I. Since the eigenvalue function X has been chosen 
arbitrarily, the assertion is proved. •I 
4. Characterizations and examples of E-spaces 
In this section we provide some equivalent characterizations of c-spaces. From these 
characterizations we shall derive some classes of E-spaces. Let M be an n-dimensional 
{n > 2) connected C” Riemannian manifold. 
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Theorem 2. M is a C-space if and only if for each p E M and each v E TrM, there 
exists an endomorphism T, of T,M such that RI = R, o TV - TV o R,. 
Proof. Let M be a c-space, p E M, v E T,M and let y be a geodesic in M with 
y(O) = p and j(0) = 21. Moreover, let A(t) be the self-adjoint endomorphism of T,M 
which is obtained by parallel translation of Ry(t) along y from y(t) to p. We apply 
Lemma 4 to A, by which we obtain the endomorphism T, of T,M. 
In order to prove the converse, let y : I + M be a geodesic in M, to E I, p = Y(ta). 
Let A(t) be defined as above and T(t) the endomorphism of T,M which is obtained 
by parallel translation of T+tt) along y from y(t) to p. Then A’ = A o T - T o A in 
TrM, and Lemma 4 implies that the eigenvalues of A, and therefore also of R,, are 
constant. 0 
As an immediate consequence of Theorem 2 we get 
Corollary 1. If M carries a (1,2) tensor field T (written as TxY = T(X, Y)) such 
that 
(Vx R)(Y, X)X = TX R(Y, X)X - R(TxY, X)X 
for all vector fields X and Y on M, then M is a C-space. 
(See [9] for more information concerning the preceding equation.) 
Corollary 2. Any naturally reductive Riemannian homogeneous space is a C-space. 
Proof. Let M be a naturally reductive Riemannian homogeneous space. Since M is 
homogeneous, it carries a homogeneous structure, that is, there exists a (1,2) tensor 
field T on M such that V := V - T is a metric connection, VR = 0 and QT = 0 
(see [31, p. 141). M oreover, because M is naturally reductive, we have TxX = 0 for 
all vector fields X on M (see [31, p. 581). N ow, QR = 0 gives (QxR)(Y,X)X = 0, or 
equivalently, 
(VxR)(Y, X)X - TxR(Y,X)X t R(TxY, X)X = 0 
for all vector fields X and Y on M. The assertion then follows from Corollary 1. Cl 
For each 5 E N we define 
Pk : TM --+ I%, v H trace(Rt), 
which is a homogeneous polynomial on TM of degree 2k, and put 
P := PI + . . . + P,_l. 
Let Sk be the symmetric (0,2k) tensor field on M which is obtained by polarization 
of Pk. Note that 5’1 is just the Ricci tensor ric of M. We recall that a first integral 
of the geodesic flow of M is a function F : TM -+ Iw such that F o y is constant for 
any geodesic y in M. A symmetric (0, r) tensor field S on M is called a Killing tensor 
field if the cyclic sum of (Vx,S)(X2,. . . ,X,+1) is equal to zero for all vector fields 
Xr,...,X,.+r on M. 
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Theorem 3. The following statements are equivalent: 
(a) h4 is a C-space; 
(b) P is a first integral of the geodesic flow of M; 
(e) Pl,..., P,_l are first integrals of the geodesic flow of M; 
(d) &, . . . , L-1 are Killing tensor fields . 
Proof. The equivalence of (b), (c) and (d) is d ue 0 t L evi Civita (for a proof see [30, 
p. 241). If M is a e-space, then PI,. . . , P,__l are evidently first integrals of the geodesic 
flow of M. Conversely, assume that PI,. . . , P,_l are first integrals of the geodesic flow 
of M. Let y be a geodesic in M and ~1,. . . , t-c,_1 be the eigenvalue functions of 
R,](Iwj)’ (see Lemma 1 and note that R,j = 0). Then PI o+, . . . , Pn__l o+ are constant, 
or equivalently, 
Kl + . . . + ~~-1 = const, 
Kf + . . . + K:_~ = const, 
. . . 
n-1 
K1 +... + $I~ = const. 
From this we can deduce that ~1,. . . , ~~-1 are constant. Hence M is a g-space. Cl 
Remarks. 1. It can easily be seen that, if PI,. . . , P,_l are first integrals of the geodesic 
flow of M, then Pk is a first integral of the geodesic flow of M for all k E N. A 
corresponding statement is true for the tensor fields Sk. 
2. The proof shows that the number (n - 1) in Theorem 3 could be replaced by the 
maximal number s 6 n - 1 of distinct non-zero eigenvalues of R, for all v E TM. 
3. The conditions for PI and P2 to be a first integral of the geodesic flow of M (or 
equivalently, for S1 and S2 to be a Killing tensor field) are also known as the Ledger 
conditions of order three and five, respectively (see [2,27,32,33]). The fact that in any 
c-space Sr (= ric) is a Killing tensor field yields 
Corollary 3. Any C-space is real analytic and has constant scalar curvature. 
(See for example [16, 291 and [8, Proposition 2.31.) 
For another application we recall that a commutative space (or Gelfand space) is a 
Riemannian homogeneous space whose Lie algebra of all invariant (with respect to the 
connected component of the identity of the full isometry group) differential operators 
is commutative (see [17,18,19]). F or simply connected manifolds in dimensions three, 
four and five the commutative spaces are precisely the naturally reductive Riemannian 
homogeneous spaces (see [5,17] and [20]). 
Corollary 4. Any commutative space is a C-space. 
Proof. Let A4 be a commutative space. It can be seen readily that Pk(f,v) = Pk(v) 
for any isometry f of h4. Thus each Sk is an invariant symmetric tensor field on M. 
From a result of Sumitomo [28, Theorem 3.101 we conclude that each Sk is a Killing 
tensor field. Thus, by means of Theorem 3, M is a c-space. •I 
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We recall that a Riemannian 9.0. space is a homogeneous Riemannian manifold M 
such that all geodesics in M are orbits of one-parameter groups of isometries of M 
(see [22]). It is known that any naturally reductive Riemannian homogeneous space 
is a Riemannian g.o. space. The converse is proved to be true in dimensions three, 
four and five (see [22]). B u in higher dimensions there are examples of Riemannian t 
g.o. spaces which are in no way naturally reductive. In particular, any generalized 
Heisenberg group with two-dimensional center is a Riemannian g.o. space, which is not 
naturally reductive (see [25]). Th e c assification 1 of Riemannian g.o. spaces, which are 
not naturally reductive, in dimension six is given in [22]. The classification for naturally 
reductive Riemannian homogeneous spaces in dimension five is given in [al]. 
Proposition 1. Any Riemannian 9.0. space is a c-space. 
Proof. Let M be a Riemannian g.o. space and y a geodesic in M. Since M is complete, 
we may assume that y is defined on ~8. By the assumption there exists a one-parameter 
group ipt of isometries of M such that y(t) = @l(p) for all t E Iw, where p := y(O). 
Let er,.. . , e, be an orthonormal basis of TrM consisting of eigenvectors of Ry(0) with 
corresponding eigenvalues ~1, . . . , K,. Then, using the identity q(t) = @,,j(O), we get 
(&(t)%,e;, @‘t,ej) = (R,(O)e;, ej) = Q&. 
Thus @t*er,, . . , ateen is a global orthonormal frame field along y consisting of eigen- 
vectors of R, everywhere. The corresponding eigenvalue functions are constant, namely 
Kr,...,K,. 0 
Remark. Since any naturally reductive Riemannian homogeneous space is a Riemann- 
ian g.o. space, we obtain Corollary 2 also as a consequence of Proposition 1. 
We conclude this section with a conjecture of Osserman, which originated from his 
studies in ergodic theory. 
Conjecture (Osserman [24]). If M zs a c-space, and if the eigenvalues of the Jacobi 
operator R, are the same for all geodesics y (parametrized by arc length) in M, then 
M is locally isometric to a two-point homogeneous space. 
This conjecture has already been proved to be true for odd dimensions and for 
dimensions two, four and 2(2L + 1) (Ic E I+!) (see [7]). 
5. Classifications of C-spaces 
Next, we treat the classification problem for C-spaces in dimensions two and three. 
Let M be a two-dimensional Riemannian manifold and y a geodesic in M. The associ- 
ated Jacobi operator R, has two eigenvalue functions 0 and CK, where c is a constant 
and K is the Riemannian sectional curvature of M along y. Thus we get 
Proposition 2. A two-dimensional Riemannian manifold is a C-space if and only if 
it is of constant Riemannian sectional curvature. 
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For three-dimensional manifolds M, Theorem 3 and the preceding Remark 3 show 
that M is a c-space if and only if the Ledger conditions of order three and five hold on 
M. These three dimensional spaces are classified in [17] where it is proved that these 
conditions are valid precisely when the local geodesic symmetries are volume preserv- 
ing (up to sign). Such spaces are locally homogeneous. More precisely, Kowalski’s 
classification yields 
Theorem 4. Let M be a three-dimensional, connected, complete and simply connected 
C” Riemannian manifold. Then M is a c-space if and only if M is a naturally re- 
ductive Riemannian homogeneous space; more explicitely, if M is one of the following 
spaces: 
(i) a Riemannian symmetric space; 
(ii) SU(2) with p a s ecial left invariant Riemannian metric; 
(iii) the universal covering of SL(2,Iw) with a special left invariant Riemannian met- 
ric; 
(iv) the three-dimensional Heisenberg group with any left invariant Riemannian met- 
ric. 
If M is not complete or not simply connected, it is locally isometric to one of these 
spaces. 
(For a detailed description of these metrics see [17, Theorem 21.) 
6. Characterizations of !&?-spaces 
In this section we provide some equivalent characterizations of $-spaces. First of 
all we introduce some notions. Let M be a connected CM Riemannian manifold and 
y : I + M a geodesic in M, parametrized by arc length, and with 0 E I. We put 
p := y(O) and recall that R,.,jl = 0. By means of Lemma 1 there exist s distinct C” 
eigenvalue functions rcr , . . . ,K s : I -+ E of the normal Jacobi operator R,l(iw+)‘-; if M 
is real analytic, then ~1,. . . , IC, are also real analytic. From now on we suppose that 
R, is C” diagonalizable on the whole of I (see Lemma 2). The assumption of the 
existence of a global diagonalizing orthonormal frame field along y will be important in 
Theorem 5. Then there exist s distinct C” eigenvector subbundles VI,. . . , V, of TM 
along y satisfying 
RylVj = Kjidv, (j = 1,. . . ) s) and T,M =Vl@...@V,@Iw;/. 
If M is real analytic, then VI,. . . , V, always exist and are also real analytic (see 
Lemma 2). 
One of the major tools in Riemannian geometry are Jacobi fields, by which the 
curvature of a Riemannian manifold along a geodesic is controlled infinitesimally. Any 
Jacobi field along y with initial values tangent to y is of the form (a + bt)+(t) with 
some a, b E Iw. Of greater interest are the Jacobi fields along y whose initial values are 
orthogonal to y; such Jacobi fields are called normal. For v E T,M we denote by Z,, 
(resp. &) the Jacobi field along y with initial values Z,(O) = 0 and Z;(O) = v (resp. 
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k,,(O) = w and k:(O) = 0). If v E Vj(O), then we call 2, (and 2w) a basic Jacobi field 
along y. Each normal Jacobi field along y can be expressed as a linear combination of 
basic Jacobi fields along y. In a locally symmetric space the basic Jacobi fields are of 
a well-known form, namely 
Z,, = d, E, resp. & = ijE,, 
where v E Vj(0) and dj (resp. Cij) is the solution of the scalar Jacobi equation y” + 
Kjy = 0 with initial values y(0) = 0 and y’(0) = 1 (resp. y(0) = 1 and y’(0) = 0). 
Here, and henceforth, E, denotes the parallel vector field along y with initial value 
E,(O) = v E T,M. We shall see that p-spaces are characterized by this specific feature 
of their Jacobi fields. 
Any solution Y of the endomorphism-valued Jacobi equation 
Y”+RyoY =0 
along y is called a Jacobi tensor along y. A tensor field Y of type (1,1) along y is a 
Jacobi tensor if and only if, for each parallel vector field E along y, the vector field YE 
is a Jacobi field. We denote by D (resp. b) the Jacobi tensor along y with initial values 
D(0) = 0 and D’(0) = idTpM (resp. B(O) = idT,M and d’(0) = 0). Then DE, = 2, 
and BE, = gv for all ‘u E T,M. 
Let N be a submanifold of M, [ a unit normal vector of N at p E N and y : I + h4 
a geodesic in M with y(0) = p and ?(O) = E. M oreover, let Y be the Jacobi tensor 
along y with initial values 
where B( is the shape operator of N at p with respect to [ and the matrix decomposition 
is with respect to the orthogonal decomposition T,M = TPN @ I,N. At the regular 
points of Y we put X := Y’ 0 Y-r, which is a solution of the endomorphism-valued 
Riccati equation 
X’+X2+Ry=0 
along y. X(t) is well-defined for sufficiently small t E JR+. The geometric significance 
of X is the following: At least locally and for sufficiently small T E R+ we can define 
the tube GN(T) of radius T about N. Then +(r) is a unit normal vector of GN(T) and 
X(~)l(lRy(r))’ is the shape operator of GN(T) with respect to -T(r). In the special 
situation when N is just a single point p E M, then Y is exactly the Jacobi tensor D 
(see above) and Gp(r) is the distance sphere of radius T with center p. In this situation 
we shall write A := D’ o D-‘, which gives the shape operator of the distance spheres 
about p and along y. 
We shall characterize Q-spaces by properties of their distance spheres. For this we 
introduce one more notion. N is said to be curvature-adapted to M at p with respect 
to [, if Rt(T,N) c TPN and Rt o Bt = Bt o Rt. The last equation means that RtIT,N 
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and Bt are simultaneously diagonalizable. N is called curvature-adapted to M at p, if 
N is curvature-adapted to M at p for every (unit) normal vector at p; and N is called 
curvature-adapted (to M) if it is curvature-adapted at each point of N. Obviously, every 
submanifold of a space of constant curvature is curvature-adapted. But in other spaces 
the definition is restrictive. Examples of curvature adapted submanifolds are provided 
by complex submanifolds in spaces of constant holomorphic sectional curvature and by 
totally umbilical hypersurfaces in arbitrary Riemannian manifolds. A classification of 
curvature adapted hypersurfaces in quaternionic projective spaces is given in [l]. Note 
that the notion of “curvature-adapted” tallies with the one of “compatible” of Gray 
[13, p. 1041. We shall see that a characteristic feature of p-spaces is that their distance 
spheres are curvature-adapted. 
Theorem 5. (i) If M is real analytic, then the following statements are equivalent: 
(a) R, is diagonulizable by a real analytic parallel orthonormal frame field; 
(b) v,, . . . , V, are parallel; 
(c) R, o R; = R; o R,; 
(d) D (or equivalently, D) is self-udjoint; 
(e) if v E b(O), then 2, = djE,, and .k?,, = c&E,,; 
(f) if v E Q(O), then E,( ) r is a principal curvature vector of Gr(r) for all sufi- 
ciently small r E II%+; 
smui”,‘;f; E Q(r), th en v is a principal curvature vector of Gr(r) for all suficiently 
(h) G,c\ is curvature-adapted to M at y(r) for al2 suficiently small r E Iw+. 
(ii) If M is C”, then (a) (with C” instead of real analytic), (b) and (c) are equivalent 
and each of the statements (d)-(h) is a consequence of (a). 
Remark. In (f) and (g) the corresponding principal curvature is d;(r)/dj(r). 
Proof. ad (i): The equivalence of (a) and (b) is obvious, and the one of (a) and (c) is 
a consequence of Lemma 5. 
“(b) =F- (e)“: If v E Vj(O), then R,E = r;jEv by the assumption. Hence, 
that is, djEv is a Jacobi field along y. The initial values of djEv at 0 coincide with 
those of 2, at 0. The uniqueness of Jacobi fields then provides 2, = dj E,. The equation 
&, = djE, can be proved analogously. 
“(e) 3 (d)“: W e c h oose an orthonormal basis ~1,. . . , vu,_1 of (Iwi,(0))L consisting of 
vectors belonging to VI(O), . . . , VS(0). Then, by means of the assumption, D is diago- 
nalized by E,, , . . . , Ev,_l, + (note that D+(t) = t+(t)) and hence self-adjoint. 6 can 
be treated analogously. 
“(d) + (a)“: We assume that D is self-adjoint (b can be treated in the same manner). 
Then the adjoint equation of D” + R, o D = 0 is D” + D o R, = 0, from which we infer 
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R, o D = D o R, and hence 
O=(Ry~D-DoRRy)~D=Ry~D~D-DoRRy~D 
= D o D” - D” o D = (D o D’ - D’ o 0)‘. 
Since (D o D’ - D’ o D)(O) = 0, we get D o D’ = D’ o D. As a solution of a Jacobi 
equation with real analytic coefficients D is also real analytic. Regarding to Lemma 5 
there exists a real analytic parallel orthonormal frame field El,. . . , E, of TM along y 
such that DE; = S;E;; the eigenvalue functions 61,. . . ,6, of D are also real analytic 
(see Lemma 1). The Jacobi equation yields 
o = ((D” + R, o D)E;, Ej) = h&E;, Ej) 
for i # j. If we assume 6; = 0, then 
0 = $(0)Ei(O) = D’(O)E;(O) = E;(O), 
which is a contradiction. Since S; is analytic and 6; # 0, the zeros of Si are isolated, by 
which we get (RYE;, Ej) = 0 for i # j. Thus R, is diagonalized by El, . . . , E,. 
“(e) + (f)“: If TJ E c(O), then 
q4 
AE,(r) = D’ o D-‘E,(r) = mEv(~) 
for all T E I where D(r) is regular. The assertion is now a consequence of the geometric 
interpretation of A described above. 
“(f) + (a)“: By th e assumption AllO, E[ is diagonalizable by a parallel orthonormal 
frame field El, . . . , &-I, En = ?I]& E[ along rll0, E [ f or a sufficiently small E E Iw+ (note 
that A+(t) = (l/t)+(t)). Using the Riccati equation A’ + A2 + R, = 0 one can readily 
see that R,[]O,c[ is diagonalized by El,. . . , E,. The analyticity of R, and El,. . . , En 
then imply that R, is diagonalized by Fr, . . . , I?,, where F; is the parallel vector field 
along y with Fil]O,c[= Ei. 
“(b) =F (g)“: Let v E Q(r). By means of the assumption there is a w E Q(O) such 
that v = E,(r). S ince we already may use the implication from (b) to (f), we get 
d;(T) 
Au = AE&) = - 
d;(T) 
&(,)E”(T) = dJ-0’) 
by which (g) is proved. 
“(g) + (h)“: Th e assumption implies that A and R are simultaneously diagonalizable 
on IO, c[ for sufficiently small 6 E Ik+, that is, Ao Ry = RyoA on 10, c[. Since the tangent 
space (I@(r))‘- of Gp(r) at y( ) r is invariant with respect to Ry(r), the assertion follows. 
“(h) + (f)“: By means of the Riccati equation for A we get 
RyoA-AoRy=AoA’-A’oA. 
By utilizing Lemma 5 we easily get the assertion. 
ad (ii): The equivalence of (a) and (b) in the C” case is obvious. The proof of (i) 
shows, that the implications (a) =F (c), (b) +- (e) + (d) and (f), (b) =+ (g) + (h) are 
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also valid in the C” case. Moreover, since the converse in Lemma 5 is also valid under 
the “global” C” diagonalizable condition, (c) + (a) also follows. Cl 
Corollary 5. (i) If M is real analytic, then the following statements are equivalent: 
(a) M is a !&space; 
(b) R o Rh = RL o R, for all v E TM; 
(c) the basic Jacobi fields in M are of the form as in locally symmetric spaces, 
that is, they arise from multiplying appropriate parallel vector fields with particular 
solutions of scalar Jacobi equations (as described explicitely above); 
(d) the principal curvature spaces of any family of (sufficiently small) distance 
spheres in M are invariant with respect to parallel translation along the radial geodesics 
emanating from the center of this family (as described explicitely above); 
(e) all (suficiently small) distance spheres in M are curvature-adapted. 
(ii) If M is a C” p-space, then each of the statements (b)-(e) is valid. 
Remark. Corollary 5 provides also a contribution to a question posed by Chen and 
the second author in [6], namely “To what extent do the properties of sufficiently small 
geodesic spheres determine the Riemannian geometry of the ambient space?” 
The particular form of the Jacobi fields in !&I-spaces has consequences on the geom- 
etry of such spaces. We give here an example from submanifold theory. Let N be a 
submanifold of a !&space M, t a unit normal vector of N at p E N, and y : I --f M 
a geodesic in M with y(O) = p and T(O) = t. We denote by XI,. . . , Xk the distinct 
principal curvatures of N at p with respect to < (that is, the distinct eigenvalues of I?() 
and by TI,..., Tk the spaces of corresponding principal curvature vectors. Let Y be 
the Jacobi tensor along y for which X = Y’ o Y-l describes the shape operators of the 
tubes about N (for the exact description of Y see the beginning of this section). From 
the particular form of the Jacobi fields in ‘&spaces we deduce 
YE, = (Lij - X;dj)E,, if v E Vj(O) II Ti, 
YE, = djE,, if v E Vj(0) n _L,N, 
and therefore 
XE, = $ - :‘ziEW = (ln(& - X;dj))‘E,, if v E Vi(O) II Ti, 
3- 13 
XEv = SEu = (In(dj))‘E,, if v E Q(O) II _L,N. 
If N is curvature-adapted at p with respect to t, then the shape operators of the 
tubes about N are completely described along y by these formulae for X. As an 
immediate consequence of these formulae we obtain a generalization of a result of Gray 
[13, Theorem 6.141: 
Theorem 6. Let N be a curvature-adapted submanifold of a p-space M and y a 
geodesic in M emanating orthogonally from N. Then 
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(i) the shape operators of the tubes about N are diagonalizable by a parallel orthonor- 
ma1 frame field of (IQ)* along y; 
(ii) the tubes about N are also curvature-adapted. 
7. Classifications of !&spaces 
In the final section we treat the classification problem for p-spaces in dimensions 
two and three. Let y be a geodesic in a two-dimensional Riemannian manifold M. 
We can decompose T,M orthogonally into the two parallel vector subbundles Iw+ and 
(%)5 which are both invariant with respect to the Jacobi operator R,. Thus R, is 
diagonalizable by a parallel orthonormal frame field along y, by which we have proved 
Proposition 3. Any connected two-dimensional Riemannian manifold is a w-space. 
Remark. Since C n F@ consists exactly of the locally symmetric spaces, the combina- 
tion of Proposition 2 and Proposition 3 reaffirms the well-known fact that the two- 
dimensional locally symmetric spaces are precisely the two-dimensional spaces of con- 
stant curvature. 
We recall that a Liouville surface is a two-dimensional Riemannian manifold, for 
which locally there exist isothermal coordinates z and y, such that the Riemannian 
metric of M is of the form 
(cp(4 + TqY>>W2 + dY2> 
for some functions cp and II, (see for instance [4, p. 1701). The remaining part is to prove 
the following classification of three-dimensional Q-spaces. 
Theorem 7. (i) Let M be a three-dimensional !&space of class C”. Then M is almost 
everywhere (that is, on an open and dense subset of M) locally isometric to one of the 
following spaces: 
(I) a space of constant Riemannian sectional curvature; 
(II) a warped product of the form Ml xf M2, where MI is a one-dimensional 
Riemannian manifold, M2 is a two-dimensional Riemannian manifold, and f is a 
positive function on MI; 
(III) a warped product of the form M2 xf n/r,, where Ml is a one-dimensional 
Riemannian manifold, M2 is a Liouville surface, and f is given by 
f2h Y) = IV(+NY)I~ 
where the functions cp and $I come from a (local) Liouville form 
(cp(4 + +,(Y)w2 + dY2) 
of the Riemannian metric of M2; 
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(IV) a three-dimensional Riemannian manifold with Riemannian metric of the form 
where 6 denotes the cyclic sum and Fl, F2, F3 are positive functions. 
(ii) Any connected real analytic Riemannian manifold of type (I), (II), (III) or (IV) 
is a ?Jl-space. 
Proof. Regarding to Corollary 5 it is sufficient to study Riemannian manifolds satis- 
fying 
L, := R: o R, - R, o R: = 0 for ati v E TM. (1) 
Since L, is a skew-symmetric endomorphism of T,M (where p E M such that v E 
T,M), L,v = 0 and Lt, = t5L, for all t E IR+, condition (1) is equivalent to 
(LJ1v2,v3) = 0 for each orthonormal basis vr, ‘~2, us of T,M, p E M. (2) 
As is well-known, the curvature tensor R of a three-dimensional Riemannian manifold 
M can be expressed in terms of the Ricci tensors Ric and ric and the scalar curvature 
s of M, namely 
R(X, Y)Z = ric(Y, 2)X - ric(X, Z)Y + (Y, 2) Ric X - (X, 2) Ric Y 
- is((Y, 2)X - (X, 2)Y). 
(3) 
By a straightforward computation we get for vr, 74,213 as in (2) 
(Lvlv2,vg) = (V,, ric)(Ricv2,vs) - (VU1 ric)(v2,Ricvs) 
- ric(vr, v2>(V,, ric)(vl, ~3) + ric(vl, v3)(Vvl ric)(fll, ~2). 
(4) 
Let W be the subset of M on which the number of distinct eigenvalues of Ric is 
locally constant. This set is open and dense in M. On W we can choose C” eigenvalue 
functions of Ric, say Xl,&,&, such that they form at each point of W the spectrum 
of Ric. (This is the set where our classification holds.) We fix a point p E W. Then 
there exists a local orthonormal frame field El, E2, Es of TM on an open connected 
neighborhood U of p in W such that Ric E; = X;Ei (i = 1,2,3). Henceforth, the index 
i has to be taken modulo three. We define 
si := A;+1 - Ai+2 (i = 1,2,3), 
A := sr dX1 + s2 dX2 + s3 dX3, 
w;$ := (VEiEj, Ek) (i,j,k = 1,2,3). 
Lemma 6. Condition (1) holds on U if and only if 
0 = ala2a3WJ+ 2 a;[(s; + af+lsi+2 + a~+2si+l)ais;wj~~l 
‘=’ t(s;+z tafs;+l ta~+ls;)a~+2s~+~w~~1 
i+2 
- (si+l + Qf+2Si + a;2Si+2)Ui+lSi+lUii ] 
(5) 
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for all a = (a1 ) Q, us) E s2, where S2 is the unit sphere in IR3 and 
I’,, := alEI + u2E2 + u3E3. 
Proof. Let a, b,c E Iw3 be orthonormal. Then V,, Vb, V, is a local orthonormal frame 
field of TM over U. Evaluating (4) for V,, Vb, V, proves that (Ll/hVb, Vc) coincides with 
the right-hand term of (5) up to sign (the sign depends on whether a equals the vector 
product b x c or -b x c). This implies Lemma 6. 0 
We shall investigate three cases, namely the cases that the number d of distinct 
eigenvalues of the Ricci tensor in U is one, two or three. 
Case A: d = 1. In this case M is an Einstein manifold over U. The three-dimensional 
Einstein manifolds are precisely the spaces of constant curvature (see [3, Proposition 
1.120]), which are, of course, v-spaces. 
Case B: d = 2. We may assume Xr # X2 = X3. Then sr = 0, s2 = -sa # 0 and A = 0. 
Let a = (ur , ~2, ua) E S2. From Lemma 6 we infer successively for 
a1 = 0, u2 = 0, u3=1: 2 - W3l - 0, and thus wi2 = 0; (6) 
a1 = 0, u2=1, u3=0: w23 - 
1 -0. 
1 (7) 
a1 # 0, u2 = 0, u3 # 0 : wil = 0; (8) 
a1 # 0, a2 # 0, u3=0: w&=0; (9) 
a1 = 0, a2 # 0, u3#0: l - w22 - 43. (10) 
Utilizing (6), (7) and (10) we calculate 
0 = ric(E2, El) = (R(E2, E3)E3, El) = dw&(Ez); (11) 
0 = ric(Ea, El) = (R(E3, Ez)E2, El) = dwi2(E3). (12) 
We define VI := IRE, and V2 := VI* = IwE2 63 IRE3 Then VI is an autoparallel (apply 
(8) and (9 )) subb un dl e and V2 is an integrable (apply (6) and (7)) and spherical 
(apply (lo)-(12)) subbundle of TU. In th is situation we can apply a result of Hiepko 
[14, p. 2111 and obtain that U is locally a warped product of type (II). Conversely, it 
can be calculated easily, that any warped product of type (II) satisfies equation (5) 
and hence (1) (for instance, one might use the formulae for the Ricci tensor of warped 
products in [23, p. 2111). 
Case C: d = 3. Then sr, ~2, sg # 0. 
Lemma 7. Condition (1) is valid on U if and only if the following equations are valid 
for all distinct i, j, k E { 1,2,3}: 
w; = 0; (13) 
SiWfj + SjW$ = 0; (14) 
A( Ek) = PsiskW~j for k = (j + 1) mod 3. (15) 
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Proof. Assume that (1) is valid on U. We apply Lemma 6. By choosing a = (al, a~, us) 
E S2 with a; = 1 for i = 1,2,3 successively, equation (5) yields (13) (note that 
W: +w;“,, = 0). In the next step we choose a E S2 with uk = 0 for just one k E {1,2,3}. 
Then (5) implies 
Since 
sj + a& = sj + (1 - Uj2)Sk = -s; - u& 
we get 
0 = (s; •t u&)(sjw: •t s& 
Pointwise we may choose uj in such a way that s; + uj2sk # 0 , whence (14) follows. 
Under consideration of (13) and (14), as weli as s;+s;+~ = -s;+r, equation (5) becomes 
UlU2U3R(V,) = - 5 ui+l"i+2[(si+l t"f+2si + ufsi+2)si+1wi+2,i+2 
i=l 
-Csi+2 ta:%+l t af+l%)%+2~;Z+l,i+l] 
3 
ZZ- 
C[ Si+l +%+2t(a;2+1 t ai+2)% 
kl 
t$(%+l tSi+2)]%+l%+2++l~;Z+2,;+2 
3 
= 2W2a3x uisisi+lW~+2,i+2* 
i=l 
Since this is true for ail a E S2, we get by a continuity argument, that 
0 = 2 Uj[A(Ej) - 2sisi+lwi+2,i+21 
i=l 
for ah a E S2. From this we infer easily (15). Conversely, if (13)-(15) are valid, one 
can check quite easily that (5), and hence (l), is valid over U. 0 
Remark. Equations (13) and (14) are equivalent to 
(VE; ric)(Ej, Ek) = 0 and (VEX ric)(E;, &) = (VE, ric)(Ej, Ek), 
respectively. 
The geometric significance of (13) is the following (see also [lo, p. ii7j): 
Lemma 8. The equations w$ = 0 for all distinct i,j, k E {1,2,3} are equivalent to 
the integmbility of Wi := IREi+ @ E-US;+2 for all i E { 1,2,3}. 
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Proof. The “only if’ part of the statement is obvious. Conversely, assume that Wr, Wz 
and W, are integrable. We apply repeatedly the Ricci identity and use the fact that V 
is of zero torsion to get 
j _ &J& = w3”; = +Jfk = -“;i = w;; = lJilc - -W&, 
by which the lemma is proved. 0 
Thus the equations (13) are equivalent to the existence of a triply orthogonal system 
of surfaces in U all of whose orthogonal trajectories are precisely the Ricci curvature 
lines. Therefore (see [lo, p. 431) the R iemannian metric in U is locally of the form 
3 
c P&, x2,23) dx? (16) 
i=l 
with some positive functions pi and with the property, that the level surfaces 2; E 
const correspond to the integral manifolds of Wi. The coordinate vector fields 
a xi := dz; 
are eigenvectors of the Ricci tensor everywhere. We may assume that Xi = +piEi 
(otherwise we replace 2; by -Zi). In the following we shall need some formulae for 
Riemannian metrics of the form (16). We define I’fj, Riij and sjk by 
OX;&’ = ~rfj&, 
k 
R(Xi, Xj)Xk = C Rii,Xl, 
1 
Ric Xj = c s?Xk, 
k 
and put 
dUi 
vi := ln(p;), Vi,j := dzj and v;,jk := & 
for i,j, k E {1,2,3}. By the well-known formulae (see for instance [lo, pp. 17-221) we 
get for distinct i, j, k: 
r;j = 0, (17) 
I$ = Vi,;, (20) 
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R;;j = 0, 
Riij = vi,jvj,k + vi,kvk,j - vi,jvi,k - vi,jk, 
(21) 
(22) 
2 2 
RJij = Ui,jUj,j - Uzj - Ui,jj + $(U,,V,,i - U!,,; - Uj,;;) - ~ui,kuj,k, (23) 
1 
(24) 
(25) 
Lemma 9. If (13)-(15) are valid, then the functions ~1, us, 14 satisfy the following 
system of nonlinear partial difSerentia1 equations: 
0 = vi,jk, (26) 
0 = vi,jvi,k - vi,jvj,k - vi,kvk,j, (27) 
0 = Ui,ij + 2Ui,jUj,i, (28) 
for all distinct i, j, k E {1,2,3}. 
Proof. With regard to Lemma 8 condition (13) induces that locally around p the 
Riemannian metric of M is of the form (16) and the coordinate vector fields X; are 
tangent to Ricci curvature lines. According to (22) and (24) the latter condition can 
be expressed by the equations 
vi,jk = vi,jvj,k + ui,kvk,j - Ui,jvi,k (i, j, k distinct). 
By means of (19 ) we get 
v;,k + pkw; = 0 (i, k distinct), 
which implies that the equations (14) are equivalent to 
(29) 
(30) 
SiUj,k + SjUi,k = 0 (i, j, k distinct). (31) 
Now, if Vi,j = 0, then uk,j = 0 by means of (31) and hence, (26) and (27) are valid. Thus 
we assume Ui,j # 0. Then L'kj # 0 and si/sk = -ui,j/L'k,j by (31). Since Sj = -si - Sk, 
we get 
0 = siuj,k + SjUi,k = S;(Uj,k - Ui,k) - SkU;,k. 
Dividing by Sk, multiplying with uk,j, and replacing Si/Sk by -Ui,j/Vk,j finally yields 
0 = -vi,jvj,k + vi,jvi,k - Ui,kUk,j- 
From this and (29) we readily obtain (26) and (27). We now turn our attention to 
equation (15). It can easily be checked that 
A+(y) =y+j(~). (32) 
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Combining (15), (30), (32) and replacing E; by &X;, we obtain that (15) is equivalent 
to 
2v;,i+r = d In * 
(I I> Si+l 
(Xi+1). (33) 
Next, we calculate from (31) and (33) 
Summing up we see that condition (15) is equivalent to 
(i,j, k distinct). 
We now assume Vi,j # 0 (otherwise (28) is obvious). Then, by (31), also Uk,j # 0 and 
we calculate, using (35), (31) and (26), 
(Xi) = zd z (Xi) 
0 z 
vi j vk,jivi,j - vi,ijvk,j 
=I 
Ui”j 
= %ij 
uk,j 
7 
Ui,j 
which is (28). So the whole lemma is proved. 0 
Remark. From the proof we keep in mind that 
(14) e sivj,k + SjUi,k = 0 for all distinct ;,j,k E {1,2,3}; (36) 
(Xj) for all distinct i,j,Ic E {1,2,3}. (37) 
The system (26)-(28) f o nonlinear partial differential equations is well-known; it 
arises from a quantum mechanical problem. One could regard the three-dimensional 
Riemannian manifold iI4 as a conservative system with zero potential energy and kinetic 
energy equal to ~(w,v) for all u E TM. As is known, the state of the system can 
be described by a Schrodinger equation. Robertson [26] studied the problem (also in 
higher dimensions) whether there exists a solution of this Schrodinger equation arising 
from an ansatz of simple separation of variables in orthogonal coordinates (that is, for 
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Riemannian metrics of the form (16)), and derived necessary and sufficient conditions 
for the existence of such solutions. Later on Eisenhart [ll] proved that Robertson’s 
conditions on the metric coincide with the PDE-system (26)-(28). Moreover, in [ll] 
Eisenhart solved this system completely. He obtained four kinds of solutions, namely 
(El) 1~; = 1, P; = G(~2)7(21)(&2) + !@3))7 cl: = H(Z3)d21)(‘&2) t ?i+3)), 
where u is a function of x1, G and v are functions of x2, and H and $ are 
functions of 23; G, H, 17 > 0; 
(E2) p; = 1, & = v2(x1), & = +‘(xr) where 9 and $ are functions of xl; 
(E3) pi = $j = C,CJ(X~) + $(X2), $J = ]~(xr)$(x2)], where cp is a function of Xl and 
$J is a function of x2; 
(E4) p;2 = F;(x;)]Xi-x~JJX;-x~] for i,j,k E {1,2,3} distinct, where F; is a function 
Of Xi. 
In order to complete the proof of Theorem 7 we have to pick out those of the spaces 
(El)-(E4) which h ave three distinct eigenvalues of Ric and, in view of Lemmata 7 
and 9 and the preceding Remark, satisfy the equations (31) and (35). 
(a) Spaces of type (El). The spaces of type (El) are precisely the warped products 
of the form iVr X,J M2 (see Theorem 6, type (II)), where M2 is a Liouville surface. 
(This can be seen easily by defining new coordinates y2 and ys by dy2 = ,/mdx2 
and dy3 = dmdxg.) H ence the number of distinct eigenvalues of Ric is at most 
two (see the case d = 2). 
(b) Spaces of type (E2). With (23) and (25) we calculate 
s2 = & t v2,ll - v2,1v3,1 and 33 = -& - v3,ll t v2,1v3,1, 
and thus 
s2v3,l t s3v2,l = 2&‘3,1 - 241~2,l t vZ,llv3,1 - v3,11v2,1 
= ~2$‘3,1(2~2,1 - 2v3,l + (In Iv2,1l)1 - (In Iv3,1/)1). 
If V~,J = 0, then also vs,r = 0 and hence cp and $ are constant, which implies that M 
is flat. Thus v2,r # 0 and ~s,r # 0, and the necessary condition (31) yields 
2b t In /Qll = 2~2 t In Ic~,ll t a 
with some Q E Iw. Standard calculations then imply 
PZ = w; + 6 that is, $2 = y(p2 t 6 
with some constants y,6 E Iw. From this we can deduce, with some slight coordinate 
transformations, that the manifold is of type (E3) with either v or + constant. 
Remark. At this point we have finished the proof of Theorem 7 (i). 
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(c) Spaces of type (E3). For such spaces we calculate 
I 
% = x2 - x3 = ?bT, s2 = X3 - X1 = VT, s3 = X1 - A2 = + + $,)T, 
where 
$ 2yqf9 + f/J,) - 
T := 
4(V + Y9” 
Thus the number of distinct eigenvalues of Ric at each point is either one or three. 
Moreover, equations (31) and (35) can easily be verified with the above formulae. 
Hence, in the real analytic case, the space is either of constant curvature, or the number 
of distinct eigenvalues of Ric is three on an open and dense subset. On this subset 
condition (1) is valid. By a continuity argument (1) is valid everywhere. 
(d) Spaces of type (E4). For i # j we calculate 
1 
u;,j = and 
Xj - Xi 
x; - Xj = (z; - q)T, 
where 
A) - (k)‘) cx2 - x3)2 
4(x1 - X2)“(X2 - X3)2(X3 - X1)2 
An analogous argumentation as in (c) completes the proof of Theorem 7. 0 
8. Locally reducible C-spaces and Q-spaces. 
Let M be a locally reducible Riemannian manifold 1Mr x . . . x MT. Then it follows 
at once from Theorem 2 that M is a C-space if and only if each factor Mi is a C-space. 
Corollary 5 implies that the analogous statement holds for p-spaces when each M; and 
M are real analytic. 
Remark. As a consequence of this, using our examples in Section 7, we can get ex- 
amples of p-spaces in arbitrary dimensions by taking, for example, the product with 
symmetric spaces. 
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Lemma 1. There exist Ck functions X1, . . . , A, : I + 8% representing at each point the 
eigenvalues of A (counted with its multiplicities). 
Lemma 2. A is C” diagonalizable on an open and dense subset of II%, that is, there 
exist an open and dense subset J of I and Ck maps El,, . . , E, : J + V such that 
El(t), . . . , E,(t) is an orthonormal basis of V consisting of eigenvectors of A(t) for all 
t E J. In addition to this one might always assume I = J in case k = w. For the case 
k = 00, however, there are examples where I = J under no circumstances. 
Lemma 3. Let A be C” diagonalzable on I, say AEi = X;E; (i = 1,. . . , n). Then 
there exist a C” family Q of orthogonal endomorphisms of V, a Ck family D of self 
adjoint endomorphisms of V, and a Ck-’ family T of skew-symmetric endomorphisms 
of V, such that 
(a) Q-5,...,QEn is an orthonormal basis of V not depending on t; 
(b) DoQE; = X;QEi (i = l,...,n); 
(c) A = Q-l o D o Q; 
(d) Q’ = Q o T; 
(e) A’=AoT-ToA+QB1oD’oQ. 
Proof. Let T be the CkV1 family of skew-symmetric endomorphisms of V defined by 
TJ?$ := -E;‘(i = 1,. . . , n). Moreover, let Q be the solution of the endomorphism-valued 
linear equation 
Y’=YoT, Y(to) = idv (to E I). 
Then Q is C” and 
(Q oQ*>'= Q'oQ*tQ o(Q*)'= Q'oQ*tQ o(Q')* 
=QoToQ*+QoT*oQ*=O, 
since T* = -T. Therefore 
Q o Q* = Q o Q*(to) = idv 
and hence Q* = Q-l, that is, Q is a family of orthogonal endomorphisms of V. Next, 
we calculate 
(QEi)’ = Q’EE. + QEi’ = Q(TE; + Ei’) = 0. 
Thus QEl,. . . , QE, do not depend on t and, because Q is orthogonal, is an orthornor- 
ma1 basis of V. Now we define the C” family D of self-adjoint endomorphisms of V by 
D := Q o A o Q-l. Then D o QEi = Q o A& = XiQEi. Finally, using 
(Q-l)’ = (Q*)’ = (Q’)* = (Q o T)* = T* o Q* = -To Q* = -T o Q-l, 
we calculate the derivative A’ of A: 
A’=(Q-loDoQ)‘=(Q-‘)‘oDoQ+Q-loD’oQ+Q-loDoQ’ 
=-ToQ-loDoQ+Q-loD’oQ+Q-loDoQoT 
=AoT-ToA+Q-loD’o&. q 
