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PERBANDINGAN KINERJA ALGORITMA DATA MINING  
BERBASIS TEKNIK FEATURE SELECTION DALAM 
MENDETEKSI PENYAKIT GINJAL KRONIS 
 
ABSTRAK 
Oleh : Michelle Prizcillya 
 
Penyakit ginjal kronis atau PGK adalah hilangnya fungsi ginjal secara bertahap dari 
waktu ke waktu. PGK disebut sebagai "silent killer" sebab pasien yang terkena PGK 
tidak menyadari bahwa mereka terkena PGK karena PGK tidak mempunyai gejala 
di tahapan awal. Atribut yang diperlukan untuk melakukan tes kesehatan untuk 
PGK juga cukup banyak sehingga membutuhkan biaya yang lumayan mahal. oleh 
karena itu PGK dapat dicegah, ditanggulangi dan kemungkinan mendapatkan 
perawatan yang efektif akan lebih besar jika sudah diketahui sedari awal serta dapat 
menghemat biaya pengobatan sehingga dibuatnya model untuk mempermudah 
dalam melakukan deteksi PGK.  
Proses penelitian ini akan menggunakan data science tools Rapid Miner dan proses 
data mining dengan kerangka kerja CRISP-DM untuk melakukan perbandingan 
penggunaan yaitu K-Nearest Neighbour(K-NN), decision tree serta logistic 
regression berbasis teknik  feature selection sebagai teknik untuk pemilihan atribut 
yang relevan dalam sebuah dataset dan untuk melakukan pemilihan dan reduksi 
data maka teknik feature selection yang digunakan adalah forward selection dan 
backward elimination yang akan dibandingkan hasilnya. 
Hasil dari penelitian ini menyimpulkan bahwa teknik feature selection terbukti 
meningkatkan akurasi pada penggunaan algoritma K-NN, decision tree dan logistic 
regression sedangkan algoritma terbaik untuk forward selection itu adalah decision 
tree dan backward elimination adalah logistic regression. 
 
Kata kunci : backward elimination, decision tree, forward selection, k-nearest 









PERFORMANCE COMPARSION OF DATA MINING ALGORITHM 
BASED ON FEATURE SELECTION TECHNIQUES IN DETECTING 
CHRONIC KIDNEY DISEASES 
 
ABSTRACT 
By : Michelle Prizcillya 
 
Chronic kidney disease or CKD is a gradual loss of renal function over time. CKD 
is referred to as a "silent killer" because patients affected by PGK do not realize 
that they have CKD because CKD has no symptoms in the early stages. The 
attributes needed to do a health test for CKD are also quite a lot so it costs quite a 
lot. therefore PGK can be prevented, overcome and the possibility of getting 
effective treatment will be greater if it is known from the beginning and can save 
on medical costs so that the model is created to facilitate CKD detection.  
This research process will use Rapid Miner data science tools and data mining 
process with CRISP-DM framework to compare the use of K-Nearest Neighbour 
(K-NN), decision tree and logistic regression based feature selection technique as 
a technique for selecting relevant attributes in a dataset and to do data selection 
and reduction, the feature selection technique used is forward selection and 
backward elimination that will be compared to the result. 
The results of this study concluded that feature selection techniques are proven to 
improve accuracy in the use of K-NN algorithms, decision trees and logistic 
regression while the best algorithm for forward selection is decision tree and 
backward elimination is logistic regression. 
Keywords : backward elimination, decision tree, forward selection, k-nearest 
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