Consider a stiff linear initial value problem y = A(x)y + g(x), where the eigenvalues of A(x) may be separated into two sets, one of which dominates the other. The dominant eigenvalues and corresponding right and left eigenvectors may be computed by the power method. A technique is proposed which consists of taking one forward step by a conventional multistep method and then making a correction entirely in the subspace spanned by the eigenvectors corresponding to the dominant eigenvalues. A number of alternative corrections are proposed and discussed.
other. The dominant eigenvalues and corresponding right and left eigenvectors may be computed by the power method. A technique is proposed which consists of taking one forward step by a conventional multistep method and then making a correction entirely in the subspace spanned by the eigenvectors corresponding to the dominant eigenvalues.
A number of alternative corrections are proposed and discussed.
It is shown that the technique is stable provided that the product of the steplength and each of the subdominant eigenvalues lies within the region of absolute stability of the multistep method.
The application of the technique to nonlinear problems is discussed, and numerical results are reported.
Introduction. It is well known that the initial value problem
y'=f(x,y), y(a) = v, y,fGRm, causes serious computational difficulties if it is stiff, that is, if the eigenvalues of the Jacobian df/dy are widely distributed in the left half-plane. The presence of eigenvalues with very large negative real part makes it necessary severely to restrict the steplength if the numerical method employed has a finite region of absolute stability. On the other hand, if the method has a region of absolute stability which is infinite in the left half-plane (e.g. .4-stability [3] , ^(a)-stability [11] , ^-stability [2] , stiff stability [7] ), one inevitably finds that the method is implicit, and the resulting implicit difference equation must be solved at each step, not by simple iteration (which fails to converge unless the steplength is again severely restricted), but by the expensive Newton iteration. In the case of a linear problem, there are corresponding computational problems with matrix inversion when stiffness is present.
In a preliminary paper [8] , one of us proposed a technique for dealing with a special form of stiff problem. Consider the linear problem (ii) |X(1)(x)| »max2<i.<m|X(i'V)|.
The method proposed in [8] , which is based on a geometrical argument, consists of taking one step from xn to xn+x by a conventional explicit one-step method, which we call the basic method, and then adding a correction ^n1+iC(^l\xn+x), where c^l\x)
is the normalized eigenvector corresponding to \^\x). The correction factor {-j^, is a function of X(1)(xn + 1), so that it is necessary to compute X(1)(x) and c(1)(x) at each point of the discretization; this can be economically done by the power method, which is particularly efficient for a matrix with the structure outlined above. The effect of this correction is that the restriction on the steplength imposed by stability requirements is simply that which would pertain if the eigenvalue X^ were not present, and will therefore not be severe.
In this paper we consider generalizations of this idea. Firstly, we extend the class of problems to the case where the eigenvalues of A(x) can be separated into two sets, one of which dominates the other, and assume that we are able to compute the dominant eigenvalues and corresponding right and left eigenvectors. We then consider a correction in the dominant space, that is, the subspace spanned by the dominant eigenvectors. A number of alternative correction factors is discussed, and it transpires that the choice corresponding to that made in [8] is not the best. Finally, we extend the class of basic methods from one-step to multistep; again, we find advantage in this, explicit linear multistep methods emerging as the best choice. The extension of the technique to the fully nonlinear case is also discussed, and numerical results reported.
It should be noted that the technique is primarily intended for use in an interval in which transients corresponding to the dominant eigenvalues no longer contribute to the exact solution.
2. Correction in the Dominant Space. The techniques to be developed in this paper are applicable to the nonlinear initial value problem (2.1) y'=f(x,y), y(a) = V, y,fGRm, but a more natural development of the ideas can be given in the context of the linear variable coefficient problem
where A(x) is an m x m matrix. For the major part of this paper we shall adopt (2.2) as the standard problem, but in Section 5 the applicability of the techniques to (2.1) will be discussed. It is assumed throughout that, for all x, A(x) has a complete set of eigenvectors. We assume the usual discretization {xn\ xn = a + nh, n = 0, 1, . . . }, and denote by yn an approximation to y(xn), the exact solution of the initial value problem.
Definition 1. Let X^ (= \^'\x)), i = 1, 2, . . . , m, be the eigenvalues of A(x).
Then the problem (2.2) and the matrix A(x) are said to be separably stiff in an interval / of x if there exists a constant integer s, 1 < s < m, such that, for all x G I, V-1', i = 1, 2, . . . , s, are real, distinct, and negative, and min |X(0|» max |X(,)|.
Remark. We are considering problems whose stiffness arises from the existence of a set (which we assume to be small) of troublesome eigenvalues \^'\ i = 1, 2, . .. , s, which are real, negative, and well separated from the rest; note, however, that we do not require all the eigenvalues to have negative real parts.
We denote by cn° (= c(i)(xn)) and dn° (= d(i)(xn)), i = 1, 2, . . . , m, the right and left eigenvectors of A(xn). These are normalized according to the following rules:
(i) <<£>, df) := (4°)rd<0 = 1, / = 1, 2, . . . , m.
(ii) ||c«|| := <c</\ C('V/2 = 1,/=1,2, ...,m. Remark. The technique requires the explicit computation of the dominant eigensystem for each n. This can be efficiently performed by some variant of the power method; see, for example, Clint and Jennings [1] . Note that in the case x = 1, separable stiffness implies rapid convergence of the power method; moreover, provided that the eigensystem of A(x) does not change too rapidly with x, the computed value for c^1 * can be expected to be a good starting vector for the power method applied tô (*« + i)-Since {cfl^(x), z(x)), z(x) G Rm, is the component of z(x) in the c^'\x) direction, we may write the exact solution y(x) of (2.2) in the form
The technique we propose consists of using a conventional discrete variable method, which we shall call the basic method, to advance the solution fromxn toxn+1, and then applying a correction before proceeding to the next step. We consider basic methods which satisfy the following requirement: Remark. Most conventional methods, such as Runge-Kutta (RK)-both explicit and implicit-linear multistep (LM) and predictor-corrector (PC) (provided these are applied in a mode P(EC)lE and not P(EC)') are rational methods. When the method is explicit, the rational functions P( • ) are, in fact, polynomials.
The basic method will always be chosen to be a convergent rational method, and its application to advance the solution from xn to xn +, will be denoted by (2.6) yn+x=Byn.
This notation does not imply that the basic method is necessarily one-step; nor does it imply that it is necessarily explicit, though in practice we shall always choose it to be explicit, in order to avoid the difficulties over matrix inversion (iteration, in the nonlinear case) encountered with stiff systems. The correction process is designed to overcome the poor stability properties usually associated with explicit methods in a stiff context. The technique-correction in the dominant space (CDS)-then advances the numerical solution of (2.2) from xn to xn+ x by the following scheme:
t2-7«) yn+l=By", (2.700) yn+i=yn+i + t^+i^Jiv i=i where the %^+ x, i = 1, 2, . . . , s, are scalar correction factors, which can be determined in a number of alternative ways to be discussed in the next section. Remark. A dominantly stable CDS scheme is not unconditionally stable in the sense of A -stability; however, the restrictions that stability imposes on the steplength will be just those that would arise if the dominant eigenvalues were not present, that is, if the problem were no longer stiff. While the scheme calls for the computation of the dominant eigensystem at each step, it should be noted that when the basic method is explicit (which will always be the case in practice), (2.7) is a completely explicit process. Note also that in certain circumstances (e.g. s = 1), excessive (separable) stiffness will actually increase the efficiency with which the dominant eigensystem can be computed.
The following theorem makes it easy to establish the dominant stability of the various CDS schemes to be proposed later: Theorem 1. A CDS scheme for which the basic method is a rational method is dominantly stable if and only if{d^'\ yn) -> 0 as n -► °°, / = 1, 2, . . . , s.
Proof. Applying a CDS scheme, with a fc-step rational basic method, to y = Ay, A a constant separably stiff matrix, yields II. Minimization of Gradient. One interpretation of stiffness is that the function /is ill conditioned with respect toy. Thus, if yn = y(xn), one finds with a conventional explicit method, that, while yn+x may be an acceptable approximation to y{xn + x),f(xn+x,yn + x) is a very poor approximation to fix n + x, y(xn+x)). In the steady-state phase, integral curves which are neighbors to the solution curve coalesce extremely rapidly, with the result that the gradient on neighboring curves is very much larger than on the solution curve. One is thus motivated to make a correction which avoids regions of high gradient; we thus choose the correction factors ?"+,, i = 1,2, . . . , s, to minimize \\f(xn + x, yn+l)\l
We write fn + x forf(xn+x, yn+x), and/^+1 for f(xn + x, J>n+X). From (3.1) and (3.2) it follows that
After some manipulation, one finds that the values %nl\x, i = 1,2, . . . , s, which minimize ||/n + 1||2 are given by
and M is an s x s matrix with i, /'th element <c^'+ j, c"+ j>. Thus, each of the s correction factors will depend on all of the dominant eigenvectors, a feature which we shall call interdependence. Note that, in the case s = 1, (3.6) reduces to
which yields the scheme originally proposed by Lambert [8] .
Note also that, in the special case where A(x) is symmetric, the eigenvectors c"+ x are orthogonal, and the matrix M in (3.6) becomes the identity matrix; the scheme is Hence the persistent error Exxl is given by (3.8) Em := £ «a,,x*n+1) -*,+,>«&. = £0 ^;+l)«a,.
On comparing (3.8) with (3.4), it is clear that although Ex will not, in general, be small, due to the presence of the dominant eigenvalues in the denominator, Exlx will indeed be small, provided that y(x) does not have an abnormally large gradient; and this will normally be the case, at least in the steady state region. Note that the persistent error, being independent of the basic method and the discretization, will not accumulate in the dominant space as the computation proceeds.
For problems for which the persistent error (3.8) is not acceptably small, a further improvement can be carried out. The aim is to approximate the persistent error (ii) Let tt"(jc) be the vector of unique polynomials of degree k which interpolate componentwise the values y"_T, y"_T+x, . . . ,y"^T+k. For n -k, k + 1, . . . , N, compute yn := -nn(xn). The vector yn is taken as an approximation to y'(xn), and It can be shown that, after further improvement, the component of the residual persistent error in the cn'^ direction is proportional to (XJ^)~2 ; for reasonably stiff problems this can certainly be ignored.
As an alternative, it is of course possible to apply the improvement technique at each step. Moreover, other forms of improvement are possible, but the one described above has been chosen, for the numerical examples, because it is the best conditioned. We consider a neighboring initial value problem, whose solution, k^'| x(x), is an approximation to \jjy+x(x). We do this by replacing y(x) in the first of (3.11) bŷ +("(«°+iW-<4ili»^»4°+i.
since k^+x(x) approximates in the interval [xn, xn+x] the component of y in the c£+ j direction. We also replace y(xn) in the second of (3.11) by yn to obtain the initial value problem
K<&x(x) = <J« ., f(x, yn + (k« x(x) -<d» x, yn))cf+ x )>, (3.12) Kn\x(xn) = {d^+X,yn).
A straightforward expansion shows that, if we assume that yn = y(xn), then
It follows that in solving the problem (3.12) numerically it is adequate to use a method with local truncation error 0(h3). It transpires that dominant stability of the eventual CDS scheme can be achieved provided that an A -stable method is used to solve (3.12); we therefore use the Trapezoidal Rule. Note that in order to evaluate all s correction factors, s initial value problems of the form (3.12) have to be solved; but these s problems are uncoupled, and the implicitness of the Trapezoidal Rule does not involve us in any matrix inversions. Note also that we use the Trapezoidal Rule with step h for only one step, and accept the resulting approximation to Kn+X(xn + X), which we shall denote by k^\ x , as an approximation for <j¿'\xn+ x) in (3.9). Solving (3.12) by the and proceed as before, using numerical differentiation to estimate the derivatives of d^'\x). In practice, the resulting CDS scheme is less accurate than the one determined by (3.14). whereas for an explicit LM method, PA ■ ) has degree one. We thus conclude that, in the general case, the best choice we can make for the basic method is an explicit LM method. Similar arguments in favor of LM methods can be made for CDS schemes employing the other correction factors discussed in Section 3, and numerical experimentation fully corroborates our conclusion. There may, of course, exist separably stiff problems with special structure for which we can do better. An example would be where the subdominant eigenvalues all have very small negative real parts and imaginary parts which are not small, and g(x) is a slowly varying function. For such a problem, after the transient stage corresponding to the dominant eigenvalues is negligible, the solution will be a slowly damped oscillation. It may then be appropriate to choose as basic method one of the special methods of Gautschi [6] , based on trigonometric interpolation.
5. Extension to Nonlinear Problems. We now turn to the nonlinear problem (2.1), y'=f(x,y), y(a) = V, y,fGRm.
A natural extension of the CDS techniques so far described consists of replacing the eigensystem of A(x) in (2.2) by the eigensystem of the Jacobian df(x, y)ldy of (2.1), namely {X(/)(x, y), c«Xx, y), é'\x, y)\i=l,2,...,s,s+\,...,m}.
Previously, we made extensive use of the eigensystem of A(x) evaluated at xn+ x. If we replace this by the eigensystem of df/dy evaluated at (xn+x, yn+x), then we clearly introduce complicated implicitness in yn+1, calling for involved iteration schemes.
Numerical experimentation with such schemes has, however, indicated that it is adequate to use the eigensystem evaluated at (xn+x, yn+x)-We introduce the following notation: A straightforward calculation shows that in the linear case,/(x, y) = A(x)y + g(x), this iteration converges in one step to give the correction factor defined by (3.7). The convergence of (5.2) is controlled, not by the stiffness of the system, but by the rate of change of the eigensystem. If (5.1) has a unique solution convergence is achieved for a steplength which is sufficiently small in relation to this rate of change (and this would be a normal requirement even for a nonstiff system). In practice, convergence is attained in about three iterations, without any undue restriction on steplength. The further improvement technique described in Section 3 can be applied without modification. It is possible to construct examples for which the system of equations (5.1) has no solution, or has multiple solutions. For this reason, although successful results can be obtained for some nonlinear problems, this choice of correction factor cannot be recommended for the general nonlinear separably stiff problem.
IV. Reduction to Scalar Problem. The analysis of Section 3-IV, up to Eq. (3.12), holds for the nonlinear case, but now it is no longer possible to write explicit expressions for the correction factors which correspond to solving the initial value problem (3.12) by one step of the Trapezoidal Rule. We shorten the notation by writing <3™ ,, fix, yn+(z-(dn% x, yjfcft, )> =: F(x, z), z G R1
The initial value problem corresponding to (3.12) is then Once again, the superiority of reduction to scalar is clear.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 7. Conclusions. The CDS schemes proposed in this paper have some features which appear to be novel in the context of stiffness. Provided one is prepared to compute the dominant eigensystem at each step of the computation, then the remainder of the process is, for a linear separably stiff problem, completely explicit, and no matrix inversions are required. For a nonlinear separably stiff problem, there is some implicitness (in a space of dimension s, not m), but this presents none of the computational difficulties usually associated with implicit methods for stiff problems; in particular, no Newton iterations are required. The computational effort in finding the dominant eigensystem can (for example, the case x = 1) diminish as the stiffness increases.
Moreover, the dominant components of the local error also, in general, diminish as the stiffness increases, since, for all the correction factors recommended, these components contain terms which are inversely proportional to the dominant eigenvalues. 2)); its only disadvantage would appear to be that its accuracy is limited by that of the approximating initial value problem (3.12) or (5.3). We thus recommend RS as the best CDS scheme.
There are, however, two situations in which MG and GP can play a useful role.
If a nonlinear problem is being solved by RS and trouble is experienced in attaining convergence of the iteration (5.4), then a better initial approximation can be obtained by using MG or GP, rather than by reducing the steplength. This device has been used successfully in numerical experiments. The second situation concerns the case s > 1.
In order to minimize the gradient or to project it into the subdominant space it is clearly not necessary to have any particular basis of the dominant space; any basis would do. Stewart [10] proposes a method for computing an orthonormal basis for the invariant dominant subspace of a given matrix which appears to be more efficient than methods which compute the dominant eigenvectors directly.
Finally, we note an interesting relationship that exists between a CDS scheme based on GP and the technique, known as SAPS, developed by Dahlquist ([4] , [5] , [9] ). That technique also requires separable stiffness, and considers the differentialalgebraic system /,(". v) = 0, uGRq,vGRp. dv t t \ It transpires that, after some manipulation, it is possible to write the CDS-GP scheme in the above form, both for the linear and the nonlinear case. However, SAPS proceeds by a mixture of analytical and numerical techniques, while CDS-GP is purely numerical.
