Abstract. Let m = (m 0 , m 1 , m 2 , n) be an almost arithmetic sequence, i.e., a sequence of positive integers with gcd(m 0 , m 1 , m 2 , n) = 1, such that m 0 < m 1 < m 2 form an arithmetic progression, n is arbitrary and they minimally generate the numerical semigroup Γ = m 0 N + m 1 N + m 2 N + nN. Let k be a field. The homogeneous coordinate ring k[Γ] of the affine monomial curve parametrically defined by X 0 = t m 0 , X 1 = t m 1 , X 2 = t m 3 , Y = t n is a graded R-module, where R is the polynomial ring k[X 0 , X 1 , X 3 , Y ] with the grading deg X i := m i , deg Y := n. In this paper, we construct a minimal graded free resolution for k [Γ].
Introduction
Monomial curves in affine and projective spaces are interesting because of the correspondence between geometry of the curves and arithmetic of the numerical semigroups defining them. Several authors have studied these curves, and semigroup rings in general from the viewpoints of algebra and geometry; [7] , [2] , [6] , [1] , [10] , [11] , [12] , [9] .
Construction of an explicit minimal free resolution of a finitely generated kalgebra is a difficult problem in general. This problem has been studied extensively for the homogeneous coordinate ring of an affine monomial curve, with good conditions on the defining semigroups; [16] , [4] , [5] . It was conjectured in [4] and later proved in [5] that an affine monomial curve defined by an arithmetic sequence of positive integers m 0 < · · · < m e has the interesting property that the total Betti numbers of its homogeneous coordinate ring depend only on the integers e and a, where m 0 is congruent to a modulo e. As a consequence, a proof was obtained for the periodicity conjecture of Herzog and Srinivasan on the eventual periodicity under translation of the Betti numbers for the monomial curves defined by an arithmetic sequence. Formulas involving Castelnuovo-Mumford regularity and the Frobenius number were derived as corollaries in [5] . The periodicity conjecture for monomial curves has been settled recently by Thanh Vu in [17] .
Let m = (m 0 , m 1 , m 2 , n) be an almost arithmetic sequence, i.e., a sequence of positive integers with gcd(m 0 , m 1 , m 2 , n) = 1, such that m 0 < m 1 < m 2 form 2000 Mathematics Subject Classification. Primary 13D02; Secondary 13A02, 13C40. Key words and phrases. Monomial curves, arithmetic sequences, Betti numbers, minimal free resolution.
The second author is the corresponding author, who is supported by the the IITGN internal project IP/IITGN/MATH/IS/201415-13.
The third author thanks CSIR for the Senior Research Fellowship.
an arithmetic progression, n is arbitrary and they minimally generate the numerical semigroup Γ = m 0 N + m 1 N + m 2 N + nN. Let k denote an arbitrary field and R denote the polynomial ring k[X 0 , X 1 , X 3 , Y ]. Consider the k-algebra homomorphism ϕ : R → k[t] given by ϕ(X 0 ) = t m0 , ϕ(X 1 ) = t m1 , ϕ(X 2 ) = t m2 , ϕ(Y ) = t n . Then, the ideal p := ker ϕ ⊂ R is the defining ideal of height 3 and k[Γ] := k[t m0 , t m1 , t m2 , t n ] ≃ R/p is the coordinate ring of dimension 1 of the monomial curve in A 4 k , given by the parametrization X 0 = t m0 , X 1 = t m1 , X 2 = t m2 , Y = t n . It is well known that p is minimally generated by binomials. Moreover, p is a homogeneous ideal and k[Γ] is the homogeneous coordinate ring with respect to the gradation deg X i := m i , deg Y := n. Henceforth, the words homogeneous and graded will be used for this weighted gradation. In this paper, we construct an explicit minimal graded free resolution for k [Γ] . We will make use of the explicit description of the Gröbner basis of the defining ideal p given in [15] . We will retain all the notations that were introduced in [13] and later used in [11] , [12] , [15] and [16] for the sake of convenience.
This work is in the same vein as that followed in [16] , [4] , [5] . It generalizes the results proved in [16] . While working out explicit minimal free resolutions, the foremost important theme in this paper is to exhibit a similar pattern that we proved in [5] and that is, among an infinite family of monomial curves A 4 defined by almost arithmetic sequences there are only finitely many, in fact 8 distinct values of Betti numbers for these curves. The main theorem we prove is the following: 
It is proved in [ [13] ; (4.5)] that the set
forms a binomial set of generators for p. It is not always minimal. A subset of this is given in [11] , which is a minimal generating set for p. We, however, choose to work with the bigger set G because it is a Gröbner basis for p with respect to the graded reverse-lexicographic monomial order, see [15] .
The computation with the S-polynomials done in [15] can be used together with Schreyer's theorem to write down the first syzygy for p. Let us recall Schreyer's theorem first.
Theorem 2.1. Let K be a field, K[X 1 , . . . , X n ] be the polynomial ring and I be an ideal in K[X 1 , . . . , X n ]. Let G := {g 1 , . . . , g t } be an ordered set of generators for I, which is a Gröbner basis, with respect to some fixed monomial order on
Then, the t-tuples
Proof. See Chapter 5, Theorem 3.2 in [3] .
The following lemma will be used frequently to calculate subsequent syzygies.
Lemma 2.2. Let S be a polynomial ring over the field k, with a monomial ordering <. Let I be an ideal in S, generated by f 1 , f 2 such that the set {f 1 , f 2 } forms a Gröbner basis for I with respect to <. Let g and h be two polynomials in S, such that gh ∈ I. If gcd(lm(g), lm(f 1 )) = gcd(lm(g), lm(f 2 )) = 1, then h ∈ I. Here lm(f ) denotes the leading term of the monomial f .
Proof. Suppose that h / ∈ I. Let r be the remainder upon dividing h by the Gröbner basis {f 1 , f 2 }. The remainder is unique and no term of r is divisible by either lm(f 1 ) or lm(f 2 ). Now, gh ∈ I implies that gr ∈ I, which would mean that lm(gr) is divisible by either lm(f 1 ) or lm(f 2 ). This is impossible since lm(gr) = lm(g)lm(r) and gcd(lm(g), lm(f i )) = 1 for i = 1, 2.
Our strategy would be to find a resolution of k[Γ] which may not be minimal. The following lemmas will be useful to remove redundancies and extract the minimal free resolution of the ideal k[Γ], which sits as a direct summand of the first resolution.
be an exact sequence of free modules. Let Q 1 , Q 2 , Q 3 be invertible matrices of sizes a 1 , a 2 , a 3 respectively. Then,
is also an exact sequence of free modules.
Proof. The following diagram is a commutative diagram is free modules and the vertical maps are isomorphisms:
be an exact sequence of free modules. Let P 1 , P 2 , P 3 be invertible matrices of sizes a 1 , a 2 , a 3 respectively. Then,
Proof. Consider the sequence
and Q 3 = I and apply Lemma 2.3, we get that the sequence
−→ R a3 is exact. We further note that the entire sequence
a4 is exact as well, since Im(B) = Im(BP 2 ) and P 2 is invertible. Let us now consider the sequence R a2 BP2
and apply Lemma 2.3 to arrive at our conclusion.
be an exact sequence of free R modules. Let a ij denote the (i, j)-th entry of A n . Suppose that a lm = 1 for some l and m, a li = 0 for i = m and a jm = 0 for j = l.
Let A ′ n+1 be the matrix obtained by deleting the m-th row from A n+1 , A ′ n−1 the matrix obtained by deleting the l-th column from A n−1 and A ′ n the matrix obtained by deleting the l-th row and m-th column from A n . Then, the sequence
Proof. The fact that the latter sequence is a complex is self evident. We need to prove its exactness. By the previous lemma we may assume that l = m = 1, for we choose elementary matrices to permute rows and columns and these matrices are always invertible. Now, due to exactness of the first complex we have A n−1 A n = 0. This implies that the first column of A n−1 = 0, which implies that Im(A n−1 ) = Im(A ′ n−1 ). Therefore, the right exactness of A n+1 is preserved. By a similar argument we can prove that the left exactness of A ′ n+1 is preserved.
Let (x) denote a tuple with entries from R. The proof of Theorem 1.1 is largely divided into sections 3 and 4. Each section has various subsections named according to the various sub-cases mentioned in the statement of the theorem.
In this case, because of r < r ′ we have ν = λ + µ and q ′ < q. Moreover, it is easy to see that µ = 0 and q − q ′ = 1 can not happen simultaneously. Let, G = {ξ 11 , ϕ 0 , ϕ 1 , ψ 0 , θ}, such that
, which is the 0-th syzygy matrix. We know that G is a Gröbner Basis with respect to the graded reverse lexicographic order from the work done in [15] . We indicate below the exact results of [15] , which have been used together with 2.1 for computing the generators for the first syzygy module.
In order to determine the second syzygy we proceed to determine the kernel of the map given by the matrix B. Suppose that
Multiplying the 3rd row with the column vector we get (3.1)
and therefore
Gröbner basis under reverse lexicographic order. Therefore, by Lemma 2.2 we get f 4 ∈ X 0 , Y v−w . Hence we assume
where p 1 and p 2 are polynomials from the lemma above. Plugging this value in (3.1) we get
we finally obtain
Multiplying the 2nd row of A with the column vector we get
Eliminating f 4 from (3.1) and (3.2) we obtain
and eliminating f 1 from (3.1) and (3.2) we obtain
Eliminating f 6 from (3.3) and (3.4) we obtain
Plugging in the values of previously obtained f 1 and f 4 in the above expression we get
Taking either side of the equality as Y v−w p 4 we get
We now multiply the fourth and the fifth rows of the matrix A with the column vector to get
Plugging these values in (3.6) we get
Taking either quotients as p 6 we get
Next, plugging these values in (3.5), we get
Therefore, we obtain
The tuple (f 1 , . . . , f 7 ) indeed belongs to the kernel of the linear map defined by B, for any choice of p i 's. Moreover,
is the second syzygy matrix. Let L i denote the i-th column from the left of the above matrix. We observe that L 3 = x 0 ·L 1 + x 1 ·L 2 . If we remove the third column of the matrix, the second syzygy matrix in its reduced form is
Now we calculate the third syzygy, that is the kernel of the map given by the matrix C under choice of standard basis. Let (g 1 , g 2 , g 3 ) be an element of the kernel. This means that 
Multiplication of the 7th row with the column vector gives −(X 2 1 − X 0 X 2 )g 3 = 0 which implies g 3 = 0. Multiplication of the 5th and 6th row with the column vector gives
. So we get that the map given by matrix B is injective.
It follows from our preceding discussion that
is a free resolution of the monomial curve in question, where θ A , θ B , θ C are maps given by the matrices A, B and C respectively. What we are yet to achieve is its minimality. The resolution will be minimal if and only if each and every entry of the matrices A, B and C belong to the maximal ideal (X 0 , X 1 , X 2 , Y ). A scrutiny of the entries show that the free resolution obtained above is minimal if and only if µ = 0, q − q ′ = 1, λ = 1. Therefore, following are the cases in which we have non-minimality:
The only case of possible non-minimality that we have not considered is when µ = 0, q − q ′ = 1, for the reason that it can not occur under the given conditions. Therefore, In order to extract a minimal free resolution from the non-minimal one we invoke Lemma 2.3 and Corollary 2.4.
In this case, we see that the (2, 7)-th entry of matrix B is 1. Let
and AP
Now we apply Corollary 2.4. and obtain the minimal free resolution
where the maps θ A , θ B and θ C are given by the syzygy matrices A, B and C respectively, given by
The entries of the matrices are from the maximal ideal and hence the resolution is minimal. The total Betti numbers in this case are [4, 6, 3] .
We take P 2 = E 12 (−Y v−w )E 52 (−X 1 )E 62 (X 0 ) and P 1 = E 23 (−Y w ) and proceeding as before we obtain the minimal free resolution
with the syzygy matrices given by
Therefore, the total Betti numbers are [5, 6, 2] .
This will affect the (3, 1)-th entry of C. We take
and
). So, again applying the lemmas we get the minimal free resolution as
Here, along with the preceding case, the (2, 1)-th entry of the second syzygy matrix in preceding case will be affected. So we take
The minimal free resolution which we obtain is
Therefore, the total Betti numbers are [5, 5, 1] .
In this case, because of r = r ′ we have ν = λ + µ and q ′ < q. Let G = {ξ 11 , ϕ 0 , ϕ 1 , ψ 0 , ψ 1 , θ}, such that
, which is the 0th syzygy matrix. We know that G is a Gröbner Basis with respect to the graded reverse lexicographic order from the work done in [15] . We indicate below the exact results of [15] , which have been used together with 2.1 for computing the generators for the first syzygy module.
We observe that
After removing R 2 , R 4 , R 8 , R 9 , R 10 , R 12 from the list we get our 1st syzygy matrix
We now determine the second syzygy, which is the kernel of the map given by the matrix B. Let [f 1 , f 2 , f 3 , f 4 , f 5 , f 6 , f 7 , f 8 , f 9 ] ∈ R 9 denote an element in the second syzygy, that is,
Multiplying the column vector with 2nd and 3rd row we get (4.1)
Eliminating f 1 from the above equations we obtain 
where p 1 and p 2 are polynomials in R. Now, eliminating f 4 from 4.1 and 4.2 we get
and a similar argument as above shows that f 1 ∈ Y v−w , X µ 0 . Therefore, we may write
where the p i 's are polynomials in R. Eliminating f 6 from 4.5 and 4.6 we get,
Proceeding as before we get
Similarly, from 4.7 and 4.8 we get,
Multiplying the fourth row and the fifth row of the matrix B with the column vector and proceeding exactly as before we obtain
Multiplying the sixth row of the matrix B with the column vector and plugging these values in the equation obtained we get
Therefore, the matrix obtained by putting f i in the i-th row is the second syzygy matrix, which is the following:
Denoting the columns by L i from the left we see that
Therefore, a reduced form of the second syzygy matrix is
It is easy to see that the third syzygy matrix will be the zero matrix. Therefore,
is a free resolution of the binomial ideal in question, where θ A , θ B , θ C are the maps given by the matrices A, B and C respectively. This resolution is minimal if µ = 0, λ = 1, q ′ = 0, since the entries of the matrices are from the maximal ideal (X 0 , X 1 , X 2 , Y ) and the total Betti numbers are [6, 9, 4] . We now consider the following cases for which our resolution fails to be minimal and we use 2.4 to extract a minimal one from this.
(a) µ = 0; (b) µ = 0,λ = 1; (c) µ = 0,λ = 1,q ′ = 0;
We notice that in this case λ = 1, µ = 0 is not possible due to by [2.
2, [15]]
Case (a): µ = 0 We take
). The syzygy matrices under this new transformation become
Finally, applying 2.5 we get that
Therefore, the total Betti numbers in this case are [4, 5, 2] .
We take
). Finally, applying 2.4 we get the syzygy matrices as
The total Betti numbers are [6, 8, 3] .
Case (c):
We apply 2.4 with
). Finally applying 2.4 we get the syzygy matrices as
In this case, ν = λ + µ + 1. Let G = {ξ 11 , ϕ 0 , ϕ 1 , ψ 0 , ψ 1 , θ}, such that
We remove R 3 , R 7 , R 5 from the list and the first syzygy matrix is given by the matrix
In order to determine the second syzygy matrix, we consider the kernel of the map given by the matrix B.
Multiplication of 3rd row with the column vector gives
This implies that f 6 ∈ X 1 , X 2 , by 2.2. We may write f 6 = X 1 p 1 + X 2 p 2 , and therefore
This shows that X 1 | (f 5 + Y w p 2 ). Taking the quotient as p 3 we get,
where p i ∈ R.
Multiplication of 4th row with the column vector gives
Plugging in values of f 2 and f 5 in the above equation we get,
We may therefore write
Multiplication of 6th row with the column vector gives 
Therefore, (X 2 1 − X 0 X 2 ) | f 4 and we may write
Plugging these values of p 3 and p 4 in 5.5, we get
Multiplication of 2nd row with the column vector gives
Plugging in values of f 4 , f 6 and f 7 in the above equation we get,
Hence, the 2nd syzygy matrix is given by
, where L i denotes the ith column of the above matrix. Removing the third column we get the reduced form of the second syzygy matrix
Now we calculate the third syzygy matrix. Let [g 1 , g 2 , g 3 ] be an element in the kernel of C. This means that
Multiplication of the 4th row with the column vector gives (X 2 1 − X 0 X 2 )g 3 = 0, and therefore g 3 = 0. Similarly, multiplication of the 6th and 7th row with the column vector gives X 1 g 1 − X 2 g 2 = 0 and −X 2 g 1 + X 1 g 2 = 0, implying that g 1 = g 2 = 0. Therefore, the map given by the matrix C is injective. Hence, we get that
is a free resolution of the binomial ideal in question, where, θ A , θ B , θ C , are the maps given by the matrices A, B and C respectively. This resolution is minimal if µ = 0, q = q ′ , q ′ = 0, for, the entries of the syzygy matrices would then belong to the maximal ideal (X 0 , X 1 , X 2 , Y ) and the total Betti numbers would be [5, 7, 3] . We now consider the following cases for which our resolution fails to be minimal and we use 2.4 to extract a minimal one out of this.
(a) µ = 0, q
Case (a): µ = 0, q ′ = 0 We apply (2.4) by taking P 2 = E 51 (−Y w )E 61 (X 2 )E 71 (−X 1 ) and P 1 = E 23 (−Y v−w ). Finally, applying (2.5) we get the syzygy matrices as
The total Betti numbers are [5, 6, 2] .
Case (b): µ = 0,q ′ = 0 Here along with the preceding case the entry (2, 1) of the matrix C as obtained in Case (a) will be affected. Hence, we take P 2 = E 12 (−Y w )E 52 (−X 1 )E 62 (X 0 ) and P 1 = E 12 (X λ 0 ) and apply (2.4) to get the syzygy matrices as
The total Betti numbers are [5, 5, 1] .
We apply (2.4) by taking
. Finally applying 2.5 we get the syzygy matrices as
The total Betti numbers are [4, 6, 3] .
In this case, because of r = r ′ , we have ν = λ+µ and q > q ′ . Let G = {ξ 11 , ϕ 0 , ψ 0 , θ}, such that
Let A = [ξ 11 , ϕ 0 , ψ 0 , θ] be the 0-th syzygy matrix. We know that G is a Gröbner Basis with respect to the graded reverse lexicographic order from the work done in [15] . We indicate below the exact results of [15] , which have been used together with 2.1 for computing the generators for the first syzygy module .
. Therefore, after removing R 5 from our list we get our first syzygy matrix
We now the determine the second syzygy, which is the kernel of the map given by the matrix B. Let [f 1 , f 2 , f 3 , f 4 , f 5 ] ∈ R 9 be an element of the second syzygy,that is,
Multiplying the 2nd row of B with the column vector gives
Hence, by 2.2, we conclude that
. Therefore, we may write
and it follows that,
Multiplying the 3rd row of B with the column vector gives
Plugging in the value of f 4 and f 5 in the above equation, we get
This implies that (X
. Taking either quotient as p 4 , we get
Multiplying the 4th row of B with the column vector and plugging in the values of f 4 and f 5 gives
Hence the second syzygy matrix is given by 
Denoting the columns of the above matrix by L i from the left we see that
is a free resolution of the binomial ideal in question, where θ A , θ B , θ C are the maps given by the matrices A, B and C respectively. This resolution is minimal if µ = 0, since the entries of the matrices are from the maximal ideal (X 0 , X 1 , X 2 , Y ) and the total Betti numbers are [4, 5, 2] .
We now consider the case µ = 0. If we take
) and apply 2.4, we get the syzygy matrices in their minimal forms as
The total Betti numbers are [3, 3, 1].
W = ∅
We consider four subcases:
7.1. Case (a): r = 1, r ′ = 2. In this case
Let A = [ξ 11 , ϕ 0 , ϕ 1 , θ] be the 0-th syzygy matrix. We know that G is a Gröbner Basis with respect to the graded reverse lexicographic order from the work done in [15] . We indicate below the exact results of [15] , which have been used together with 2.1 for computing the generators for the first syzygy module .
We note that R 2 = X 1 · R 4 + X 2 · R 1 . Therefore, the syzygy matrices are
Multiplying the second row of B with the column vector we get
)f 4 ∈ X 1 , X 2 Now {X 1 , X 2 } forms a Grobner Basis under reverse lexicographic order. Therefore, by lemma 2.2, we get f 4 ∈ X 1 , X 2 . Hence, we may write
where p 1 and p 2 are polynomials in R. Plugging this value in (7.1) we get
)p 1 , since R is a UFD. Hence, we obtain
Multiplying the third row of B with the column vector gives
Plugging in the values of f 1 and f 3 in (7.2) we get,
Multiplying the first row of B with the column vector gives
Plugging in the values of f 1 , f 3 and p 3 in the above obtained equation we get
is the second syzygy matrix. Here,
Therefore, the reduced second syzygy matrix takes the form
Hence, the total Betti numbers are [4, 5, 2] .
7.2. Case (b): r = r ′ = 1. In this case
Note that the only difference from the previous case is in the expression of the generator θ. It turns out that almost the same computation as above gives us the minimal free resolution in this case as well. 
