The accuracy of three different data-driven methods, namely, Gene Expression Programming (GEP), Adaptive Neuro-Fuzzy Inference System (ANFIS) and Artificial Neural Networks (ANN), is investigated for hourly sea water level prediction at the Mukho Station in the East Sea (Sea of Japan). Current and four previous level measurements are used as input variables to predict sea water levels up to 1, 24, 48, 72, 96 and 120 hours ahead. Three statistical evaluation parameters, namely, the correlation coefficient, the root mean square error and the scatter index are used to assess how the models perform. Investigation results indicate that, when compared to measurements, for +1h prediction interval, all three models perform well (with average values of R = 0.993, RMSE = 1.3 cm and SI = 0.04), with slightly better results produced by the ANNs and ANFIS, while increasing the prediction interval degrades model performance.
INTRODUCTION
The oceanic tide refers to the rhythmic rise-fall cycle of sea water level with time made evident at a coast by the periodic advancing and receding of the waters from the shore (Chang and Lin, 2006) . Short (few hours) and long (hours to days) term sea level predictions are important for geodetic (more specifically, geo-positioning using satellites), renewable energy (tidal dams/turbines) applications, port operations as well as navigation purposes near-shore. The methodology of tidal harmonic analysis (Newton, 2003) , is data demanding and do not take into consideration the hydro-meteorological influences. Nevertheless, tidal observations of several years need to be collected and processed for obtaining reliable sea water level simulations. Thus, obtaining accurate estimates of sea level might be problematic in locations with scarce tidal observations (Makarynska and Makarynskyy, 2008) . The Admiralty method (Schureman, 1958) and the method of least squares (Kalkwijk, 1984) has also been applied for tide analysis in the past, but there are some limitations for those methods as discussed by Vries and Huyskens (1994) . In the recent years, the artificial intelligence (AI) approaches [e.g. Artificial phenomenon. There are also some problems regarding the GP (GEP) application. It is not a good idea to assume an addition or multiplication functions to link the genes, because of the fact that consideration of a single linking function yields a partial information about the solved problem, while the application of all of the linking operators [i.e., +, -, *, /] increases the complexity of the considered problem. Nevertheless, in some cases, it is usually observed that the program size (depth of parse tree) starts growing which leads to producing nested functions (i.e., the Bloat Phenomena) and is not accompanied by any corresponding increase in model fitness. It has some practical effects, because the large programs are computationally expensive to evolve and later use can be hard to interpret. The nested functions give no sense about the physical basis of studied phenomena (Poli and McPhee, 2008; . To overcome this weakness, one should employ some penalization of complex models (limitation of the depth of the parse tree). There are several empirical models to control bloat, but the application of "Parsimony Coefficient" may be regarded as a proper method as described by Poli and McPhee (2008) . Ustoorikar and Deo (2008) used the GP for filling up gaps between data of wave heights. Gaur and Deo (2008) applied the GP for real-time wave forecasting. Londhe (2008) presented a soft computing approach by using ANNs and GP for real-time estimation of missing wave heights. Kisi et al. (2011) used different wavelet conjunction models for predicting hourly as well as daily wind speed values. Karimi et al. (2012) compared GEP, ANFIS and Auto Regressive Moving Average (ARMA) models for predicting daily water levels of Urmieh Lake (Iran) which demonstrated the superiority of the artificial intelligence based models to traditional methods (i.e. ARMA).
The aim of this study is to investigate and compare the accuracy of three different AI methods, viz., GEP, ANFIS and ANN in forecasting 1, 24, 48, 72, 96 and 120 hours ahead sea water levels.
MATERIALS AND METHODS

Study area and input selection
Hourly sea water level data from the Mukho station (latitude: 37°32' N, longitude: 129°07' E; see Figure 1 for location), the East Sea of South Korea, were used in this study. Korea Hydrographic and Oceanographic Administraion (KHOA) has installed and managed ocean observation network including Mukho tidal station. The sea level data was measured using automatic sensors. The weather data were obtained from Donghae weather station managed by Korea Meteorological Table 1 .
The available data at this location also comprise hourly air temperature, wind speed, wind direction and rainfall values. To select the necessary input variables for sea water level predictions, a preliminary investigation was conducted to detect any correlation between the meteorological parameters and sea water levels. It was found that rainfall has the lowest correlation with sea water levels, while the wind components show up to +/-0.25 correlations with sea water levels. Air temperature had around 0.50 cross-correlation with the sea water levels (see Figure 3) , though introducing air temperature values as an input did not positively impact on the result accuracy.
Based on the above considerations, only sea water level data were further used for prediction issue. The Auto Correlation Function (ACF) and Partial Auto Correlation Function (PACF) were used to estimate the number of time lags for further predictions. It should be however noted that ACF/PACF is a linear criterion but sometimes there may be a weak linear but a strong non linear correlation among the observation. However, they usually use these criteria to select the number of lags in literature (e.g. Shiri & Kisi, 2010; Kisi et al., 2012; Karimi et al., 2012 Karimi et al., , 2013 . Figure 4 demonstrates that up to 5 time lags were effective; thus the following input combinations of sea water level measurements were produced for the numerical simulations:
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Where, T i denotes the sea water level at i th time step. Multi Linear Regression (MLR) technique was applied with the above mentioned combinations to evaluate the degree of the effect of each variable on future sea water levels. Figure 5 shows the RMSE values for each of the MLR models with various lead times. The results in Figure 5 indicate that the quintuple-input MLR model had the lowest RMSE (=1.1 cm); so it was used as the optimal input combination for further forecasts.
ARTIFICIAL NEURAL NETWORKS (ANNs)
ANNs are parallel information-processing systems. The internal architecture of ANNs is similar to the structure of a biological brain with a number of layers of fully interconnected nodes or neurons. Each neuron is connected to other neurons by means of direct communication links, each with an associated weight. The neural network usually has two or more layers of neurons in order to process non-linear signals.
The input layer admits the incoming information, which is processed by the hidden layer(s), and the output layer presents the network result. During the learning process, the weights of interconnections and the neural biases are adjusted in trial and error procedures to minimize errors. More details about ANNs can be found in e.g. Bishop (1995) or Haykin (1999) .
Three-layer feed-forward networks were employed in this study, with a sigmoid transfer function in the hidden layer and a linear transfer function in the output layer. The numbers of nodes in the hiddenlayer of each model were determined after an iterative process because there is not yet a definite theoretical background for determining the interconnections of neurons. 
ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM (ANFIS)
The neuro-fuzzy model used in this study implements the Sugeno's fuzzy approach (Takagi and Sugeno 1985) to obtain the values of the output variable from those of the input variables. In the implementation of fuzzy logic, several types of membership functions (MFs) can be used. Kisi et al. (2012) argue that for predicting lake (or sea) water levels Triangular MF can provide promising results among other types of MFs, so the commonly used triangular MF was used here for prediction issue. Detailed information about ANFIS may be found e.g. in Jang (1993) .
In the present study, the grid partitioning identification methods of the Sugeno FIS models are applied for mapping the non linear relationship among the input-output variables. Here the input variables of the ANFIS models are previously recorded sea water level data as well as temperature records data and the output layer corresponds to the sea water level values at various forecast intervals. The grid partitioning method proposes independent partitions of each antecedent variable through defining the membership functions of all antecedent variables. The number of MFs of each input variable (triangular functions were used here) is selected iteratively. A large number of MFs of input variables should be avoided for the sake of saving time and computational efforts (Keskin et al., 2004) .
GENETIC PROGRAMMING
A genetic programming procedure starts by random generation of chromosomes of the certain program (initial population), then the generated chromosomes are expressed and the fitness of each individual program is evaluated against a set of fitness cases (Ferreira, 2006) . The programs are then selected according to their own fitnesses (their performance in that particular environment). This process is repeated until a good solution can be found for the studied phenomenon.
The application of GEP involves the general steps as below:
1. Selection of fitness function, 2. Choosing the set of terminals T and the set of functions F to create the chromosomes, 3. Choosing the chromosomal architecture, 4. Choosing the linking function, 5. Choosing the genetic operators.
Detailed information about the aforementioned procedure for modeling sea water levels can be found in e.g. Kisi et al. (2012) . In the present work the GeneXpro program was applied for modeling sea water levels. The Parsimony Pressure tool was applied to penalize the parse trees of each GEP model for condensing the models' expressions and avoiding from producing the nested functions.
ANALYSIS OF THE RESULTS
Three statistical evaluation parameters were calculated to assess the performance of the implemented techniques, namely, the correlation coefficient (R), the root mean square error (RMSE) and the scatter index (SI), defined as follows:
(1) (2) (3) here, h io is the sea water level observed at the i-th time step, h is is the corresponding simulated sea water level; N is number of time steps, h m is the mean observed value and h -is the mean simulated value. The perfect value of R index is one, representing the best fit of observed versus simulated values. This statistical parameter provides information on linear dependency between the observed and corresponding simulated values (for the present case, the observed and simulated sea water levels) and is sensitive to outliers, so, following Legates and McCabe (1999) , it should not be used alone as a performance assessing index Therefore, other statistical indexes, e.g. RMSE (which describes the average magnitude of the errors by giving more weight on large errors) should be applied to evaluate the performance. RMSE can take values from 0 (perfect fit) to ∞ (the worth fit). Also, the dimensionless RMSE index (which called SI here) can give a good insight when comparing the performance of various applied models.
RESULTS AND DISCUSSIONS
Different model structures were tried for the ANN and ANFIS models. The optimal of the ANN and ANFIS models are provided in Table 2 . In the second column of the table, (5,6,1) indicates an ANN model comprising 5 inputs corresponding to T t-4 , T t-3 , T t-2 , T t-1 , T t , 6 hidden and 1 output nodes. In the third column of the table, (5, 2, trimf, 1) shows an ANFIS model comprising 5 inputs and each has 2 triangular membership functions and one output. Small number of membership functions was used in the ANFIS model because the model becomes exponentially more complex as the number of membership functions (or variables) (Keskin et al. 2004) . Table 3 sums up the testing error statistics of the applied models by using previous hourly sea water level records for predicting levels 1 h 24 h, 48 h, 72 h, 96 h and 120 h ahead in the future. From the presented statistics it is clear that all three models produce the most accurate results in 1 h ahead predictions, while increasing the forecast interval degrades the models accuracy. In the case of 1 h predictions, the developed ANN and ANFIS models demonstrated the same level of accuracy, while performing slightly better than the GEP model. For the other prediction intervals, however, all three models perform similarly. For instance, for the forecasting interval of 24 h, the GEP model's R decreased from 0.991 to 0.853 and RMSE and SI increased from 1.5 cm to 5.9 cm and from 0.06 to 0.24, respectively. Comparison of 24 h and 48 h predictions indicated that R of the GEP model decreased from 0.853 to 0.678 for the latter, while RMSE and SI increased from 5.9 cm to 8.5 cm and from 0.24 to 0.34 respectively. By increasing forecast interval of 72 h, R decreases 0.565 and RMSE and SI increase to 9.5 cm and to 0.38, respectively. The rate of accuracy decrement of the ANN, ANFIS and GEP models are given in Table 4 . The values given in this table were obtained by calculating relative difference between each forecast interval and 1 h ahead predictions. It is clear that the maximum accuracy decrement for all three models occurs for the 24 h forecast case. The rate of accuracy decrement decreases by increasing forecast interval.
The results were also tested using t-test for verifying the significance of differences between the observed and predicted hourly sea water levels. Both tests were set at a 95% significant level. The statistics of the tests are given in Table 5 . The ANFIS model gives smaller testing values with higher significance levels than the ANN and GEP models for all the forecast intervals except the +120 h forecast. GEP model seems to be more robust than the ANFIS and ANN models in forecasting 120-hour-ahead sea water levels. Table 4 . The rate of accuracy decrement of the applied models for hourly forecasts As mentioned earlier, one of the strong points of GEP over other artificial intelligence approaches is in giving mathematical expressions, which rules the relationship between inputoutput variables, for the studied phenomenon. Table 6 summarizes the optimal GEP equations for each forecast interval.It is clearly seen from the table that all inputs (T t-4 , T t-3 , T t-2 , T t-1 , T t ) are effective on T t+1 and T t+120 . In forecasting other intervals, different inputs seem to be effective on GEP models. T t-4 , T t-2 , T t-1 and T t-4 , T t-2 are effective for the +24 h and +48 h intervals while the T t-2 , T t and T t-4 , T t-3 , T t-1 are effective for the +72 h and +120 h intervals, respectively. Figure 6 displays the observed vs. forecasted sea water level values for 1-hour ahead forecast during the test period. It is clear from the figures that all three models accurately estimate 1-hour ahead levels. From Table 2 , the least complex ANN and ANFIS models' structures are (5, 2, 1) and (5, 2, trimf, 1). The ANN (5, 2, 1) and ANFIS (5,2,trimf,1) model has 17 parameters (5 × (2 + 1) + 2 = 17) and 62 parameters (5 × 2 × 3 + 2 5 = 62), respectively. It is clear from the Table 6 that the GEP model is less complex than the ANN and ANFIS models and can be simply used for practical applications.
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CONCLUSIONS
The study investigated the ability of three different data-driven methods, namely, gene expression programming, adaptive neuro-fuzzy inference system and artificial neural networks, to predict sea water levels in the marine environment. Sea water level time series from the Mukho Station, the East Sea were used in the study. Correlation analysis was performed to detect optimal inputs for the models. From the analysis that followed, a quintuple-input model, which uses current and four previous sea water levels, was found to be performing the best. Three data-driven models were then employed for prediction of sea water levels 1 h, 24 h, 48 h, 72 h, 96 h and 120 h ahead by using the determined optimal. An analysis of the obtained simulation results revealed that all three models perform well in 1 h ahead predictions, while increasing the prediction horizon invariably detracted from the model accuracy. The present paper aimed at representing the capabilities of ANN, ANFIS and GEP methods for sea water level predictions. It is clear from the Table 6 that the GEP model is less complex than the ANN and ANFIS models and can be simply used for practical applications. Other optimization techniques such as Tabu Search, Particle Swarm, Ant Colony and bee colony may also be used for the derivation of formulas instead of genetic programming and their accuracies may be compared with each other.
