Abstract-Topological insulators (TIs) are unique materials that have insulating bulk but conducting surface states. In this paper, we propose a simulation framework for TI/ ferromagnet (FM) heterostructures that can capture the electronic band structure of a TI while calculating the transport properties. Our model differs from TI/FM models proposed in the literature in a way that it can account for the 3-D band structure of TIs, the effects of exchange coupling and external magnetic field on the band structure. The proposed approach uses 2-D surface Hamiltonian for TIs that includes the quantum confinement effect calculated from a 3-D band diagram. We use this Hamiltonian with self-consistent non-equilibrium Green's functions (NEGF) formalism to determine the charge and spin transport in TI/FM heterostructures. Our calculations agree well with experimental data and capture the unique features of a TI/FM heterostructure, such as the spin Hall angle, spin conductivity, and so on. Next, we incorporate the results into Landau-Lifshitz-Gilbert-Slonczewski formulation to simulate the magnetization dynamics of an FM layer sitting on top of a TI. Finally, we evaluate the performance of three different TI/FM memory structures and show that the TI-based memories can be energy efficient, if the shunting current through the FM layer is reduced.
is injected, spin-orbit coupling (SOC) causes electrons with different spins to deflect in different directions and produce a spin current transverse to the applied charge current (spin Hall effect (SHE) [2] ). One of the key advantages of using SHE-based structures is the separation of write and read paths, which significantly increases the reliability of operation [3] . The efficiency of generating spin currents in these devices is represented by the spin Hall angle, which is the ratio of the spin current to the supplied charge current. However, this efficiency is rather low, and typical SHMs, such as Ta and W, and other heavy metals show spin Hall angles less than 0.3 [5] . On the other hand, experimental evidence shows much higher spin Hall angle for topological insulators (TIs) (∼1.1) [6] , making them a potential candidate for spin-based memories. TIs are characterized by unique quantum-mechanical properties due to their unusual surface states. Although the bulk of a TI is insulating, the surface is conducting due to band inversion at the surface [7] , [8] . This band inversion is a consequence of the high SOC in TIs, which causes the valence band and the conduction band to touch each other at the interface [8] . The strong SOC also enables a TI to manipulate the magnetization of an adjacent ferromagnet (FM) layer by generating a high spin-orbit torque (SOT) through the Rashba-Edelstein effect [5] , [9] , [10] . This torque is further amplified by the helical locking of the relative orientation of spin and momentum at the conducting surface states [5] [6] [7] . Recent experiments [5] , [10] have clearly demonstrated this strong SOT acting on the FM layer in a TI/FM heterostructure. These unique properties of a TI give rise to their unusually high spin Hall angle [5] . The efficiency in generating spin currents with lower charge current injection has attracted an extensive research interest in TI/FM heterostructures. Consequently, a lot of effort has been made to model the behavior of a TI/FM heterostructure [5] , [11] , [12] . However, none of the existing models consider the overall simulation framework for calculating the spin transport and the magnetization dynamics of the FM layer. In this paper, for analyzing the performance of new TI-based memory devices, we propose a complete simulation framework that is computationally inexpensive, yet shows excellent match with the experimental results. Fig. 1 shows the modeling framework. We first design a Hamiltonian, which includes the important aspects of a TI/FM heterostructure that affect the charge and spin transport properties. We formulate a 2-D surface Hamiltonian for a TI structure by considering the quantum confinement effect, the position of the Fermi level, Dirac cone, Rashba effect, exchange coupling energy with the adjacent FM layer, and the effect of external magnetic One part of the charge current will shunt through the top FM layer and the rest will flow through the TI surface. Charge current is spin polarized in perpendicular directions, i.e., along the y-and the z-axes.
field on the band structure. We compare the band structure resulting from our proposed Hamiltonian with the band diagram from a standard 4 × 4 k.p [13] Hamiltonian of the TI and find excellent match. Next, we calculate the electrical transport characteristics by applying our Hamiltonian to the standard nonequilibrium Green's functions (NEGFs) formalism of quantum transport [3] . We determine the charge current, the spin current, the charge conductivity, and the in-plane and out-of-plane spin conductivity through self-consistent NEGF simulations. From the ratio of the obtained charge current and spin current, we calculate the spin Hall angle and find good match with experimental data. Finally, we analyze the magnetization dynamics of the TI/FM heterostructure (shown in Fig. 2 ) by incorporating the NEGF calculations into the Landau-Lifshitz-Gilbert-Slonczewski (LLGS) [9] magnetization dynamics model. We then apply our model on potential memory structures based on three different TI/FM heterostructures to analyze their performance. We also show that, due to the higher spin Hall angles, the critical current required for operation is lower in TI-based memories compared with SHE-based memories. This may lead to more energy efficient memories, although the higher amount of shunting current through the FM layer in TI/FM heterostructures can be a bottleneck for memory efficiency.
The rest of this paper is organized as follows. In Section II, we present the details of our proposed model, including the NEGF transport method and the LLGS magnetization dynamics. In Section III, we present the TI/FM heterostructure-based [5] , [6] , [10] and also discuss the prospects and challenges of TI-based memory for real-world applications. Section IV concludes this paper.
II. PROPOSED MODEL FOR TI/FM HETEROSTRUCTURES

A. Band Structure of TI
The first step in developing our numerical model is to replicate the band structure of a TI using a simple k.p model [13] . We use the k.p model for two reasons. First, the k.p method exhibits excellent agreement with experimental results (shown later) for predicting the quantum confinement gap opening in the TI quantum well (QW) band structure. Second, we can benchmark the band diagram from our proposed Hamiltonian with the k.p method, since this method produces a band structure that is already benchmarked with ab initio calculations [7] . The band structure of a TI is unique because the bulk is insulating, but the surface is conducting due to band inversion at the surface. TIs have high SOC and this causes the conduction and valence bands to touch each other in the surface at the point (center of the Brillouin zone in reciprocal lattice), thereby creating the band inversion. Electrical current primarily flows at the surface of a TI due to this band inversion at the point. Therefore, the band diagram and transport properties of a TI can be characterized by the physics near the point. We first develop a simple 2 × 2 Hamiltonian to model the TI surface by considering the important physical properties of the surface. Next, we apply this Hamiltonian to extract the band structure and compare it with the band diagram from a standard k.p Hamiltonian of TI [7] , [8] . The k.p model, we consider here, is a 4 × 4 k.p model for the 3-D TI [7] , which includes the important symmetry properties, such as the time reversal symmetry, inversion symmetry, and threefold rotation symmetry along the z-axis. The k.p dispersion relation in the 3-D TI is computed by considering the four low lying states: |P1
z ↑ , and |P2 − z ↓ , which are closest to the Fermi level [8] . The dispersion relation for a finite wave vector k is expressed by the following Hamiltonian [8] :
where [8] . With the parameters given in [7] , the band structure of Bi 2 Se 3 obtained from this model matches well with the ab initio calculations. Furthermore, the QW bandgap opening shows good agreement with experimental observations [14] . However, we observe the inadequacies of the model when we apply the parameters to Bi 2 Te 3 and Sb 2 Te 3 . In Fig. 3 , we show the comparison of the [7] .) bulk E-k dispersion diagram using the parameters in [7] with ab initio calculations around the point.
We notice that the k.p band structures of Bi 2 Te 3 and Sb 2 Te 3 do not sufficiently match with the ab initio calculations. In addition, when we construct a z-confined thin QW band structure, we observe that the conduction and valence bands overlap, which is incorrect. This could be a direct consequence of the inaccurate parameters. We also vary the QW thickness from 1 to 6 nm and measure the bandgap opening up at the point and find that it does not show sufficient match with the experimental data [15] , [16] . Therefore, we tuned the parameter set of [7] in a trial and error method until we achieved better match with the ab initio calculations for Bi 2 Te 3 and Sb 2 Te 3 . The tuned parameters are listed in Table I .
B. Surface Hamiltonian Modeling Including External Perturbations
As discussed earlier, for electrical transport calculations, it is sufficient to model the Hamiltonian at the surface in the vicinity of the point [8] , [17] . We first discuss the Hamiltonian for modeling the TI surface without any perturbations. The top and bottom surfaces of a TI are modeled by a simple Hamiltonian (small 4 × 4 Hamiltonian with all diagonal elements as zero) as [18] where v F is the Fermi velocity at the TI surface. The basis of this Hamiltonian is |t ↑ , |t ↓ , |b ↑ , and |b ↓ where t and b denote the top and the bottom surfaces, respectively, and m k is the tunneling effect between the top and the bottom surfaces.
It can be seen from Fig. 2 that the STT acting on the FM layer arises due to the current flow through the top surface. Therefore, only the Hamiltonian for the top surface is required for transport calculations, and the tunneling between top and bottom surfaces can be ignored. Hence, the effective Hamiltonian can be written as
Note that, this is a Dirac Hamiltonian of the form, 
where μ denotes the position of the Fermi level. Quantum confinement in the z-direction opens up a bandgap at the Dirac point [5] , which is represented as conf . When an FM is placed on top of a TI surface, the exchange coupling energy needs to be considered as well. This exchange coupling arises as the spin of the TI surface state is coupled with the FM moment [19] . This results in increasing the bandgap opening at the Dirac point and is represented by ex . The bandgap opening is present, when the top FM layer has an out of plane, i.e., z-directed magnetization. However, for in-plane magnetization, though strong exchange coupling may exist at the surface, no bandgap opening has been observed [20] . The combined bandgap opening is represented as: gap = conf + ex . It can be included in the Hamiltonian as follows:
Again there will be some effects on the interface due to the orbital overlapping between the TI and the FM layers. Therefore, a 20 band sp 3 d 5 s * -SO tight binding model will give more precise results. However, it is computationally very expensive. Therefore, we have only modeled the major effects that impact the surface transport properties (Dirac cone, Rashba effect, exchange coupling, Fermi velocity, external magnetic field, surface scattering, and so on). Furthermore, since the transport takes place through the surface of the TI, our 2-D surface Hamiltonian is adequate to account for the 3-D effects.
When electrical current flows through the surface of a TI, two types of SOTs are applicable on the FM layer-the fieldlike SOT and the spin transferlike SOT [10] . The fieldlike SOT is proportional to the exchange coupling [19] . Since the surface Hamiltonian of (5) includes the effect of exchange coupling energy, it can be used to calculate the fieldlike SOT. It has been experimentally observed that the fieldlike torque is usually several orders of magnitude lower than the Slonczewski STT [10] . The Slonczewski STT arises due to the Rashba SOC in 2-D electron gas. Rashba SOC can be modeled as, [21] , where p is the momentum, m is the effective mass, λ is the Rashba coupling parameter, and S is the Pauli spin matrix. In our model, the perturbed surface state Hamiltonian is used to capture the Rashba SOC, as shown in the following:
where B 1 and B 2 are two fitting parameters for modeling the Rashba splitting of 2-D surface electron gas with the unit of eV-Ang 2 . Exact values of B 1 and B 2 are determined by matching the surface band diagram with the z-confined 3-D QW band structure. In addition, the interfacial states between the TI and the FM affect the conductivity and the total spin current at the TI surface. For example, in a Permalloy/Bi 2 Se 3 heterostructure, Permalloy is a face centered cubic structure (lattice constant ∼0.355 nm) [22] whereas Bi 2 Se 3 is a rhombohedral crystal with hexagonal supercell (lattice constants: a = 0.4318 nm and c = 2.864 nm) [8] .
Including the Rashba effect and the changed Fermi velocity at the surface due to the mismatch in lattice constants, the Hamiltonian can be modified in the following way:
where A is another fitting constant with a unit of eV-Ang.
A includes the off-diagonal Rashba effect and the modified Fermi velocity. External magnetic fields can also act as a strong external perturbation on the TI surface states. Therefore, it is important to include the effect of it. The applied external magnetic field in any arbitrary direction can be represented by:
If A is the vector potential of the magnetic field defined, such that −→ B ext = ∇ × A, then the effect of magnetic field can be included in the Hamiltonian by Peierls phase substitution, k new = k − (e/hc)A [23] . Now, if the external constant magnetic field (B) is in plane, i.e., in the x-y plane (Fig. 2) having an angle of ϕ with the x-axis, the vector magnetic potential or the Landau gauge [23] 
C. Electrical Transport and Magnetization Dynamics
In general, the TI/FM bilayer heterostructures are small enough for applying the NEGF formalism of quantum transport [24] . We use the standard self-consistent 2-D NEGF method [24] to determine the total current and the spin current at the TI surface. Using our proposed Hamiltonian from Section II-B, we first calculate the retarded Green's function defined as
where c1 and c2 are the self-energy matrices for the contacts. Using this retarded Green's function, the NEGF can be written as
where G A is the complex conjugate of G R and in is the strength of the contacts defined as:
where f 1 and f 2 are the Fermi levels of the contacts, and 1 and 2 are defined as 1 
], respectively. Using these quantities,
we finally calculate the charge current density
Next, the spin current flowing in the TI surface [25] is
Spin current diffuses from the interface into the FM layer exerting a torque on it [5] . We then apply the charge and spin currents to the LLG equation with the Slonczewski STT term. The magnetization dynamics can be represented as [26] 
where −→ H eff is the effective magnetic field acting on the FM, m is the unit vector pointing in the direction of magnetization of the FM layer, α is the damping constant, γ is the gyromagnetic ratio, and − −−− → Torque is the sum of fieldlike torque and spin transferlike SOT [10] acting on the FM. The fieldlike SOT can be calculated as τ FL = exm × n s [19] , where n s is the nonequilibrium spin density. n s can be easily related to spin current density in the ferromagnetic layer as J s = −D ∇ · n s [27] , where D is the diffusion coefficient of spin inside the FM layer. On the other hand, spin transferlike SOT is defined as the spatial change of the spin current. It can be expressed as [27] 
where V is the volume of the FM and τ sf is the spin relaxation time. As shown in Fig. 2 , spin current diffuses in the z-direction into the FM layer. Therefore, (14) can be simplified to
where d is the thickness of the FM layer. Here, torque consists of both in-plane and out-of-plane components. In order to solve this equation, we first derive an expression for n s . If we consider the diffusion equation for the spin diffusion into the FM layer, we can write during steady state [28]
where τ j is the spin precession time and τ ϕ is the spin decoherence time. The boundary conditions for solving this equation are: J s (0) = p J s0 ( p is the spin injection efficiency from the interface into the FM layer) and J s (d) = 0. Furthermore, as we have stated earlier, spin diffuses in the z-direction; hence, we can assume that the spin variation only exists along the z-axis. Spin current at the interface has both the in-plane and outof-plane components, i.e., J s (0) = J s,II (0) + i J s,⊥ (0). Using these conditions, we solve (16) and get the following solution for the nonequilibrium spin density:
where [27] . λ sf , λ j , and λ ϕ are spin relaxation, spin precession, and spin decoherence length inside the FM layer, respectively. Using the boundary conditions, we get
Here, n s0 is the nonequilibrium spin density at the bottom of the FM layer (where it touches the TI). n s0 can be related to spin current density at the interface by the equation, n s0 = ( pL J s0 /D) [27] . Therefore, (17) can be written as
Now, the STT can be written as
Diffusion coefficient is related to spin relaxation length by the Einstein-Smoluchowski equation [27] as, Dτ sf = λ 2 sf . Therefore, the torque can be rewritten as
For the TI/FM heterostructure, besides the fieldlike and the spin transferlike SOT, there is another important torque working at the heterostructure interface. This is called the antidamping torque, which arises due to the Berry curvature [28] . It appears because the carrier spins experience two effective magnetic fields due to the FM layer magnetization and the applied electric field. As a result of these two effective B-fields, carrier spins become inclined toward the z-axis and produce an antidamping torque. This torque can be incorporated in the LLGS equation via the Gilbert damping constant, α. When the applied electric field and FM layer magnetization is perpendicular to each other, there will be no antidamping torque [32] and α is large as shown in our first simulated structure (Section III). On the contrary, when the FM layer magnetization is not perpendicular to the applied electric field, α is small as calculated in our second simulated structure. Our calculation of α for both the cases agrees well with the experimental observations [5] , [10] .
III. EXPLORING MEMORY BIT CELLS AND DEVICES
A. Memory Bit Cell Structure
In Fig. 4 , we propose a memory cell using the TI/FM bilayer heterostructure. This memory cell has three layers. The first layer is an MTJ with a TI at the bottom for switching the free magnetic layer. The write current flows through the TI and depending on the direction of the current, and the free layer is expected to switch, leading to a change in the tunneling magnetoresistance, which can be interpreted as binary 1 or 0, accordingly. The second layer is the antiferromagnetic (AFM) layer (Ni-Mn), which stabilizes the magnetization of the fixed magnet. The third layer comprising of ruthenium (Ru) and CoFe is called the synthetic AFM layer, and this fixes the magnetization of the fixed magnetic layer by canceling the stray fields around it [29] . In the proposed device, the CoFe, through nonmagnetic material Ru, is exchange coupled to the free magnetic layer [29] . In Fig. 4 , we also show the read-write circuitry. The top terminal is connected to read bitline BL read via an access transistor controlled by a read line (RL). Read operation is performed by making the RL and BL read high and BL write1 low to pass a read current through the MTJ. Two terminals at the two ends of the TI are connected to two write lines via pass transistor for allowing current flow in both directions to get the alternate magnetization switching. The pass transistor is controlled via the word line. Let us now explore and analyze three different TI/FM combinations for this structure. We first validate our model with the experiment from [10] . Here, a magnetically doped [Cr-doped (Bi 0.5 Sb 0.5 ) 2 Te 3 ] TI is used as the FM layer at very low temperature (1.9 K), since the magnetically doped TI's Curie temperature is well below the room temperature. In the experiment, 6-nmthick Cr-doped (Bi 0.5 Sb 0.5 ) 2 Te 3 is stacked over 3-nm-thick (Bi 0.5 Sb 0.5 ) 2 Te 3 [10] . In 3-nm-thick (Bi 0.5 Sb 0.5 ) 2 Te 3 , due to surface state delocalization, Bi 2 Te 3 and Sb 2 Te 3 QWs have larger bandgap opening ( conf ) than Bi 2 Se 3 [14] [15] [16] . Using the parameters in Table I results [15] , [16] (Fig. 5) . We find that 3-nm QWs of Bi 2 Te 3 and Sb 2 Te 3 have the bandgap openings of 85 and 35 meV, respectively. Using a mole fraction of 0.5, we can assume that the gap opening of a 3-nm-thick (Bi 0.5 Sb 0.5 ) 2 Te 3 QW is ∼60 meV (0.5 * 85 meV+0.5 * 35 meV). We have also plotted the band diagram of a 3-nm-thick (Bi 0.5 Sb 0.5 ) 2 Te 3 QW (Fig. 6) using (1) . The quantum confinement gap is ∼55 meV near the Dirac cone, which is very close to the above calculated value. In order to model this experiment, we use conf = 30 meV in (8), because this not only pulls up the conduction band by the amount of conf but also pulls the valence band down by the same amount. Again in (8) , for this structure, the parameter A can be represented as A =h(v F − λ), where v F is the Fermi velocity and λ is the Rashba coupling parameter. Fermi velocities in Bi 2 Te 3 and Sb 2 Te 3 are measured as ∼3.5 × 10 5 ms −1 [11] and ∼4.3 × 10 5 ms −1 [30] , respectively. Therefore, in (Bi 0.5 Sb 0.5 ) 2 Te 3 , the Fermi velocity can be written as: 0.5 × (3.5 × 10 5 ms −1 + 4.3 × 10 5 ms −1 ) = 3.9 × 10 5 ms −1 , resulting inhv F = 2.57 eV-Å. Tuning λ, we get A = 3.2 eV-Å. To match the band diagrams, we have determined the fitting parameters, B1 = B2 = 0.01 eV-Å 2 , and the Fermi level, μ = −0.247 eV. Using these parameters, we have plotted and matched the 3-D band diagram of a 3-nm-thick z-confined (Bi 0.5 Sb 0.5 ) 2 Te 3 QW and the corresponding surface band diagram, as shown in Fig. 6 . Next, we use a 100 nm × 100 nm surface dimension of (Bi 0.5 Sb 0.5 ) 2 Te 3 for the NEGF and LLGS modeling. This dimension ensures that the quantum confinement along the x-and the y-axes does not create any noticeable effects on the band diagram. Using the 2-D surface Hamiltonian, ex is tuned to match the conductivity ( ex = 170 meV) and without considering the external magnetic field, we get a conductivity of ∼225 Scm −1 (experimental value ∼219 Scm −1 ). We also observe a high out-of-plane spin Hall angle of 0.91. For this structure, almost half of the current shunts through the top magnetic layer. So, for our device simulations, to reduce the conductivity of the FM layer, the thickness of FM layer is reduced to 3 nm. Similarly, for increasing the conductivity, the thickness of the bottom (Bi 0.5 Sb 0.5 ) 2 Te 3 layer is increased to 20 nm, so that conf = 0 eV. For such a structure, the amount of shunting current is only 5%-6% of the total current. Only 0.2 V dc applied to the contacts (Fig. 2) is sufficient for switching this structure consuming ∼120 fJ/b energy and it takes ∼6 ns to switch. The timing diagram and the magnetization diagram are shown in Fig. 7 . The main drawback of this memory structure is that it only operates at very low temperatures.
C. Permalloy/Bi 2 Se 3 -Based Memory Structure
For room temperature operation, we here validate our model with an experiment, where Permalloy is coupled with Bi 2 Se 3 , which gives rise to a high spin Hall angle [5] , [6] . In the experiment, 8-and 16-nm-thick QWs of Bi 2 Se 3 were used [5] . If we consider the quantum confinement effect, the bandgap at the Dirac point is negligible (∼0.3 meV for 8-nm-thick well and ∼0.7 μeV for 16-nm-thick well). In Fig. 8 , we have shown the effect of quantum confinement in Bi 2 Se 3 for different QW thicknesses, and it is evident that the confinement effect is prominent for thicknesses less than or equal to 6 nm [14] . Therefore, for these cases, we take conf = 0. From (1), the E-k diagrams of 8 and 16 nm QWs of Bi 2 Se 3 are calculated and shown in Fig. 9 . Again for matching the band structure, we have calculated the fitting parameter A to be 1.69 eV-Å in (8) . Here, the conduction and valence bands are not symmetric. Therefore, the other fitting parameters, B1 and B2 are different. We have calculated B1 = 5 eV-Å 2 and B2 = 9 eV-Å 2 for matching with the 3-D band diagram. The Fermi level μ = −0.225 eV. Using these parameters, the comparison of the 3-D QW and the 2-D surface band diagram is shown in Fig. 8(b) . In order to make the band structure free from quantum confinement in the x-and the y-directions, we have considered a large enough (60 nm × 60 nm) surface dimension for the NEGF and LLGS modeling. We observe high in-plane and out-of-plane spin Hall angles of 1.1 and 1.03, respectively, for 16-nmthick Bi 2 Se 3 , matching well with experimentally observed values of ∼1.00 and 1.1, respectively [6] . Another important factor is the STT, acting on the FM layer. Let us consider the spin efficiency at the interface, p = 1. In Permalloy, considering the spin diffusion length λ sf = 5 nm [5] , spin decoherence length λ ϕ = 1 nm [5] , and spin precession length λ j = 1 nm [5] , we have calculated the in-plane and out-of-plane torque to be 5.9 × 10 −4 T and 1.2 × 10 −5 T, respectively, from (20) (the experimental values of 2.7 × 10 −5 T and 3.7 × 10 −5 T). Using the parameters in Table II , we obtain the magnetization dynamics and observe oscillations in magnetization, which is consistent with the experiments (Fig. 10) for RF current. The main hindrance in this structure is the large amount of current shunting through the adjacent Permalloy (25 times higher than the current flowing through the Bi 2 Se 3 surface [5] ). Applying the NEGF equation at a dc voltage of 0.25 V, the energy consumption is calculated to be ∼9.24 pJ/bit, which is the orders of magnitude higher than current memory structures. 
D. Yittrium Iron Garnet/Bi 2 Se 3 -Based Memory
We analyze another structure for room temperature application with the TI-based memory by using YIG as the top FM layer. YIG is a ferromagnetic insulator with a Curie temperature of 550 K and a bandgap of 2.85 eV [20] . In spite of the fact that the YIG/Bi 2 Se 3 interface is rather rough, which suppresses the spin Hall angle, this structure can still be operated at a very low voltage. We first match the charge transport with a recent experiment on the YIG/Bi 2 Se 3 heterostructure [20] , and then we apply our model to calculate the spin transport, STT, and the magnetization dynamics. In order to avoid a significant modification of the transport properties in Bi 2 Se 3 due to the quantum confinement effect, we have chosen a 60 nm×60 nm×8 nm slab of Bi 2 Se 3 . On top of this layer, a 60 nm×60 nm×1.5 nm layer of YIG is placed. Due to the rough interface, the Fermi velocity is suppressed, and in (7), A is reduced to 1.23 eV-Å, while the other two fitting parameters are B1 = 4.5 eV-Å 2 and B2 = 13 eV-Å 2 . The out-of-plane magnetization of YIG results in a strong exchange coupling, which opens up a bandgap of 89 meV. The sheet resistance of the Bi 2 Se 3 interface is measured to be 606 /sq, which is close to the experimentally observed value of 625 /sq [20] . Now, for applying the LLGS equation, we first determine the STT from (20) , and we find the in-plane torque to be 1.9485 × 10 −5 T and the out-of-plane torque to be 1.6511 ×10 −5 T (YIG spin diffusion length λ sf = 35 nm [37] , spin decoherence length λ ϕ = 9 nm [37] , and spin precession length λ j = 3.4 nm [37] ). Using the parameters in Table II and applying a 0.2 V dc on the contacts, we solve the LLGS equation and find the YIG switches at ∼1.1 ns (Fig. 11) . The critical current density (J c0 ) of this structure can be expressed as [2] |J c0 | = 2eM s t free αμ 0 θ SH H c + H eff demag (21) where M s is the saturation magnetization of the YIG layer, t free is the YIG layer thickness, H c is the critical magnetic field for switching the magnet, and H eff demag is the effective demagnetization field. From (21), the critical current is determined to be ∼1.742 × 10 9 Amp/m 2 , which is quite low. This is primarily because of the high spin hall angle, low damping, and low saturation magnetization. In Fig. 12(a) and (b) , we have shown the charge current and spin currents, respectively, with applied voltage, which show similar trends as reported in [38] . It can be seen that the spin current is very small along the x-axis, since the charge current is flowing along the x-axis, and the spin polarization is perpendicular to it. This memory structure consumes ∼118.8 fJ/bit of energy at 0.2 V dc operating voltage, which can be further reduced for lower operating voltage at the cost of switching speed.
E. Prospects and Challenges of TI-Based Memory
The primary obstacles for the real-world applications of the TI-based memory device are the current shunting through the FM layer and the workability of the structure to work at room temperature. As we have shown, the YIG-based memory structure has the potential to solve both of these issues. In addition, the expected critical current for switching the YIG/Bi 2 Se 3 structure (∼10 9 Amp/m 2 ) is found to be much lower compared with the current required for SHE-based switching (10 10 -10 11 Amp/m 2 ) [2] . Therefore, with this lower critical current density and the higher spin Hall angle, the YIG-based structure has the potential to be more energy efficient than the existing SHE-based structures [2] . However, reducing the surface roughness will be the key challenge.
IV. CONCLUSION
To summarize, we have proposed and analyzed the TI/FM heterostructure-based memory cell using three different TI/FM combinations. To do the analysis, we have developed a simulation framework for TI/FM heterostructures and validated our model by benchmarking against experimental results. Our proposed model is computationally efficient because of using a 2 × 2 surface Hamiltonian and yet it produces good results. Our simulation results on the YIG/ Bi2Se3 structure indicate that the TI-based memory devices can be energy efficient. Hence, this structure shows good promise, and further experiments are needed to make this structure a viable one.
