Introduction
Regression Testing: -(Onoma, Tsai, Poonawala, & Suganuma, 1988) [9] Regression testing can be defined as follows:-Let P be a program, let P' be a modified version of P and let T be a test suite developed by P. Regression testing is concerned with validating P'. To facilitate regression testing, engineers typically reuse T, but new test cases may also be required to test new functionality. Both reuse of T and creation of new test cases are important, however, it is test case reuse that is of concern here, as such reuse typically forms a part of regression testing processes.
Test Case Prioritization: -Test case prioritization techniques (G, R, C., & M.J., 2001) [3] schedule test cases so that those with the highest priority, according to some criteria, are executed earlier in the regression testing process than lower priority test cases. A potential advantage of these techniques is that unlike test case reduction and non-safe regression test selection techniques, they don't discard tests. Many different prioritization techniques have been proposed (Kim & Porter, 2002) [6] but the techniques utilize simple code coverage information like statement and method coverage. For example, proper test case prioritization techniques increase the fault detection rate of a test suite and the chance of executing test cases with higher rate of fault detection earlier (Elbaum, Malishevaky, & Rothermel, 2002) [1] .
We adopt the test case permutation problem from as follows (G, R, C., & M.J., 2001) [3] :-Given:-T, a test suite; PT, the set of permutations of set T; and f, a function from PT to real numbers. (For example, f may calculate the fault detection rate of a permutation of T).
Metrics: -To properly understand the effects and the outcomes of any case study or experiment, one needs to quantify the results or analyze them with respects to the measures, well known in the testing field as metrics (Yogesh & Arvinder, 2012) [11] . Metrics can be classified as shown in Figure 1 . 
II. Measuring Effectiveness Using Various Metrics
Average Other Metrics: -There are some other metrics which are available to measure the effectiveness of Test Suite Prioritization e.g. PTR metric (Raju & Uma, 2012) [10] .
 PTR Metric:-The PTR Metric is another way that the effectiveness of a test prioritization may be analyzed (Raju & Uma, 2012) [10] . Recall that an effective prioritization technique would place test cases that are most likely to detect faults at the beginning of test sequence. It would be beneficial to calculate the percentage of test cases that must be run before all faults have been revealed. PTR is calculated as follows:-Let T be the test suite under evaluation, n be the total number of test cases in T and the total number of test cases needed to detect all faults in the program under test P.
PTR (T, P) =
There are some other metrics in the category of other metrics such that RFFT, FDD, ATEL etc. which are also used for the analysis of effectiveness of test prioritization.
III. Experimentation And Analysis
To quantify the goal of increasing a subset of the test suite's rate of fault detection, I use a metric called APFD developed by Elbaum et. al. [1, 8] 
IV. Conclusion
To improve the rate of fault detection we have computed a number of metrics that predicts the quality and effectiveness of the various prioritization techniques required for regression testing. In this paper we found how to measure the effectiveness using APFD (Average Percentage of Fault Detected). By using the information or values given by the metric, test prioritization can be done using the appropriate technique. Higher the value of APFD metric gives the better rate detection.
