I. INTRODUCTION
Small mammal ecologists repeatedly face the problem of assessing which of numerous population estimators they should use to satisfy their specific needs.
A choice of estimators should be based on the accuracy of the estimatr and its attendent population assumptions: i.e. population stability, birth, death, dispersal etc. Assessing how different estimators react to changes in the population variables requires a comparative evaluation of the same data using different estimators, and can be accomplished only by sampling populations with known parameters. Problems occur that cannot be controlled or evaluated while sampling natural populations: i.e., the time necessary to gather sufficient data; the expense of equipment, man-power and sampling; and the lack of control or knowledge of the influencing population parameters. Sampling from simulated populations with varying densities, activity ranges, birth and death rates alleviates most problems and allows control of the parameters:
thus, the conclusions reached should be reliable and valid for natural populations provided the simulation is appropriate.
Some of the recently developed sampling methods yield more information about the populations than earlier methods and provide better data for estimates; thus, there is increased interest in several new designs and their associated estimators (Pelikan, 1971 ; Ryszkowski, 1971; Myllymaki et al, 1971 ; Kaufman et al, 1971; Gromadzki & Trojan, 1971; Smith et al., 1972; Jorgensen et al., 1975; Swift & Steinhorst, 1976; Cameron, 1977) .
Five designs currently of considerable theoretical importance are: (1) a design for removal trapping, that allows for computing the area of effect ), (2) a design for capture-recapture trapping, that keeps the area of effect somewhat constant Jorgensen et al., 1975) , (3) a design for capturerecapture trapping that population estimates without an area estimate (Jolly, 1965 ; S e b e r, 1965), (4) a design for capture-recapture trapping that removes captured animals while completing the trapping effort and releasing them later where they were caught after all collecting was completed (Cameron, 1977) , and (5) a design for capture-recapture trapping which allows for computing the area of effect (Swift & Steinhorst, 1976) . Ideally, these designs should yield the necessary information about the population densities despite possible effects of the trapping, i.e. animals that are killed with removal trapping and animals that become trap-happy or trap-shy with capture-recapture methods, etc. This study provides analyses of data collected from simulated populations and applied to estimators associated with S m i t h's et al. (1971) and J o r g e n s e n's et al. (1975) field designs, that help identify the strengths and weaknesses of both. Methodologies proposed by Swift & Steinhorst (1976) and Cameron (1977) were not included since they were not available at the time the experiments were conducted.
Estimators
The similarities and differences of several commonly used estimators are demonstrated by reviewing the basic concepts and standardizing the notations. These similarities and differences are essential to review because the two estimators Smith et al., 1972 and Jorgensen et al., 1975) used in this comparative study have their origins with earlier models. The simplest and most widely used estimators of live populations are based on the ratios of marked to unmarked animals in the samples (Petersen, 1896;  175, Lincoln, 1930; Schnabel, 1938 and Bailey, 1952) . Lincoln (1930) used the ratio rn i /n i as an estimate of M j /N i , thus N t was estimated with:
M . n lLjJl m i where: M. = the accumulated number of animals marked and released before day i, by definition M 1 -n 1 and generally Ai^Ai^ + n.^ -m.^ = the number of animals released on day i, m i -the number of marked animals caught on day i, and n i = the number of marked and unmarked animals caught on day i. An estimator proposed by H a y n e (1949) for analyzing capture-recapture data uses a variation of the marked to unmarked ratio that causes the estimate to approach iV. as the trapping days increase with less variability than • is estimated with:
When every animal in the population has been marked, Ar_ x will equal AT and n i will equal m., forcing N( L y L equal to AT. This is not true for because it is a weighted average of the previous trapping results. Hayne (1949) , also proposed an estimator for analyzing the data produced by removal trapping, where N was estimated from the regression line n^a+bR^, Since a and b can be estimated with standard regression techniques, and because 7^=0 when all the animals are removed; an estimate of N was found by setting the regression equation equal to zero (0=a + bR t ) and solving for R t :
These three estimators assume no death or migration during the trapping period. Leslie & Chitty (1951) , Leslie (1952 and Jolly (1963 , 1965 developed estimators that include animal survival rates. Of these, J o 11 y's (1965) seems to be more widely used and has been shown to react better to changes in the population (J or gen sen et al and Manly, 1970) . The survival rate is estimated by dividing Ai." by s., which is then used as the basis for estimating the number of marked animals in the population, consequently:
where: s i = the number of animals released on day i, if no animals die in the traps on day i, s i =n i , M= the number of animals caught and marked before day i, that werenot caught on day i, but were caught after i, and M" = the number of s. animals caught after day i, M"=n i -g i if g t = the number of marked animals caught on day i that were not caught during the rest of the trapping period.
Jolly's <1965) population number is estimated by a formula similar to equation (1):
This estimator provides population estimates that change in response to mortality, -while Lincoln's and Hayne's estimators are defined for stable populations only. All estimators are somewhat robust in estimating a »growing« population in that their estimates provide for increases with the addition of new unmarked animals.
Simulators
Before we can adequately describe the methods used herein, it is essential that the simulation from which data are obtained be understood. Burnham & -Overton (1969) , Manly (1970) , and Jorgensen et al. (1972 have developed simulators and analyzed the data generated from them to gather information about various estimators. Burnham & Overton (1969) compared estimators provided by Petersen (1896) and Schnabel (1938) with a geometric, and -an approximation to the geometric for stable animal populations with different probabilities of capturing individual animals. The probabilities of capture were generated from five distributions: (1) constant g, (2) Beta (a, /?) a>l, /?>1, (3) uniform (0,2E (p), E(p)<l/2, (4) Beta (1, yS) /3> 1, (5) Beta (a, 1) a> 1; which were used in the simulation to determine the number of marked and unmarked -animals instantaneously caught for one trapping period. Data provided by the .simulator caused Burnham & Overton (1969) to conclude: (1) S c h n a b e l's (1938) procedure was good when the capture probabilities (p) where equal for all -animals, but poor when the variance of p became large; (2) Petersen's (1896) estimator performed like Schnabel's, but was usually closer to the actual population size; (3) both geometric estimators had a tendency to begin far below the true population value for the first few days of trapping, then overshoot it for the next few days before eventually converging on the true value. They also hypothesized that the Beta distribution may have a wide range of applicability in the real world for assessing the probability of capturing animals. Manly (1970) The simulators developed by Burnham & Overton (1969) and Manly (1970) were used to generate data for estimations independent of a trap design. Jorgensen et al. (1972) developed a simulator which provided for »catching« an animal and determining at which trap location it was caught. Their simulator also provided for sampling from a population with different capture probabilities through the night, different birth, death and dispersal rates, different activity ranges, different animal spatial distributions, and different trapping designs. The basis of this simulator was that every animal and trap had a relationship dependent on the location of the trap in the animal's activity range. The distance from the center of the activity range to any trap can be normalized by the procedure described in Burge & Jorgensen (1972) , such that when an animal is trapped or otherwise observed, one can be confident at the .95 level it will be inside a region circumscribed by an appropriate radius.
The normalized distance called ywhere i = the animal number and j = the trap number, and edensity function of the standard normal curve called f(y ij ), were used to transform the distance into a number (z^) that decreased as the distance increased with the restriction that if y^ 1.96, then = 0. Then z^ was integerized by multiplying it with a constant, such that the sum of all the resulting numbers (P y = probability of capture) was less than 2 31 -1. Since P was greater than zero for every trap within the 95% confidence region of the activity range and zero elsewhere, it could be related directly to the probability of animal i being caught in trap j with: I na nt probability = P tj j V V P gt (6) j S=1 t=l where: na = the total number of animals in the trapping area and nt = the total number of trap stations in the complete design. Animals were caught and assigned to traps in their respective activity ranges based on the principle that the closer a trap was to the activity center the larger P i} would be. The percentage of animals that could be caught or were at risk per time unit per day for each class (r/t) was used to determine the average number of animals caught per time unit per day. This number was the mean used by the Poisson distribution to generate the probabilities of catching 0, 1, 2, ..., and x animals. One of the points was rondomly selected, with the points having the higher probabilities also having the higher likelihood of selection. This point was used as the number of animals caught at that time unit. A random number (R) was generated to cathch an animal and assign it to a trap from a uniform integer distribution, 0<ft<2 81 -1. Then the function P^ • r/t was compared for every i and j until:
If equation (7) is not satisfied for any i and j, a new R was chosen, but when equation (7) was satisfied both the animal and trap were associated and identified Then trap j was checked to determine if it was already occupied; if occupied, a new R was chosen and another attempt made to catch an animal and assign it to another trap. The process of catching animals (equation 7) continued until the appropriate number of animals per time unit had been caught, then the next time unit was used to find the number of animals to be caught from those animals at risk. Animals were caught until all the time units were used, then the animals and traps in which they were caught were printed-concluding one day in the trapping period.
Objectives of this research were: (1) to empirically compare the Smith et al. 
II. METHODS

Field Designs
The DS-R field design used a modified Standard Polish Grid 2 (Fig. 1 ) which had been prebaited for three days, after which the animals were trapped and removed for the next 10 days. Following this, traps from the grid were removed and eight assessment lines set and trapped for the next four days. Removal trapping of the grid was used to create a void, while trapping on the assessment lines was used to measure the size of the void. Densities were estimated by dividing the void area into the population estimated from the animals caught on the grid .
DS-2 used the modified Standard Polish Grid surrounded by at least three permeable »fences« of traps (dense-line) with the one farthest from the grid having the highest concentration ( Fig. 1 ). The purpose of the dense-line was to measure movement, without which it is difficult to accurately estimate birth and death rates, since birth and dispersion are completely confounded. A similar statement can be made about death and dispersion. The algorithm used in this study to determine if an animal was a grid resident was to count the animal as a resident of the grid if it had been captured at least 60% of the time on the grid (as distinguished from the dense-line).
EM-R was based on the Hayne (1949) removal trapping estimator (equation 3)
used to estimate the number of animals removed from the area affected by the grid. Plotting the accumulated captures for a trap line against distance from the grid results in a straight line, whose slope represents the rate of capture. If all the animals were removed from the sampling area, the slope would change abruptly at the edge of the sampling area and be equal to zero inside this area. There were, however, three areas of interest: area of complete removal, area of partial removal and the area of no removal. Starting at the end of the assessment lines farthest from the grid, the number of animals caught were accumulated, resulting in three regression lines defined so the residual mean square errors were minimized in:
where: Z c~l , z =0, and Z u =0 if X i was in the area of complete removal; Z c =0, Zp== 1, and Z u =0 if X i was in the area of partial removal; and Z c = 0, Z p = 0, and Z u = l if X i was in the unaffected area.
In should be noted that equation 8 could be written as three separate straight lines, one for each area. The algorithm used was to try all passible definitions of area, such that the error mean square of equation 8 was minimized.
The exact point of demarcation between the areas of complete and partial removal was calculated with the following equations for X:
The point outside of the grid along the assessment lines representing the area of complete removal was found with:
Analytical Methods
Y f=(« c +i>cX i )Z c +(a p +b p X.)Z p +(a u +b u X i )Z u +e (8)
with fc> c =0 when removal was complete. The size of the area of complete removal was estimated with A' = (2X + Wfit) 2 , where Wg is the width of the grid. Densities were then obtained by dividing A' into the estimated population size. EM-2 was based on the partitioning of marked and released animals that were not recaptured during the remaining trapping days into death, dispersal, and others. Methods for this partitioning were adequately described by Jorgens e n et al. (1975) and Scott (1973) ; resulting in the estimate: 
III. RESULTS
Results of these studies produced data too voluminous to completely report; consequently, only comparative data are included. EM-2 and other live-trapping estimates for stable populations are presented for the ninth day only, although complete data were obtained for all 10 days of trapping during each period (Table 1 ). Hayne's estimates are re-ported for the tenth day, since that represents the estimate with the most data. All experiments were replicated twice and the average used as the basis for comparison.
Population sizes for the experiments with removal trapping varied among their own replications and from those reported for the live trapping experiments -in spite of the fact that the number of animals included in each experiment was constant ( Table 1) . Differences between the removal and live trapping resulted from the field designs: the removal trapping area was determined as a function of results obtained from the assessment lines, while the area was fixed by the grid design for live trapping. Actual numbers of animals included in the total potential area of influence (by trapping) and their specific important parameters are reported in Table 2 . After sizes of the populations and areas they utilized were estimated, the computed densities were compared with the actual number of animals located on the grid area. Three methods were used to compare the population estimates:
1. Deviations from the actual unstandardized population size:
Chi-square goodness of fit: Comparative relative biases can easily be assessed from results presented in Fig. 2 and 3 for all estimates of the stable populations. These comparisons originated from Table 1 and include only the one day's estimates as indicated. Stable populations, although convenient, likely do not occur in nature; thus, additional experiments were conducted that included estimates for unstable populations. These experiments required an entirely new set of population parameters (Table 3 ).
Since the populations were changing on a daily schedule, resulting i'rom birth and/or death, a single estimate for each of the live trapping experiments was not meaningful for the unstable populations. Tables 4  and 5 (Table 6 ). Since these responses were determined for a wide range of combined population variables, their respective impacts on the estimators were assessed. These assessments were based on the assumption that any estimator should approximate N, thus, (N -N) 2 should be as small as possible to insure accuracy. Although the magnitude of (N-N) 2 reflects comparatively how good an estimator is if the population parameters Table 3 Population parameters for simulation in which the numbers of animals were changing (unstable) during the sampling period. are unknown, a robust estimator is likely to persistantly provide better results. Also, the estimator should provide as much information about the population as possible. Results of this work may be used in selecting field designs and estimators that are most appropriate for the investigator's needs. Considerable effort has been made to assess the usefulness and accuracy of the Jolly (1965) estimator. Since first published, it Table 4 Densities (animals per ha) for H a y n e (N H ) and the EM-2 estimation methods of simulated populations in which the numbers of animals were changing during the sampling period (see Table 3 ).
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• -EM-2 01) Live and removal methods to estimate mammal densities 187, Tatole 5 Densities (animals per ha) for Lincoln's (N L ) and Jolly's (Nj) estimation methods of simulated poDulations in which the numbers of animals were changing during the sampling period (see Table 7 ). the essential void and assessment lines provided data that could be used to determine an estimate of void's size and subsequently the density of animals on the grid. The design provided for areas of complete Table 6 Estimates and densities of animal numbers using Smith et al.'s (1971) removal method (EM-R) in which the numbers were changing during the sampling period (see Table 3 ). removal, partial removal and no removal in estimating the densities. Although this study computed estimates of population densities (Table 1) , the area of partial removal did not materialize when stable populations were sampled, even though it was expected since the simulated animals could not shift their centers of activity and did not range beyond the home range radii specified in Table 2 . Under natural conditions, the area of partial removal would still be expected to develop, but primarily as animals shift their home ranges, either by moving the activity center or ranging further in response to the created voids; otherwise this area would be negligible or virtually eliminated. Since the method of assessing densities depends on stable home ranges, it can be challenged, but only as it relates to the size of area of complete removal; and even then the results for stable populations seems adequate and better than most live-trapping field designs ( Fig. 2  and 3 ).
If a population is not stable and particularly if birth and death are responsible for the instability, it is helpful to have an estimator that will provide some information about what is happening to the population during the trapping period. Because of this EM-R was not particularly while sampling unstable populations. When a population was experiencing substantial loss through death, as in experiments 19-27 (Table 3) , the void was created, but fewer animals were removed than expected. Consequently, when the data from the assessment lines were used to determine the void size, animals were caught somewhat further from the grid and the densities were often underestimated ( Table 6 ). This phenomena is compensated for when: (1) the animals are essentially removed during the first 3--4 days of trapping, (2) the death rate is not particularly high or (3) birth and death are occurring simultaneously during the trapping period.
When birth (at least entrance into the trappable population) is high (Table 3) , there would be a tendency to underestimate the population since the void would be expected to be smaller (Fig. 4) . As one examines results on Tables 5-6 and Fig. 4 , relative average void sizes can be determined as: death only -8.30 ha, stable -7.24 ha, birth and death -6.4 ha, and birth only -4.62. This is precisely what one would expect, although unstable populations, particularly those experiencing birth and death, may vary considerably relative to one another, depending on which parameter is dominant. Where death is dominant (Experiments 22--24) or birth is dominant (Experiments 4-6), the average void sizes are 5.78 ha for birth dominance and 8.60 ha for death dominance -again precisely what would be expected. Since there was a distinct area of partial removal in unstable populations, this phenomenon alone might indicate that stability is not satisfied in natural populations if a similar area of partial removal is made, although it does not indicate the cause of instability.
Since (N-N) 2 can be used to assess the relative accuracy of an estimate, some comparisons will be helpful in visualizing how home range radii and densities affect the density estimates. If activity radii are relatively small, the encroachment of periphery animals into the void is negligible, as is the case with small densities; thus, these will consistently underestimate the actual densities. The opposite is true for large radii and high densities. These observations are expected since they have direct impacts on the void. In stable populations the average (N-N) 2 for radii equal to 30 m was 0.240, 0.752 for radii equal to 44 m and 1.977 for radii equal to 54 m. Similarly, when contrasting the results of varying densities, i.e. 100 animals provided an average (N-N)* of 0.495, while 200 provided 0.276 and 300 provided 2.054. This suggests that densities too low or too high might produce less reliable results.
Data gathered from the unstable populations produced similar results, although they were further confounded by varying birth and death rates. As the home range radii increased from 30-44-54, (N-N) 2 increased from 0.383-66.634-98.498, respectively; while the same estimates for densities of 67, 133 and 200 animals per ha produced 27.963, 13.831 and 124.833, respectively. Again, it appears that if densities are too low or too high, the method may produce questionable results, particularly when the population is unstable.
Live trapping results are somewhat easier to contrast since the population parameters and actual densities were constant for each experiment. The DS-L design was demonstrated to be an improvement over other previously used designs. The dense-line provided a method that limited the area of effect to the grid, reduced the border effect and limited dispersal by partitioning animals into grid and non-grid residents. Although it was originally thought that the dense-line would allow measurements of dispersal, it often inhibited movement (French et al., 1971 ) and what d.iscernable dispersal occurred resulted from random fluctuations, but there is still reason to think the dense-line can serve in its original function if dispersal is important during the trapping period. The most essential consideration in placing the dense-line is to insure it is not too far from the grid (Fig. 1) to allow animals mid-way between the grid and denseline to conveniently reach each.
A brief examination of Table 1 and Fig. 2 and 3 illustrate that EM-2 generally performs better than the other live-trapping estimators for 10 day periods. If it is necessary to trap for less than five days and a stable population can be assumed, Hayne's (1949) (N w ) estimator will approach N more rapidly and can be expected to produce better estimates earlier in the analyses.
As was mentioned earlier, if the populations are unstable during the trapping period, it is important to get as much information about the changes as possible. Among these estimators, only and EM-l were capable of responding appropriately to death in the population during the trapping period, although N {L) and N {fJ) were sensitive to animals recruited into the population via birth. Although both and EM-2 provided some indication of what the population experienced during the trapping period, provided only survival and dilution rates, while EM-2 provided:
Pa. -the probability of avoiding the traps for ¿ -1 days before being caught, and
Pl t = the probability that an animal left the grid during i-1 days.
These statistics generally provide for a better estimate of N (Tables 1, 4 and 5) when the individual daily estimates are considered. Also, if the average density estimates are considered, EM-2 provided a higher level of precision ( Fig. 2-5 ). General analyses of these results and inferences suggest that ecologists need to carefully evaluate their specific needs and establish an acceptable margin of error before selecting a trapping design and estimator. If one has information about population characteristics such as birth and death rates, dispersal behavior, activity radii, etc., better selections can be made; but if this information is unavailable a more robust estimator will provide the most reliable information. In this regard, DS-2 and EM-2 provide the best methods since they are always reliable, providing the dense line is close enough to the grid. Removal trapping (DS-R) may also provide reliable estimates (EM-R) if the area of partial removal is not too great. If this area is large, one would logically assume the population to be unstable, but since the analyses succeeds removal trapping, opportunities for adjustements and retrapping are not available.
