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Abstract
This work consists of four self-containedly presented parts.
In the first part we prove equivariant spectral asymptotics for h-pseudo-
differential operators for compact orthogonal group actions generalizing re-
sults of El-Houakmi and Helffer (1991) and Cassanas (2006). Using recent
results for certain oscillatory integrals with singular critical sets (Ramacher
2010) we can deduce a weak equivariant Weyl law. Furthermore, we can prove
a complete asymptotic expansion for the Gutzwiller trace formula without
any additional condition on the group action by a suitable generalization of
the dynamical assumptions on the Hamilton flow.
In the second and third part we study resonance chains which have been
observed in many different physical and mathematical scattering problems.
In the second part we present a mathematical rigorous study of the reso-
nance chains on three funneled Schottky surfaces. We prove the analyticity
of the generalized zeta function which provide the central mathematical tool
for understanding the resonance chains. Furthermore we prove for a fixed
ratio between the funnel lengths and in the limit of large lengths that after
a suitable rescaling the resonances in a bounded domain align equidistantly
along certain lines. The position of these lines is given by the zeros of an
explicit polynomial which only depends on the ratio of the funnel lengths.
In the third part we provide a unifying approach to these resonance chains
by generalizing dynamical zeta functions. By means of a detailed numerical
study we show that these generalized zeta functions explain the mechanism
that creates the chains of quantum resonance and classical Ruelle resonances
for 3-disk systems as well as geometric resonances on Schottky surfaces. We
also present a direct system-intrinsic definition of the continuous lines on
which the resonances are strung together as a projection of an analytic vari-
ety. Additionally, this approach shows that the existence of resonance chains
is directly related to a clustering of the classical length spectrum on multiples
of a base length. Finally, this link is used to construct new examples where
several different structures of resonance chains coexist.
The fourth part deals with a symmetry factorization of dynamical zeta
functions for holomorphic iterated function schemes. We introduce the no-
tion of a finite symmetry group for these iterated function schemes and prove
that the dynamical zeta function factorizes into entire symmetry reduced zeta
functions that are parametrized by the irreducible characters of the symme-
try group. Under an assumption on the group action on the symbols of the
symbolic dynamics, we are able to simplify the formulas for the symmetry
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reduced zeta functions considerably. As an application we apply the symme-
try factorization to Selberg zeta functions of symmetric n-funneled Schottky
surfaces and show that the symmetry reduction simplifies the numerical cal-
culation of the resonances strongly.
Zusammenfassung
Diese Arbeit besteht aus vier eigensta¨ndigen Teilen.
Im ersten Teil beweisen wir a¨quivariante spektrale Asymptotiken fu¨r h-
Pseudodifferentialoperatoren und fu¨r kompakte, orthogonale Gruppenwirkun-
gen. Diese Ergebnisse verallgemeinern bisher bekannte Resultate von El-
Houakmi und Helffer (1991) sowie Cassanas (2006). Indem wir neue Ergeb-
nisse fu¨r oszillierende Integrale mit singula¨rer kritischer Menge (Ramacher
2010) nutzen, ko¨nnen wir eine schwache Form des Weyl-Gesetzes beweisen.
Außerdem erhalten wir vollsta¨ndige asymptotische Entwicklungen fu¨r die
Gutzwiller-Spurformeln ohne eine zusa¨tzliche Bedingung an die Gruppen-
wirkung zu stellen, indem wir die Annahmen an die Dynamik des Hammilton
Flusses geeignet verallgemeinern.
Im zweiten und dritten Teil untersuchen wir Resonanzketten, die in vie-
len unterschiedlichen physikalischen und mathematischen Streuproblemen
beobachte wurden.
Im zweiten Teil pra¨sentieren wir eine mathematisch rigorose Untersuchung
der Resonanzketten auf Schottky-Fla¨chen mit drei hyperbolischen Trichtern.
Wir zeigen die analytische Fortsetzbarkeit der verallgemeinerten Zetafunktio-
nen, die das zentrale Werkzeug zum Versta¨ndnis der Resonanzketten liefern.
Außerdem beweisen wir, dass die Resonanzen nach geeigneter Reskalierung,
fu¨r ein festes, rationales Verha¨ltnis zwischen den Trichterweiten und im
Grenzwert großer Weiten a¨quidistant auf Geraden angeordnet sind. Die Po-
sition dieser Geraden ist vollsta¨ndig durch ein explizites Polynom gegeben,
das nur vom Verha¨ltnis der Trichterweiten abha¨ngt.
Im dritten Teil pra¨sentieren wir einen vereinheitlichenden Ansatz zu den
Resonanzketten durch eine Verallgemeinerung der dynamischen Zetafunktio-
nen. Mittels einer detaillierten numerischen Untersuchung illustrieren wir,
dass die verallgemeinerten Zetafunktionen den Mechanismus erkla¨ren, der
diese Ketten erzeugt und der sich sowohl auf klassische Ruelle-Resonanzen
und Quantenresonanzen in 3-Disk Systemen anwenden la¨sst, als auch auf
geometrische Resonanzen auf Schottkyfla¨chen. Desweiteren pra¨sentieren wir
eine System-inha¨rente Definition der kontinuierlichen Linien, auf denen die
Resonanzen aufgereiht sind, indem wir sie als Projektionen analytischer Va-
rieta¨ten schreiben. Außerdem zeigt dieser Ansatz, dass die Ausbildung von
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Resonanzketten direkt mit einer Clusterbildung im klassischen La¨ngenspek-
trum um Vielfache einer Basisla¨nge verknu¨pft ist. Schließlich nutzen wir
diese Erkenntnis um neue Beispiele konstruieren, in denen sogar mehrere
Kettenstrukturen koexistieren.
Der vierte Teil behandelt die Symmetriereduzierung dynamischer Zeta-
funktionen fu¨r holomorphe iterierte Funktionensysteme. Wir fu¨hren den Be-
griff einer endlichen Symmetriegruppe fu¨r ein solches iteriertes Funktionen-
system ein und zeigen, dass die dynamische Zeta-Funktion in ganze sym-
metriereduzierte Zetafunktionen faktorisiert, welche durch die irreduziblen
Charakta¨re der Symmetriegruppe parametrisiert werden. Unter einer An-
nahme an die Gruppenwirkung auf den Symbolen der symbolischen Dynamik
gelingt es uns, die Formeln fu¨r die symmetriereduzierten Zetafunktionen
noch weiter zu vereinfachen. Als Anwendungsbeispiel wenden wir die Fak-
torisierung auf Selberg-Zetafunktionen von symmetrischen Schottkyfla¨chen
mit n Trichtern an und wir zeigen, dass durch die Faktorsierung die nu-
merische Suche der Nullstellen enorm vereinfacht wird.
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1 General introduction
This work consists of four parts that, however different they may look like, all
deal with the following basic question: Given a partial differential equation,
that one cannot hope to solve exactly, what rigorous results can one prove
about the “structure” of its solutions? Two other principles that are common
in all parts are, first the utilization of symmetries in order to simplify the
problems and second the role of an asymptotic parameter. This means that
instead of proving results for one partial differential equation, we consider a
whole family of them and are able to prove asymptotic results in a certain
limit of the parameter, parametrizing the family of equations.
The motivation for considering the studied partial differential equations
as well as the kind of results that is proven differs, however, between the four
parts.
In Part I Schro¨dinger operators in Rn are studied. These operators are
important as they describe quantum mechanics and the asymptotic limit
is the semiclassical limit which allows to prove a rigorous connection bet-
ween quantum and semiclassical physics. In particular we are interested in
Schro¨dinger operators that are invariant under a Lie-group symmetry. In this
case one can use the Peter-Weyl theorem and study the symmetry reduced
operator and we are interested in results on the asymptotic number of its
eigenvalues (Weyl law) as well as in the correlation of them (Gutzwiller trace
formula). The particular difficulty that arises in this part is that the symme-
try group action can have different orbit types. In these cases the standard
proof for the Weyl and Gutzwiller formula broke down up to now, due to
a singular critical set in the stationary phase approximation. Using recent
results of resolution of singularieties in this case, as well as a better under-
standing of the critical set in the Gutzwiller case, allowed to considerably
extend the known results.
Part II and IV deal mainly with resonances of the Laplace operators on
Schottky surfaces. These surfaces arise as concrete examples in a vast range
of topics, such as differential and complex geometry, number theory, rep-
resentation theory, partial differential equations and mathematical physics.
The motivation for their study is similarly rich. In Part II and III the recently
discovered phenomenon of resonance chains is treated, which are surprisingly
strong structures in the resonance structure and which were up to now merely
understood. In Part II we provide a rigorous treatment of these chains on
three funneled Schottky surfaces. We prove the existence of these chains in
a certain geometrical limit by giving a surprisingly easy asymptotic formula
for the location of the resonances. Part III then provides a more applied
approach to these resonance chains and builds a bridge to physics and quan-
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1 GENERAL INTRODUCTION
tum chaos. There very similar chains have been observed since a long time
and by numerical experiments an underlying mechanism for the resonance
chains is revealed, that applies to resonance chains in many different settings.
Additionally this approach allows to deduce a hypothesis for which systems
resonance chains are in general observable and this hypothesis is verified
numerically in a variety of different examples.
Finally Part IV deals again with a symmetry reduction, but this time
for dynamical zeta functions. These zeta functions play a crucial role in the
numerical calculation of resonances on Schottky surfaces. In presence of a
finite symmetry group we obtain a factorization of the zeta function and very
explicit formulas for the symmetry reduced factors. As an application of these
formulas we show, that the symmetry reduction simplifies the calculation of
resonances on Schottky surfaces by several orders of magnitudes and we use
this gain in efficiency for some further tests of the hypothesis from Part III.
Even if there are common principles and links between all these four parts,
the audience that could be interested in these different results differs strongly.
I therefore decided to present the four parts as self-contained texts. Each part
contains its own introduction providing a motivation and an overview over
previous results. Also all the needed objects and notations are introduced
in each part, separately. This has the obvious disadvantage, that there are
many repetitions, e.g. the definition of Schottky surfaces appears three times
in the text. However, this approach inhibits the advantage, that in different
parts, different aspects can be emphasized. In Part II and IV for example
the symbolic coding is a very important technical tool in the proof and the
appearing zeta functions are mostly written as sums over closed symbolic
words. In Part III, however, these technical details are less important so
that zeta functions can be seen from a more global point of view as sums
over closed geodesics. For readers that intend to read all or several parts
I kept the notation between the parts as consistent as possible and added
some remarks in footnotes, that illuminate connections between the different
parts.
2
Part I
Equivariant spectral
asymptotics for
h-pseudodifferential operators
2 Introduction
Semiclassical analysis provides a rigorous way to establish a connection be-
tween quantum physics and classical mechanics. Mathematically, a non-
relativistic quantum mechanical system is described by the spectrum of an
h-pseudodifferential operator (h-PDO) Hˆ on Rn while the classical system
is described by the Hamilton-flow of the associated symbol H(x, ξ) on the
symplectic vector space T ∗Rn. From a mathematical point of view the ques-
tion of connecting quantum physics to classical mechanics thus consists in
proving asymptotic formulae for the spectrum of Hˆ in terms of H in the limit
h→ 0.
The two main theorems which have been established in this field are
the Weyl law and the Gutzwiller trace formula. While the Weyl law gives
an estimate for the number of eigenvalues below a certain energy in terms
of the phase space volume of the corresponding classical energy shell, the
Gutzwiller trace formula gives an asymptotic formula for the correlation of
the eigenvalues in terms of periodic orbits of the classical flow.
The first version of Weyl’s law was already proven in 1912 for special sec-
ond order partial differential equations by Hermann Weyl [92], who wanted
to give a rigorous foundation for the Rayleigh-Jeans law for black body ra-
diation. This work has been generalized in various different works, among
which we want to mention the work of Ho¨rmander [51], who extended these
results to elliptic pseudodifferential operators on compact manifolds, using
the approach of Fourier integral operators (FIOs), and the work of Helffer
and Robert [79] in the context of elliptic h-PDOs on Rn.
The connection between spectral correlations and periodic orbits was first
established in physics by the pioneering work of Gutzwiller [47] and Balian
and Bloch [1] around 1970. Shortly later, between 1973 and 1975, similar
results were rigorously proven for elliptic operators on compact manifolds by
Colin de Verdie`re [19, 20, 22], Chazarain [18], and Duistermaat and Guillemin
[28]. For h-PDOs, rigorous proofs have finally been given in the 90s by Paul
and Uribe [73, 74] using a trick of Colin de Verdie`re [21] which allows to link
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the semiclassical problem to homogeneous PDOs, and by Meinrenken using
a direct FIO approach [62].
Symmetries of physical systems are known to simplify their study signif-
icantly. If for example the Hamiltonian Hˆ commutes with a compact Lie
group G acting linearly on Rn, then Hˆ leaves the Peter-Weyl decomposition
L2(Rn) =
⊕
χ∈Gˆ L
2
χ of this group action invariant. Accordingly, one can
restrict the Hamilton operator to one of the subspaces L2χ belonging to an ir-
reducible representation χ of G. One can then study the spectral asymptotics
of the symmetry-reduced Hamilton operator Hˆχ := Hˆ|L2χ. This amounts to
the question of counting the eigenvalues of this reduced Hamilton operator
(equivariant Weyl law) and the question of correlations in the spectrum of
Hˆχ (equivariant Gutzwiller trace formula).
For elliptic operators on compact manifolds, the leading term of the equiv-
ariant Weyl law has been obtained for general group actions by Donnelly [27]
and Bru¨ning-Heintze [12] using heat kernel methods, which however do not
allow to obtain remainder estimates. First remainder estimates were only
obtained for actions with only one orbit type by Donnelly [27], Bru¨ning-
Heintze[12], Bru¨ning [11] and Guillemin-Uribe [41] in the homogeneous set-
ting, and by Helffer-Robert [49, 50] and El-Houakmi-Helffer for h-PDOs.
When trying to obtain remainder estimates for general group actions, it
turns out that singularities in the critical set of the appearing phase function
cause serious problems. Recently it has been possible to obtain remain-
der estimates for the equivariant Weyl law for elliptic operators on compact
manifolds which are invariant under general compact group actions [78] by
partially resolving the singularities of the critical set (see also [17] for pre-
liminary results).
In the derivation of equivariant Gutzwiller formulae, singularities in the
critical set are a major obstruction in deriving the desired spectral asymp-
totics, too. There are two sources for these singularities: The group action
and the Hamilton dynamics. Because of this, in all articles on equivariant
Gutzwiller trace formulae (Guillemin-Uribe [41] for elliptic PDOs on com-
pact manifolds and Cassanas [15, 16] for h-PDOs) the spectral asymptotics
only hold under two conditions: The clean-flow or non-degenerate orbit con-
dition, which are conditions on properties of the Hamilton flow (see e.g. [16,
Definition 4.4]), and the condition of reduction, which is a condition on the
group action (see e.g. [16, Definition 2.1]).
In the present work, equivariant spectral asymptotics of h-PDOs for gen-
eral compact group actions are derived. Concerning the number of eigen-
values, we prove a weak equivariant Weyl law by reducing the problem to
oscillatory integrals with singular critical sets which already appeared in [78].
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Regarding the spectral correlations, we drop the condition on the group ac-
tion on which the clean flow and non-degenerate orbit conditions are usually
based. Instead we generalize the non-degenerate orbit condition for arbi-
trary group actions. Based on this new generalized condition on the Hamil-
ton flow, we can derive a complete asymptotic expansion for the equivariant
Gutzwiller trace formula without additional reduction assumptions. Fur-
thermore we present a simple explicit example of a 3-dimensional Harmonic
oscillator which illustrates that these new conditions are much less restrictive.
3 Definitions and notations
3.1 Classical Hamilton mechanics and quantization
We will consider Hamilton systems on the phase space R2n. Points in phase
space will commonly be denoted by z ∈ R2n, respectively by (x, ξ) ∈ R2n,
x, ξ ∈ Rn, if we want to distinguish between the space variable x and momen-
tum variable ξ. Even if the tangent space TzR2n is canonically isomorphic to
R2n we will emphasize the difference by denoting tangent vectors by Greek
letters α, β ∈ TzR2n. The 2n × 2n matrix J =
(
0 1
−1 0
)
defines a sym-
plectic form by ω(α, β) := 〈α, Jβ〉 where 〈, 〉 is the standard scalar product
on R2n.
A Hamiltonian on the symplectic manifold (R2n, ω) is a smooth function
H : R2n → R. Via the symplectic structure we can associate a Hamilton vec-
tor field XH to the Hamiltonian H by the condition dH(•) = ω(XH , •). For
the trivial symplectic manifold (R2n, ω) the Hamilton vector field is simply
given by J∇H(z), where ∇ denotes the gradient in R2n. This vector field
generates the Hamilton flow Φt : R2n → R2n by setting
d
dt
Φt(z) = J∇H(Φt(z)). (3.1)
In order to simplify notation we will sometimes write (xt, ξt) = zt = Φt(z).
For a given energy E ∈ R, the energy shell is denoted by ΣE := H−1(E).
As ω is antisymmetric, we have 0 = 〈∇H(zt), J∇H(zt)〉 = ddtH(zt). Thus,
the energy is preserved along the flow, and the Hamilton flow leaves ΣE
invariant. Furthermore, ∇H(z) ⊥ J∇H(z), and if H is non-degenerate in z,
i.e. if ∇H(z) 6= 0, then ΣE is locally smooth and TzΣE = (∇H(z))⊥.
Using a general formula for the Lie-derivative of a differential form we
calculate
d
dt |t=0
(Φ∗tω) = LXHω = d(XHyω) +XHydω = ddH = 0
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where we used the closeness of ω and the definition of XH . Consequently the
symplectic form is preserved under the Hamilton flow and the flow consists
thus of symplectomorphisms.
In order to discuss the quantization of the classical Hamiltonian, we first
introduce the notion of order functions and symbol classes (see e.g. [97,
Chapter 4] for a more detailed introduction).
Definition 3.1 (Order function). A measurable function m : R2n → R+ is
called order function if there exist constants C > 0 and N ∈ R such that
m(z) ≤ C〈z − z′〉Nm(z′)
where 〈z〉 :=√1 + |z|2.
A standard example for such an order function is e.g. m(x, ξ) = 〈x〉a〈ξ〉b
with a, b ∈ R.
Definition 3.2 (Symbol class). Let m be an order function. Then the cor-
responding symbol class is defined by
S(m) := {a ∈ C∞(R2n), ∀ γ ∈ N2n ∃Cγ with |∂γa| ≤ Cγm}.
Definition 3.3 (Quantization). For a symbol H ∈ S(m) and t ∈ [0, 1],
the quantization of H is defined on the Schwartz space S(Rn) of rapidly
decreasing functions as the operator(
Oph,t(H)Ψ
)
(x) := (2πh)−n
∫
R2n
H (tx+ (1− t)y, ξ)Ψ(y)e ih (x−y)ξdydξ.
Two particular important special cases are the standard quantization for
t = 1 (
Oph(H)Ψ
)
(x) := (2πh)−n
∫
R2n
H (x, ξ)Ψ(y)e
i
h
(x−y)ξdydξ
and the Weyl quantization for t = 1
2(
Opwh (H)Ψ
)
(x) := (2πh)−n
∫
R2n
H
(
x+ y
2
, ξ
)
Ψ(y)e
i
h
(x−y)ξdydξ.
The Weyl quantization has the particular advantage that real symbols
give rise to L2-symmetric operators. We will therefore mainly use the Weyl
quantization, and in order to shorten the notation, we will denote the Weyl
quantization of a symbol by Hˆ := Opwh (H). In general, such a quantized
pseudodifferential operator will, however, not have purely discrete spectrum.
In order to obtain a Hamilton operator with satisfactory spectral properties
we suppose
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Hypothesis 3.1. H : R2n → R is a smooth function bounded from below
such that 〈H〉 is an order function and H ∈ S(〈H〉).
From these regularity conditions it follows with [48, The´ore`me 2.6] that
Hˆ extends to a unique self-adjoint operator on the space of square integrable
functions L2(Rn). However, such an operator will not have discrete spectrum
in an interval [E1, E2] in general, and therefore we assume
Hypothesis 3.2. There are constants E1 < E2 and ε > 0 such thatH
−1([E1−
ε, E2 + ε]) ⊂ R2n is compact.
The physical interpretation of this condition is that the system is closed,
and from [48, Proposition 5.1] we obtain that there is an h0 > 0 such that
for h ∈]0, h0] the spectrum of Hˆ in the interval [E1, E2] is purely discrete.
3.2 Group actions and symmetry reduction
We first recall some general facts about compact group actions. Let G be a
compact Lie group acting on a smooth manifold M . For g ∈ G and m ∈ M
we will simply denote the group action by gm. Given a point m ∈ M , we
define its stabilizer subgroup as Gm := {g ∈ G, gm = m} ⊂ G. The orbit
of m under the group action will be denoted by Gm := {gm, g ∈ G} ⊂ M ,
and it is always a smooth manifold diffeomorphic to the homogeneous space
G/Gz. Furthermore, all the stabilizer subgroups Gm′ for arbitrary points on
the orbit m′ ∈ Gm are conjugate to each other. In general, for points on
different orbits this is not the case, which leads to
Definition 3.4 (Orbit types). Let m,m′ ∈ M be two points. Their orbits
G/Gm and G/Gm′ are said to be of the same type if the stabilizer subgroups
Gm and Gm′ are conjugate in G. If two orbits G/H1 and G/H2 (H1 and H2
being closed subgroups of G) are given, then one can define a partial order
on the orbit types by defining
type(G/H1) ≤ type(G/H2)⇔ H2 is conjugate to a subgroup of H1. (3.2)
One of the most important results in the theory of compact group actions
is the existence of a principal orbit type.
Proposition 3.1. Let G be a compact group acting smoothly on a manifold
M . Then there exists a principal orbit type G/H such that the union of all
points of this orbit type M(H) := {m ∈ M, Gm is conjugate to H} is open
and dense in M . Furthermore, this orbit type is maximal with respect to the
order relation (3.2).
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Proof. See e.g. [10, Theorem IV.3.1].
Symmetry groups of a Hamilton system are always required to preserve
the symplectic structure. For a Hamilton system on R2n a linear group G
preserving the symplectic structure ω (i.e. fulfilling ω(gα, gβ) = ω(α, β) for
all α, β ∈ R2n and g ∈ G) has thus to be a subgroup of the symplectic group
Sp(n). An important class of symplectic group actions arise from subgroups
G ⊂ Gl(n,R). For an element g ∈ G acting linearly on Rn, this action can
be lifted to a symplectic action on R2n by defining g(x, ξ) := (gx, (gt)−1ξ).
In the sequel, we will only consider compact subgroups G ⊂ O(n), so that
the symplectic action simplifies to g(x, ξ) = (gx, gξ). Studying orthogonal
subgroups is in fact not more restrictive than studying compact subgroups
G ⊂ GL(n,R), because by a standard averaging argument each such group
G is conjugate to an orthogonal subgroup S0GS
−1
0 ⊂ O(n) for a suitable
S0 ∈ Gl(n,R) (see e.g. [15, Lemma 4.6] for more details). Through the
smooth path eAtz ⊂ R2n, each element A of the Lie algebra g of G defines
a vector in TzR2n. Identifying the tangent space with R2n, and considering
g as a matrix Lie algebra of n × n matrices, this vector is exactly given by
the matrix action (Ax,Aξ). We will generally denote it by Az and write the
vector space spanned by this Lie algebra action as gz := {Az, A ∈ g}. It is
straightforward to check that gz = Tz(Gz).
A Hamiltonian is said to be G-invariant if H(gz) = H(z) for all g ∈
G, z ∈ R2n. In this case the flow commutes with the G-action. Indeed, under
certain assumptions such Hamilton systems can be reduced, i.e. one can
construct a lower dimensional Hamilton system by using constants of motion
and dividing out the group action. An important object for this symplectic
reduction is the so called momentum map, which encodes the constants of
motion. In our setting it is given by
µ :
{
R2n → g∗
z 7→ µ(z) where µ(z)(A) := 〈z, JAz〉.
The zero level of the momentum map is given by
Ω0 := µ
−1(0) := {z ∈ R2n, 〈z, JAz〉 = 0 ∀A ∈ g}.
The regularity of Ω0 strongly depends on the properties of the G-action. If
U ⊂ R2n is an open G-invariant subset intersecting Ω0 such that all orbits in
Ω0 ∩ U are of the same type, then it is known (see e.g. [17, Proposition 2])
that Ω0 ∩ U is a smooth manifold with tangent space
Tz(Ω0 ∩ U) = (Jgz)⊥.
Furthermore, one has the following important
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Theorem 3.2 (Symplectic reduction). If U is a set with the properties as
above, then G\(Ω0 ∩ U) carries a unique structure of a smooth symplectic
manifold and the projection
Pr :
{
Ω0 ∩ U → G\(Ω0 ∩ U)
z 7→ [z]
which associates to each point z the corresponding equivalence class [z] in the
quotient is a smooth submersion. If H : U → R is a G-invariant Hamilto-
nian, then it reduces to a smooth Hamiltonian H˜ : G\(Ω0∩U)→ R, and the
Hamilton flow Φ˜t of H˜ on G\(Ω0 ∩ U) is compatible with the flow Φt of H
on U , i.e.
Φ˜t ◦ Pr = Pr ◦ Φt (3.3)
Proof. see [69, Theorem 8.1.1, p.302]
An important example for such an G-invariant open subset is the open
and dense set of all principal orbits M(H) described by Proposition 3.1. We
will call the intersection of Ω0 with this set the regular part of Ω0 and write
Reg Ω0 := Ω0 ∩M(H).
If the condition of equal G-orbits on Ω0∩U is not fulfilled, a reduction to a
singular stratified space is possible [69, Theorem 8.1.1, p302]. The reduction
is however much more complicated and uses results on the stratification of
G-spaces in orbit types.
On the quantum mechanical side, the symmetry reduction appears via the
Peter-Weyl theorem. The orthogonal action of G on Rn induces a unitary
representation on L2(Rn), which is the space on which we study the quantized
Hamilton operator, by
(M(g)Ψ)(x) := Ψ(g−1x) ∀ Ψ ∈ L2(Rn).
By the Peter-Weyl theorem, this unitary representation leads to the following
decomposition of our Hilbert space L2(Rn): Let χ ∈ Gˆ be an equivalence class
of unitary irreducible G-representations given by an irreducible character
of the compact group G and dχ = χ(Id) the dimension of the irreducible
representation. Then
Pχ := dχ
∫
G
χ(g)M(g)dg (dg is the normalized Haar measure)
is a projector, and we denote its image by L2χ(R
n). The space L2(Rn) then
decomposes into a direct sum
L2(Rn) =
⊕
χ∈Gˆ
L2χ(R
n).
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As a direct consequence of the G-invariance of the Hamiltonian H , we get
that the quantized Hamilton operator Hˆ commutes with the G-action M(g)
so that
Hˆ = M(g)HˆM(g−1). (3.4)
Equation (3.4) implies that the Hamilton operator leaves L2χ(R
n) invariant.
We can therefore consider the restriction of Hˆ to L2χ(R
n) and denote it by
Hˆχ. This restricted operator is the symmetry-reduced Hamilton operator.
Note that that in contrast to the symmetry reduction of the classical system,
for the quantum reduction there are no additional complications if G acts
with different orbit types.
4 Weak equivariant Weyl asymptotics
In this section we will prove a theorem for the asymptotic number of eigenval-
ues of the reduced Hamilton operator Hˆχ for an arbitrary compact orthogonal
group action. Suppose that Hˆχ has purely discrete spectrum on ]E1, E2[ and
let f ∈ C∞0 (]E1, E2[). Note that as Hˆ = Opwh (H) is a family of operators
parametrized by h > 0, its spectrum will equally depend on the semiclas-
sical parameter h. We will give the leading term in the limit h → 0, plus
a remainder estimate, for the expression
∑
f(λi), where the sum is over all
eigenvalues of Hˆχ in ]E1, E2[ repeated according to their multiplicity. By
taking a smooth function approximating the characteristic function of an
interval [a, b] ⊂]E1, E2[, this expression immediately gives us approximate
information on the asymptotic number of eigenvalues in the interval [a, b].
As we are restricted to smooth functions f , and cannot take f exactly to
be a characteristic function, we call these asymptotics “weak Weyl asymp-
totics”. The strong version of the equivariant Weyl’s law i.e. asymptotics
for f being a characteristic function, have been obtained by El-Houakmi and
Robert [32] via FIOs in the case of one orbit type.
We will prove the “weak Weyl asymptotics” for an arbitrary orbit struc-
ture by reducing the problem via functional calculus to oscillatory integrals
with singular critical sets, and use results of [78] for these integrals. A gen-
eralization of the strong version of Weyl’s law to arbitrary orbit structures
seems not possible by reducing the problem to the integrals studied in [78],
but would require to resolve a much more complicated phase function.
We can now state and prove our first main result
Theorem 4.1. Let G be a compact subgroup of O(n) and H : R2n → R a
smooth G-invariant Hamiltonian which is bounded from below, and satisfies
the regularity conditions of Hypothesis 3.1. Let E1 < E2 and ǫ > 0 be such
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that H−1([E1 − ǫ, E2 + ǫ]) is compact, and let f : R → R be smooth and
compactly supported in ]E1, E2[. For a given character χ ∈ Gˆ and small h,
f(Hˆχ) is of trace class, and its trace is asymptotically given by
Tr(f(Hˆχ)) = (2πh)
−n+κdχL0 +O(h−n+κ+1 log(h−1)Λ) (4.1)
where κ is the dimension of a principal orbit in Rn, Λ the maximal number
of elements of a totally ordered subset of the set of orbit types, and
L0 = [πχ|Hprin : 1]
∫
Reg Ω0
f(H(z))
Vol(Gz)
d(Reg Ω0)(z). (4.2)
Here Vol(Gz) denotes the induced volume of the principal G-orbit through
z as a submanifold of Rn, and d(Reg Ω0) the induced measure on Reg Ω0.
[πχ|Hprin : 1] is the Frobenius factor which is given by the multiplicity with
which the trivial representation occurs in the restriction of the irreducible G-
representation πχ to the isotropy subgroup of the principal orbits Hprin ⊂ G.
Remark 4.1. As mentioned in Section 3.2, the case of a compact symmetry
group G ⊂ GL(n,R) can be reduced to the case of an orthogonal subgroup,
treated in the theorem, by a standard averaging argument.
Remark 4.2. As G acts with only one orbit type G/Hprin on Reg Ω0, the
quotient G\Reg Ω0 has the structure of a symplectic manifold (see Theorem
3.2) and Reg Ω0 is a fiber bundle over this quotient
Pr :
{
Reg Ω0 → G\Reg Ω0
z 7→ [z]
with the principal orbit G/Hprin as the fiber. By its G-invariance, the Hamil-
tonian H(z) takes constant values along the fibers equal to the value of the
reduced Hamiltonian H˜([z]). Consequently, using a fiberwise integration we
can rewrite (4.2) as
L0 = [πχ|Hprin : 1]
∫
G\Reg Ω0
f(H˜([z]))d(G\Reg Ω0)([z]). (4.3)
Proof. In a first step we show that f(Hˆχ) is trace class, and express the trace
as an oscillatory integral. Afterwards we will derive the asymptotic behavior
for this integral from a result in [78].
From the compactness of H−1(E1 − ǫ, E2 + ǫ) we conclude that Hˆ has
purely discrete spectrum on the interval [E1, E2] with eigenvalues λ1, . . . , λr
11
4 WEAK EQUIVARIANT WEYL ASYMPTOTICS
and eigenstates Ψ1, . . .Ψr [48, Proposition 5.1]. The expression f(Hˆ) is thus
defined by
f(Hˆ)Ψ =
r∑
i=1
f(λi)〈Ψi,Ψ〉Ψi, for Ψ ∈ L2(Rn).
As H(z) is G-invariant, each eigenstate Ψi belongs precisely to one G rep-
resentation L2χ. Consequently, if we denote by σχ the set of all eigenvalues
belonging to χ ∈ Gˆ we can write
f(Hˆ)Ψ =
∑
χ∈Gˆ
∑
λi∈σχ
f(λi)〈Ψi,Ψ〉Ψi =
∑
χ∈Gˆ
f(Hˆχ)
Ψ
with
f(Hˆχ)Ψ =
∑
λi∈σχ
f(λi)〈Ψi,Ψ〉Ψi.
Thus we conclude
f(Hˆχ) = f(Hˆ)Pˆχ. (4.4)
Now, for f(Hˆ) we can use the Helffer-Robert functional calculus [48, The´ore`me
4.1] and get for each N ∈ N the expression
f(Hˆ) =
N∑
j=0
hjOpwh (aj) + h
N+1RˆN+1(h), (4.5)
where the aj are symbols with supp(aj) ⊂ H−1(]E1−ǫ, E2+ǫ[) and a0 = f◦H .
Furthermore, from the proof of The´ore`me 5.1 in [48] it follows that RˆN is
of trace class for h sufficiently small and that its trace norm is bounded
by ‖RˆN+1‖Tr ≤ Ch−n. As the aj are compactly supported symbols, the
operators Opwh (aj) are of trace class. Consequently also f(Hˆ) and f(Hˆχ) are
trace class operators.
In order to express f(Hˆχ) as an oscillatory integral we first prove the
following
Lemma 4.2. Let Oph(aj) be the standard quantization. Then Oph(aj)Pˆχ can
be written as an integral operator with smooth kernel
K(x, y) = (2πh)−ndχ
∫
G
∫
Rn
aj(x, ξ)χ(g)e
i
h
(x−g−1y)ξdξdg.
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Proof. For Ψ ∈ C∞0 (Rn), we calculate with Fubini∫
Rn
K(x, y)Ψ(y)dy = (2πh)−ndχ
∫
Rn
∫
G
∫
Rn
aj(x, ξ)χ(g)e
i
h
(x−g−1y)ξdξdg
Ψ(y)dy
= (2πh)−n
∫
Rn
∫
Rn
aj(x, ξ)e
i
h
(x−y)ξ
∫
G
dχχ(g)Ψ(gy)dg
dξdy
= [Oph(aj)PχΨ](x),
where we used the fact that all integrands are compactly supported.
In order to calculate the desired trace by the above lemma we need to
change the quantization in (4.5).
Lemma 4.3. If b ∈ S(m) is a G-invariant, compactly supported symbol, then
Opwh (b) = Oph
(
N∑
j=0
hjbj(x, ξ) + h
N+1RN (x, ξ)
)
(4.6)
for every N ∈ N, where bj ∈ S(m) are compactly supported and G-
invariant. Furthermore, b0 = b and ‖Oph(RN)‖Tr < Ch−n.
Proof. By [97, Theorem 4.13] one has (4.6) with bj =
(−ih〈Dx,Dξ〉)j
j!
b, so that
the compactness property follows immediately. From the G-invariance of b
we conclude for arbitrary g ∈ G(
(−ih〈Dx,Dξ〉)j
j!
b
)
(x) =
(
(−ih〈Dx,Dξ〉)j
j!
(b ◦ g)
)
(x)
=
(
(−ih〈gDx,gDξ〉)j
j!
b
)
(gx)
=
(
(−ih〈Dx,Dξ〉)j
j!
b
)
(gx)
which proves the G-invariance of the bj . Finally, as b is compactly supported,
b and consequently also RN belong to S(〈z〉−k) for all k. Thus, RN is a
Schwartz function and Tr[Oph(RN)] = (2πh)
−n ∫∫ RN (x, ξ)dxdξ.
Equation (4.4) and (4.5), together with Lemma 4.2 and Lemma 4.3 finally
yield
Corrolary 4.4. For each N ∈ N the trace of f(Hˆχ) can be written as
Tr(f(Hˆχ)) = (2πh)
−ndχ
N∑
j=0
hj
∫
G
∫
Rn
∫
Rn
a˜j(x, ξ)χ(g)e
i
h
(x−gx)ξdxdξdg+O(h−n+N),
(4.7)
where the a˜j are compactly supported, G-invariant symbols and a˜0 = f ◦H.
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Each of the summands in (4.7) is thus an oscillatory integral with phase
function Φ(x, ξ) = (x− gx)ξ. The critical set of such an oscillatory integral
is defined by C := {(z, g) ∈ R2n × G, dΦz,g = 0}. For this phase function a
straightforward computation yields
C = {(z, g) ∈ Ω0 ×G, gz = z}.
If G acts with different orbit types, this set is not smooth and one cannot
obtain the asymptotics directly by the stationary phase theorem. However,
it has been shown [78] that by iteratively blowing up the critical set, the
leading order term for integrals of this type can be obtained together with a
remainder estimate. As all symbols of the oscillatory integral are compactly
supported we can use [78, Theorem 11] and obtain in the limit h→ 0
Tr(f(Hˆχ)) = (2πh)
−n+κdχL0 +O(h−n+κ+1 log(h−1)Λ),
where κ is the dimension of a principal orbit in Rn, Λ the maximal number
of elements of a totally ordered subset of the set of orbit types, and
L0 =
∫
Reg C
χ(g)f(H(x, ξ))∣∣det (Hess Φ(x, ξ, g)|Nx,ξ,gReg C)∣∣1/2d(Reg C)(x, ξ, g),
where the set Reg C := C ∩ (Reg Ω0×G) is a smooth submanifold of R2n×G
and Hess Φ(x, ξ, g)|N(x,ξ,g)Reg C the restriction of the Hessian to the normal-
bundle of Reg C. Applying [17, Lemma 7] this expression can be simplified
to
L0 = [πχ|Hprin : 1]
∫
Reg Ω0
f(H(z))
Vol(Gz)
d(Reg Ω0)(z).
This finally proves Theorem 4.1.
5 Equivariant Gutzwiller formula
While the previous section treated a result on the number of eigenvalues of
the symmetry-reduced operator Hˆχ, this section will be dedicated to the cor-
relations in the spectrum of Hˆχ which will be described by an equivariant
Gutzwiller trace formula. In Section 5.1 we will introduce the equivariant
spectral distribution which is the well known quantity to study asymptotic
spectral correlations. This spectral distribution will be written as an os-
cillatory integral using results of Cassanas [16]. The phase analysis and a
discussion of the possible singularities of the critical set will be the subject
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of Section 5.2. We will see that, in general, the singularities can result from
the group action as well as from the Hamilton dynamics, and we will review
the assumptions which were imposed by Guillemin-Uribe [41] and Cassanas
[16] in order to avoid these singularities. In Section 5.3 we introduce a gen-
eralization of the former assumptions which makes no special hypothesis on
the group action anymore. Under these assumptions we finally prove the
equivariant Gutzwiller trace formula in Section 5.4.
5.1 Spectral distribution and oscillatory integrals
Throughout this section we will assume that H is a Hamiltonian fulfilling
Hypothesis 3.1 and 3.2 and that G ⊂ O(n) is a compact Lie group acting
on Rn. Furthermore we assume that H is G-invariant. As discussed above,
for an arbitrary equivalence class of irreducible unitary representation χ ∈ Gˆ
one can study the symmetry-reduced Hamilton operator Hˆχ which has purely
discrete spectrum in [E1, E2] for h ∈]0, h0]. Let ζ ∈ C∞0 ([E1, E2]) be a smooth
cut-off function and h ∈]0, h0]. We can then define for each E ∈]E1, E2[ the
spectral distribution ρχE,h ∈ S ′(R) by its action on f ∈ S(R) by setting
ρχE,h(f) := Tr
(
ζ(Hˆχ)f
(
E − Hˆχ
h
))
. (5.1)
This expression can be reformulated using the Fourier inversion formula, and
one obtains
ρχE,h(f) :=
1
2π
Tr
ζ(Hˆχ) ∫
R
e
i
h
Ete−
i
h
Hˆχtfˆ(t)dt
 (5.2)
with fˆ(t) being the Fourier transform fˆ(t) :=
∫
R
e−iEtf(E)dE.
In order to understand the significance of this spectral distribution, con-
sider the following heuristics: Assume, that fˆ(t) is compactly supported and
that this support is very close to t0 6= 0 such that it approximates the delta
distribution at t0. One then obtains
ρχE,h(f) ≈
1
2π
e
i
h
Et0
∑
Ej∈σ(Hˆχ)∩[E1,E2]
ζ(Ej)e
− i
h
Ejt0
where σ(Hˆχ) denotes the spectrum of Hˆχ. From the Weyl law we know that
the number of eigenvalues Ej of Hˆχ in [E1, E2] diverges as h→ 0. Therefore,
if they are randomly distributed in [E1, E2], the spectral distribution will be
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very small for small h due to phase cancellation. The contrary extreme would
be a totally correlated spectrum, respectively an equidistant spectrum
Ej+1 = Ej +
2πh
t0
In this case the spectral distribution gives
ρχE,h(f) ≈
1
2π
e
i
h
(E−E0)t0
∑
Ej∈σ(Hˆχ)∩[E1,E2]
ζ(Ej),
which constitutes for small h a large quantity according to the weak asymp-
totics. Of course such an equidistant spectrum is only possible for very special
dimensions of phase space and G-orbits in order to be in accordance with
the equivariant Weyl law, and also the approximation of the delta distribu-
tion by fˆ strictly speaking does not hold anymore in the limit h → 0. This
heuristic discussion however shows that contributions of the spectral distri-
bution at t0 6= 0 measure the correlation of the spectrum with a correlation
length 2πh
t0
, motivating its study. The equivariant Gutzwiller trace formula
will be an asymptotic expansion of the spectral distribution ρχE,h evaluated
at a Schwartz function f with fˆ compactly supported away from zero.
The standard way to obtain the asymptotic expansion of the spectral
distribution is to rewrite it as an oscillatory integral, and apply the station-
ary phase approximation. This transformation of the spectral distribution
to an oscillatory integral can be performed in different ways. The most com-
mon way is to use Fourier integral operator theory in order to characterize
the operator e
i
h
Hˆ in (5.2). An alternative approach has been proposed by
Combescure-Ralston-Robert [23] using their previous results on the propaga-
tion of coherent states [24]. This coherent state approach has been elaborated
in detail by Cassanas [15, 16] in exactly the same setting which we study in
this work, i.e. for symmetry-reduced h-PDOs. We will thus use the following
result of those works:
Proposition 5.1. Let f ∈ S(R) such that fˆ is compactly supported. Then
ρχE,h(f) = dχ
∫
R
dt
∫
R2n
dz
∫
G
dg ag(z, h)fˆ(t)e
i
h
φE(z,t,g), (5.3)
where the complex phase function is given by φE = φ
1
E + iφ
2
E with
φ1E(z, t, g) = (E −H(z))t +
1
2
〈g−1z, Jz〉 − 1
2
∫ t
0
〈(zt − g−1z), Jz˙s〉ds,
φ2E(z, t, g) =
1
4
〈(1− Wˆt)(gzt − z), (gzt − z)〉.
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Here Wˆt is a complex valued 2n×2n-matrix such that (1−Wˆt) defines a non-
degenerate quadratic form. More precisely, Wˆt :=
(
Wt −iWt
−iWt −Wt
)
where
the n× n matrice Wt is given by the equation
1
2
(1+Wt) :=
(
1− ig(C + iD)(A+ iB)−1g−1)−1
with A,B,C,D being the real t- and z-dependent n × n matrices such that
the linearized flow is given by (Φt)∗,z =
(
A B
C D
)
. The integrand ag(•, h) :
R2n → C is supported in H−1([E−δE,E+δE]) and is given by an asymptotic
expansion in h with leading term
ag(z, h) ∼h→0+ (2πh)
−d
2π
χ(g)χ2(z)ζ(H(z))det
−1/2
∗
(
A+ iB − i(C + iD)
2
)
.
(5.4)
Here χ2 is a smooth cut-off function compactly supported around ΣE and
equal to one in a neighborhood of ΣE = H
−1(E) and det−1/2∗ (M) is defined
as the product of the reciprocal square roots of eigenvalues of the matrix M
with real parts chosen to be positive.
Proof. See [16], Section 4, Equation (4.1). For the non degeneracy of 1− Wˆt
see the discussion in [15] on page 10 (Section IV A).
By this proposition we have thus written the spectral distribution as an
oscillatory integral with complex phase function. The next section will be
dedicated to its phase analysis.
5.2 The critical set
For a complex valued phase function Φ ∈ C∞(Rn) with Im(Φ) ≥ 0, the
critical set is defined as (c.f. [52] Theorem 7.7.1)
CΦ := {x ∈ Rn, Im(Φ(x)) = 0 and ∇Φ(x) = 0}.
Using the fact that (1−Wˆt) is non-degenerate, a straightforward but slightly
tedious calculation leads to
Proposition 5.2. For the complex phase function φE of Proposition 5.1, the
critical set is given by
CφE = {(z, t, g) ∈ R2n × R×G, z ∈ Ω0 ∩ ΣE , gΦt(z) = z} (5.5)
Proof. See [16, Proposition 4.1].
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This critical set CφE is in general a singular set. There are two different
sources for these singularities: First of all, they can purely result from the
Hamilton flow even if there is no symmetry group acting. For example, an
isolated fixed point or a singular family of periodic orbits would lead to such
singularities. A second source of singularities are, as in the case of the weak
asymptotics, different orbit types of the group action. The same critical set
with the same sources of singularities also appears in the work of Guillemin-
Uribe [41]. In order to make sure that the critical set is smooth, and to prove
the asymptotic expansion for the equivariant Gutzwiller trace formula, both
works [41, 16] impose the following three conditions (H1)-(H3) which we now
recall, using the notation of [16].
Hypothesis (H1). For E ∈ R, the hypothesis of reduction is fulfilled if there
exists some δE > 0 such that for U = H−1(]E − δE,E + δE[)
• Ω0 ∩ U 6= ∅,
• all G-orbits in Ω0 ∩ U are of the same type.
This hypothesis prevents the possible singularities coming from the group
action. If it is fulfilled one can consider the reduced Hamiltonian H˜ : G\(Ω0∩
U) → R given by Theorem 3.2. In order to avoid the singularities coming
from the Hamilton dynamics, one further needs the following two Hypothesis.
Hypothesis (H2). Assume that (H1) is fulfilled. Then E is a non critical
value of H˜ , i.e. dH˜ 6= 0 on Σ˜E := H˜−1(E).
Hypothesis (H3). Assume that (H1) and (H2) are fulfilled. Let γ ⊂ Σ˜E be
an arbitrary closed orbit of the reduced Hamiltonian H˜ , [z] ∈ γ an arbitrary
point on this orbit, and Tγ > 0 the period of the orbit so that Φ˜Tγ ([z]) = [z].
Let furthermore F˜t := ∂zΦ˜t be the linearized flow. Then we assume that
γ is a non-degenerate orbit i.e. the eigenvalue 1 of F˜Tγ ([z]) has algebraic
multiplicity 2.
More generally, the non-degenerate orbit condition can be weakened re-
placing it by the clean-flow condition. However, under this assumption, the
resulting spectral asymptotics can not be written as a sum over periodic
orbits anymore, and are much less explicit.
In the following we shall drop the Hypothesis (H1) and study the Gutzwiller
trace formula for general compact group actions. As the formulation of (H2)
and (H3) is usually based on (H1), these two conditions have to be replaced
by appropriate generalizations which will be formulated in the next subsec-
tion.
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5.3 The G-non-stationary and G-non-degenerate assump-
tion
Let (H1) be fulfilled. Then assumption (H2) is equivalent to the fact that the
Hamilton flow of H˜ on the reduced phase space has no stationary points at
the given energy level E. Suppose that [z] ∈ Σ˜E is such a stationary point,
i.e. Φ˜t([z]) = [z] for all t, then we infer from (3.3), that Φt(z) ⊂ Pr−1([z]) =
Gz ⊂ Ω0 ∩ ΣE for all t. In particular we have ddtΦt(z)|t=0 ∈ gz. If, on the
other hand, we have for some z ∈ Ω0 ∩ ΣE that ddtΦt(z)|t=0 = Az for some
A ∈ g, then we obtain that Φt(z) = eAtz because we check that it fulfills the
Hamilton equations of motions (3.1)
d
dt
eAtz|t=t0 = e
At0Az
= eAt0
d
dt
Φt(z)|t=0
= eAt0J∇H(z)
= J∇H(eAt0z).
Here we used in the last equality that the group action is symplectic and
that the Hamiltonian is G-invariant. Consequently a stationary point on the
symmetry-reduced system in Σ˜E is equivalent to an orbit of the Hamilton
flow of H which is tangent to a G-orbit in at least one point in Ω0 ∩ΣE . Let
now (H1) be dropped. Hypothesis (H2) can then be easily reformulated for
general compact group actions and we arrive at
Hypothesis (H2′). The given Hamilton dynamics is called G-non-stationary
for a given energy E ∈ R if and only if J∇H(z) * gz for all z ∈ ΣE ∩ Ω0.
The generalization of (H3) requires a little bit more work. We assume that
the Hamilton dynamics is G-non-stationary, so that in particular ∇H(z) 6= 0
on Ω0 ∩ ΣE and ΣE is a smooth submanifold in some neighborhood of Ω0.
From the G-invariance of the Hamiltonian we obtain that the G-orbit Gz of
a point z ∈ Ω0 ∩ ΣE is completely contained in ΣE thus the same inclusion
holds for their tangent spaces gz ⊂ TzΣE . Consequently ∇H(z) ⊥ Az for all
z ∈ Ω0 ∩ΣE and A ∈ g. For z ∈ Ω0 ∩ΣE , we obtain thus the decomposition
TzR
2n = (R∇H(z)⊕ Jgz) ⊥©(RJ∇H(z)⊕ gz) ⊥©R, (5.6)
whereR is simply the orthogonal complement of (R∇H(z)⊕Jgz) ⊥©(RJ∇H(z)⊕
gz) in TzR2n. In order to obtain a clearer interpretation of (5.6) we introduce
a notation which will turn out to be convenient at several other points in the
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sequel. We define the Lie group F := R×G and its action for f = (t, g) ∈ F
on z ∈ R2n by
fz := gΦt(z).
The fact that the G-action commutes with Φt assures that this is really a
Lie group action. We will denote its Lie algebra by f = R ⊕ g and an Lie-
algebra element by (τ, A). Its infinitesimal Lie-algebra action is given by
(τ, A)z = τJ∇H(z) + Az and for the subspace of TzR2n spanned by the
f-action we write
fz := {τJ∇H(z) + Az, (τ, A) ∈ f} = Tz(Fz).
With this notation (5.6) becomes
TzR
2n = Jfz ⊥©fz ⊥©R. (5.7)
Consider now a point z ∈ Ω0 ∩ ΣE which fulfills fz = z for some f ∈ F .
We can then study the differential f∗,z = (gΦT )∗,z : TzR2n → TzR2n.
Lemma 5.3. Assume that (H2′) is fulfilled and consider for a fixed f =
(T, g) ∈ F a point z ∈ Ω0 ∩ ΣE such that fz = gΦT (z) = z. Then the
differential of f has the form
f∗,z =
 A 0 0∗ B ∗
∗ 0 P
 (5.8)
where the block form is with respect to the decomposition (5.7) of the tangent
space, i.e. A acts on Jfz, B on fz, and P on R. Furthermore, B is given on
fz = RJ∇H(z)⊕ gz by
B =
(
1 0
0 Ad(g)
)
Proof. As the F -action leaves the corresponding F -orbits invariant, fz is in-
variant under f∗,z which explains the second column in (5.8). As the Hamil-
ton flow and the G action are both symplectic, the F action is symplectic as
well, which implies that the symplectic complement (Jfz)⊥ = fz ⊥©R of fz is
an invariant subspace under f∗,z and consequently we obtain the first row in
(5.8). For the refined form of B we consider the vector J∇H(z) = d
dt
Φt(z)|t=0.
Since
d
dt
gΦT (Φt(z))|t=0 =
d
dt
gΦt(ΦT (z))|t=0 =
d
dt
Φt(gΦT (z))|t=0 = J∇H(z),
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J∇H(z) is eigenvector of (gΦT )∗,z with eigenvalue 1. On the other hand, if
v ∈ gz i.e. v = d
dt
eAtz|t=0, one computes
(gΦT )∗,z (v) =
d
dt
gΦT (e
Atz)|t=0 =
d
dt
geAtg−1gΦT (z)|t=0 = (Ad(g)A)z.
With this general form of the differential (gΦT )∗ one can now reformulate
(H3) to a new assumption (H3′) which we call G-non-degenerate assumption.
In order to formulate it we first introduce some further notations.
Definition 5.1. By a relative periodic point z ∈ R2n we will denote a point
for which there are T 6= 0 and g ∈ G such that gΦT (z) = z. For a relative
periodic point z0 the set γ = {gΦt(z0), g ∈ G and t ∈ R} is then called
relative periodic orbit. For a given relative periodic orbit γ, its primitive
period length Tγ is defined as the smallest T > 0 such that there exists g ∈ G
with gΦT (z) = z for some z ∈ γ.
Remark 5.1. Relative periodic points are thus simply fixed points under some
element f = (T, g) ∈ F with T 6= 0 and the relative periodic orbits are the
F -orbits of a relative periodic point.
Definition 5.2. Let z ∈ Ω0∩ΣE be a relative periodic point with gΦT (z) = z
for some g ∈ G and T > 0. Then this point, as well as the corresponding
relative periodic orbit γ, are called G-non-degenerate if P in (5.8) has no
eigenvalue equal to 1.
Hypothesis (H3′). We assume that all relative periodic points in Ω0 ∩ΣE are
G-non-degenerate.
This condition assumes assumption (H2′) but not assumption (H1). If
however the condition of reduction (H1) is fulfilled the following equivalence
holds.
Lemma 5.4. If the hypothesis of reduction (H1) is fulfilled, then an orbit is
G-non-degenerate if and only if this orbit is non-degenerate in the sense of
(H3).
Proof. If the condition of reduction is satisfied for E ∈ R we obtain a smooth
symplectic manifold Ωred = G\(Ω0∩U) with a reduced Hamiltonian H˜([z]) =
H(z) and the reduced Hamilton flow given by Φ˜t([z]) := [Φt(z)] for [z] ∈ Ωred.
The condition that [z] is a periodic point under Φ˜t is equivalent to the fact
that z is a relative periodic point, i.e. that there is a g ∈ G and T > 0 such
that gΦT (z) = z.
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As all Hamilton flows preserve the energy, the Hamilton vector field H˜ of
the reduced Hamiltonian is tangential to Σ˜E = H˜
−1(E). We therefore have
T[z](Ωred) = XH˜([z]) ⊥©∇H˜([z]) ⊥©R′, [z] ∈ Σ˜E . (5.9)
As the direction of the flow is always an eigenvector of the linearized flow
with eigenvalue 1, we obtain for a relative periodic point [z] the block form
(Φ˜T )∗,[z] =
 1 ∗ ∗0 1 0
0 ∗ P
 (5.10)
with respect to the decomposition (5.9). This block form immediately implies
that the characteristic polynomial of the linearized flow is
det
(
λ1− (Φ˜T )∗,[z]
)
= (λ− 1)2 det(λ1− P ).
The ordinary hypothesis of non-degenerate orbits (H3), demanding that the
algebraic multiplicity of 1 is at most 2, is thus equivalent to the fact that P
has no eigenvalue equal to 1.
We finally show, that P corresponds to P in (5.8). In order to see this we
first consider the restriction of the reduced flow to the reduced energy shell
Σ˜E = H˜
−1(0). As hypothesis (H2′) implies that ∇H˜([z]) 6= 0 for all [z] ∈ Σ˜E
the reduced energy shell is again a smooth manifold. Equation (5.10) then
reduces to
((Φ˜T )|Σ˜E)∗,[z] =
(
1 ∗
0 P
)
where the decomposition in block form is with respect to the decomposition
T[z](Σ˜E) = XH˜([z]) ⊥©R′. (5.11)
As (H3′) implies (H2′) which is under (H1) equivalent to (H2) we conclude
from [16, Lemma 4.5] that Ω0 ∩ ΣE is again a smooth manifold. We can
therefor consider a similar restriction of gΦT to Ω0 ∩ΣE . Using the fact that
Tz(Ω0 ∩ ΣE) = (Jfz)⊥ we obtain from Lemma 5.3 the expression
((gΦT )|Ω0∩ΣE)∗,z =
 1 0 ∗0 Ad(g) ∗
0 0 P ′
 ,
where the decomposition in block form is with respect to the decomposition
Tz(Ω0 ∩ ΣE) = (J∇H(z)⊕ gz) ⊥©R. (5.12)
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From the compatibility of the reduced flow with the projection
Pr : Ω0 ∩ ΣE → G\(Ω0 ∩ ΣE) = Σ˜E
we get
Pr ◦ ((gΦT )|Ω0∩ΣE) = ((Φ˜T )|Σ˜E) ◦ Pr
and consequently
Pr∗,z ◦ ((gΦT )|Ω0∩ΣE)∗,z = ((Φ˜T )|Σ˜E)∗,[z] ◦ Pr∗,z. (5.13)
With respect to the decomposition (5.11) and (5.12) the differential of the
projection Pr∗,z : Tz(Ω0 ∩ ΣE)→ T[z]Σ˜E can be written as
Pr∗,z =
(
1 0 0
0 0 1
)
.
Inserting this expression in (5.13) and comparing both sides finally yields
P = P and finishes the proof of this Lemma.
The following simple example shows that in systems with different orbit
types it is quite likely that the G-non-degenerate assumption holds, and that
there is a large class of systems where (H2′) and (H3′) hold, but not (H1),
(H2) and (H3).
Example 5.1. Let us consider the Hamiltonian of a 3-dimensional harmonic
oscillator with two different frequencies ω1 = 2π and ω2 =
2π√
2
H(x, ξ) =
1
2
(
(2π)2 · (x21 + x22) +
(
2π√
2
)2
x23 + |ξ|2
)
, x, ξ ∈ R3.
The group SO(2) acts on the phase space R6 symplectically as a symmetry
group by acting canonically on the variables x1, x2 and ξ1, ξ2, respectively.
As this action stabilizes the points (0, 0, x3, 0, 0, ξ3) it acts with different orbit
types on ΣE for any E > 0. In particular (H1) is not satisfied. The zero
level of the momentum map consists of the set of points with zero angular
momentum in x3 direction
Ω0 = {(x1, x2, x3, λ · x1, λ · x2, ξ3) : xi, ξ3, λ ∈ R}.
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The general solutions (x(t), ξ(t)) = Φt(x1, x2, x3, ξ1, ξ2, ξ3) are explicitly given
by
x(t) =
(
x1 cos(2πt) +
ξ1
2π
sin(2πt), x2 cos(2πt) +
ξ2
2π
sin(2πt), x3 cos
(
2π√
2
t
)
+
√
2ξ3
2π
sin
(
2π√
2
t
))
,
ξ(t) =
(
ξ1 cos(2πt)− 2πx1 sin(2πt), ξ2 cos(2πt)− 2πx2 sin(2πt), ξ3 cos
(
2π√
2
t
)
−
2π√
2
x3 sin
(
2π√
2
t
))
.
Thus, all points with x3 = ξ3 = 0 are periodic with primitive period length 1,
whereas all points with x1 = x2 = ξ1 = ξ2 = 0 have primitive period length√
2. All other points are not relative periodic at all, as the two frequencies
have irrational ratio. Comparing
J∇H(z) =
(
ξ1, ξ2, ξ3,−(2π)2x1,−(2π)2x2,−(2π)
2
√
2
)
and
gz = R(x2,−x1, 0, ξ2,−ξ1, 0)
we see that all points in ΣE ∩ Ω0 with E > 0 are G-non-stationary thus
condition (H2′) is fulfilled (note that there are however points z ∈ ΣE with
J∇H(z) ∈ gz). Looking at the solutions (x(t), ξ(t)) one sees that the points
z ∈ Ω0 ∩ ΣE ∩ {x3 = ξ3 = 0} have a smaller primitive period equal to 12
as relative periodic orbits. Besides there is only one other relative periodic
orbit, the periodic orbit with period
√
2 in Ω0∩ΣE∩{x1 = x2 = ξ1 = ξ2 = 0}.
Both relative periodic orbits are G-non-degenerate, which follows directly
from the fact that the Hamilton flow Φt(x, ξ) is linear with respect to (x, ξ)
and the ratio of the frequencies ω1 and ω2 are irrational. To illustrate this,
we take the relative periodic point z0 = (1, 0, 0, 0, 0, 0) ∈ Ω0 ∩ Σ2π2 of the
relative periodic orbit with primitive period 1/2. It fulfills gΦ1/2(z0) = z0 for
g = −1 ∈ SL(2,R). The decomposition (5.6) is given by
Tz0R
3 = span(e1, e5) ⊥©span(e2, e4) ⊥©R
with R = span(e3, e6) and ei being the canonical basis of R6 ∼= Tz0R6. Then
the restriction of the differential (gΦk/2)∗,z0 to R ∼= R2 for k ∈ N>0 is given
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by
P = ((gΦk/2)∗,z0)|R =
 cos(2πk√2 ) √22π sin(2πk√2 )
− 2π√
2
sin
(
2πk√
2
)
cos
(
2πk√
2
) 
This linear transformation has however no eigenvalue 1 for all k ∈ N>0. The
arguments for the other relative periodic orbit are completely analogous.
Analogous to the case of non-degenerate orbits, the hypothesis of G-non-
degenerate orbits implies that the relative periodic orbits are discrete. This
will be an important property for the proof of the equivariant Gutzwiller
trace formula.
Proposition 5.5. Let T > 0 and denote by (ΓrelE )T the set of all relative
periodic orbits γ in Ω0 ∩ ΣE with 0 ≤ |Tγ| ≤ T . If all γ ∈ (ΓrelE )T are non-
degenerate, then they are discrete, i.e. for each z ∈ γ there is ǫ > 0 such
that the only relative periodic points in Bǫ(z)∩Ω0 ∩ΣE with primitive period
length smaller than T are the points on the orbit γ.
Proof. Suppose that (ΓrelE )T is not discrete, so that there exists a relative
periodic point z0 ∈ Ω0∩ΣE with g0ΦT0(z0) = z0 and a sequence zn ∈ Ω0∩ΣE ,
zn → z0, of relative periodic points belonging to mutually disjoint relative
periodic orbits which fulfill gnΦTn(zn) = zn with |Tn| ≤ T . At the point
z = z0 we will now construct an eigenvector of the matrix P in (5.8) with
eigenvalue 1 leading to a contradiction to the G-non-degenerate assumption.
Step 1: As [−T, T ] × G is compact we can assure after going to a sub-
sequence, that fn := (Tn, gn) ∈ [−T, T ] × G ⊂ F converges to the element
f∞ = (T∞, g∞) ∈ [−T, T ]×G.
Step 2: From
z0 = lim
n→∞
zn = lim
n→∞
fnzn = f∞z0 (5.14)
we deduce that z0 is relative periodic with period length T∞.
Step 3: By definition of the vector space gz0, for each normed vector
ei ∈ gz0 there is A ∈ g such that 〈Az0, ei〉 6= 0. From the continuity of the G-
action it follows that there is a neighborhood U ⊂ R2n of z0 such that for all
z ∈ U we still have 〈Az, ei〉 6= 0. From the continuity of J∇H follows that U
can be chosen such that additionally 〈J∇H(z), J∇H(z0)〉 6= 0. We can thus
choose a neighborhood of z0 such that all relative periodic orbits (F -orbits)
intersect the affine vector space tangent to (fz0)
⊥ = (RJ∇H(z0)⊕gz0)⊥ ⊂ Tz0
transversally. Thus, for sufficiently large n we can assume that zn is in such
a neighborhood, and consequently we can choose a different point z˜n on the
same relative periodic orbit with z˜n−z0 ∈ (RJ∇H(z0)⊕gz0)⊥. Consequently
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we can suppose without loss of generality that our sequence of points zn fulfills
zn − z0 ∈ (RJ∇H(z0)⊕ gz0)⊥.
Step 4: Consider the sequence zn−z0‖zn−z0‖ ∈ S2n−1. After restricting once
more to a subsequence, we can assume, that zn−z0‖zn−z0‖ → v with ‖v‖ = 1. As
zn ∈ Ω0 ∩ ΣE , we get v ∈ (R∇H(z0)⊕ Jgz0)⊥. From Step 3 we furthermore
obtain
v ∈
(
(R∇H(z0)⊕ Jgz0) ⊥©(RJ∇H(z0)⊕ gz0)
)⊥
.
So v belongs to the subspace R of (5.6) and the aim of the remaining steps
in this proof is to show that it is an eigenvector of the matrix P.
Step 5: Setting tn := ‖zn − z0‖ we can choose a smooth curve γ ⊂ ΣE
such that γ(0) = z0 and γ(tn) = zn. For this curve we calculate γ˙(0) =
lim
n→∞
γ(tn)−γ(0)
tn
= v.
Step 6: With this smooth path and (5.14) we calculate
(f∞)∗,z0(v) =
d
dt
f∞γ(t)|t=0
= lim
n→∞
f∞γ(tn)− f∞γ(0)
tn
= lim
n→∞
f∞zn − fnzn + zn − z0
tn
= v + lim
n→∞
f∞zn − fnzn
tn
.
Now, using the fact that the F -action is smooth, Taylor expansion yields for
any f ∈ F
fzn = fz0 + f∗,z0(zn − z0) +O(t2n).
Consequently we obtain
(f∞)∗,z0(v) = v + lim
n→∞
[
f∞z0 − fnz0
tn
+ ((f∞)∗,z0 − (fn)∗,z0)
(
zn − z0
tn
)]
= v + lim
n→∞
[
f∞z0 − fnz0
tn
]
.
Since obviously
lim
n→∞
[
f∞z0 − fnz0
tn
]
∈ fz0,
and P was the restriction of (f∞)∗,z0 to (Jfz0 ⊕ fz0)⊥, v is an eigenvector of
P with eigenvalue 1 which finishes the proof.
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5.4 Proof of the equivariant Gutzwiller formula
We are now ready to prove the equivariant Gutzwiller formula under the as-
sumption ofG-non-degenerate orbits. According to Section 5.1 the Gutzwiller
terms are given by the asymptotic expansion of the spectral distribution
ρχE,h(f) for a Schwartz function f with 0 /∈ suppfˆ . In order to apply Propo-
sition 5.5 and to avoid problems concerning the Ehrenfest time, we will ad-
ditionally need to assume that fˆ is compactly supported.
As a first step we show that already under the new conditions (H2′) and
(H3′) and without any conditions on the group action, the critical set in (5.3)
is smooth.
Proposition 5.6. Let f be a Schwartz function with suppfˆ ⊂ [−T, T ] \ {0}.
If for E ∈ R the Hamilton dynamics is G-non-stationary, the energy shell
ΣE ⊂ R2n is compact, and all relative periodic orbits in Ω0 ∩ ΣE hav-
ing a relative period contained in suppfˆ are G-non-degenerate, then the set
CφE ∩
(
R2n × suppfˆ ×G
)
is a disjoint finite union of smooth submanifolds
of dimension dimF .
To prove this proposition, recall from Proposition 5.2 that the critical set
is given by
CφE = {(z, t, g) ∈ R2n × R×G, z ∈ Ω0 ∩ ΣE , gΦt(z) = z}
which can be written in terms of the F -action as
CφE = {(z, f) ∈ R2n × F, z ∈ Ω0 ∩ ΣE , f ∈ Fz}
with Fz being the stabilizer group of z for the F -action. We are especially
interested in the set of all t-values in this stabilizer group. In particular, we
need the following
Lemma 5.7. Lrelz := {t ∈ R, ∃g ∈ G such that (t, g) ∈ Fz} ⊂ R is a closed
subgroup.
Proof. The subgroup property is clear from the definition, so that it remains
to prove the closeness. Suppose that there is a sequence tn ∈ Lrelz such that
tn → t∞. For each tn there is a gn ∈ G such that (tn, gn) ∈ Fz. After
restricting to a subsequence one can assume that gn also converges since G
is compact. Consequently (tn, gn) converges in F and from the closeness of
Fz one concludes that t∞ ∈ Lrelz .
Corrolary 5.8. If z is a G-non-stationary, relative periodic point, then there
is a Tz > 0 such that Lrelz = Tz · Z.
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Proof. All closed subgroups of R are either empty, R or of the type kZ for
some k > 0. As z is relative periodic, we can exclude the empty set. As z is
G-non-stationary, the trajectory of the Hamilton flow cannot be contained
in the G-orbit of z, so we can exclude R.
If z is an arbitrary relative periodic point, the corresponding relative
periodic orbit γ0 is exactly its orbit under the F -action and there is an
injective immersion i : F/Fz → γ0. Note that in general an F -orbit does
not have to be an embedded submanifold in R2n. However, if z is relative
periodic, Lrelz = Tz · Z or Lrelz = R, and consequently F/Fz is compact. The
immersion i is thus additionally closed, and γ0 is diffeomorphic to F/Fz as
an embedded submanifold.
Next, note that the critical set CΦE is essentially a union of the isotropy
bundles of certain relative periodic orbits γ, which are defined as
Iso(γ) := {(z, f) ∈ γ × F, f ∈ Fz} ⊂ R2n × F.
For those isotropy bundles we have the following
Proposition 5.9. Let z ∈ R2n be a G-non-stationary, relative periodic point
and γ its relative orbit. Then Iso(γ) can be written as
Iso(γ) =
⋃
k∈Z
Mk,γ, (5.15)
where
Mk,γ := {(z, kTγ , g) ∈ γ × R×G : gΦkTγ(z) = z} ⊂ R2n × F (5.16)
are smooth disjoint submanifolds.
Proof. The disjoint decomposition (5.15) follows directly from Corollary 5.8.
It only remains to prove the submanifold property of Mk,γ.
We will again construct a closed injective immersion, and first recall that
for general homogeneous spaces, the isotropy bundle can be written as a
quotient (see e.g. [29, Section 1.11 and 2.4]). Consider therefore Fz acting
from the right on F × Fz by right multiplication on the first factor F and
by conjugation on the second factor Fz. This action is proper and free as
the action in the first component is the invertible right multiplication in F .
Consequently, the quotient (F × Fz)/Fz carries the structure of a smooth
manifold. Furthermore, there is an injective immersion on Iso(γ0) which is
explicitly given by
I :
{
(F × Fz)/Fz → Iso(γ0) ⊂ R2n × F
(f, fz)Fz 7→ (fz, ffzf−1).
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For k ∈ Z we define the compact sets F (k)z := {(kTγ, g) ∈ R×G : gΦkTγ (z) =
z} ⊂ Fz. As F = R×G is commutative in its R component, conjugation with
Fz leaves F
(k)
z invariant, and (F × F (k)z )/Fz is a compact smooth manifold.
It is now straightforward to check that I((F ×F (k)z )/Fz) = Mk,γ. So the sets
Mk,γ are images of a compact manifold under an injective immersion and
consequently embedded submanifolds.
We are now able to prove Proposition 5.6.
Proof of Proposition 5.6. Proposition 5.5 implies that the relative periodic
orbits are discrete. Together with the assumption that ΣE is compact, this
implies that there are only finitely many relative periodic orbits in (ΓrelE )T ,
so that
CφE ∩
(
R2n × suppfˆ ×G
)
=
⋃
γ∈(ΓrelE )T
 ⋃
k∈Z:kTγ∈suppfˆ
Mk, γ
 .
Proposition 5.9 assures that the Mk,γ are disjoint, smooth, submanifolds of
dimension dimF , and as suppfˆ is compact, for each γ ∈ (ΓrelE )T there are
also only finitely many k ∈ Z with kTγ ∈ suppfˆ .
In oder to apply the generalized stationary phase theorem to (5.3) it only
remains to show the following proposition.
Proposition 5.10. Let (z, t, g) ∈ CφE∩
(
R2n × suppfˆ ×G
)
, and assume that
the dynamics is G-non-stationary and that all relative periodic orbits having
relative period contained in suppfˆ are G-non-degenerate. Then (Hess φE)|N(z,t,g)CE
is a non-degenerate bilinear form.
Proof. Recall that on a d-dimensional Riemannian manifold (M, g) the Hes-
sian of a complex valued function φ on its critical set is a complex valued
symmetric 2-form given by
Hess φ := ∇dφ.
The Hessian is said be non-degenerate on a subspace V ⊂ TxM if for v ∈ V
and Hess φ(v, w) = 0 for all w ∈ V we have v = 0. By the metric g we
can identify Hess φ with a complex valued d× d matrix B = ℜ(B) + iℑ(B).
We denote the real kernel of the Hessian by kerRHess φ(x) := kerℜ(B) ∩
kerℑ(B), and recall that by [14, Lemma 4.3.5] we have for (z, t, g) ∈ CφE the
equivalence
(Hess φE)|N(z,t,g)CE is non-degenerate ⇔ kerR(Hess φE(z, t, g)) = T(z,t,g)CφE .
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By the definition of the critical set, dφE vanishes on CφE . Consequently
for v ∈ T(z,t,g)CφE the one form ∇vdφE equals zero, which implies that
kerR(Hess φE) ⊃ T(z,t,g)CφE . Thus, it suffices to show that in each point
(z, t, g) the dimensions of these two linear subspaces of T(z,t,g)(R2n×F ) coin-
cide. Furthermore, we can directly use the calculations in [16, Prop 4.3] by
which
kerR(Hess φE) = {(α, τ, A) ∈ R2n × R× g : α ⊥ ∇H(z), α ⊥ Jgz,
τJ∇H(z) + Az + ((gΦt)∗,z − Id))α = 0}.
(5.17)
Recall that under the G-non-stationary hypothesis we have from (5.6) the
decomposition
TzR
2n = Jfz ⊥©fz ⊥©R,
where Jfz and fz both have dimensions equal to dimF − dimFz. According
to this decomposition we write α = (α1, α2, αR). The first two conditions α ⊥
∇H(z), α ⊥ Jgz in (5.17) immediately imply α1 = 0. As τJ∇H(z)+Az ∈ fz,
the third condition in (5.17) implies, after using the general form (5.8) of
(gΦt)∗,z, that
(P − 1)αR = 0,
and from theG-non-degenerate orbit property we directly conclude that αR =
0. The third condition therefore reduces to
τJ∇H(z) + Az + (B − 1)α2 = 0.
It forms a system of dimF − dimFz linear equations with 2 dimF − dimFz
variables. From the G-non-stationary condition it follows that this system
of equations has full rank. Consequently we obtain dim kerR(Hess φE) =
dimF = dim CφE which finishes the proof of Proposition 5.10.
Taking everything together we finally arrive at
Theorem 5.11. Let H be a Hamiltonian fulfilling Hypothesis 3.1 and 3.2
which is invariant under the compact symmetry group G ⊂ O(n). Let fur-
thermore f ∈ S(R) be such that suppfˆ ⊂ [−T, T ] \ {0} for some T > 0. If
the Hamilton dynamics is G-non-stationary (Hypothesis (H2′)) for a given
energy E ∈ [E1, E2] and all relative periodic orbits in Ω0 ∩ ΣE having a rel-
ative period contained in suppfˆ are G-non-degenerate (Hypothesis (H3′)),
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then ρχE,h(f) has a complete asymptotic expansion in powers of h given by
ρχE,h(f) =
dχ
2π
∑
γ∈(Γrel
E
)T
[ ∑
k∈Z
eφk,γ fˆ(kTγ)
( ∫
Mk,γ
χ(g)d(z, t, g)dσMk,γ(z, t, g)
)
+
∑
j
hjaj,γ,k
]
.
HereMk,γ was defined in (5.16), dσMk,γ is the induced measure on this smooth
submanifold, φk,γ =
kTγ∫
0
psq˙sds is the constant value the phase function takes
on Mk,γ, and the density which has to be integrated is given by
d(z, t, g) = det−1/2∗
(
Hess (φE)|NCφE
i
)
det−1/2∗
(
A+ iB − i(C + iD)
i
)
where the matrices A,B,C,D are as in Proposition 5.1.
All the lower order coefficients aj,γ,k are tempered distributions with sup-
port in kTγ applied to fˆ , which can in principle be calculated from the sta-
tionary phase approximation.
Remark 5.2. Again, the case of a compact symmetry group G ⊂ GL(n,R)
can be treated by conjugating to an orthogonal subgroup (see the discussion
in Section 3.2).
Proof. Proposition 5.1 allows us to write the spectral distribution as an os-
cillating integral. Proposition 5.6 together with Proposition 5.10 assure that
the critical set is smooth and that the transversal Hessian is non-degenerate.
We can therefore apply the generalized stationary phase theorem (see e.g.
[23, Theorem 3.3]) to (5.3) finishing the proof of Theorem 5.11.
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Part II
Resonance chains and
geometric limits on Schottky
surfaces
6 Introduction
Let X = Γ\H be a convex co-compact hyperbolic surface, then this surface
has infinite volume, finite genus and a finite number of funnels. The resolvent
of the positive Laplacian ∆X is usually defined as
R(s) = (∆X − s(s− 1))−1,
and on L2(X) it is analytic in s for Re(s) > 1. Changing the function spaces
this resolvent can be meromorphically extended to s ∈ C with poles of finite
rank. The poles of this meromorphic continuation are called the resonances of
X and the multiplicity of a resonance is defined by the rank of the associated
pole. The set of all resonances on X repeated according to multiplicity will
be called Res(X).
The study of the distribution of resonances on infinite volume hyperbolic
surfaces is of interest in number theory (see e.g. the recent work of Bourgain-
Gamburd-Sarnak [9] on the affine sieve) as well as in the study of quantum
chaos, because these surfaces provide an important model of open, classically
chaotic systems (see [65] for a recent review).
Since the seminal work of Patterson it is known that there is alway one
resonance at s = δ, where δ is the Hausdorff dimension of the limit set
Λ(Γ)(see [70] for δ > 1/2 and [71] for δ ≤ 1/2). For the hyperbolic cylinder
even the complete resonance spectrum can be computed, but apart from
this special example there are no other explicit formulas for the location of
individual resonances.
However, it has been a very fruitful approach to prove coarser results
on the distribution of resonances in the complex plane. For example Guil-
lope´-Lin-Zworski [43] proved a fractal Weyl upper bound on the number of
resonances near the critical line
# {s ∈ Res(X), r ≤ |Im(s)| ≤ r + 1 and Re(s) > −C} = O(rδ)
and Naud [63] the existence of a spectral gap, i.e. of a constant ε > 0 such
that
{s ∈ Res(X), Re(s) > δ − ǫ} = {δ}.
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Such asymptotic results on the resonance distribution have important anal-
ogons in theoretical physics [39, 59, 84] and are even observable experimen-
tally [4, 77]. Despite the big progress in recent years there are still many
open questions and conjectures. For example it has been conjectured that
the fractal Weyl upper bound is sharp and that, in the semiclassical limit,
i.e. for Im(s) → ∞ the spectral gap can be extended to δ/2. For a more
thorough discussion on recent progress on the distribution of resonances and
open questions we refer to [65] and references therein.
The existence of these open conjectures motivated Borthwick to study
the resonance spectrum on infinite volume hyperbolic surfaces numerically
[7] and to a great surprise he observed that the resonances on 3-funneled
Schottky surfaces are often highly ordered and form resonance chains. It
will be shown in Part III that these resonance chains can be understood
by a generalized zeta function and are related to a clustering of the length
spectrum on X and that the same kind of resonance chains also appear in
various other physical systems (for details on the significance of resonance
chains in physics we refer to [91] and references therein).
Statement of the results: In this part we will show the existence of res-
onance chains for 3-funneled surfaces by proving explicit formulas for indi-
vidual resonances in a certain geometrical limit in the Teichmu¨ller space. A
3-funneled Schottky surface of genus zero is up to isometry uniquely defined
by three positive real numbers l1, l2, l3 which correspond to the funnel widths
i.e. the lengths of the primitive closed geodesics that turns once around one
funnel. The numbers l1, l2, l3 are also called Fenchel-Nielsen coordinates of
the Teichmu¨ller space of 3-funneled surfaces (cf. [5, Section 13.3]) and we
will denote these surfaces by Xl1,l2,l3. Let n1, n2, n3 ∈ N be positive integers,
then we consider for ℓ > 0 the family of Schottky surfaces
Xn1,n2,n3(ℓ) := Xn1ℓ,n2ℓ,n3ℓ
with a fixed rational ratio of the funnel widths. In the limit ℓ → ∞ the
system becomes more and more open and the dimension of the limit set
tends to zero δ → 0. One observes that in this limit not only the leading
resonance at δ tends to zero but all other resonances do as well. In order to
study a meaningful, nontrivial limit of the resonance spectrum, the spectrum
has to be rescaled with ℓ and we define the set of rescaled resonances as
R˜esn1,n2,n3(ℓ) := {s ∈ C, s/ℓ ∈ Res(Xn1,n2,n3(ℓ))}.
Then we obtain the following theorem for the rescaled resonances in the limit
ℓ→∞.
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Theorem 6.1. Let n1, n2, n3 be positive integers that fulfill a triangle condi-
tion i.e. they fulfill the inequality ni+nj > nk for any permutation of 1, 2, 3.
Let furthermore be
Pn1,n2,n3(x) := 1− 2(xn1 + xn2 + xn3) + x2n1 + x2n2 + x2n3
+2(xn1+n2 + xn2+n3 + xn1+n3)− 4xn1+n2+n3 (6.1)
and
Nn1,n2,n3 := {s ∈ C, Pn1,n2,n3(e−s) = 0}
where the zeros are repeated according to the multiplicities. Then for any
bounded domain U ⊂ C with ∂U ∩Nn1,n2,n3 = ∅ we have
lim
ℓ→∞
#
(
U ∩ R˜esn1,n2,n3(ℓ)
)
= #
(
U ∩ Nn1,n2,n3
)
.
Note that U can be chosen arbitrarily small, so Theorem 6.1 states that a
finite number of resonances is determined by Pn1,n2,n3 at an arbitrary precision
for large enough ℓ. As Nn1,n2,n3 is the zero set of a polynomial in e−s, this
set naturally forms straight chains in the sense that
s0 ∈ Nn1,n2,n3 ⇒ sk = s0 + 2πik ∈ Nn1,n2,n3, ∀ k ∈ Z.
Theorem 6.1 then says that the rescaled resonance spectrum converges against
straight resonance chains which are explicitly described by the polynomial
Pn1,n2,n3. Note that this convergence however only holds for an arbitrarily
large but finite number of resonances and one can not suspect Theorem 6.1
to hold uniformly for all resonances because this would contradict the fractal
Weyl conjecture on the number of resonances in the semiclassical limit. The
limit ℓ→∞ thus can be understood as a limit complementary to the semi-
classical limit which holds in the low frequency regime i.e. for a finite number
of resonances. And in fact we will see in Section 11 that Pn1,n2,n3 describes
the first 50-100 resonances already for relatively small values of ℓ ≈ 4.
In the proof of Theorem 6.1 a generalized dynamical zeta function will
play an important role and we will show that such generalized zeta functions
always have an analytic extension 1. Therefore we introduce PXl1,l2,l3 as the
set of all primitive closed geodesics on Xl1,l2,l3 , where primitive means that
the geodesic is not a repetition of a shorter closed geodesic. If we additionally
denote for a closed geodesic γ its length by l(γ) then we can state the following
result.
1More motivation for the study of this generalized zeta function can be fund in Part III
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Theorem 6.2. Let Xl1,l2,l3 be a Schottky surface with three funnels of widths
l1, l2, l3 and let n1, n2, n3 ∈ N. We define
n :
{ PXl1,l2,l3 → N
γ 7→ ∑3i=1 niwi(γ) (6.2)
where wi(γ) denotes the winding number around the funnel of width li. Then
the generalized zeta function
dn(s, z) =
∏
γ∈PXl1,l2,l3
∏
k≥0
(
1− zn(γ)e−(k+s)l(γ)) . (6.3)
extends to an analytic function on C2.
Similar to an ordinary dynamical zeta function, obtained by a Bowen-
Series transfer operator, this generalized zeta function is equal to the Selberg
zeta function of Xl1,l2,l3 for z = 1. Beside its appearance in the proof of
Theorem 6.1 this result is also of independent interest as in Part III it will
be numerically shown that for the understanding of the resonance chains for
finite ℓ these generalized zeta functions are the central object. The numer-
ical algorithms used in Part III and the interpretation of the results were
also heavily based on the assumption that the generalized zeta function is
analytic.
The particularly simple structure of the resonance spectrum in the limit
ℓ→∞ as stated in Theorem 6.1 can finally be understood by the following
result which states the in the limit ℓ → ∞ the generalized zeta function of
Theorem 6.2 is given by the polynomial Pn1,n2,n3 .
Theorem 6.3. Let n1, n2, n3 be positive integers fulfilling the triangle con-
dition. Consider for ℓ > 0 the family of Schottky surfaces Xn1,n2,n3(ℓ) then
the generalized zeta function of this family of surfaces, as defined in Theo-
rem 6.2, also depends on the parameter ℓ and we denote it by dn(s, z; ℓ). If
Pn1,n2,n3 is the polynomial defined in (6.1), then on any bounded set B ⊂ C2
the rescaled generalized zeta function dn(z, s/ℓ; ℓ) converges to the polynomial
in the sense that
lim
ℓ→∞
∥∥dn(z, s/ℓ; ℓ)− Pn1,n2,n3(ze−s)∥∥∞,B . (6.4)
This part is organized as follows: First we will recall some basic facts
on the definition of Schottky surfaces, their resonances and Selberg zeta
functions in Section 7. Then, in Section 8, we recall the definition of the dy-
namical zeta function the way they are usually obtained using Bowen-Series
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maps and iterated function schemes (IFS). While this traditional approach
is very natural from an algebraic point of view, we will see that it is not nat-
ural from the geodesic flow point of view. Section 9 will then be dedicated
to an iterated function scheme whose dynamical zeta function also contains
the Selberg zeta function of the Schottky surface but that is much better
adapted to the geodesic flow. These flow-adapted IFS are then used to prove
Theorem 6.2 on the analyticity of the generalized zeta functions. The flow-
adapted IFS in addition turn out to be the central ingredient in treating the
limit ℓ → ∞ in Section 10. The idea in proving Theorem 6.1 and Theo-
rem 6.3 is to write the generalized zeta function as a Fredholm determinant
of a transfer operator defined by the flow-adapted IFS. We will then consider
the Taylor expansion of this Fredholm determinant and apply techniques
from Jenkinson-Pollicott [56] on these Taylor coefficients. We will however
use them in a different way: while they used them for a fixed IFS to bound
the high Taylor coefficients in order to obtain rigorous dimension estimates
we will use them to show, that in the limit ℓ→∞ only the first view terms
survive. Furthermore all remaining terms become particularly simple and
cancel each other to a great extend. From a physical point of view the proof
strategy is to show that the ideas which Cvitanovic-Eckhardt [25] introduced
under the name “cycle expansion” in physics become rigorous in the limit
ℓ → ∞ on Schottky surfaces. Finally, in Section 11 we will compare the re-
sults with numerical calculations and we will observe that the resonances in
the low-frequency regime are already surprisingly well described by Pn1,n2,n3
for relatively small values of ℓ (ℓ ≈ 4) which illustrates the practical value of
Theorem 6.1.
7 Resonances and zeta functions for Schottky
surfaces
All hyperbolic surfaces can be written as a quotient of the hyperbolic half
plane H by a discrete subgroup of its orientation preserving isometry group
Γ ⊂ Isom+(H) = PSL(2,R). We will be particularly interested in Schot-
tky surfaces which are quotients by certain freely generated groups, called
Schottky groups. These groups can be defined as follows.
Definition 7.1. Let D1, . . . , D2r be disjoint open disks in C with centers on
the real line and mutually disjoint closures. Then there exists for each pair
Di, Di+r a hyperbolic element Si ∈ PSL(2,R) that maps ∂Di to ∂Di+r and
that maps the interior of Di to the exterior of Di+r. A Schottky group is then
the free group generated by S1, . . . , Sr.
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SURFACES
With this definition Schottky surfaces are always surfaces of infinite vol-
ume without cusps and with a finite number of funnels. The simplest non-
trivial example of Schottky surfaces are those surfaces with three funnels of
genus zero (see upper part or Figure 9.1). Given three positive real numbers
l1, l2, l3 a Schottky group of such a surface is freely generated by the two
hyperbolic elements
S1 =
(
cosh(l1/2) sinh(l1/2)
sinh(l1/2) cosh(l1/2)
)
, S2 =
(
cosh(l2/2) a sinh(l2/2)
a−1 sinh(l2/2) cosh(l2/2)
)
,
(7.1)
where the parameter a is chosen such that Tr(S1S
−1
2 ) = −2 cosh(l3/2). We
write
Γl1,l2,l3 := 〈S1, S2〉 and Xl1,l2,l3 := Γl1,l2,l3\H.
The parameters l1, l2, l3 coincide with the lengths of the three primitive closed
geodesics around the three funnels of the surface Xl1,l2,l3 (see the geodesics
γ1, γ2 and γ3 in Figure 9.1) and parametrize uniquely all hyperbolic surfaces
of this type. They are also called Fenchel-Nielsen coordinates because they
are global coordinates on the Teichmu¨ller space for 3-funneled surfaces of
genus zero, i.e. the space of all isometry classes of hyperbolic metrics on this
surface (cf. [5, Section 13.3]).
The study of the Laplacian ∆X allows to study the spectral properties of a
Schottky surface X . As the surface has infinite volume it is known that it has
at most finitely many L2-eigenvalues in (0, 1/4) and absolutely continuous
spectrum on [1/4,∞) with no embedded eigenvalues. The L2-spectrum thus
is not a good spectral quantity and it is well known that instead one has
to study the resonances of the Laplace operator. These resonances can be
defined by the meromorphic continuation of the resolvent which has been
shown by Mazzeo-Melrose [60] and Guillope-Zworski [44]
Theorem 7.1. The resolvent
RX(s) := (∆X − s(1− s))−1 : L2(X)→ H2(X)
which is defined for Re(s) ≥ 1/2 and s(1 − s) /∈ spec(∆X) extends to a
meromorphic family of operators
RX(s) : L
2
comp(X)→ H2loc(X)
with poles of finite rank.
By this meromorphic continuation we can define the set of resonances as
Res(X) := {s ∈ C, s is pole of RX(s), repeated according to multiplicity}.
(7.2)
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Surfaces with constant negative curvature have the remarkable property that
their resonance spectrum is related to the zeros of their Selberg zeta function
which we introduce now. If γ is a closed geodesic on a hyperbolic surface
surface X we can create longer closed geodesics by simply repeating it. We
call a geodesic primitive if it cannot be obtained as a repetition of a shorter
geodesic and we denote the set of primitive closed geodesics on X by
PX := {γ, closed primitive godesic on X}.
If l(γ) denotes the length of a geodesic γ, then the Selberg zeta function of
X is defined as
ZX(s) :=
∏
γ∈PX
∏
k≥0
(
1− e−(s+k)l(γ)) . (7.3)
This product is absolutely convergent for Re(s) sufficiently large and for
Schottky surfaces it extends to an analytic function on C [42]. The result
of Patterson-Perry [72] which was later generalized to surfaces with cusps
by Borthwick-Judge-Perry [8] (see also Bunke-Olbrich [13]) relates the reso-
nances to the zeros of the Selberg zeta function.
Theorem 7.2. For a Schottky surface X = Γ\H the zero set of the zeta func-
tion ZX(s) is the union of the resonances Res(X) and the negative integers
s = −k, k ∈ N0.
8 Dynamical zeta functions for iterated func-
tion schemes
The correspondence between the zeros of the Selberg zeta function and the
resonances as stated in Theorem 7.2 is a central ingredient for understanding
the resonance chains. However we first have to develop a different point of
view on the Selberg zeta function by the so called dynamical zeta function,
which we introduce in this section for holomorphic iterated function schemes
(see e.g. [56]).
Definition 8.1 (Holomorphic iterated function scheme). For N ∈ N let
D1, . . . , DN ⊂ C be N open disks such that their closures Di are pairwise
disjoint. Let A ∈ {0, 1}N×N be the adjacency matrix and denote i  j if
Ai,j = 1. Furthermore for each pair (i, j) ∈ {1, . . . , N}2 with i j we have
a biholomorphic map φi,j : Di 7→ φi,j(Di) such that φi,j(Di) ⋐ Dj and such
that different images are pairwise disjoint, i.e.
φi,j(Di) ∩ φk,l(Dk) 6= ∅ ⇔ i = k and j = l. (8.1)
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For convenience we denote the union of all the disjoint disks by
D :=
⋃
i
Di
and the union of all their images by
φ(D) :=
⋃
i j
φi,j(Di).
From (8.1) it follows directly that for u ∈ φ(D) there is exactly one pair i j
and u′ ∈ Di such that u = φi,j(u′). We have thus a well defined holomorphic
inverse function
φ−1 : φ(D)→ D.
Example 8.1. The disks Di and generators Si in the construction of a Schot-
tky group (see Definition 7.1) give a natural construction of a holomorphic
IFS. For convenience we denote for i = 1, . . . , r Si+r := S
−1
i and use a cyclic
notation of the indices i.e. Si+2r = Si and Di+2r = Di. Then for i = 1, . . . , r
all elements Si map all disks, except Di, holomorphically into the interior of
Di+r. Thus the adjacency matrix of this IFS is given by a 2r × 2r matrix
with Ai,j = 0 if |i − j| = r and Ai,j = 1 else. For any i  j the maps are
given by
φi,j(u) := Sj+ru = S
−1
j u.
They clearly fulfill (8.1) and are also known to be eventually contracting
(see e.g. [5, Proposition 15.4]). Note that the inverse map φ−1 restricted to
Dj ∩ φ(D) is exactly given by Sj. The IFS which we defined is consequently
the inverse of the usual Bowen-Series map for Schottky groups (see e.g. [5,
Section 15.2]).
It will turn out to be useful for the notation to introduce the following
symbolic coding. The symbols are given by the integers 1, . . . , N and the set
of words of length n by the tuples of symbols
Wn := {(w0, . . . , wn), wi  wi+1 for all i = 0, . . . , n− 1}.
Note that our notation of word length does not refer to the number of symbols,
but to the number of transitions wi  wi+1 which they indicate. For w ∈ Wn
and 0 < k ≤ n we define the truncated word by
w0,k := (w0, . . . , wk) ∈ Wk.
Finally we define the iteration of the maps φi,j along a word w ∈ Wn as
φw := φwn−1,wn ◦ . . . ◦ φw0,w1 : Dw0 7→ Dwn
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and their images as
Dw := φw(Dw0).
Note thatDw ⋐ Dwn and that from the separation condition (8.1) one obtains
inductively for w,w′ ∈ Wn
Dw ∩Dw′ 6= ∅ ⇔ w = w′.
We call a word w ∈ Wn of length n closed if w0 = wn and we denote
the set of all closed words of length n by Wcln . We call a holomorphic IFS
eventually contracting, if there is a N0 and θ < 1 such that for n ≥ N0
|φ′w(u)| ≤ θ for all w ∈ Wn and u ∈ Dw0 .
Given a closed word w ∈ Wcln , the map
φw : Dw0 → Dw ⋐ Dw0
of an eventually contracting IFS has a unique fixed point (see Lemma 18.1)
which we denote by uw. If a closed word w ∈ Wcln of length n is concatenated
k-times with itself, we obtain a closed word of length k · n
wk = (w0, w1, . . . , wn−1, w0, . . . , . . . wn−1, w0, . . . , wn−1, w0) ∈ Wclnk.
In analogy to the primitive closed geodesics, we call a word w prime if it can
not be obtained by the repetition of a shorter word and we write
Wprimen := {w ∈ Wcln , w is prime}.
Note that as well the set of closed words as the set of prime words is invariant
under the left-shift
σL :
{
Wcl/primen → Wcl/primen
(w0, . . . , wn−1, w0) 7→ (w1, . . . , wn−1, w0, w1) .
and the right-shift
σR :
{
Wcl/primen → Wcl/primen
(w0, . . . , wn−1, w0) 7→ (wn−1, w0 . . . , wn−1, wn−1) .
obviously σ−1L = σR and iterative application of these operators induce a
Z-action on the set of words. The importance of this shift action arises from
the fact that on the periodic orbits, the dynamics of the IFS is conjugated to
the dynamics of the shift operator on the closed words in the following sense
∀w ∈ Wcln , 0 < k < n : φw0,k(uw) = uσkLw. (8.2)
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We will denote by [w] the orbit of a word w by this Z-action on Wcl/primen
and write the space of these orbits, i.e. the quotient by the group action as[Wcl/primen ] := Z\Wcl/primen .
Next we define the transfer operators associated to the iterated function
schemes (c.f.[56]).
Definition 8.2. Let A∞(D) be the Banach space of holomorphic functions
on D that are bounded on D with the supremum norm. If we have a function
V ∈ A∞(φ(D)) then we define the transfer operator LV : A∞(D)→ A∞(D)
associated to the IFS by
(LV h)(u) :=
N∑
i=1
(L(i)V h)(u) (8.3)
where
L(i)V :
{ A∞(D) → A∞(Di)
h(u) 7→ (L(i)V h)(u) :=
∑
js.t.i j
V (φi,j(u))h(φi,j(u)) . (8.4)
The sum in (8.3) is then understood in the sense thatA∞(D) =
⊕N
i=1A∞(Di).
Given such a potential V , a word w ∈ Wn and a point u ∈ Dw0 , we can
define the iterated product
Vw(u) :=
n∏
k=1
V (φw0,k(u)). (8.5)
A straight forward calculation of powers of the transfer operator LV leads to
(LnV h) (u) =
∑
w∈Wn,s.t.u∈Dw0
Vw(u)h(φw(u)),
thus these iterated products naturally occur in powers of LV .
Definition 8.3. An operator L : B → B on a Banach space B is called
nuclear, if there exist vn ∈ B, αn ∈ B∗ with ‖vn‖ = ‖αn‖ = 1 and λn ∈ C
with
∞∑
n=0
|λn| <∞ such that
Lh =
∞∑
n=0
λnαn(h)vn (8.6)
for any h ∈ B. The representation (8.6) is then called nuclear representation
of L.
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It is a well known fact that these transfer operators of holomorphic IFS
are nuclear operators (see [80] or [56, Proposition 2], respectively) and that
for eventually contracting IFS the trace can be expressed in terms of the
points uw. Accordingly one can define the dynamical zeta function by the
Fredholm determinant
dV (z) := det(1− zLV ) = exp
(∑
n>0
zn
n
Tr(LnV )
)
(8.7)
which is an entire function on C and which can be written for |z| sufficiently
small as (see e.g. [56, (3.26)])
dV (z) = exp
−∑
n>0
zn
n
∑
w∈Wcln
Vw(uw)
1
1− φ′w(uw)
 . (8.8)
One has the following important connection between the dynamical and Sel-
berg zeta function:
Theorem 8.1. Let X = Γ\H be a Schottky surface and take the iterated
function scheme associated to the Bowen-Series maps as defined in Example
8.1. For s ∈ C define the potential Vs(z) = [(φ−1)′(z)]−s which depends
holomorphically on s as (φ−1)′(z) 6= 0 and consider the holomorphic family
of nuclear operators LVs. Then the dynamical zeta function
d(s, z) := det(1− zLVs)
is holomorphic in both variables and
ZX(s) = d(s, 1).
Proof. We will only give a sketch of the proof here, considering those steps
which will be of further importance in this part of the thesis. For a detailed
proof see e.g. [5, Theorem 15.8].
The proof heavily relies on a product form of the general dynamical zeta
function which we will derive now. Expanding the last quotient in (8.8) as a
geometric series one obtains
dV (z) = exp
−∑
k≥0
∑
n>0
∑
w∈Wcln
zn
n
Vw(uw) (φ
′
w(uw))
k
 .
Next one checks that for a given class of words [w] ∈ [Wcln ] neither Vw(uw)
nor φ′w(uw) depend on the choice of the representative w. Furthermore one
easily calculates that
Vwk(uwk) = (Vw(uw))
k and φ′wk(uwk) = (φ
′
w(uw))
k.
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Consequently the sum over all closed words represented by the double sum∑
n>0
∑
w∈Wcln
can be transformed into a sum over all classes of prime words and
their repetitions and one obtains
dV (z) = exp
−∑
k≥0
∑
r>0
∑
[w]∈[Wprime]
(
znwVw(uw) (φ
′
w(uw))
k
)r
r
 .
where
[Wprime] = ⋃n [Wprimen ] is the set of the prime word-classes of arbi-
trary length and nw denotes the length of the word w. Finally using the
Taylor expansion log(1− x) = −∑r>0 xr/r one obtains
dV (z) =
∏
[w]∈[Wprime]
∏
k≥0
(
1− znwVw(uw) (φ′w(uw))k
)
. (8.9)
With the special choice of the potential Vs(u) = ((φ
−1)′(u))−s one then
obtains
d(s, z) =
∏
[w]∈[Wprime]
∏
k≥0
(
1− znw (φ′w(uw))s+k
)
.
The equivalence to the Selberg zeta function then follows from a one-to-one
correspondence between the classes of prime words of the Bowen-Series IFS
and the primitive geodesics on the Schottky surfaces (see e.g. [5, Proposition
15.5]) and from the fact that the stabilities of the fixed points φ′w(uw) are
related to the lengths of these geodesics.
As explained in Section 7 we are especially interested in zeros of the zeta
function. The fixed point formula (8.8) for the dynamical zeta function can
however not vanish if the series are absolutely convergent. But the fixed point
formula (8.8) is only valid in the region of absolute convergence, in the rest of
the complex plane the zeta function is only defined by analytic continuation.
Equation (8.8) is thus only valid in a region where the zeta function has
no zeros. The same is true for the product formula (7.3) of the Selberg
zeta functions. Both formulas are thus not at all useful for determining
the zeros numerically. One can however use the following clever trick which
has been introduced in physics by Cvitanovic-Eckhardt [25] under the name
cycle expansion and that has been rigorously applied to Schottky surfaces
by Jenkinson-Pollicott [56] in mathematics: As for any bounded potential
V the series in (8.8) converges in a neighborhood of zero, one can derive a
general formula for the Taylor coefficients of the Taylor expansion of dV (z)
in z around zero. This expansion is given by [56, Proposition 8]:
dV (z) = 1 +
∞∑
N=1
zNd
(N)
V (8.10)
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with
d
(N)
V =
N∑
m=1
 ∑
(n1,...,nm)∈P (N,m)
(−1)m
m!
m∏
l=1
1
nl
∑
w∈Wclnl
Vw(uw)
1− φ′w(uw)
 (8.11)
where P (N,m) is the set of all m-partitions of N , i.e. the set of all integer
m-tuples that sum up to N . As dV (z) is known to be analytic on all C
its Taylor expansion (8.10) converges absolutely on C and is well suited for
numerical calculations of its zeros (c.f. [7]).
9 Flow-adapted iterated function schemes and
generalized zeta functions
As mentioned in the proof of Theorem 8.1 the key ingredient for the equiva-
lence between the dynamical zeta function of the standard Bowen-Series IFS
and the Selberg zeta function is an equivalence between periodic geodesics
on the surface and periodic orbits of the IFS. This equivalence is usually
proven in a purely algebraic way by arguing with conjugacy classes in the
Schottky group Γ. This equivalence can however also be understood from a
geometric or dynamical point of view by interpreting the Bowen-Series maps
as some kind of Poincare´ section of the geodesic flow. The 3-funneled Schot-
tky surface can be obtained from its fundamental domain by gluing together
the circles of the same color (see Figure 9.1). Each closed geodesic on the
surface crosses the blue and red cut lines a finite number of times and can
be represented by one or several arcs in the fundamental domain. The fixed
points of the Bowen-Series map are then exactly the end-points of these arcs.
We do not want to go any further into details, as we will need no rigorous
statement of this correspondence in the sequel (in all proofs it is more conve-
nient to do the calculations from the algebraic point of view). It is however
important to realize that the standard Bowen-Series IFS seems to be very
natural from the algebraic point of view (it is directly constructed from the
two generators S1, S2 of the freely generated Schottky group) but not from
the point of view of the geodesic flow: Geodesics that turn one time around
one of the funnels and which are topologically similar are treated differently
depending on the choice of the funnel. For example the geodesics γ1 and γ2
in Figure 9.1 only cross one cut line, while the geodesic γ3 crosses two of
them. This implies that γ3 corresponds to a periodic orbit of word length
two while γ1 and γ2 only correspond to a word length one. From a purely
dynamical point of view it would thus be more natural to take a Poincare´
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Figure 9.1: Upper part: Schematic sketch of a 3-funneled Schottky surface.
The dashed red and dotted blue line indicate the cut lines which would
correspond to the Poincare´ section of the standard Bowen-Series IFS. The
black lines represent the three fundamental geodesics that wind one time
around one of the funnels. Lower part: Configuration of 4 disks that give
rise to the construction of a 3-funneled Schottky surface. The upper half
plane without the disks represents a fundamental domain and the surface
can be obtained by gluing together the two red dashed lines and the two blue
dotted lines. In black the three fundamental closed geodesics γ1, γ2, γ3 from
the upper part of the figure are shown. While γ1 and γ2 are only represented
by one arc each, the geodesic γ3 appears as two arcs in the fundamental
domain.
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section with three cut lines as presented on the lower part of Figure 9.2. The
Schottky surface can then be thought of being obtained by gluing together
two identical domains (see Figure 9.2). We will see below that these domains
correspond to fundamental domains of a McMullen reflection group .
The aim of this section is thus to construct a holomorphic IFS leading to a
dynamical zeta function that also equals the Selberg zeta function but which
is constructed in the spirit of Figure 9.2. This flow-adapted IFS will turn out
to be the natural choice for proving the analyticity of the generalized zeta
function (Theorem 6.2) and a crucial ingredient for proving the geometric
limits (Theorem 6.3). 2
The flow-adapted IFS will be obtained by doubling a McMullen reflec-
tion IFS [61] (see also [56, Section 6]) and we will first recall the definition
of a McMullen reflection group. Those groups are best visualized in the
Poincare´ disk model. Let c1, c2, c3 denote three geodesics that do not in-
tersect. Geometrically these geodesics are circles that are perpendicular to
the disk boundary ∂D (see upper part of Figure 9.2). The reflection at the
geodesic ci is then an antiholomorphic isometry
ρci(u) : D→ D
and the Kleinian group Γ generated by the reflections ρci is called a Mc-
Mullen reflection group. Note that it contains as well orientation preserving
(i.e. holomorphic) as orientation inverting (i.e. antiholomorphic) isometries.
The subgroup Γ+ of orientation preserving isometries is then a Schottky
group of a 3-funneled surface containing only hyperbolic transformations. If
we introduce the displacement length of an hyperbolic positive isometry T
as
l(T ) := min
u∈D
distD(u, Tu),
then we can always construct a McMullen reflection group with the following
properties.
Lemma 9.1. Let l1, l2, l3 > 0 be real positive numbers, then there exist non-
intersecting geodesics cA, cB, cC such that ρcA, ρcB , ρcC generate a McMullen
reflection group and the displacement length of the composition of two differ-
ent generators is given by
l(ρcBρcC ) = l1, l(ρcAρcC ) = l2, l(ρcAρcB) = l3. (9.1)
2The flow adapted IFS weil also play an important role in Part IV. Therre we use a
slightly different version for symmetric n-funneled surface to obtain a symmetry factor-
ization of the Selberg zeta functions.
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Figure 9.2: Lower part: Schematic sketch of a 3-funneled Schottky surface.
The red, green and blue lines indicate the cut lines which would correspond
to the Poincare´ section of the flow-adapted IFS. The black line γ1 represents
a geodesic which winds once around one of the funnels. Upper part: Fun-
damental domain of two McMullen IFS represented in the Poincare´ disk D.
The Schottky surface below can be obtained by gluing those two fundamental
domains together along the cycles such that the colors match each other. In
black the two arcs of the geodesic γ1 are sketched.
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Proof. First we use the fact from hyperbolic trigonometry (see e.g. [5, Lemma
13.2]) that given three positive numbers α, β, γ there exist positive numbers
A,B,C and a right-angled hexagon with side lengths α,C, β, A, γ, B (see Fig-
ure 9.3). Note that the geodesic lines cA, cB, cC obtained as the prolongation
of A,B,C do not intersect as they are perpendicular to a common geodesic.
Thus the reflections along these three geodesics generate a McMullen reflec-
tion group. If we choose α = l1/2, β = l2/2, γ = l3/2 we also have (9.1)
which can be seen as follows. Let cα be the geodesic prolongation of the side
of length α. As it is perpendicular to cB and cC it is preserved under the
reflection along both circles and is thus also preserved under the hyperbolic
element ρcBρcA. Such an invariant geodesic of an hyperbolic element is also
called axis and it is known that the displacement length is given for any
u ∈ cα by (see e.g. [5, Section 2.1])
l(ρcBρcC ) = dD(u, ρcBρcCu).
Choosing u to be the intersection point of cC and cα one immediately sees
that
dD(u, ρcBρcCu) = dD(u, ρcBu) = 2α = l1.
The flow-adapted IFS of a Schottky surface Xl1,l2,l3 will be constructed
from the generators ρcA , ρcB , ρcC . It is however convenient to transform them
by the isometry
C :
{
D → H
u 7→ −iu−1
u+1
(9.2)
to the upper half plane. Without loss of generality we can assume that the
boundary point −1 ∈ ∂D is not contained in any of the disks bounded by
cA, cB, cC . The transformation thus gives us 6 points a1 < b1 < a2 < b2 <
a3 < b3 ∈ R = ∂H and three geodesic circles ci with start- and end-points ai
and bi (see Figure 9.4 for an illustration) . If we denote by mi the center and
by ri the radius of the circle ci then the reflection at this geodesic is given by
ρci(u) =
r
u−mi +mi
which is an antiholomorphic map on H. For holomorphic IFS we however
need holomorphic maps on C, so we extend the map antiholomorphically to
C and compose it with a complex conjugation which gives a holomorphic
transformation on C given by
Ri(u) =
ri
u−mi +mi. (9.3)
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Figure 9.3: Sketch of the orthogonal hexagon in the Poincare´ disk D together
with the notations from the proof of Lemma 9.1.
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Figure 9.4: Upper part: The two copies of the fundamental domain of the
McMullen reflection group from Figure 9.2. Lower part: Disk of the associ-
ated flow-adapted IFS with the notations as in Definition 9.1.
which can also by expressed as a Moebius transformation with the matrix
Ri =
1√
ri
(
mi ri −m2i
1 mi
)
, (9.4)
Note that detRi = −1 thus the matrices Ri are not in SL(2,R) but
any product of an even number of Ri is. Finally, by choosing the indices
appropriately, equation (9.1) transforms to
l(R1R2) = l1, l(R2R3) = l2, l(R1R3) = l3. (9.5)
We can now define the flow-adapted IFS.
Definition 9.1 (Flow-adapted IFS). Let l1, l2, l3 be real positive numbers
and let ci, ai, bi, mi, ri and Ri be constructed as above from Lemma 9.1. We
define the offset variable
δoffset := b3 − a1 + 1.
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The flow-adapted IFS then is a holomorphic IFS with N = 6 where the disks
Di are the Euclidean disks in C with centers mi and radii ri for 1 ≤ i ≤ 3
and with centers mi−3 + δoffset and radii ri−3 for 4 ≤ i ≤ 6. The adjacency
matrix A is given by Ai,j+3 = Aj+3,i = 1 for all 1 ≤ i, j ≤ 3 with i 6= j and
Ai,j = 0 else. Finally for i j the maps φi,j are given by
φi,j(u) :=
{
Rj−3(u) + δoffset for i ≤ 3
Rj(u− δoffset) for i > 3.
Remark 9.1. Note that the concrete form of the flow-adapted IFS is far from
being uniquely defined by the lengths li. The three lengths only determine
uniquely the side lengths of the orthogonal hexagon in the proof of Lemma 9.1
but not its orientation and position inside D. So every other realization of
this pentagon where the point −1 is not contained in any of the disks leads
to an equivalent IFS. Additionally the offset variable is completely arbitrary,
provided it assures that the disks Di are mutually disjoint.
As indicated in the discussion above, we want to show that the dynamical
zeta function of the flow-adapted IFS with a suitable potential also equals the
Selberg zeta function. The key ingredient for this equality is, as in the case
of the ordinary Bowen-Series map, a one-to-one correspondence between the
classes of prime closed words of the IFS and the primitive closed geodesics
which we want to state and prove next.
Proposition 9.2. Let l1, l2, l3 be positive, real numbers and consider the
corresponding flow-adapted IFS from Definition 9.1. Then there exists a
bijection between the classes of prime words in
[Wprime] and the primitive
closed geodesics on Xl1,l2,l3. Additionally the length of the geodesic associated
to [w] is given by
− log(φ′w(uw)). (9.6)
Proof. Let R1, R2, R3 be as in Definition 9.1 and Γ = 〈R1, R2, R3〉+ the
subgroup of orientation preserving isometries of the McMullen reflection
group. Then Γ is generated by the two hyperbolic isometries S1 = R1R2
and S2 = R2R3 and it is straightforward to check that S1, S2 generate the
Schottky group Γl1,l2,l3. Thus it is known (see e.g. [5, Proposition 2.16]) that
the set of primitive closed geodesics on Xl1,l2,l3 is in bijection to the set of
primitive conjugacy classes [T ] ∈ Γ where primitive means that there is no
S ∈ [T ] such that S = Rk for some R ∈ Γ and k > 1. Consequently our aim
is to construct a bijection
T :
[Wprime]→ {primitive conjugacy classes of Γ} .
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In order to do so, we note that for w ∈ Wk from the form of the adjacency
matrix in Definition 9.1 we have wi ≤ 3 ⇒ wi+1 > 3. Thus, if w is a closed
word, k has to be even. We first define the map
T :
[Wcl]→ {conjugacy classes of Γ} .
on the closed words and will later show that we can easily restrict it to the
prime words. For a closed word w = (w0, . . . , w2r) we define the map T by
T (w) :=
{
Rw2rRw2r−1−3 . . . Rw2Rw1−3 if w0 ≤ 3
Rw2r−1Rw2r−2−3 . . . Rw1Rw0−3 if w0 > 3
.
As closed words have to be of even length, T (w) consists of an even number of
reflections and is thus a positive isometry. We first show that T is well defined
on
[Wprime], i.e. that it doesn’t depend on the choice of the representative of
[w]. So let v ∈ [w]. Without loss of generality we can assume that w0 ≤ 3 and
v0 ≤ 3 because otherwise we could simply apply the right-shift σR to obtain
such an element in the same equivalence class that fulfills this condition and
that is mapped to the identical element in Γ. Consequently there exists an
integer 0 ≤ t ≤ r such that v = (w2t, . . . , w2r, w1 . . . , w2t) and we obtain
T (v) = Rw2t . . . Rw1−3Rw2r . . . Rw2t+2Rw2t+1−3 = S
−1T (w)S
for S = Rw2r . . . Rw2t+1−3. Thus T (v) is in the same conjugacy class as T (w).
In order to see the injectivity we take two words v and w that are mapped
to the same conjugacy class. We assume first that
T (v) = RaRbT (w)RbRa.
However from the form of the adjacency matrix, it is not possible that an
element in the image of T starts and ends with the same generator. Thus we
have either
RbRa = Rw1−3Rw2
or
RaRb = Rw2r−1−3Rw2r .
In the first case we have v = σ2Lw in the latter case v = σ
2
Rw. By iterating
this argument for arbitrary conjugations of T (w) and T (v) we have shown
the injectivity of the map T .
In order to see the surjectivity, let S ∈ Γ be an arbitrary element. By
definition of Γ we can write S = Rs2r . . . Rs1 with 1 ≤ si ≤ 3. As two
consecutive identical reflections cancel each other we can assume that si 6=
si+1. Finally while s1 = s2r we can conjugate S by Rs2Rs1 which leads to an
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element composed from 2r − 2 reflections. By iterative conjugation we can
thus reduce the element to S˜ = Rs˜2r˜ . . . Rs˜1 with s˜1 6= s˜2r˜ and we obtain
S˜ = T ((s2r˜, s1 + 3, s2, . . . , s2r˜−1 + 3, s2r˜)).
We have thus constructed a bijective map between the classes of closed
words and the conjugacy classes in Γ. We will now prove that this map can
be restricted to a bijection between the classes of prime words and the prim-
itive conjugacy classes. As T is a bijectiona and on both sides an element
can either be primitive or composite it suffices to show that T maps compos-
ite closed words to composite conjugacy classes. This is, however, straight
forward from the definition of T as obviously T ([wk]) = T ([w])k.
With this restriction we have constructed a bijection between the classes
of closed, prime words and primitive conjugacy classes. Using the above
mentioned result on the one-to-one correspondence between oriented primi-
tive geodesics and primitive conjugacy classes, this is equivalently a bijection
to the set of primitive, oriented, closed geodesics and it only remains to prove
(9.6).
In order to achieve this, we first recall that the length of the primitive
geodesic associated to a conjugacy class of an hyperbolic element T ∈ Γ is
equal to the displacement length of T (see e.g. [5, Proposition 2.16]) and
it is also a well known fact that if uT ∈ ∂H is the stable fixed point of T
then l(T ) = − log((T )′(uT )) (see e.g. [5, (15.2)]). Next we recall from the
proof of Theorem 8.1 that φ′w(uw) is independent of the representative in [w].
Assuming once more, that w0 ≤ 3 we calculate that
φw(uw) = Rw2r . . . Rw1−3uw.
Thus uw is the stable fixed point of the hyperbolic element T (w) and for
the displacement length of T we obtain l(T (w)) = − log((T (w))′(uw)). As
however the displacement length coincides with the length of the associated
closed geodesic (see e.g. [5, Proposition 2.16]) we established (9.6) and fin-
ished the proof of Proposition 9.2.
Corrolary 9.3. Let l1, l2, l3 be real positive numbers, and Ls the Ruelle trans-
fer operator of the flow-adapted IFS as defined in Definition 9.1 with poten-
tial Vs(u) = [(φ
−1)′(u)]−s, then the dynamical zeta function coincides with
the Selberg zeta function of Xl1,l2,l3
ZXl1,l2,l3 (s) = det(1− Ls)
Proof. As (8.9) did not depend on the choice of the IFS we obtain also for
the flow-adapted IFS
det(1−Ls) =
∏
[w]∈[Wprime]
∏
k≥0
(
1− φ′w(uw)k+s
)
.
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Using Proposition 9.2 this can be written as
det(1− Ls) =
∏
γ∈PXl1,l2,l3
∏
k≥0
(
1− e−(k+s)l(γ)) .
which is exactly the Selberg zeta function of Xl1,l2,l3 .
With help of the flow-adapted IFS we can now prove the analyticity
of the generalized zeta functions which was stated in the introduction as
Theorem 6.2.
Theorem 6.2. Let Xl1,l2,l3 be a Schottky surface with three funnels of widths
l1, l2, l3 and let n1, n2, n3 ∈ N. We define
n :
{ PXl1,l2,l3 → N
γ 7→ ∑3i=1 niwi(γ)
where wi(γ) denotes the winding number around the funnel of width li. Then
the generalized zeta function
dn(s, z) =
∏
γ∈PXl1,l2,l3
∏
k≥0
(
1− zn(γ)e−(k+s)l(γ)) .
extends to an analytic function on C2.
Proof. First we note that for |z| < 1 and Re(s) > 1 the products in (6.3)
expand to an absolutely convergent series. In the region of absolute conver-
gence we can Taylor expand dn in z around zero and obtain
dn(s, z) =
∞∑
k=0
bk(s)z
k. (9.7)
In order to show the analytic continuation we construct an appropriate s-
and z-dependent trace class operator. We take the flow-adapted IFS and
define a potential V which depends analytically on two complex parameters
s, z ∈ C by setting for i j and u ∈ φi,j(D)
V (u; s, z) := zni,j [−(φ−1)′(u)]−s
where
n1,5 = n5,1 = n4,2 = n2,4 := n1
n2,6 = n6,2 = n5,3 = n3,5 := n2
n3,4 = n4,3 = n6,1 = n1,6 := n3
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Note that −(φ−1)′ is non-vanishing on φ(D) and real and positive on Φ(D)∩
R, so we can extend for each s ∈ C the function [−(φ−1)′]−s from the real line
to each of the disks φi,j(Di) and obtain this way a family of holomorphic and
bounded potentials on φ(D) that depends analytically on s and z. Following
[56, Proposition 2] the family of transfer operators
Ls,z := LV (•;s,z) (9.8)
with this potential is nuclear on A∞(D) and as a consequence of the analytic
dependence of V on the parameters s, z the Fredholm determinant det(1 −
Ls,z) also is an analytic function of s, z. The choice of the factors zni is
exactly such that each half winding around one of the i-th funnel contributes
with a factor zni . Thus each winding around the i-th funnel contributes
with 2ni and the total dynamical zeta function is in the region of absolute
convergence given by
d˜n(s, z) := det(1−Ls,z) =
∏
γ∈PXl1,l2,l3
∏
k≥0
(
1− z2n(γ)e−(k+s)l(γ)) . (9.9)
As we know that the function is analytic we can Taylor expand it in z around
0 and obtain
dn(s, z) =
∞∑
k=0
bk(s)z
k. (9.10)
with analytic coefficients bk(s). As in (9.9) only even powers of z appear we
immediately can conclude b2k+1(s) = 0. Comparing furthermore the product
expressions (6.3) with (9.9) and the Taylor expansions (9.7) with (9.10) in
the region of absolute convergence we obtain
bk(s) = b˜2k(s).
By this identification we obtain an analytic continuation of the Taylor co-
efficients bk(s). As for each s ∈ C the power series (9.10) has a radius of
convergence equal to infinity, i.e. lim supk |b˜k(s)|1/k = 0 we also obtain that
(9.7) converges for all z ∈ C and the generalized zeta function is thus ana-
lytic.
10 Geometric limits
In this section we will prove Theorem 6.3 and then show that Theorem 6.1
is a consequence of this result. The proof of Theorem 6.3 will be performed
in three steps: First we will derive a form of the flow-adapted IFS that is
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especially suited to treat the family of Schottky surfaces in the limit ℓ→∞.
In a next step (Lemma 10.2) we will derive explicit bounds for the coefficients
of the cycle expansion of the generalized zeta function using techniques from
[56]. Finally we will be able to prove the convergence using these bounds
and the special form of the flow-adapted IFS (See Lemma 10.5 and 10.6 as
well as the rest of this section).
We start with the construction of the special form of flow-adapted IFS.
Lemma 10.1. Let n1, n2, n3 be positive integers fulfilling the triangle con-
dition. Then there exists ℓ0 such that for any ℓ > ℓ0 there exists a family
of flow-adapted IFS associated to Xn1,n2,n3(ℓ) in the sense of Definition 9.1
such that the lower boundaries aj of the disks Dj are given by aj = 2(j − 1)
independently of ℓ and rj < 0.5. Furthermore the radii fulfill the asymptotics
lim
ℓ→∞
rj(ℓ)e
κjℓ = Cj (10.1)
where
κ1 =
n1 + n3 − n2
2
, κ2 =
n1 + n2 − n3
2
, κ3 =
n2 + n3 − n1
2
and κ4 = κ1, κ5 = κ2, κ6 = κ3 are constants strictly larger then zero and
C1 = C3 = C4 = C6 = 8, C2 = C5 =
1
2
.
Proof. We will first use the freedom of choosing the position and orientation
of the hexagon as already mentioned in Remark 9.1. Instead of constructing
the reflection group on D we can also directly work on the upper half plane
(see Figure 10.1). So we can consider again an orthogonal hexagon with
side lengths A, n1ℓ/2, B, n2ℓ/2, C, n3ℓ/2 and we call c1 to be the geodesic
prolongation of the side A, c2 the one of B and c3 the one of C. Now there
exists an isometry such that for the starting points aj ∈ R = ∂H of cj we
have aj = 2j. This isometry can be constructed in three steps: First translate
parallel to the real axis until a1 = 0, then apply the dilation z → λz which
fixes a1 until a2 = 2 and finally apply the one parameter group of hyperbolic
transformation that fixes a1, a2 until a3 = 6 is fulfilled. Setting the offset
parameter δoffset = 6 we then obtain the condition aj = 2(j − 1) for all
1 ≤ j ≤ 6. Note however that the flow-adapted IFS might be ill defined with
this offset parameter, because we could in principle have r3 > 1. In the next
step we will show however that in the limit ℓ → ∞ all radii rj will tend to
zero. Thus for sufficiently large ℓ everything is well defined.
In order to show the convergence of the radii to zero we first note that
even without the triangle condition at least two of the radii have to converge
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Figure 10.1: Illustration of the construction of the family of flow-adapted IFS
in Lemma 10.1. The start points of the circles cj are now fixed to 2(j − 1).
The light colored disks indicate the extended disks Ej which are crucial for
obtaining the estimates in Lemma 10.2.
towards zero. Otherwise the perpendicular distance between those two circles
can never tend towards infinity as already the distance between their start
points ai is fixed. We can thus assume, after possibly permuting the li that
r1 and r3 converge to zero. For a proof by contradiction we now assume that
r2 is bounded away from zero by rmin. We will first show that then also the
side length B is bounded away from zero: For x ∈ ∂H and r > 0 we consider
the unique geodesic that starts in x and is orthogonal to the circle of radius
r that starts at a2. We denote the intersection point of these two geodesics
with p(x, r). Then for two different points x1 6= x2 the points p(x1, r) and
p(x2, r) are different. Recall thatB is exactly the hyperbolic distance between
p(r2, x1) and p(r2, x2) where x1 ∈ [a1, a1+2r1] and x2 ∈ [a3, a3+2r3] such that
the geodesics are also orthogonal to c1 and c3, respectively (see Figure 10.2
for an illustration of these points). From the fact that the disks Di are
mutually disjoint we conclude, that [a1, a1 + 2r1] ∩ [a3, a3 + 2r3] = ∅ so
dH(p(x1, r2), p(x2, r2)) > 0 for all ℓ. Furthermore the disjoint disk and the
lower bound on r2 together imply that r2 ∈ [rmin, 1]. The fact that r1 and
r2 converge to zero finally means that there exist r1,max, r3,max such that
r1 ≤ r1,max and r3 ≤ r3,max for all ℓ. We can thus bound
B = dH(p(x1, r2), p(x2, r2)) ≥ min
y1 ∈ [a1, a1 + 2r1,max],
y2 ∈ [a3, a3 + 2r3,max],
r ∈ [rmin, 1]
dH(p(y1, r), p(y2, r)) =: B0.
As dH(p(y1, r), p(y2, r)) is a positive quantity that depends continuously on
the parameters r, y1, y2 which vary in a compact set, B0 > 0 and B is bounded
away from zero. This is however in contradiction to the triangle condition.
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x=Re(u)
y=Im(u)
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p(x1 ,r2 )
p(x2 ,r2 )
B
Figure 10.2: Illustration of the notation for the lower bound on B in the
proof of Lemma 10.1.
From [88, (2.6.10)] we have the formula for orthogonal hexagons
coshB =
cosh(n1ℓ/2) cosh(n2ℓ/2) + cosh(n3ℓ/2)
sinh(n1ℓ/2) sinh(n2ℓ/3)
.
In the limit ℓ→∞ the right side becomes
1 +
en3ℓ
e(n1+n2)ℓ
which converges to 1 if the triangle condition is fulfilled and consequently
limℓ→∞B = 0. We have thus shown that under the triangle condition all
three radii have to converge to zero.
In order to prove the concrete form of the asymptotics (10.1) we use
the following general formula for the displacement length of an hyperbolic
element T ∈ SL(2,R) ([5])
cosh(l(T )/2) = |Tr(T )/2|.
So using (9.5) together with the explicit form (9.4) for the Ri one obtains
the set of equations.
cosh(n1ℓ/2) = cosh(l(R1R2)/2) =
∣∣∣∣Tr(R1R2)2
∣∣∣∣ = (m1 −m2)2 − r1 − r22√r1r2
cosh(n2ℓ/2) = cosh(l(R2R3)/2) =
∣∣∣∣Tr(R2R3)2
∣∣∣∣ = (m2 −m3)2 − r2 − r32√r2r3
cosh(n3ℓ/2) = cosh(l(R1R3)/2) =
∣∣∣∣Tr(R1R3)2
∣∣∣∣ = (m1 −m3)2 − r1 − r32√r1r3 .
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Dividing both sides by eniℓ/2 and taking the limit ℓ→∞ one obtains
1 = lim
ℓ→∞
coshn1ℓ/2
en1ℓ/2
= lim
ℓ→∞
(m1 −m2)2 − r1 − r2
2
√
r1r2en1ℓ/2
1 = lim
ℓ→∞
coshn2ℓ/2
en1ℓ/2
= lim
ℓ→∞
(m2 −m3)2 − r2 − r3
2
√
r2r3en2ℓ/2
1 = lim
ℓ→∞
coshn3ℓ/2
en3ℓ/2
= lim
ℓ→∞
(m1 −m3)2 − r1 − r3
2
√
r1r3en3ℓ/2
.
From the fact that the ai do not depend on ℓ and that the radii all converge
to zero we explicitly know lim
ℓ→∞
(mi −mj)2 − ri − rj and obtain
lim
ℓ→∞
√
r1r2e
n1ℓ/2 = 2
lim
ℓ→∞
√
r2r3e
n2ℓ/2 = 2
lim
ℓ→∞
√
r1r3e
n3ℓ/2 = 8.
We now multiply two of these equations and divide by the third one and
obtain
lim
ℓ→∞
r1e
(n1+n3−n2)ℓ/2 = 8
lim
ℓ→∞
r2e
(n1+n2−n3)ℓ/2 =
1
2
lim
ℓ→∞
r3e
(n2+n3−n1)ℓ/2 = 8
which finishes the proof of Lemma 10.1.
From the property rj < 0.5 of these flow-adapted IFS it directly follows
that for any ℓ > ℓ0 and any 1 ≤ j ≤ 6 there exists extended disks Ej which
are concentric with Dj , have a radius rEj > 1 and do not intersect any of the
other disks Di (see Figure 10.1) for an illustration).
Lemma 10.2. Let n1, n2, n3 be positive integers fulfilling the triangle condi-
tion and ℓ > ℓ0 as in Lemma 10.1. Let dn(s, z) be the generalized zeta func-
tion of the family of Schottky surfaces Xn1,n2,n3(ℓ). Let furthermore Ls,z;ℓ
be the transfer operator as defined in (9.8) of the flow-adapted IFS from
Lemma 10.1 and let its cycle expansion be given by
det(1− yLs,z;ℓ) = 1 +
∞∑
k=1
ykd˜(k)
n
(s, z; ℓ). (10.2)
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With this definition of d˜
(k)
n (s, z; ℓ) we can express the generalized zeta function
as
dn(s, z; ℓ) = 1 +
∞∑
k=1
d˜(k)
n
(s,
√
z; ℓ). (10.3)
If we furthermore fix six disks Ej with radius rEj > 1 and center mj such
that for i 6= j Ei ∩Dj = ∅ then we have the explicit bounds
|d˜(k)
n
(s, z; ℓ)| ≤ kk/2K(s, z; ℓ)k
∑
m1<···<mk
r(ℓ)⌊m1/6⌋+...+⌊mk/6⌋, (10.4)
where ⌊x⌋ denotes the integer part of a real number x and
r(ℓ) := max
1≤j≤6
rj and K(s, z; ℓ) :=
1
2π
max
j i
‖V (φj,i(•); s, z)‖∞,Ej . (10.5)
Remark 10.1. We will follow closely the techniques of Jenkinson-Pollicott [56]
which they used to obtain rigorous dimension estimates, but in a different
spirit. While they were interested in the question how fast the cycle expansion
coefficients d(k) for a fixed IFS vanish if the order k becomes large, we consider
the coefficients for a family of IFS at a fixed order k and we want to determine
which coefficients vanish in the limit ℓ→∞. The estimate (10.4) then says
that only the first six coefficients survive in this limit.
Proof. We know that the transfer operator Ls,z;ℓ of the flow-adapted IFS is
a nuclear operator, so using the following result of Grothendieck we obtain
a direct formula for the coefficients of the cycle expansion in terms of the
nuclear representation.
Proposition 10.3 (Grothendieck 1956 [40]). If B is a Banach space and
L : B → B is a nuclear operator with the nuclear representation Lh =
∞∑
n=1
λnαn(h)vn as defined in Definition 8.3, then the Fredholm determinant of
L can be expanded in a power series det(1− zL) = 1 +∑∞k=1 zkd(k) with
d(k) = (−1)k
∑
m1<···<mk
λm1 . . . λmk det
[
(αmp(vmq))
k
p,q=1
]
(10.6)
where
(αmp(vmq))
k
p,q=1 =
 αm1(vm1) . . . αmk(vm1)... . . . ...
αm1(vmk) . . . αmk(vmk)

is a k × k matrix.
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Thus (10.6) allows us to obtain estimates on the coefficients d˜
(k)
n (s, z; l)
in terms of the nuclear representation of Ls,z;ℓ. We therefore want to derive
its nuclear decomposition now and obtain explicit estimates on the λn.
Recall from (8.3) that Ls,z;l can be decomposed into a sum of the following
six operators (L(j)h) (u) = ∑
i s.t.j i
V (φj,i(u))h(φj,i(u)).
with 1 ≤ j ≤ 6.
It is now an important remark that the function L(j)s,z;ℓh is not only holo-
morphic on Dj but can be extended holomorphically to a much larger disk
with the same center. We illustrate the mechanism for L(1)s,z;ℓh which is given
by
(L(1)s,z;ℓh)(u) = V (φ1,5(u); s, z)h(φ1,5(u)) + V (φ1,6(u); s, z)h(φ1,6(u))
= zn1 [−R′2(u)]s h(R2(u) + δoffset) + zn3 [−R′3(u)]s h(R3(u) + δoffset).
The factor h(R2(•) + δoffset) is just the pullback of h with a reflection at the
boundary of disk D2 plus complex conjugation and a final translation. Thus
from the fact that h is holomorphic on D5 follows that h(R2(•) + δoffset) is
holomorphic on C \ D2. For the same reason the term h(R3(•) + δoffset) is
holomorphic on C \ D3. Let us next consider the term [−R′2(u)]s. From
the form (9.3) one deduces directly that −R′2(•) is a nonzero holomorphic
function on C \ {m2}, consequently [−R′2(u)]s can be extended to every split
plane C \ l where l is a half line starting at the center m2 and going to
infinity. Analogously [−R′3]s can be extended to every split plane without
a line starting at m3. We can therefore extend L(1)s,z;ℓh to any disk centered
around m1 that does not intersect D2 nor D3 and in particular to the disk
E1 as defined above. Analogously any of the other functions L(j)s,z;ℓh can
be extended from Dj to Ej. This extension will now allow us to construct
a nuclear representation of the operators L(j)s,z;ℓ and control the appearing
terms.
Let us denote by Cj the circle of radius 1 around mj . As Cj is strictly
contained in Ej we can write with the holomorphic extension to Ej and
Cauchy’s integral formula for any ℓ > ℓ0 and any u ∈ Dj
(L(j)s,z;ℓh)(u) =
1
2πi
∫
Cj
(L(j)s,z;ℓh)(ξ)
ξ − u dξ.
As we know for any ξ ∈ Cj and u ∈ Dj that |u−mj| < |ξ −mj | we can use
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the geometric series to write
(L(j)s,z;ℓh)(u) =
1
2πi
∫
Cj
(L(j)s,z;ℓh)(ξ)
ξ −mj
(
1− u−mj
ξ −mj
)−1
dξ
=
∞∑
n=0
1
2πi
∫
Cj
(L(j)s,z;ℓh)(ξ)
ξ −mj
(
u−mj
ξ −mj
)n
dξ
=
∞∑
n=0
α˜(j)n (h)v˜
(j)
n (u),
where
α˜(j)n (h) :=
1
2πi
∫
Cj
(L(j)s,z;ℓh)(ξ)
(ξ −mj)n+1dξ and v˜
(j)
n (u) = (u−mj)n. (10.7)
We can finally normalize the elements v˜
(j)
n with respect to the supremum
norm and α˜
(j)
n with respect to the operator norm as a linear operatorA(D)→
C and we obtain the nuclear representation
(L(j)s,z;ℓh)(u) =
∞∑
n=0
λ(j)n α
(j)
n (h)v
(j)
n (u)
with λ
(j)
n = ‖α˜(j)n ‖‖v˜(j)n ‖.
Equation (10.7) also allows us to obtain estimates on λ
(j)
n . Recall that rj
was the radius of disk Dj so we have
‖v˜(j)n ‖∞,Dj = rnj .
In order to bound ‖α˜(j)n ‖ first calculate for any h ∈ A∞ that
|α˜(j)n (h)| ≤
1
2π
‖L(j)s,z;ℓh‖∞,Ej ≤
1
2π
max
i: j i
‖V (φj,i(•); s, z)‖∞,Ej‖h‖∞,D
so putting the two bounds together we get
λ(j)n = ‖α(j)n ‖‖v(j)n ‖
≤ rnj
1
2π
max
i: j i
‖V (φj,i(•); s, z)‖∞,Ej . (10.8)
We have thus derived the nuclear representation of L(j)s,z;ℓ and also obtained
explicit bounds on the λ
(j)
n . In order to control the nuclear representation
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of the full operator Ls,z;ℓ we have to sum up the six operators L(j)s,z;ℓ with
1 ≤ j ≤ 6. We arrange the different summands such that
Ls,z;ℓh =
∞∑
n=0
λnαn(h)vn
with
λ6n+j = λ
(j)
n , α6n+j = α
(j)
n and v6n+j = v
(j)
n .
If we define
r(ℓ) := max
j
(rj) and K(s, z; ℓ) :=
1
2π
max
j i
‖V (φj,i(•); s, z)‖∞,Ej
then we have the explicit bound
λn ≤ K(s, z; ℓ)r(ℓ)⌊n/6⌋. (10.9)
We can now use the Grothendieck formula (10.6) as well as the Hadamard
bound on the k × k matrices with entries lower or equal to one and obtain
|d˜(k)
n
(s, z, ℓ)| =
∑
m1<···<mk
λm1 . . . λmk det
[
(αmp(vmq))
k
p,q=1
]
≤ kk/2K(s, z; ℓ)k
∑
m1<···<mk
r(ℓ)⌊m1/6⌋+...+⌊mk/6⌋
which finishes the proof of Lemma 10.2.
For the rest of the proof of Theorem 6.3 there remain two steps to be
done: First we will show that the bounds in Lemma 10.2 allow to uniformly
truncate the cycle expansion after the sixth order and secondly we will show
that the finitely many remaining terms converge against the polynomial. For
both steps, the following lemma will be useful.
Lemma 10.4. For any j  i and any bounded domain B ⊂ C2 we have
lim
ℓ→∞
V (φj,i(u), s/ℓ,
√
z) = znj,i/2e−κis
uniformly for u ∈ Ei and (s, z) ∈ B.
Proof. Recall that
V (φj,i(u); s/ℓ,
√
z) = znj,i/2
[−(φ−1j,i )′(φj,i(u))]s/ℓ = znj,i/2 [−φ′j,i(u)]s/ℓ
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and calculate that for 1 ≤ i ≤ 3
−φ′j,i(u) =
ri
(u− δoffset −mi)2
while for 4 ≤ i ≤ 6
−φ′j,i(u) =
ri−3
(u−mi−3)2 .
By the definition of the family of flow-adapted IFS in Lemma 10.1 and the
extended disks Ei we know that there exist two constants 0 < c < C such
that for any j  i, any u ∈ Ej we have c < |u− δoffset−mi| < C if i ≤ 3 and
c < |u−mi−3| < C if i > 3. Furthermore the asymptotics (10.1) for ri gives
us another pair of constants 0 < c < C with c < rie
κiℓ < C. Together with
the fact that s can vary only in a bounded set PrsB, which is the projection
of B to the s variable, this gives the existence of constants 0 < c < C with
c <
(−φ′j,i(u)eκiℓ)s < C ∀ u ∈ Ej, ℓ > ℓ0 and s ∈ PrsB. (10.10)
In order to use this inequality we calculate∥∥V (φj,i(u), s/ℓ,√z)− znj,i/2e−κis∥∥∞,Ej×B = ∥∥∥znj,i/2 ((−φ′j,i(u))s/ℓ − e−κis)∥∥∥∞,Ej×B
≤ ∥∥znj,i/2e−κis∥∥∞,B ∥∥∥((−φ′j,i(u)eκiℓ)s/ℓ − 1)∥∥∥∞,Ej×B .
While the first term
∥∥znj,i/2e−κis∥∥∞,B is bounded and independent of ℓ, the
uniform bounds (10.10) imply that the second term converges to zero.
Lemma 10.5. Let B ⊂ C2 be any bounded domain, and
dn(s, z; ℓ) = 1 +
∞∑
k=1
d˜(k)
n
(s,
√
z; ℓ).
the series expansion (10.3) of the generalized zeta function from Lemma 10.2.
Then
lim
ℓ→∞
∥∥∥∥∥∑
k>6
d˜(k)
n
(s/ℓ,
√
z; ℓ)
∥∥∥∥∥
∞,B
= 0, (10.11)
i.e. the rescaled generalized zeta function dn(s/ℓ, z; ℓ) converges uniformly to
the finitely truncated sum 1 +
6∑
k=1
d˜
(k)
n (s/ℓ,
√
z; ℓ).
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Proof. In a first step we show that Lemma 10.4 implies a bound for ‖K(s/ℓ,√z, ℓ)‖∞,B.
Recall from the definition (10.5) that
‖K(s/ℓ,√z, ℓ)‖∞,B = max
j i
∥∥V (φj,i(u); s/ℓ,√z)∥∥∞,B×Ej .
Now Lemma 10.4 implies that∥∥V (φj,i(u); s/ℓ,√z)− znj,i/2e−κis∥∥∞,B×Ej < Cj,i
for all ℓ > ℓ0 and thus
‖K(s/ℓ,√z, ℓ)‖∞,B ≤ max
j i
(∥∥znj,i/2e−κis∥∥∞,B + Cj,i) =: KB.
As a second step we use that ⌊n/6⌋ ≥ (n− 5)/6 and obtain
‖d˜(k)
n
(s/ℓ, z, ℓ)‖∞,B ≤ kk/2KkBr(ℓ)−5k/6
∑
m1<···<mk
(
r(ℓ)1/6
)m1+...+mk
.
Setting r˜(ℓ) = r(ℓ)1/6 and using the Euler formula this gives
‖d˜(k)
n
(s/ℓ, z, ℓ)‖∞,B ≤ kk/2KkB r˜(ℓ)−5k
r˜(ℓ)k(k−1)/2
(1− r˜(ℓ)) . . . (1− r˜(ℓ)k)
which allows us to obtain an estimate for k ≥ 12∥∥∥∥∥
∞∑
k=12
d˜(k)
n
(s/ℓ, z, ℓ)
∥∥∥∥∥
∞,B
≤ r˜(ℓ)
∞∑
k=12
kk/2KkB
r˜(ℓ)k(
k−1
2
−5− 1
k)
(1− r˜(ℓ)) . . . (1− r˜(ℓ)k) .
If k ≥ 12 then we have (k−1
2
− 5− 1
k
)
> 0 and every term in the sum is
uniformly bounded for all ℓ ≥ ℓ0. Furthermore since the terms in the series
decay super-exponentially in k thanks to the term r˜(ℓ)k
2
the series converges
with a uniform bound and the factor r˜(ℓ) in front assures the convergence to
zero.
It remains thus to prove that the coefficients for 7 ≤ k ≤ 11 vanish. This
can be seen as follows. Note that we can estimate
∑
m1<···<mk
r(ℓ)⌊m1/6⌋+...+⌊mk/6⌋ ≤
(∑
m>0
r(ℓ)⌊m/6⌋
)k
≤ Ck
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for all ℓ > ℓ0 with Ck := max
ℓ>ℓ0
(6/(1− r(ℓ))k) independent of ℓ. We can thus
write for k > 6∑
m1<···<mk
r(ℓ)⌊m1/6⌋+...+⌊mk/6⌋ =
∑
m1<···<mk−1
r(ℓ)⌊m1/6⌋+...+⌊mk−1/6⌋
∑
mk>mk−1
r(ℓ)⌊mk/6⌋
≤ Ck−1
∑
mk≥6
r(ℓ)⌊mk/6⌋
= Ck−1
6r˜(ℓ)
1− r˜(ℓ) .
Here we used crucially that from k ≥ 7 we have mk ≥ 6 and thus can obtain
the bound on the sum over mk. We have finally shown (10.11) and finished
the proof of Lemma 10.5.
In order to prove Theorem 6.3 it finally remains to prove that
lim
ℓ→∞
∥∥∥∥∥1 +
6∑
k=1
d˜(k)
n
(s/ℓ,
√
z; ℓ)− Pn1,n2,n3(ze−s)
∥∥∥∥∥
∞,B
= 0.
Recall that from (8.11) we have
d˜(k)
n
(s/ℓ,
√
z; ℓ) =
k∑
m=1
 ∑
(n1,...,nm)∈P (k,m)
(−1)m
m!
m∏
l=1
1
nl
∑
w∈Wclnl
Vw(uw; s/ℓ,
√
z)
1− φ′w(uw)
 ,
(10.12)
so we can explicitly calculate the cycle expansion coefficients in terms of
dynamical quantities of the holomorphic IFS. As the symbolic dynamics of
the flow-adapted IFS directly implies that the set of closed words is empty
for uneven word length this drastically reduces the complexity of the calcula-
tions: First of all only coefficients d˜
(k)
n with k = 2, 4, 6 can be nonzero, because
otherwise at least one summand nl is uneven and consequently one factor in
the product
∏m
l=1 is zero. Additionally this condition reduces the number or
possible tuples (n1, . . . , nm) which lead to nonzero contributions drastically:
For k = 2 it remains only the one tuple (2), for k = 4 there are two possibil-
ities (4) and (2, 2) and for k = 6 there are four possible tuples, namely (6),
(4, 2), (2, 4) and (2, 2, 2). Even if each coefficient is only given by an explicit
finite sum and even if the complexity of this sums is tremendously reduced
by the above discussion it remains still very complex as the number of closed
words increases exponentially. As #Wcl2 = 12, #Wcl4 = 36 and #Wcl6 = 132,
the coefficient d
(6)
n would a priori be given by 132+12·36+36·12+123 = 2724
summands. The following Lemma however allows to reduce the complexity
in the limit ℓ→∞ strongly.
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Lemma 10.6. Let us define for any n ∈ N
n :
{ Wcln → N
(w0, . . . , wn) 7→ 12
∑n−1
r=0 nwr ,wr+1
. (10.13)
Then for any finite closed word w ∈ Wcln for the symbolic dynamics of the
flow-adapted IFS and any B ⊂ C2 we have
lim
ℓ→∞
∥∥∥∥Vw(uw; s/ℓ,√z)1− φ′w(uw) − (ze−s)n(w)
∥∥∥∥
∞,B
= 0. (10.14)
Remark 10.2. The notation of the application n : Wclk → N does not only
coincide by chance with the notation of the order function on the closed
geodesic which was defined in (6.2). In fact if w is a prime word, then
Proposition 9.2 associates this word to a primitive geodesic in PXn1,n2,n3 (ℓ).
The definition (10.13) of the order function restricted to the subset of prime
words Wprimek is then equal to the order function (6.2) on primitive geodesics
with respect to this identification.
Proof. Let us first note that from the fact that ri → 0 we conclude for
any w ∈ Wcln that lim
ℓ→∞
φ′w(uw) = 0. It thus only remains to handle the
term Vw(uw; s/ℓ,
√
z) and as a first step we note that as uw ∈ Dw0 ⊂ Ew0,
Lemma 10.4 implies that
lim
ℓ→∞
∥∥V (φw0,w1(uw), s/ℓ,√z)− znw0,w1/2e−κw1s∥∥∞,B = 0. (10.15)
From the definition (8.5) of the iterated product we obtain
Vw(uw; s/ℓ,
√
z) :=
n∏
k=1
V (φw0,k(uw); s/ℓ,
√
z)
=
n∏
k=1
V (φwk−1,wk(uσ(k−1)L w
); s/ℓ,
√
z).
Here we used that the dynamics on the fixed points is conjugated to the shift
operation (see (8.2)). Plugging in (10.15) we obtain
lim
ℓ→∞
∥∥∥Vw(uw; s/ℓ,√z))− z 12(∑nk=1 nwk−1,wk)e−s(∑nk=1 κwk)∥∥∥∞,B = 0.
Thus it only remains to show that
∑n
k=1 κwk = n(w) in order to finish the
proof. This can finally be seen as follows. First one checks that for any i j
we have κi + κj = ni,j. Secondly as w0 = wn we can write
n∑
k=1
κwk =
1
2
n∑
k=1
κwk−1 + κwk =
1
2
n∑
k=1
nwk−1,wk = n(w).
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Remark 10.3. The identity
∑n
k=1 κwk = n(w) shows that we could also have
taken another definition of the potential functions for the generalized zeta
functions namely V (u) = z2κj [−(φ−1)′(u)]−s for u ∈ φi,j(Di). Note that
however the κi are only positive if the ni fulfill the triangle condition as
defined in Lemma 10.1. In those cases where it is not satisfied the analyticity
of the generalized zeta function would have been much harder to proof, so
we chose the definition by the ni,j.
We are now ready to proof Theorem 6.3.
Proof of Theorem 6.3. Lemma 10.6 implies that the w dependent terms in
(10.12) depend only on n(w) in the limit ℓ→∞. We thus introduce for any
k, n ∈ N the sets
Wclk (n) :=
{
w ∈ Wclk , n(w) = n
}
.
and observe that the relevant set of words split into
Wcl2 = Wcl2 (n1) ∪Wcl2 (n2) ∪Wcl2 (n3) (10.16)
Wcl4 = Wcl4 (2n1) ∪Wcl4 (2n2) ∪Wcl4 (2n3) ∪
Wcl4 (n1 + n2) ∪Wcl4 (n2 + n3) ∪Wcl4 (n1 + n3) (10.17)
Wcl6 = Wcl6 (3n1) ∪Wcl6 (3n2) ∪Wcl6 (3n3) ∪
Wcl6 (2n1 + n2) ∪Wcl6 (n1 + 2n2) ∪Wcl6 (2n2 + n3) ∪Wcl6 (n2 + 2n3) ∪
Wcl6 (2n1 + n3) ∪Wcl6 (n1 + 2n3) ∪Wcl6 (n1 + n2 + n3) (10.18)
where the number of elements per set is given by
#W2(nj) = #W4(2nj) = #W6(3nj) = 4 ∀1 ≤ j ≤ 3
#W4(ni + nj) = 8 ∀1 ≤ i, j ≤ 3 with i 6= j
#W6(2ni + nj) = 12 ∀1 ≤ i, j ≤ 3 with i 6= j
#W6(n1 + n2 + n3) = 48
(10.19)
One can convince oneself of the validity of these formulas by geometric ar-
guments. For example the only closed geodesics, that intersect only two of
the blue lines in Figure 10.3 are those who make one circle around one of the
three funnels. As the closed words correspond to closed geodesics, the closed
words of order two split according to (10.16). Around each funnel there are
two different geodesics (one in each sense of orientation) and each geodesic
is encoded by two different words which leads to Wcl2 (ni) = 4. All other
results can be understood by similar arguments, the easiest way to calculate
(10.16)-(10.19) is however to solve the finite combinatorial problem exactly
with a computer.
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With this data it is a straight forward task to calculate that
∥∥∥d˜(2)n (s/ℓ,√z; ℓ) + 2 [(ze−s)n1 + (ze−s)n2 + (ze−s)n3]∥∥∥∞,B = 0 (10.20)∥∥∥∥d˜(4)n (s/ℓ,√z; ℓ)− [(ze−s)2n1 + (ze−s)2n2 + (ze−s)2n3+
2
(
(ze−s)n1+n2 + (ze−s)n1+n3 + (ze−s)n2+n3
) ]∥∥∥∥
∞,B
= 0 (10.21)∥∥∥d˜(6)n (s/ℓ,√z; ℓ) + 4(ze−s)n1+n2+n3∥∥∥∞,B = 0 (10.22)
Equation (10.20) is seen immediately because as discussed above the only
possible tuple (n1, . . . , nm) is the one-tuple (2). The next equation (10.21)
can be seen as follows: First we split (10.12) according to the two possible
tuples (4) and (2, 2)
d˜(4)
n
(s/ℓ,
√
z; ℓ) = −1
4
 ∑
w∈Wcl4
Vw(uw; s/ℓ,
√
z)
1− φ′w(uw)

︸ ︷︷ ︸
(A)
+
1
2!
1
2
∑
w∈Wcl2
Vw(uw; s/ℓ,
√
z)
1− φ′w(uw)
2
︸ ︷︷ ︸
(B)
.
Next we treat the parts (A) and (B) separately. For (A) we use (10.17) and
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obtain
(A) = −1
4
( ∑
w∈Wcl4 (2n1)
[
Vw(uw; s/ℓ,
√
z)
1− φ′w(uw)
− (ze−s)2n1
]
+
∑
w∈Wcl4 (2n2)
[
Vw(uw; s/ℓ,
√
z)
1− φ′w(uw)
− (ze−s)2n2
]
+
∑
w∈Wcl4 (2n3)
[
Vw(uw; s/ℓ,
√
z)
1− φ′w(uw)
− (ze−s)2n3
]
+
∑
w∈Wcl4 (n1+n2)
[
Vw(uw; s/ℓ,
√
z)
1− φ′w(uw)
− (ze−s)n1+n2
]
+
∑
w∈Wcl4 (n2+n3)
[
Vw(uw; s/ℓ,
√
z)
1− φ′w(uw)
− (ze−s)n2+n3
]
+
∑
w∈Wcl4 (n1+n3)
[
Vw(uw; s/ℓ,
√
z)
1− φ′w(uw)
− (ze−s)n1+n3
]
−
[
4(ze−s)2n1 + 4(ze−s)2n2 + 4(ze−s)2n3 + 8(ze−s)n1+n2 + 8(ze−s)n2+n3
+8(ze−s)n1+n3
])
.
In order to treat (B) we use (10.16) and calculate
(B) = +
1
2
(
1
2
∑
w∈Wcl2 (n1)
[
Vw(uw; s/ℓ,
√
z)
1− φ′w(uw)
− (ze−s)n1
]
+
1
2
∑
w∈Wcl2 (n2)
[
Vw(uw; s/ℓ,
√
z)
1− φ′w(uw)
− (ze−s)n2
]
+
1
2
∑
w∈Wcl2 (n3)
[
Vw(uw; s/ℓ,
√
z)
1− φ′w(uw)
− (ze−s)n3
]
+
[
2(ze−s)n1 + 2(ze−s)n2 + 2(ze−s)n3
])2
.
Note that in both equations of (A) and (B), respectively, all terms except
the last line converge uniformly to 0 on the set B ⊂ C2. So the limit ℓ→∞
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Figure 10.3: Schematic sketch of a 3-funneled Schottky surface. The blue,
dashed lines indicate the cut lines of the Poincare´ section which would corre-
spond to the flow-adapted IFS. In red we see two geodesics which make one
turn around one funnel each. They correspond to the closed words of length
2 w(a) = (1, 5, 1) and w(a) = (3, 5, 3). In green we see a geodesic which winds
around both funnels in an eight-like shape. It corresponds to the closed word
w(c) = (1, 5, 3, 5, 1) of length 4. Note that n(w(a)) + n(w(b)) = n(w(c)).
the coefficient d˜
(4)
n (s/ℓ,
√
z; ℓ) converges uniformly to
−1
4
[
4(ze−s)2n1 + 4(ze−s)2n2 + 4(ze−s)2n3 + 8(ze−s)n1+n2 + 8(ze−s)n2+n3 +
8(ze−s)n1+n3
]
+
1
2
[
2(ze−s)n1 + 2(ze−s)n2 + 2(ze−s)n3
]2
= (ze−s)2n1 + (ze−s)2n2 + (ze−s)2n3 + 2(ze−s)n1+n2 + 2(ze−s)n2+n3 + 2(ze−s)n1+n3
which proves (10.21). By a completely analogous but more tedious calcula-
tion we can show (10.22).
Finally we can put (10.20), (10.21) and (10.22) together and obtain (6.4)
which finishes the proof of Theorem 6.3.
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Remark 10.4. Note that the limit form of Vw(uw;s/ℓ,
√
z)
1−φ′w(uw) in (10.14) of Lemma 10.6
not only allows to group many terms together but also allows to take advan-
tage of a systematic canceling. For example in the calculation of d˜
(4)
n (s/ℓ,
√
z; ℓ)
the terms (ze−s)(n1+n2) appears as limits of two different geodesics. First they
appear in the term (A) as limits of the eight-shaped geodesics which turn
around the funnels of width n1 and n2 (see green geodesic in Figure 10.3).
Secondly they appear in (B) as the product of the geodesic which turns once
around the funnel of width n1 with another geodesic which turns once around
the funnel of width n2 (see the two red geodesics in Figure 10.3). As both
terms appear with different signs they cancel each other to a big extend.
Note that this cancellation is not exactly true for finite ℓ. In the setting of
the physical quantum 3-disk system it has however been argued that this
cancellation is approximately true. The mechanism that the contribution of
longer orbits is approximately canceled by a combination of shorter orbits
which Cvitanovic and Eckhardt call shadowing orbits has been identified in
physics literature as the key mechanism for the fast convergence of the cycle
expansion. Lemma 10.6 can thus also be seen as a proof that in the limit
ℓ→∞ this approximation becomes exact on Schottky surfaces.
Theorem 6.1 on the location of the rescaled resonances now follows di-
rectly from Theorem 6.3.
Proof of Theorem 6.1. Recall that
Nn1,n2,n3 = {s ∈ C, Pn1,n2,n3(e−s) = 0}
and
R˜esn1,n2,n3(ℓ) := {s ∈ C, s/ℓ ∈ Res(Xn1,n2,n3(ℓ))}.
If U ⊂ C is a domain whose boundary ∂U is disjoint with Nn1,n2,n3 then the
argument principle implies that
#
(
U ∩ Nn1,n2,n3
)
=
1
2πi
∫
∂U
f ′(s)
f(s)
ds
with f(s) = Pn1,n2,n3(e
−s). On the other hand
#
(
U ∩ R˜esn1,n2,n3(ℓ)
)
=
∫
∂U
d
ds
ZXn1,n2,n3 (ℓ)(s/ℓ)
ZXn1,n2,n3 (ℓ)(s/ℓ)
ds
and Theorem 6.3 implies that
ZXn1,n2,n3 (ℓ)(s/ℓ) = dn(s/ℓ, 1)→ f(s)
uniformly on ∂U . This in turn immediately implies Theorem 6.1.
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Figure 11.1: Resonance spectrum for the surfaces X4,4,5(ℓ) for ℓ = 3 (blue
crosses) and ℓ = 4 (red plus signs).
11 Numerical Illustration
In this section we will test the convergence of the rescaled spectrum towards
the zeros of the polynomials Pn1,n2,n3. The resonances are calculated by
finding the zeros of the Selberg zeta function with the same algorithm as
used by Borthwick [7] (see also [56, 43]) 3.
In Figure 11.1 we see the resonance spectrum of the surface X4,4,5(ℓ) for
two different ℓ-values (ℓ = 3 as blue crosses, and ℓ = 4 in red plus signs). Both
plots show significant resonance chains. However, without rescaling, these
chains are clearly different.The chains for ℓ = 4 are denser and are positioned
at significantly smaller real part and are much less curved than the chains for
ℓ = 3. Their rough structure is however very similar. From higher to lower
real parts, both surfaces first have a single chain, then three pairs of chains
that diverge from each other and finally six resonance chains that emerge
from s = 0. This common structure can be completely understood by the
zeros of the polynomial
P4,4,5(z) = −4 z13 + z10 + 4 z9 + 4 z8 − 2 z5 − 4 z4 + 1.
3In Appendix B it is explained how this algorithm has to be adapted for the gerealized
zeta function
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Figure 11.2: Solutions of the equation P4,4,5(z) = 0 plotted on a negative
logarithmic scale. The zero at log(z) = 0 is of order two.
Figure 11.2 shows the solutions of P4,4,5(z) = 0. As Theorem 6.1 provides
a connection between the resonances and the zeros of P (e−s) we have plotted
− log(z) in order to compare the structure of the zeros directly with the
resonances. And indeed the structure of the zeros of P4,4,5 is exactly the
same as the resonance chain structure. From higher to lower real parts (in
the negative logarithmic plot of Figure 11.2) there is one leading zero, then
three pairs of zeros which have the same real part and finally 5 zeros with
real part equal to zero of which the zero with log(z) = 0 is of order two. But
not only the rough resonance structure is described by the zeros of P4,4,5,
also a large part of the rescaled spectrum is quantitatively well described
by the zeros of P4,4,5(e
−s). Figure 11.3 shows the rescaled spectrum for
ℓ = 3 and ℓ = 4. Additionally the zeros of P4,4,5(e
−s) are plotted in green
circles. One sees that in the plot range already for ℓ = 4 the first 7 rescaled
chains do very well coincide with their limit values given by P4,4,5. Only the
chains emerging from zero are still very unstable and show a visible difference.
Overall however more then 70 resonances in the plot range are quantitatively
well described by P4,4,5. For ℓ = 3 the discrepancy is, as expected, higher
however all resonances on the first chain are also very well approximated.
As a second example we show the same plots for the surfaces X4,5,6(ℓ), this
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Figure 11.3: Rescaled resonances for the surface X4,4,5(ℓ) for ℓ = 3 (blue
crosses) and ℓ = 4 (red plus signs). Additionally the green circles indicate
the zeros of the polynomial P4,4,5(e
−s) in the plot range. One observes that
the resonances of the different surfaces really lie on approximately the same
points after rescaling and that the zeros of the polynomial P4,4,5(e
−s) predict
the position of most of the resonances for ℓ = 4 already very well.
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Figure 11.4: Resonance spectrum for the surfaces X4,5,6(ℓ) for ℓ = 4 (blue
crosses) and ℓ = 5 (red plus signs).
time for ℓ = 4 and ℓ = 5 (see Figure 11.4, 11.5 and 11.6). The corresponding
polynomial is now given by
P4,5,6(z) = −4 z15 + z12 + 2 z11 + 3 z10 + 2 z9 + z8 − 2 z6 − 2 z5 − 2 z4 + 1.
As this surface is even less symmetric, the zeros of the polynomial has an
even more complex structure (Figure 11.5). Now there is one leading zero,
then 6 pairs of zeros and finally a zero of order two at log(z) = 0. This
corresponds exactly to the more complex chain structure with one leading
chain and 7 further pairs of chains (Figure 11.4). Finally, after rescaling, the
position of a large part part of the plotted resonances agrees with the zeros
of P4,5,6(e
−s) (see Figure 11.6).
Increasing the parameter ℓ even further yields a better and better coin-
cidence between the numerically calculated resonances and those predicted
by the polynomial. For the surface X12,12,12 we checked for example that
the position of more then 150 individual resonances can be determined at a
precision of 10−3 by calculating the zeros of the polynomial
P1,1,1(z) = −4 z3 + 9 z2 − 6 z + 1 = −(z − 1)2(4 z − 1)
which can in this case even be factorized by hand.
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Figure 11.5: Solutions of the equation P4,5,6(z) = 0 plotted on a negative
logarithmic scale. The zero at log(z) = 0 is of order two.
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Figure 11.6: Rescaled resonances for the surface X4,5,6(ℓ) for ℓ = 4 (blue
crosses) and ℓ = 5 (red plus signs). Additionally the green circles indicate
the zeros of the polynomial P4,5,6(e
−s) in the plot range. One observes that
the resonances of the different surfaces lie on approximately the same points
after rescaling and that the zeros of the polynomial P4,5,6(e
−s) predict the
position of most of the resonances for ℓ = 5 already very well.
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Part III
Resonance chains in open
systems and zeta functions
12 Introduction
The study of resonances in scattering systems with chaotic classical dynamics
is an active field of research. It is at the same time driven by physicists being
interested in the quantum properties of open chaotic systems as well as by
mathematicians being interested in geometric analysis and partial differential
equations (PDE) on non-compact manifolds. While in scattering theory, res-
onances are poles of the scattering matrix and correspond to quasi-stationary
quantum states with purely in- or outgoing boundary conditions, from the
PDE point of view resonances are often seen as the spectral invariants defined
as the poles of a meromorphic continuation of the resolvent operator.
Aside from some very special exceptions (e.g. the Walsh quantized Baker
map [67]) the position of the resonances of such complex systems cannot be
determined exactly. It has, however, been a very successful approach to gain
coarser information on general properties of the resonance distribution in
terms of the underlying classical dynamics and geometry, respectively. For
example results on spectral gaps [53, 68, 76] predict resonance free regions and
the fractal Weyl law [85, 59, 84] gives an upper bound on the growth of the
number of the so called “long living” resonances in the high frequency limit.
Despite the large progress that has been made in obtaining rigorous results
on the distribution of the resonances, there are still many open questions
(we refer to [65] for an overview over recent results and open questions). For
example the upper bound on the exponential growth of the resonance density
which has been proven in the fractal Weyl law [66, 43, 85] is only conjectured
to be sharp and there exists also a conjecture on the improvement of the
spectral gap estimates [54]. It has thus been a very important approach
to study the resonance structure numerically and by physical experiments
in order to test the present conjectures and to show that the results on
resonance distributions can be observed in real physical systems. There have
been established two paradigmatic scattering systems for these kind of tests:
the n-disk systems and Schottky surfaces.
A n-disk system describes the scattering of one particle at n-circular
obstacles in the Euclidean plane (see Figure 13.1). It has been introduced
by Gaspard-Rice [38, 39, 37] and Cvitanovic´-Eckhardt [25] in physics and by
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Ikawa [53] in mathematics. In physics especially the completely symmetric
3-disk system, where 3 disks of the same size are arranged on a regular
triangle, enjoys great popularity. It is already complex enough to have a
classical dynamic with a non-trivial, fractal repeller and is still simple enough
to be treated efficiently by numerics. There exist very efficient approaches
to calculate the quantum resonances based on a direct scattering matrix
ansatz [37] as well as by a semiclassical approach using zeta functions [25].
Consequently it has been among the first systems to numerically observe
the fractal Weyl law [59]. Further importance arises from its experimental
realizability [58] and in recent microwave experiments the spectral gap [4] and
first hints of the fractal Weyl law [77] have been found. From a mathematical
point of view the disadvantage of the n-disk system is that many of the
numerical algorithms are not based on mathematical rigorous results. For
example the conjecture that the zeros of the semiclassical zeta function are
related to the quantum resonances, which has been thoroughly tested in
physics [25, 94], is mathematically open (cf. [34, Section 1.6-1.8] for recent
results into this direction).
This is the reason for the popularity of Schottky surfaces as an explicit
model system in mathematics. Schottky surfaces are two-dimensional non-
compact surfaces with constant negative curvature which are convex co-
compact (see Figure 14.1 for a sketch of a 3-funneled Schottky surface).
The constant negative curvature allows to prove that the zeros of the Sel-
berg zeta function are related to the resonances of the Laplacian [72] and
not only approximately as conjectured for the 3-disk system in physics. Fur-
thermore Jenkinson-Pollicott [56] derived, analogously to the cycle expansion
of the 3-disk system, efficient formulas to numerically compute the zeros of
the Selberg zeta functions. The big drawback of these surfaces from the
physical point of view is that there is no known experimental realization
(see [83, 87] for attempts to realize the wave equation on negatively curved
surfaces with water waves). As the curvature of these surfaces is, however,
strictly negative, the geodesic flow is hyperbolic and these surfaces are an
interesting model for open chaotic systems. Additionally the study of the
resonances on constant negative curvature surfaces and the relation to their
geometry is a mathematically interesting question itself (see e.g. [96]) thus
we will call these resonances geometric resonances. The most simple exam-
ple of Schottky surfaces which already has a non-trivial fractal repeller are
the 3-funneled surfaces as shown in the upper part of Figure 14.1. For these
surfaces Borthwick recently presented a thorough numerical study of their
resonances structure [7].
One of the most surprising features of this resonance structure is an ob-
servation which has before already been made for the 3-disk system [37,
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94]: Even though the underlying classical dynamic is completely hyperbolic,
i.e. strongly chaotic, the distribution of the resonances is highly ordered and
the resonances form a striking chain structure in the complex plane (see Fig-
ure 12.1). The 3-disk system and the Schottky surfaces are, however, not the
only systems to embody these chain structures. Very similar chains have for
example also been observed in higher dimensional systems, as the 4-sphere
billiard [31], and even in microdisk resonators which are important mod-
els for physical applications such as microdisk lasers [93]. Furthermore the
phenomenon of resonance chains is not only restricted to resonances of the
Laplace operator and quantum resonances, respectively. Also the spectrum
of the classical Ruelle resonances which describe the decay of correlations in
classical dynamical systems has been reported to reveal these clear resonance
chains [36].
Though these chains are eye-catching, little is known about these struc-
tures. For the completely symmetric 3-disk system and the completely sym-
metric 3-funneled Schottky surface, the distance between the resonances on
one chain has been observed to be related to the length of the shortest pe-
riodic orbit [7, 94]. Additionally the oscillation length of the chains have
been found to be to the length difference between two fundamental periodic
orbits. Recently a numerical study of the 3-disk system [91] showed that
the resonance chains are not only a visual effect, but that the resonances
on one chain share common physical properties which are reflected in their
scattering states, more precisely in their correlation behavior.
Two fundamental questions are, however, still open and will be addressed
in this part of the thesis. First of all the resonance chains, are a visual
impression, i.e. our brain groups the resonances to different chains and we
have the impression that they are strung along different continuous lines.
In this part we will give a system intrinsic definition of these continuous
lines. Secondly, resonance chains have been observed in many, quite different
systems. We will give a unifying condition on the classical length spectrum
that is able to explain and predict the existence of resonance chains.
This part of the thesis is organized as follows: In Section 13 we treat
the resonance chains of the symmetric 3-disk system. After a general intro-
duction of 3-disk systems (Section 13.1) we will numerically illustrate that
the resonance chains of the symmetric 3-disk system are created by fast ro-
tating eigenvalues of a suitable transfer operator on the canonical Poincare´
section. This idea applies for the semiclassical as well as for the classical res-
onances (Section 13.2). Then we give an introduction to Schottky surfaces
(Section 14.1) and show in Section 14.2 that a straight forward application
of this idea on the resonance spectrum of completely symmetric Schottky
surfaces fails to explain the resonance chains. However, the ideas can be
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Figure 12.1: Resonance structure of the classical Ruelle resonances of the
3-disk system (upper left), the Schottky surface X12,12,12 (upper right) and
the quantum 3-disk system with R/a = 6 (lower). Note: the resonances for
the Schottky surfaces are so dense that they appear as continuous lines in the
plot above, however they are discrete. (Data for the 3-disk system provided
by S.Barkhofen)
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abstracted. This leads us to the introduction of a generalized zeta function
and the generalized spectrum which are shown to be the right objects to de-
scribe and understand the resonance chains. These objects immediately also
allow to deal with non-symmetric Schottky surfaces and 3-disk systems and
also gives a condition for the existence of resonance chains (Section 14.3).
In Section 15 we will finally test this condition in different cases and use its
predictive power to identify systems incorporating different coexistent chain
structures4.
As this part of the thesis addresses a physical as well as a mathematical
readership we decided to always state clearly which results and relations are
known to be true by mathematically rigorous proofs and which results are
achieved by physical arguments or experiments. This will help to keep an
overview which parts of the argumentation are based on rigorous arguments
and where further mathematical work remains to be done.
This part itself does not claim to derive any rigorous statements neither.
Instead our aim is to gain a universal understanding of the appearance of
the resonance chains and to identify the mathematical quantities, which are
crucial for their understanding, via numerical investigations. As the ques-
tion, whether a chain structure is visible or not, is mathematically not well
posed but depends on the observer of the resonance structure, our condition
cannot be an if and only if condition neither. The condition established in
Section 14.2 is thus an approximate condition and our hypothesis is that the
better this condition is fulfilled the clearer the chains will be visible. This
hypothesis is tested and supported by various numerical results presented in
Section 15. A rigorous proof of the existance of resonance chains is given in
Part II, where the ideas and insights presented in this part are an essential
ingredient.
13 3-disk systems and rotating resonances
13.1 Introduction to 3-disk systems
A 3-disk system describes one free particle in an Euclidean 2-dimensional
space that scatters at three non-overlapping hard disks D1, D2 and D3. For
further use we will call the union of the disks by D =
⋃
iDi. Classically
its trajectories are given by straight lines and hard wall reflections at the
disk boundaries ∂D (see left panel of Figure 13.1). Its quantum dynamics
4While the importance of the generalized zeta function was first discovered during these
numerical studies, it also turned out to be a central ingredient for the rigorous treatment
in Part II
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is described by the Laplacian ∆ with Dirichlet boundary conditions at the
disk boundaries and its quantum resonances can rigorously be defined as the
poles of the resolvent
R(k) := (−∆− k2)−1 : L2comp(R2 \D)→ L2loc(R2 \D). (13.1)
This resolvent, as a map between compactly supported L2 functions and lo-
cally L2-integrable functions, is known to extend meromorphically to C \ l
where l is any line connecting zero with infinity [89]. These poles do in-
deed coincide with the physical scattering resonances i.e. if kn is a pole with
multiplicity m, then there exist m solutions of
(−∆− k2n)Ψ = 0
with Dirichlet and purely outgoing boundary conditions. The latter condition
means that the solution Ψ(r, φ) in polar coordinates (r, φ) can be written
asymptotically in the limit r →∞ as [37]
Ψ(r, φ) ∼
∞∑
l=−∞
Cl
exp(i(knr − lπ/2− π/4))√
2πknr
exp(ilφ).
Here Cl are constant coefficients and for fixed l the asymptotic r, φ depen-
dence equals the asymptotic dependence of a free particle state with angular
momentum l.
An important class of 3-disk systems are those which are completely sym-
metric. In those systems all three disks have the same size and the disks are
arranged on an equilateral triangle (see left part of Figure 13.1). Historically
the side length of the triangle is denoted by R and the disk radius by a [39].
These systems are then completely characterized, up to a scaling, by the
ratio R/a. As the system is highly symmetric and possesses the symmetry
group D3 of the equilateral triangle often the symmetry reduced system is
studied in physics. This system consists of an open billiard representing the
fundamental domain of the 3-disk system (see light shaded region in left part
of Figure 13.1).
As already mentioned before the classical time evolution of a particle be-
tween two disk reflections is just a linear propagation and thereafter hard
wall reflections. The trajectory of a particle therefore does not depend on
the absolute value of its momentum and we can always scale it to 1. It is
furthermore convenient to get rid of the parts of linear propagation where
no complex dynamic takes place and consider only the Poincare´ section of
disk reflections. A particle at the boundary of a disk Di of radius ai whose
momentum is scaled to one, is completely described by its Birkhoff coordi-
nates (q, p). They are defined as the arc length q ∈ [−πai, πai] on the disk
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Figure 13.1: Left: Sketch of a symmetric 3-disk system and two classical
closed trajectories (yellow and blue lines). The fundamental domain is shaded
in light blue. The symmetry reduced billiard is then a billiard consisting of
the fundamental domain with two additional hard walls along the symmetry
axes. Right: Quantum mechanical scattering state with Dirichlet boundary
conditions and purely outgoing boundary conditions calculated by the al-
gorithm as described in [91]. Note that this scattering state is additionally
vanishing along the symmetry axes and is thus also a scattering state of the
symmetry reduced billiard with Dirichlet boundary conditions.
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Figure 13.2: Sketch illustrating the Birkhoff coordinates. The Birkhoff co-
ordinates of a trajectory being reflected at the disk boundaries are given by
the position of the reflection on the boundary, measured by the arc length
of the impact point with respect to a fixed reference point (denoted by q in
the figure) and by the projection of the unit momentum vector on the unit
tangent vector.
boundary as well as the projection of the normalized incoming momentum to
the unit tangent vector at the disk boundary p = ~p ·~t = cos(α) ∈ [−1, 1] (see
Figure 13.2). The complete space P of the Poincare´ section consists of three
copies of [−πai, πai] × [−1, 1]. As the system is open the dynamics is not
defined on all P, because in many cases a particle with Birkhoff coordinates
(q, p) will just escape to infinity after the reflection and will not hit any of
the other disks in the future. We therefore introduce the forward trapped
set T (n)+ of order n as the set of all points in P which will hit at least n disks
on their future trajectories. Analogously we define the backward trapped
set T (n)− for the time inverted dynamics. The discrete time dynamics on the
Poincare´ section is then a diffeomorphism
φ : T (1)+ → T (1)− .
Note that this diffeomorphism only leaves the trapped set
T =
∞⋂
n=1
T (n)+ ∩ T (n)−
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invariant which is known to be a fractal subset of P if the 3 disks are suf-
ficiently far away from each other [38]. Using this discrete time dynamics
we can define for any smooth function V : T (1)+ → C the transfer operator
LV : C∞0 (T (1)+ )→ C∞(P) by setting
(LV f) (x) = V (φ−1(x))f(φ−1(x))
which is an operator with integral kernel
K(x, y) = V (y)δ(φ−1(x)− y). (13.2)
In the theory of dynamical systems this function V is commonly called poten-
tial function even if V does not at all play the role of a potential in the sense
of classical mechanics. With this transfer operator we can now introduce the
zeta function. If we suppose that LV can be extended to a Banach space B
such that LV is trace class then we can study the Fredholm determinant5,
also called dynamical zeta function
dFred(z) := det(1− zLV ) = exp
(
−
∑
n>0
zn
n
Tr(LnV )
)
. (13.3)
Under the trace class assumption, this function is then known to be analytic
in z and the discrete spectrum σ(LV ) of the transfer operator is related to
the zeros of the dynamical zeta function by
σ(LV ) = {z ∈ C \ {0}, dFred(1/z) = 0}.
By the explicit form (13.2) of the kernel K(x, y) we can on the other hand
formally define the so called flat trace
Tr♭(LnV ) :=
∑
x∈Fix(φn)
Vn(x)
| det(1− (Dφn)(x))| ,
where (Dφn)(x) ∈ R2×2 is the Jacobian of φn, Vn(x) =
∏n
k=1 V (φ
k(x)) the
iterated product and Fix(φn) the set of all fixed points of φn. By the flat
trace we can define in complete analogy to (13.3) another zeta function by
d♭(z) := exp
−∑
n>0
zn
n
∑
x∈Fix(φn)
Vn(x)
| det(1− (Dφn)(x))|
 . (13.4)
5To our knowledge such a function space is not known. In physics literature such an
assumption is however often implicitly made.
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By a standard calculation for zeta functions (see Appendix A) this expression
can be brought to the form
d♭(z) :=
∏
p∈P
∞∏
k=0
(
1− znp Vp|Λp|Λkp
)k+1
. (13.5)
Here P is the set of all primitive periodic orbits of the map φ, i.e. the set of
all periodic orbits {x, φ(x), . . . φm(x) = x} for which there is no 1 < k < m
which also fulfills φk(x) = x. Furthermore np is the discrete time length of
this orbit, Vp is the iterated product of the potential V along the primitive
orbit p and Λp is the eigenvalue of Dφ
np(xp) whose absolute value is larger
than one.
It is important to note that the expressions (13.4) and (13.5) only converge
absolutely for |z| sufficiently small. Furthermore (13.4) directly implies that
the zeta function has no zeros in the region of absolute convergence. Equa-
tions (13.4) and (13.5) are thus of no direct use for a calculation of the zeros
of the dynamical zeta function. If one knows, however, that d♭(z) can be
extended analytically beyond the region of absolute convergence, its Taylor
expansion in z around zero
d♭(z) =
∞∑
n=0
Cnz
n
automatically converges absolutely on any disk contained in the region of an-
alytic continuation. This trick has been introduced in physics by Cvitanovic´
and Eckhardt [25] under the name cycle expansion.
From a mathematical point of view, the biggest challenge is to prove the
analytic continuation of the zeta function defined by (13.4) and to show that
its zeros correspond to the spectrum of LV . This is for example possible
if one finds function spaces such that LV is trace class and that its trace
in this space equals the flat trace. Then one obtains by the analyticity
of the Fredholm determinant automatically an analytic continuation of the
zeta function. Such results are known for several classes of systems (for
example for real analytic expanding or hyperbolic maps [80, 81, 33]) but to
our knowledge not in any setting in which the 3-disk system fits.
Physicists usually skip this difficulty and test for concrete examples in
which regions the cycle expansion numerically converges. It is then assumed
that this region coincides with the region of analytic continuation. Further-
more it is usually assumed that the zeros of the zeta function defined by the
flat trace (13.4) are eigenvalues of the transfer operator. As there is not yet
a satisfying mathematical theory in the case of the 3-disk system we will also
make these assumptions from now on.
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For the 3-disk system two particular choices for the potential are of special
interest as they lead to the classical zeta function and to the semiclassical
or Gutzwiller-Vorros zeta function, respectively. The return time or return
length of a particle at the disk boundary with Birkhoff coordinates x ∈ T (1)+
is defined as the length of the trajectory until the next disk reflection. This
defines a smooth bounded function
τ : T (1)+ → R+
and we first can consider for s ∈ C the analytic family of potentials
V cls (x) = e
−sτ(x). (13.6)
Plugging this potential into (13.5) we obtain a dynamical zeta function de-
pending on two variables s, z
dcl(s, z) :=
∏
p∈P
∞∏
k=0
(
1− znp e
−sτp
|Λp|Λkp
)k+1
,
where τp is the Birkhoff sum along this orbit defined by
τp =
np∑
k=1
τ(φk(x))
for x beeing an arbitrary point on the orbit p. It is related to the classical
Selberg-Smale zeta function by [36]
Z(s) = dcl(s, 1).
This zeta function is of special interest because its zeros, the so-called Ruelle
resonances, determine the decay of correlations of the classical dynamical
system (at least for systems where the theory of Ruelle resonances is estab-
lished, for the 3-disk system this is again conjectured to be true, c.f. [36]).
This is why these zeta functions have been studied numerically by Gaspard
and Ramirez [36] for the symmetric 3-disk system where they observed the
resonance chains presented in Figure 12.1.
Using the ideas of [35] we can also express the Gutzwiller-Vorros zeta
function by transfer operators. More precisely, we define the function Λ(x)
on T (1)+ to be the restriction of the Jacobian Dφ(x) to the unstable direction
which is simply given by the multiplication with a nonzero number. If x is a
fixed point of an iteration of the Poincare´ map φn(x) = x, then the iterated
product of Λ(x) is exactly the unstable eigenvalue Λn of Dφ
n.
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With this function we define
V (a)s (x) = −|Λ(x)|1/2e−sτ(x) and V (b)s (x) = |Λ(x)|−1/2e−sτ(x)
as well as the corresponding Fredholm determinants
d(a)(s, z) = det(1− zL
V
(a)
s
) and d(b)(s, z) = det(1− zL
V
(b)
s
).
We can then study the quotient
d(a)(s, z)
d(b)(s, z)
= exp
−∑
n>0
zn
n
∑
x∈Fix(φn)
e−sτn(x)−inπ
(|Λn(x)|1/2 − (−1)n|Λn(x)|−1/2)
| det(1− (Dφn)(x))|

= exp
−∑
n>0
zn
n
∑
x∈Fix(φn)
e−sτn(x)−inπ√| det(1− (Dφn)(x))|
 .
For the last equality we used that the Poincare´ map is orientation inverting
and consequently Λ(x) < 0 which implies that√
| det(1− (Dφn)(x))| = |Λn(x)|1/2 − (−1)n|Λn(x)|−1/2.
The final expression is related to the so called Gutzwiller-Vorros zeta function
[90] by
ZGV (k) =
d(a)(−ik, 1)
d(b)(−ik, 1) . (13.7)
It has been numerically thoroughly checked [25, 94] that the zeros of ZGV (k)
coincide to a high precision to the quantum resonance which have numer-
ically been obtained by a quantum scattering approach. It is conjectured
that the zeros of the Gutzwiller-Vorros zeta function converge towards the
quantum resonances in the semiclassical limit. This relation [39] is, however,
based on the Gutzwiller-trace formula for the quantum propagator beyond
the Ehrenfest time, and from the mathematical point of view the relation to
the quantum spectrum is completely open 6. For practical purpose this rela-
tion between the zeros of the zeta function and the quantum resonances has,
however, a huge advantage because especially in the regime of high energies
the calculations of the zeros of ZGV (k) via the cycle expansion is much faster
than the calculation based on the quantum scattering matrix and it has been
exploited in many numerical works on the quantum spectrum [59, 31, 93].
6For closed systems there has recently been derived a relation between the quantum
and the so called prequantum operator which is an important step into this direction [34].
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13.2 Rotating resonances
We now want to understand the resonance chains for the symmetric 3-disk
system via the zeta functions introduced above. The zeta functions allow
to handle the resonance chains for classical Ruelle resonances and quantum
resonances by the same approach, even though the physical nature of these
resonances is completely different.
In both cases one has a zeta function Z(s, z) which depends on two com-
plex variables and the resonances are defined by 7
Res = {s ∈ C, Z(s, 1) = 0}.
Note that for the quantum case we use the hypothesis that the semiclassical
resonances (i.e. the zeros of the Gutzwiller-Vorros zeta function) and quan-
tum resonances (i.e. the poles of the resolvent) coincide. We will, however,
only use this correspondence for the symmetric 3-disk system in an energy
regime, where this correspondence is known to hold with a very high preci-
sion [25, 94]. Beside the set of resonances which we have defined to be the
zeros in s of Z(s, z) for fixed z = 1 it seems also natural to consider for a
fixed s ∈ C the zero set in z. In order to have a direct physical interpretation
of this set we consider the inverses of these zeros and define for a fixed s ∈ C
σs := {z ∈ C \ {0}, Z(s, 1/z) = 0} . (13.8)
Using the Fredholm determinant representation of the classical zeta function
Zcl(s, z) = det(1− zLV cls )
one directly identifies σs = σ(LV cls ) which is the spectrum of LV cls . For the
semiclassical resonances this identification is slightly more subtle as ZGV has
been defined as the quotient of two zeta functions. If we assume, however,
that d(b)(s, z) is analytic in a neighborhood of z ∈ σs, then the Gutzwiller-
Vorros zeta function can only vanish if the nominator of the quotient vanishes,
i.e. if
0 = d(a)(s, z−1) = det(1− z−1L
V
(a)
s
)
and z ∈ σ(L
V
(a)
s
). Note that the analyticity assumption of d(b)(s, z) is not
very strong and and in the s-range which we will consider in the sequel it is
always fulfilled (see Appendix C)
7In the case of quantum resonances the resonance set is usually the set Res = {k ∈
C, Z(−ik, 1) = 0} (see (13.7)). In order to emphasize the uniform approach to quantum
and classical resonances as well as the geometric resonances on Schottky surfaces, we will,
however, from now on consider the quantum resonances to be parametrized by s = −ik
which simply leads to a clockwise rotation by 90◦ of the quantum resonances in the plots.
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Summarizing we have the following two objects in the classical as well as
in the semiclassical or quantum case: On the one hand we have the resonance
spectrum which equals the zeros of the zeta function in s for z = 1 and
on the other hand we have for any s ∈ C the discrete set σs which can be
interpreted as the eigenvalues of a transfer operator Ls which is parametrized
by a complex number s. Obviously sn is a resonance if and only if the operator
Lsn has 1 as an eigenvalue i.e.
sn ∈ Res⇔ 1 ∈ σsn.
The simple but important observation is now the following: If we start with
a resonance s0 ∈ Res of multiplicity one and continuously vary the parameter
s then we can trace the eigenvalue which was equal to 1 for s = s0 and which
continuously depends on s. We will call this eigenvalue λs0(s). A closer look
in the concrete form of our transfer operators Ls allows us to predict how
the eigenvalues will approximately depend on s. In the quantum case for
Ls = LV (a)s as well as in the classical case with Ls = LV cls we have
Ls = L0e−sτ(x)
where e−sτ(x) is simply the multiplication operator. In the case of the sym-
metric 3-disk system the return time is a smooth function which becomes
more and more homogeneous the bigger R/a becomes. Assuming as a first
order approximation that τ(x) ≈ τ0 = R− 2a then
λs0(s) = e
−sτ0 .
If this approximation was exactly true and if we moved with s parallel to the
imaginary axis, then the eigenvalue λs0(s) would simply rotate around zero
on the unit circle. Note that by the definition of the resonance set, every s
value for which λs0(s) crosses the value point 1 on the unit circle is itself a
resonance. By this argument a single eigenvalue of Ls0 would create a whole
chain of resonances, parallel to the imaginary axis.The resonances would be
equally distributed along this chain with a distance of 2π/τ0. As the return
time is in reality not exactly constant one would expect that slight variations
deform the chains and also lead to a distance variation between the extremal
values of the return time.
It can be checked numerically that it is exactly this mechanism of a ro-
tating eigenvalue of the operator Ls which creates the resonance chains. In
Figure 13.3 this is visualized for the quantum resonances of the symmetric
3-disk system with R/a = 6. On the left we see can see a plot of the quantum
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resonances sn in the complex plane
8. On the right we can see the spectrum
of the transfer operator L
V
(a)
s
The blue crosses indicate the eigenvalues with
|z| > 0.3 for a s-value which equals the resonance s1 = −0.206 − 18.51i. As
expected we find an eigenvalue which is equal to 1. There is also another
eigenvalue plotted which corresponds to the second chain which is nearby
the chain to which s1 belongs. There are further eigenvalues of the trans-
fer operator near zero which we did not plot as the convergence of the zeta
function becomes more and more complicated for small absolute values of
z. The colored points show how the eigenvalue at 1 moves, if the s values
varies between two resonances s1 and s2 = −0.178− 17.02i. As suggested by
the heuristic arguments above the eigenvalue moves along the unit circle in a
clockwise orientation and creates the next resonances on the chain. Exactly
the same can be observed for the classical Ruelle resonances of the 3-disk
system with R/a = 6 (see Figure 13.4).
These numerical results do however not only confirm that the hypothesis
that each resonance chain is created by a rotating Ls-eigenvalue is true.
They also indicate what the continuous mathematical object is, where the
resonances are distributed on. Note that taking two neighboring resonances
of one chain there are multiple paths to connect these two resonances. While
each path will effectively lead to one rotation of λs0(s) around zero, there is
only one such path, for which λs0(s) stays on the unit circle. As it can be
seen in Figure 13.3 such a rotation on the unit circle is obtained if the two
resonances are connected along the path which is suggested by the structure
of the resonance chains. If one, however, takes a different path between
the two resonances, then the corresponding eigenvalue of Ls will turn on a
deformed circle around zero (see Figure 13.5 for an arbitrary path between
the two resonances). We can thus define
C := {(s, z) ∈ C2, Z(s, z) = 0, |z| = 1} ⊂ C2
and from the numerics above we conclude that the continuous object on
which the resonances are distributed is given by Prs(C) where Prs : C2 → C
is the projection on the s-component.
We have thus seen in this section that the resonance chains of the classical
and the quantum resonances are generated by the same mechanism. As in
both cases the resonances can be seen as the zero set in s of a zeta function,
which can be represented as a Fredholm determinant of a s-dependent family
of operators, the resonance chains are generated by single eigenvalues of Ls
which circle around zero while s moves along the chains. Furthermore this
8Note that as discussed above the usual parametrization of quantum resonances is
kn = isn.
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Figure 13.3: Left: Plot of the quantum resonances of the 3-disk system with
R/a = 6. The inset shows the chain structure of the resonances on a large
domain in the complex plane. The main plot shows a strong zoom into one
chain, such that only few individual resonances are in the plot region (blue
crosses). The region of the zoom is indicated in the inset by a red rectangle.
The colored dots between the two resonances s1 = −0.206 − 18.51i and
s2 = −0.178 − 17.02i represent a discrete interpolation between the two
resonances. The interpolation follows the line suggested by the resonance
chains. Right: Spectrum of the transfer operator on the Poincare´ section.
The blue crosses represent the spectrum of Ls1 with |z| > 0.3. By the colored
dots we follow the evolution of the eigenvalue starting at 1 for s1 while s
varies as indicated by the colored points in the left panel. The evolution
of the second eigenvalue is not plotted for more clarity. (Data provided by
S.Barkhofen)
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Figure 13.4: Left: Plot of the classical Ruelle resonances of the 3-disk sys-
tem with R/a = 6. The inset shows the chain structure of the resonances on
a large domaine in the complex plane. The main plot shows a strong zoom
into one chain, such that only few individual resonances are in the plot region
(blue crosses). The region of the zoom is indicated in the inset by a red rect-
angle. The colored dots between the two resonances s1 = −28.0−0.453i and
s2 = 29.5 − 0.471i represent a discrete interpolation between the two reso-
nances following the line suggested by the resonance chains. Right: Spectrum
of the transfer operator on the Poincare´ section. The blue crosses represent
the spectrum of Ls1 with |z| > 0.3. By the colored dots we follow the evolu-
tion of the eigenvalue starting at 1 for s1. (Data provided by S.Barkhofen)
97
13 3-DISK SYSTEMS AND ROTATING RESONANCES
−0.24 −0.20 −0.16 −0.12 −0.08
Re(s)
−20
−19
−18
−17
−16
−15
Im
(s
)
−1 1 Re(z)
−1
1
Im(z)
−1.0 −0.5 0.0
0
−50
−100
−150
−200
Figure 13.5: Same as in Figure 13.3. However the colored dots between the
two resonances s1 = −0.206 − 18.51i and s2 = −0.178 − 17.02i now do not
follow the line which is suggested by the resonance chains but a deformed
path. As a consequence the eigenvalue of Ls1 starting at 1 for s1 now turns
one time around zero on a path which is not on the unit circle. (Data provided
by S.Barkhofen)
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approach allows a system-intrinsic definition of a continuous object that co-
incides with the visually suggested curves on which the resonances are strung
together. In the next section we will see how this idea can be extended to
the resonance chains on Schottky surfaces and examine in detail the question
in which systems resonance chains will occur and in which not.
14 Schottky surfaces and generalized zeta func-
tions
14.1 Introduction to Schottky surfaces
Schottky surfaces are a special class of infinite volume Riemann surfaces. In
this section we will give a brief introduction to its most important properties.
For a detailed introduction we refer to [5].9
The easiest way to define Schottky surfaces is as a quotient of the upper
half plane by a so called Schottky group. The upper half plane H = {u =
x + iy ∈ C, y > 0} together with the Riemannian metric (dx2 + dy2)/y2
has a constant negative Gauss curvature κ = −1 and is a standard model
of hyperbolic geometry. The group SL(2,R) of real invertible matrices with
determinant one acts on H via Moebius transformations(
a b
c d
)
u :=
au+ b
cu+ d
. (14.1)
In fact for every A ∈ SL(2,R) the Moebius transformation is an orientation
preserving isometry and all orientation preserving isometries of the upper
half-plane can be expressed as an SL(2,R)-action. A Schottky group is then
a discrete subgroup Γ ⊂ SL(2,R) which is constructed in the following way:
Let D1, . . . , D2r be disks with centers on the real line and mutually disjoint
closure. Then for every 1 ≤ i ≤ r there exists an element Si ∈ SL(2,R)
that maps the boundary ∂Di to the boundary of ∂Di+r and the interior of
Di to the exterior of Di+r. From the disjointness of the disks follows that
the elements S1, . . . , Sr are the generators of a free discrete subgroup
Γ = 〈S1, . . . , Sr〉 ⊂ SL(2,R)
and such groups are called Schottky groups. The quotient
X = Γ\H
9Schottky surfaces play also a central role in Part II and IV. Section 7 contains also
an introduction To these surfaces that is written in a slightly more rigorous style
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is then again a surface with constant negative curvature and is called Schottky
surface.
The 3-funneled surfaces, which we are interested in, are from the dynam-
ical point of view the simplest nontrivial example and they are constructed
from four disks arranged as in Figure 14.1. The surface can be thought
as the set H \ ∪Di glued together along the two dotted blue half circles as
well as along the two dashed red half circles (see Figure 14.1). It is known
that such 3-funneled Schottky surfaces are uniquely determined by the three
lengths l1, l2, l3 of the geodesics γ1, γ2, γ3 that wind once around one of the
3-funnels (see upper part of Figure 14.1). Furthermore for any triple of pos-
itive numbers l1, l2, l3 there exists a 3-funneled Schottky surface which has
fundamental geodesics of this length and we will call this surface Xl1,l2,l3.
In order to define the geometric resonances on a Schottky surface X we
consider the positive Laplacian which is defined by the metric and which we
call ∆X and we define the resolvent
RX(s) := (∆X − s(s− 1))−1.
By Mazzeo-Melrose [60] and Guillope-Zworski [45] we know that the resolvent
admits a meromorphic continuation and we define the resonance set ResX
again as the set of its poles. Note that the resolvent’s parametrization is
different from the parametrization via k in the 3-disk case, which leads to
the fact that the resonance chains do not oscillate along the real axis but
along the imaginary axis. This parametrization is, however, very useful as it
admits the following exact relation between the resonances of the Laplacian
and a zeta function.
Let PX be the set of all primitive closed geodesics on X , i.e. those closed
geodesics that cannot be obtained by repeting a shorter closed geodesic. If
for γ ∈ PX , l(γ) denotes the length of the periodic geodesic, then the Selberg
zeta function is defined as
ZX(s) =
∏
γ∈PX
∞∏
m=0
(
1− e−(s+m)l(γ)) . (14.2)
This product is known to converge uniformly on any compact set with Re(s) >
1 and for X being a Schottky surface the Selberg zeta function is known to
extend analytically to the whole complex plane C and there is the following
relation between its zeros and the resonances of ∆X : If ZX(s) = 0 then s is
either a topological zero with s = 0,−1,−2, . . . or a resonance i.e. s ∈ ResX
[72].
For Schottky surfaces we can express the Selberg zeta function as a Fred-
holm determinant of a transfer operator. We therefore define the Bowen-
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Figure 14.1: Upper part: Sketch of a Schottky surface with three funnels
and the three fundamental closed geodesics γ1, γ2, γ3. The dotted blue and
dashed red lines indicate the lines along which the fundamental domain is
glued together in order to obtain the surfaces. Lower part: Configuration
of 4 disks that give rise to the construction of the Schottky group for a
3-funneled surface. The upper half plane without the disks represents a
fundamental domain and the surface can be obtained by gluing together the
red dashed lines with the blue dotted lines. In black the three fundamental
closed geodesics γ1, γ2, γ3 from the upper part of the figure are shown. While
γ1 and γ2 are only represented by one arc each, the geodesic γ3 appears as
two arcs in the fundamental domain.
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Series map 10 Schottky group Γ = 〈S1, . . . , Sr〉 by
B :

2r⋃
i=1
Di → C
u 7→ Siu if u ∈ Di.
Here we used the convention that for r < i ≤ 2r, Si := S−1i−r. We can then
define a family of transfer operators parametrized by s ∈ C via its action
(Lsf) (u) :=
∑
v∈B−1(u)
B′(v)−sf(v),
where B′ is the complex derivative of the Bowen-Series map and u ∈ ∪iDi.
These transfer operators are known to be trace class on the space of holomor-
phic L2-functions on ∪iDi (see [80] for the original proof in slightly different
functions spaces or [5, Lemma 15.6]) and one therefore knows that its dy-
namical zeta function
dBS(s, z) := det (1− zLs)
is analytic. We will give a short sketch of the idea how to relate the dynamical
zeta function to the Selberg zeta function. For more details we refer to [5,
Section 15.3]. One first can proof that the trace of Ls equals its flat trace
and obtains
dBS(s, z) = exp
−∑
n>0
zn
n
∑
u∈Fix(Bn)
(Bn)′(u)−s
|1− (B−n)′(u)|
 . (14.3)
As in the case of the 3-disk system (cf. equation (13.5) and Appendix A) one
can transform the dynamical zeta function into a product over prime orbits
of the Bowen-Series map B. In a second step one can prove that the set of
primitive periodic geodesics is in one-to-one correspondence to the primitive
periodic orbits of the Bowen-Series maps, i.e. for each γ ∈ PX there exists a
unique n ∈ N and a periodic orbit {u,B(u), . . . , Bn(u) = u} and the length
of the geodesic is related to the stability of the fixed point by
el(γ) = (Bn)′(u).
10Note that in Part II and IV we study the Bowen-Series IFS. They are obtained by
inverting the Bowen-Series maps and technically more complicated because they are not
univalued. As we do not need the notion of a general IFS in this part of the thesis I
decided to work with the Bowen-Series maps instead of the of an IFS.
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If we denote this n as the Bowen-Series order nBS(γ) of the geodesic γ, then
we obtain, combining all arguments
dBS(s, z) =
∏
γ∈PX
∞∏
m=0
(
1− znBS (γ)e−(s+m)l(γ)) . (14.4)
In particular this yields dBS(s, 1) = ZX(s) and we deduce that s ∈ ResX
implies that Ls has an eigenvalue equal to 1.
14.2 Generalized zeta function and spectra
The previous discussion on the relation between the spectrum of Ls and the
resonances of the Laplacian, together with the observations from Section 13.2
that for 3-disk systems rotating eigenvalues of a transfer operator create the
resonance chains would suggest that the resonance chains for the 3-funneled
Schottky surfaces are generated by rotating eigenvalues of the Bowen-Series
transfer operator Ls. However, this idea fails completely to explain the res-
onance chains for the 3-funneled symmetric surfaces: In Figure 14.2 we have
plotted for X12,12,12 the spectrum of Ls for different s-values interpolating
between two resonances s1 and s2. We observe that the eigenvalues start
to turn while we move along the chain. However, the eigenvalue which was
equal to 1 for s = s1 is drawn towards zero and when we approach s = s2
it is another eigenvalue of Ls which has been coming out from the interior,
that creates the next resonance. In order to understand, why a direct appli-
cation of the idea of rotating eigenvalues to the spectrum of the Bowen-Series
transfer operator Ls fails, we recall that for the 3-disk system it has been
an important argument that the return time of the Poincare´ section is very
homogeneous. This assumption is however not at all fulfilled for the stan-
dard Bowen-Series map, which corresponds morally to a Poincare´ section11
indicated by the blue and red lines in Figure 14.1. The return time or re-
turn length respectively is thus very inhomogeneous: While for the closed
geodesics γ1 and γ2 it is equal to 12, it equals only 6 for the geodesic γ3 as
this geodesic crosses the Poincare´ section twice.
In order to fix this issue we could try to construct another transfer opera-
tor which still has the property that its dynamical zeta function is related to
the Selberg Zeta function but which has a homogeneous return time for the
completely symmetric 3-funneled Schottky surface. Such a construction is in
11To be more precise, a Poincare´ section along these two lines would by a bijective
hyperbolic map on a two dimensional space. The Bowen-Series map can then be obtained
as the restriction of this Poincare´ map to the instable direction, which makes it expanding
but not invertible anymore.
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Figure 14.2: Left: Plot of the resonances of X12,12,12. The inset shows the
chain structure of the resonances on a large domain in the complex plane.
The main plot shows a strong zoom into one chain, such that the individual
resonances become visible (blue crosses). The region of the zoom is indicated
in the inset by a red rectangle. The colored dots between the two resonances
s1 = 0.1150+62.82i and s2 = 0.1150+63.34i represent a discrete interpolation
between the two resonances, following the line suggested by the resonance
chains. Right: Spectrum of the Bowen-Series transfer operator with |z| > 0.2.
The blue crosses represent the spectrum of Ls1. By the colored dots we follow
the evolution of two particular eigenvalues, as the s-values evolve as indicated
by the colored points in the left panel. We only follow the evolution of the
eigenvalue starting at 1 for s1 and the one ending at 1 for s2. The evolution
of the other eigenvalues is not shown for more clarity.
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principle possible (see Part II, Section 9), this solution would then, however,
be restricted to completely symmetric Schottky surfaces. Non-symmetric sur-
faces, for which resonance chains have also been observed, would then need
a construction of more and more complicated transfer operators. We will
thus choose a different approach and work directly with the zeta functions
which turns out to be much more flexible. Looking at equation (14.4) the
choice of the Poincare´ section appears only in the order function nBS. This
order function has been defined as the length of the prime B-orbit which is
associated to the primitive geodesic γ and it is exactly given by the number
of times the geodesic passes one of the cut lines in Figure 14.1. Instead of
construction another Poincare´ section we can also directly modify the zeta
function and we can introduce for each map
n : PX → N
the generalized zeta function
dn(s, z) :=
∏
γ∈PX
∞∏
m=0
(
1− zn(γ)e−(s+m)l(γ)) . (14.5)
Of course for a general order function n it is not directly clear where this
product converges and whether it has an analytic extension. For all order
functions that will appear in the sequel, one can however show, that such an
analytic extension exists and we refer to Part II, Theorem 6.2 for a rigorous
proof. The important observation is now that changing the order function
only changes the values of the dynamical zeta functions for z 6= 1 and one
has still the important relation
dn(s, 1) = ZX(s). (14.6)
We can therefore define in analogy to the spectrum of the transfer operator
(13.8), the generalized spectrum
σ(n)s := {z ∈ C \ {0}, dn (s, 1/z) = 0} . (14.7)
From (14.6) we conclude that also for this generalized spectrum we have the
important relation
s ∈ ResX ⇒ 1 ∈ σ(n)s .
Thus instead of tracing the eigenvalues of a transfer operator we can fol-
low the generalized spectral values while interpolating between different res-
onances on one chain. The order function which would correspond to a
Poincare´ section of the symmetric surfaceX12,12,12 with a homogeneous return
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Figure 14.3: Left: Same as in Figure 14.2. Right: Plot of the generalized
spectrum σ
(n)
s with |z| > 0.2 for an order function that counts the number of
windings around the funnels. The blue crosses represent the spectrum σ
(n)
s1 .
By the colored dots we follow the evolution of the spectral value which equals
1 for s = s1. The evolution of the other spectral values is not shown for more
clarity.
time would just be an order function which counts for each closed geodesic
how often it winds around one of the funnels. In Figure 14.3 we traced the
generalized spectrum while we interpolate between the same two resonances
as in Figure 14.2 and indeed we observe that the generalized spectral value
which equals 1 for s = s1 starts to turn around zero and creates all the
other resonances on this chains by passing through 1. Additionally we see
in Figure 14.3 that if the s-values follow the path which is suggested by the
resonance chains, then the generalized spectral value stays on the unit circle.
The continuous lines on which the resonances lie can thus be understood by
the real analytic variety
Cn = {(s, z) ∈ C2, dn(s, z) = 0, |z| = 1}. (14.8)
Precisely they are again given by Prs(Cn), the projection of this variety on
the s-component.
This approach of working with a generalized zeta function immediately
allows us also to understand resonance chains for non-symmetric surfaces,
too. These chains have first been observed by Borthwick, for example for
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the surface X12,13,14 (cf. [7, Figure 7]). A homogeneous return time would
here require to cut one turn around the first funnel into 12 pieces, one turn
around the second funnel into 13 and a turn around the third funnel into 14
pieces. We therefore define for n1 = 12, n2 = 13, n3 = 14 the order function
n :

PX → N
γ 7→
3∑
i=1
niwi(γ)
(14.9)
where wi(γ) counts the windings of the geodesic around the i-th funnel.
Figure 14.4 shows the generalized spectrum for this order function and in
fact it perfectly explains the resonance chains. Again the spectral value
turns exactly once around the unit circle and creates the next resonance on
the chains when the s value moves along the chains. Note that the two other
spectral values in σ
(n)
s1 (blue crosses in the left part of Figure 14.4) seem also
to lie on the unit circle, which is not the case. Their absolute values are
1.0056 and 1.0032 and they belong to nearby chains, which are visible in the
left part of Figure 14.4. There are also further spectral values with absolute
value slightly smaller then one. We however decided to not plot them in
Figure 14.4 for more clarity and as a reliable calculation of the generalized
spectrum becomes more and more complicated for small absolute values of
z as the order function n appears with high exponents (cf. Appendix B).
14.3 The length spectrum and existence of resonance
chains
From the examples in the previous section we have learned that the resonance
chains for symmetric as well as for asymmetric Schottky surfaces are best
understood in terms of the generalized zeta function for a suitable choice
of an order function. Up to now we have only presented two examples in
(Figure 14.3 and Figure 14.4) together with a good choice of an order function
but we have not yet clearly worked out under which circumstances it is
possible to construct a “good” order function. We will see that this question
automatically leads us to a condition on the observability of resonance chains.
The primitive length spectrum, which contains the lengths of all prim-
itive closed geodesics, repeated by multiplicity, can be seen for X12,12,12 in
Figure 14.5 and for X12,13,14 in Figure 14.6. We see that the length spectra
of both surfaces form a clear clustering on multiples of a base length ℓ.
The big difference between these two cases is that the common base length
to all clusters is ℓ = 12 for X12,12,12 and ℓ = 1 for X12,13,14. Analyzing the two
order functions which we have used in these examples, we observe that they
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Figure 14.4: Left: Plot of the resonances of X12,13,14. The inset shows the
chain structure of the resonances on a large domain in the complex plane. The
main plot shows a zoom into one chain, such that the individual resonances
become better distinguishable (blue crosses). For orientation the region of
the zoom is indicated in the inset by a red rectangle. The colored dots
between the two resonances s1 = 0.09966+106.31i and s2 = 0.09938+112.59i
represent a discrete interpolation between the two resonances following the
line suggested by the resonance chains. Right: generalized spectrum for the
order function as defined in (14.9) with n1 = 12, n2 = 13, n3 = 14 for spectral
values with |z| > 0.995. The blue crosses represent the spectrum σ(n)s1 . By
the colored dots we follow the evolution of one spectral value as the s-values
evolve as indicated by the colored points in the right panel. We only follow
the evolution of the spectral value starting at 1 for s = s1 for more clarity.
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Figure 14.5: Histogram of the primitive length spectrum for the surface
X12,12,12. The thin light lines indicate the integer multiples of the base length
12 and one observes that the lengths form clear clusters around these values.
This clustering is however not perfect as can be seen in the inset where a
histogram with a much smaller binsize resolves the peak at a length equal to
60.
exactly respect this clustering: All geodesics of one cluster are mapped to the
same integer which is given by the multiple of the base length ℓ on which the
cluster is located. All geodesics that are necessary to be taken into account
for the calculation of the resonances fulfill very well the approximation
l(γ) ≈ n(γ) · ℓ. (14.10)
If this condition would be exactly fulfilled, then this would lead, similar to
the case of a constant return time in Section 13.2, to the existence of straight
resonance chains. In fact under this assumption the generalized zeta function
could be written as
dn(s, z) :=
∏
γ∈PX
∞∏
m=0
(
1− (ze−sℓe−mℓ)n(γ)) ,
and if s0 ∈ ResX , i.e. dn(s0, 1) = 0 then for all b ∈ R also dn(s0+ ib, eibℓ) = 0.
This condition, however, directly implies that s0 + 2πki/ℓ ∈ ResX for each
k ∈ Z, so all resonances would equidistribute on straight lines with a distance
of 2π/ℓ. If (14.10) holds only approximately, then we expect that this straight
chains start to bend and that the spacing of the resonances along the chains
becomes more irregular.
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Figure 14.6: Histogram of the primitive length spectrum for the surface
X12,13,14. The thin light lines indicate the integer multiples of the base length
1 and one observes that the lengths form clear clusters around these values.
Again this clustering is not perfect as can be seen in the inset where a his-
togram with a much smaller binsize resolves the peak at a length equal to
51.
We therefore can formulate the following hypothesis:
If the primitive length spectrum of an infinite volume Riemannian surface
(or an open Euclidean billiard) forms clusters at integer multiples of a base
length, i.e. if there is a length ℓ and an order function n : PX → N such
that (14.10) holds, then one will observe resonance chains. These chains will
be described by the projection Prs(Cn) of the analytic variety Cn := {dn =
0} ∩ {|z| = 1} to the s-component and the resonances will be approximately
spaced by a distance of 2π/ℓ on these lines. The worse the approximation
(14.10) is fulfilled, the stronger the chains will bend and the more irregular
the resonance distribution on the chains will become.
Of course (14.10) cannot hold on the whole length spectrum, but recall
that for the calculation of the resonances in a bounded subset of a complex
plane, one only needs finitely many geodesics. We thus suppose that the
chains will be observable in this bounded domain, if (14.10) is fulfilled on the
geodesics which are necessary for their calculation.
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15 Further tests of the hypothesis
We already saw several examples in Section 13.2 and 14.2 which support our
hypothesis on the existence of resonance chains. We will now test its validity
against some more examples. First of all our condition should be able to
explain the non-observability of resonance chains in some systems which are
structurally similar to systems which show resonance chains.
For example one observes that symmetric 3-disk billiards only show reso-
nance chains if the disks are sufficiently far away from each other. The reso-
nance spectrum of the symmetric 3-disk billiard with R/a = 3 shows no chain
structure contrary to the more open case with R/a = 6 (see Figure 15.1).
This is easily understood by looking at the primitive length spectrum. While
for R/a = 6 one sees a clear clustering of the lengths, the length spectrum for
R/a = 3 equidistributes very quickly and it is impossible to choose an order
function which fulfills (14.10). Our hypothesis also explains why symmetric
4-disk systems show in general no chain structure (see e.g. FIG. 13 in [36]
for the Ruelle resonances of a 4-disk system) whereas the 3-dimensional 4-
sphere billiard shows them: If 4 disks are distributed on a square, the lengths
between two neighboring disks and the length between diagonal disks are in
general not multiples of each others but form two incommensurable base
lengths, so it will not be possible to construct a good order function. For the
4-sphere billiard where the spheres are placed on a regular tetrahedron, the
distance between an arbitrary pair of spheres is equal and, if the spheres are
sufficiently far away from each other, one expects a clustering of the length
spectrum on multiples of this base length. Exactly in this case of sufficiently
open 4-sphere billiards the chain structure has been observed (cf. Figure
5.2-5.9 in [30]).
We will end this section by using the predictive power of our hypothesis
in order to identify a new interesting system which shows the coexistence of
two chains. As we only demand (14.10) to hold approximately there should
be examples for which there are different compatible base lengths and order
functions, e.g. the surface X12,12,13. As can be seen in Figure 15.2 the length
spectrum can be either interpreted as forming clusters at multiples of the
base length ℓ = 12 or at multiples of the base length ℓ = 1. The hypothesis
thus predicts two different chain structures, one where the resonances are
spaced by a distance of 2π/12 and another one with a larger spacing of 2π.
As for ℓ = 12 the approximation (14.10) holds much worse then for ℓ = 1
our hypothesis predicts that the resonance chains belonging to ℓ = 12 are
much more twisted then the chains belonging to ℓ = 1. As Figures 15.3
and 15.4 show, all these predictions are fulfilled in the resonance structure.
Choosing the order function (14.9) with n1 = n2 = n3 = 1 which corresponds
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Figure 15.1: Comparison of the resonance structure (left) with the primitive
length spectrum (right) of the symmetry reduced 3-disk system for R/a = 3
(upper plot) and R/a = 6 (lower plot). While for R/a = 6 one observes
a clear clustering of the lengths and an obvious chain structure in the reso-
nances, the lengths equidistribute very quickly and their are no visible chains
in the resonance spectrum.
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Figure 15.2: Histogram of the primitive length spectrum for the Schottky
surface X12,12,13. The thin light lines indicate the integer multiples of the base
length ℓ = 1 and red dashed lines the multiples of a second base length ℓ = 12.
One can observe two types of clustering, one very coarse clustering around
the multiples of ℓ = 12 and a much finer clustering around the multiples of
ℓ = 1.
to the base length ℓ = 12 we observe strongly twisted resonance chains as
indicated by the red circles in the left part of Figure 15.3. The generalized
spectrum σ
(n)
s of this order function creates this kind of chains by the rotating
spectral values and if one connects neighboring resonances on this chain by
the continuous line which is suggested by the chain structure, the generalized
spectral value moves along the unit circle. This verifies that the chains are
described by Prs(Cn). Choosing, however, the order function (14.9) with
n1 = n2 = 12, n3 = 13 which is the corresponding choice for the base length
ℓ = 1 we obtain a generalized zeta function which describes a second structure
of resonance chains, on which the resonance distances are much larger and
which are much straighter (see Figure 15.4).
16 Conclusion
In this part of the thesis we presented a unifying approach to the chain
structure of quantum resonances, classical Ruelle resonances and geomet-
ric resonances. We showed at the example of 3-disk systems and Schottky
surfaces that the resonance chains can be understood in all three cases by
113
16 CONCLUSION
0.07 0.08 0.09 0.10 0.11
Re(s)
50
55
60
65
70
75
80
85
90
Im
(s
)
−1 1 Re(z)
−1
1
Im(z)
Figure 15.3: Left: The resonances of X12,12,13 in the complex plane are
marked by crosses. The red circles highlight the resonances on the chain,
which belongs to the base length ℓ = 12. The colored dots between the two
resonances s1 = 0.07539 + 53.97i and s2 = 0.08746 + 54.49i represent a dis-
crete interpolation between the two resonances following the line suggested
by the resonance chains. Right: generalized spectrum for the order function
as defined in (14.9) with n1 = n2 = n3 = 1. The blue crosses represent the
spectrum σ
(n)
s1 for |z| > 0.2. By the colored dots we follow the evolution of
the spectral value which equals one while interpolating the s-values between
s1 and s2 as indicated by the colored points on the left.
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Figure 15.4: Left: The resonances of X12,12,13 in the complex plane are
marked by crosses. The red circles highlight the resonances on the chain,
which belongs to the base length ℓ = 1. The colored dots between the two
resonances s1 = 0.07539 + 53.97i and s2 = 0.07542 + 60.25i represent a dis-
crete interpolation between the two resonances following the line suggested
by the resonance chains. Right: generalized spectrum for the order function
as defined in (14.9) with n1 = n2 = n3 = 1. The blue crosses represent the
spectrum σ
(n)
s1 for |z| > 0.99. By the colored dots we follow the evolution of
the spectral value which equals one while interpolating the s-values between
s1 and s2 as indicated by the colored points on the left.
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means of a generalized zeta function dn(s, z) which depends on the choice of
an order function n : P → N on the set of primitive closed classical orbits P .
The central property of this generalized zeta function is that independent of
the choice of the order function the resonances are given by the zeros of the
zeta function Z(s) = dn(s, 1). We showed that if the order function is chosen
such that
l(γ) ≈ n(γ)ℓ (16.1)
for an arbitrary base length ℓ then the second complex variable allows to in-
terpolate between the resonances of one chain. Furthermore we demonstrated
that the continuous lines where the resonances are found on are given by the
projection onto the s-component of the real analytic variety
Cn = {dn(s, z) = 0} ∩ {|z| = 1}.
The existence of an order function that fulfills the condition (16.1) does
of course depends on the structure of the length spectrum of the classical
system. This led us to the hypothesis that the existence of resonance chains
is directly linked to a clustering of the classical length spectrum that allows
us to choose an order function according to (16.1). We finally validated
this hypothesis by presenting several examples of systems with and without
resonance chains. In all cases the resonance chains were found to be linked
to a clustering of the length spectrum. Furthermore we showed that this
new understanding allows to construct scattering systems with a customized
resonance chain structure. This control of the resonance chains could be of
importance in microdisk cavities where similar resonance chains have already
been observed [93] and where a precise control of the resonance position in
the complex plane is of great interest for their application as microdisk lasers.
Additionally this understanding is important for fundamental questions
in quantum chaos. In chaotic systems the clear clusters in the length spec-
trum will only exist for short lengths. For larger lengths the clusters be-
come broader and broader and will finally overlap. However, we required the
condition (16.1) only to hold in the length range which is necessary for the
calculation of the resonances in the studied frequency regime. In other words
for the existence of resonance chains in a given frequency range, condition
(16.1) only has to hold for the lengths which can be resolved by the Planck
cells at this frequency. If one still observes resonance chains, then one has
to keep in mind that one is not yet at high enough frequencies to resolve
the length spectrum in a regime, where the clusters dissolve. This could be
especially important for the test of results that are obtained by arguing with
phase cancellation such as the conjectures on the improved spectral gaps [54].
Finally the study of resonance chains opens a variety of mathematical
questions. We numerically observed that the chain structure becomes the
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more clear the better condition (16.1) is fulfilled. By studying not a single
system but a whole family of scattering systems, where (16.1) is better and
better fulfilled in a certain limit one can then try to prove the existence of
resonance chains asymptotically in this limit. Furthermore one can try to give
precise, simple formulas for the location of these chains. For symmetric 3-disk
systems this limit would correspond to large R/a-values and for Schottky
surfaces to large funnel widths. For the latter case, first results into this
direction are be presented in Part II.
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Part IV
Symmetry reduction of
holomorphic iterated function
schemes and factorization of
Selberg zeta functions
17 Introduction
Let X = Γ\H be a convex co-compact hyperbolic surface, and ∆X the posi-
tive Laplacian on this surface. Then its resolvent
R(s) = (∆X − s(s− 1))−1
on L2(X) is analytic for s ∈ C with Re(s) > 1. By changing the function
spaces it can be continued meromorphically to s ∈ C with poles of finite
rank [60]. The poles of this meromorphic continuation are called the reso-
nances of X and the multiplicity of a resonance is defined to be the rank of
the associated pole. The set of all resonances on X repeated according to
multiplicity will be called Res(X) and they are the spectral invariant of the
surfaceX which generalizes the discrete eigenvalue spectrum of the Laplacian
on compact manifolds.
Interest in the distribution of the resonances arises from different areas
of research. First it is a natural mathematical question, how strong the ge-
ometry of the surface X determines the distribution of resonances and vice
versa. Secondly the distribution of resonances on infinite volume hyperbolic
surfaces has been found to have implications in arithmetics [9]. And third the
Laplace operator on convex co-compact surfaces is an important model for
quantum-chaotic scattering and the resonance distribution has been inten-
sively studied in theoretical [84, 59] and experimental [4, 77] physics during
recent years.12
Driven by the interest from these different directions, there have been de-
rived various results on the distribution of resonances on convex co-compact
surfaces, for example results on the asymptotic number of resonances in a
disk in the complex plane [44, 45, 6], results on upper and lower bounds
12Resonances on cnovex co-compact surfaces were also the object of central interest in
Part II and III.
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of resonances in a strip near the critical line [95, 43, 75, 46, 64] and about
asymptotic spectral gaps [63, 55] in the limit of large Im(s). Despite these
big advances, there are still many open conjectures on the distribution of the
resonances, for example the fractal Weyl upper bound is conjectured to be
sharp [43] and the asymptotic spectral gap is conjectured to be much big-
ger then what is actually known [54]. We refer to [65] for a more detailed
overview on recent results and open questions.
In order to test these conjectures numerically, Borthwick recently pre-
sented a detailed numerical study of the resonance structure on convex co-
compact surfaces [7]. For the calculation he used the fact that the resonances
appear as zeros of the Selberg zeta function. This zeta function is defined
for Re(s) > 1 by
ZX(s) :=
∏
γ∈PX
∏
k≥0
(
1− e−(s+k)l(γ)) (17.1)
where PX is the set of primitive closed geodesics on X , i.e. those geodesics,
that cannot be obtained by a repetition of a shorter closed geodesic, and
l(γ) denotes their lengths. For convex co-compact surfaces the Selberg zeta
function is known to extend analytically to the complex plane and the relation
to the resonances of ∆X is given by
Theorem 17.1 ([72] Patterson-Perry 2001). For a convex co-compact sur-
face X = Γ\H the zero set of the zeta function ZX(s) is the union of the
resonances Res(X) and the negative integers s = −k, k ∈ N0.
For an tractable numerical calculation of the Selberg zeta function the
correspondence of the Selberg zeta function and the dynamical zeta func-
tion of an iterated function scheme, the so called Bowen-Series maps, has
been used. The problem of the analytic continuation can be circumvented
by a trick which was introduced under the name cycle expansion in physics
[25] by Cvitanovic-Eckhardt and which has later been rigorously applied to
Selberg zeta functions by Jenkinson-Pollicott [56]. These techniques allow
to calculated several thousand resonances on an ordinary personal computer
and study their distribution in the complex plane. With these techniques
Borthwick was not only able to compare the resonance distribution to the
existent conjectures, but he also discovered the surprising formation of res-
onance chains, which triggered further numerical and mathematical studies
(See Part II and III as well as [91]).
The problem with the numerical techniques, used so far, is that the due
to the exponential growth of number of closed geodesic, the convergence of
the algorithm was restricted to rather small resonance strips near the critical
line. Additionally only surfaces whose Schottky group is generated by two
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generators and whose fractal dimension of the limit set δ is rather small
(0 ≤ δ . 0.1) could be treated [7, Section 4.1]. For a more thorough tests
of the conjectures a larger δ-range would be desirable. Furthermore, recent
predictions that the resonance chains, observed for 3-funneled surface should
not or merely be observable for 4-funneled surfaces [3] can not be tested at
all with the current techniques.
These shortcomings of the existent techniques motivated us to take ad-
vantage of the symmetry of the convex co-compact surfaces and prove a
symmetry factorization for the dynamical zeta functions. Such factoriza-
tions have been calculated in physics in the very related setting of 3- and
4-disk systems by Cvitanovic and Eckhardt [26]. The aim of this part of the
thesis is to establish rigorous version of their results and apply them to the
calculation of resonances on convex co-compact surfaces.
If a convex co-compact surface X = Γ\H has a finite symmetry group
G, then the natural approach for a symmetry reduced calculation of the
resonances would be, to apply the symmetry reduction on the level of the
Laplacian ∆X and to study the meromorphic continuation of the symmetry
reduced resolvent. For the numerical calculation of the resonance we need,
however, the Patterson-Perry correspondence (Theorem 17.1). The proof of
a factorization of the Selberg zeta function thus would require to reprove
this correspondence for the symmetry reduced resolvent, which seems rather
technical. Therefore we have chosen to prove the factorization on the level of
the dynamical zeta functions of iterated function schemes. This has the ad-
vantage that the results do not only apply to Bowen-Series maps and convex
co-compact surfaces but immediately apply also to other cases where iter-
ated function schemes appear, e.g. in the calculation of Hausdorff dimensions
[56]. Additionally one automatically obtains the analyticity of the symmetry
reduced zeta functions for free. The drawback of this approach is that the
symmetry group of the commonly used Bowen-Series maps might be smaller
than the symmetry group of the associated surface. This problem can be
circumvented for a large class of interesting surfaces as we will show in Sec-
tion 21.1.
This part of the thesis is organized as follows. In Section 18 we will first
introduce the holomorphic iterated function schemes (IFS), their transfer op-
erators and the dynamical zeta functions. In Section 19 we will introduce
the notion of a symmetry group of a holomorphic IFS and derive a symme-
try reduced trace formula for the transfer operator (Proposition 19.1). This
symmetry reduced trace formula is then used in Section 20 to prove, as a first
main result, the factorization of the dynamical zeta function (Theorem 20.5).
The rest of the section is devoted to a simplification of the symmetry reduced
zeta functions (Theorem 20.5 and Corollary 20.7) which hold under the as-
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18 HOLOMORPHIC ITERATED FUNCTION SCHEMES AND THEIR
TRANSFER OPERATORS
sumption that the symmetry group acts freely on the set of G-closed words.
Section 21 is then devoted to the application of the results to the resonances
on convex co-compact surfaces. In Section 21.1 we first introduce a family
of symmetric n-funneled surfaces for which we construct iterated function
schemes that incorporate the whole symmetry group of the surfaces. Using
Theorem 20.1 this allows to prove a factorization of the Selberg zeta func-
tion into analytic symmetry reduced zeta functions (see equation (21.9)). In
Section 21.2 we finally perform the numerical calculations, using these new
symmetry reduced formulas. We show, that the symmetry reduction is not
only interesting for fundamental reasons as it allows to associate the calcu-
lated resonances to certain unitary irreducible representations but also for
practical purpose as it simplifies the numerical calculations tremendously:
For a 3-funneled surface we show that we can increase the width of the nu-
merically accessible resonance strip by a factor of three and at the same time
reduce the number or required periodic orbits from over 170000 without sym-
metry reduction to only 41 with symmetry reduction. We are sure that this
gain of efficiency will allow to perform much more thorough numerical inves-
tigations of the resonance structure on convex co-compact surfaces and as a
first example we confirm the prediction from [3] that the resonance structure
of symmetric 4-funneled surfaces show no clearly visible resonance chains.
18 Holomorphic iterated function schemes and
their transfer operators
Definition 18.1 (Holomorphic iterated function scheme). For N ∈ N let
D1, . . . , DN ⊂ C be N open disks such that their closures Di are pairwise
disjoint. Let A ∈ {0, 1}N×N be the adjacency matrix and write i  j if
Ai,j = 1. Furthermore for each pair (i, j) ∈ {1, . . . , N}2 with i j we have
a biholomorphic map φi,j : Di 7→ φi,j(Di) such that φi,j(Di) ⋐ Dj and such
that different images are pairwise disjoint, i.e.
φi,j(Di) ∩ φk,l(Dk) 6= ∅ ⇔ i = k and j = l. (18.1)
For convenience we denote the union of all the disjoint disks by
D :=
⋃
i
Di
and the union of all their images by
φ(D) :=
⋃
i j
φi,j(Di).
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From (18.1) it follows directly that for u ∈ φ(D) there is exactly one pair
i  j and u′ ∈ Di such that u = φi,j(u′). We have thus a well defined
holomorphic inverse function
φ−1 : φ(D)→ D.
Remark 18.1. Instead of disks Di one could have also taken simply connected
domains Ui ⊂ C. Using the Riemann mapping theorem such an IFS is
biholomorphically conjugated to an IFS with disks, so one can always simplify
such IFS to the above situation defined on disks Di.
Example 18.1. Let D1, . . . , D2r be disjoint open disks in C with centers on
the real line and mutually disjoint closures. Then there exists for each pair
Di, Di+r an element Si ∈ PSL(2,R) that maps via its Moebius transforma-
tion ∂Di to ∂Di+r and that maps the interior of Di to the exterior of Di+r.
The Schottky group is then the free subgroup Γ ⊂ PSL(2,R), generated by
S1, . . . , Sr (for an illustration see Figure 18.1).
The generators and disks in the construction of a Schottky group give
also a natural construction of a holomorphic IFS. For convenience we write
for i = 1, . . . , r Si+r := S
−1
i and use a cyclic notation of the indices s.t.
Si+2r = Si and Di+2r = Di. Then for all i = 1, . . . , 2r the element Si maps
all disks except Di holomorphically into the interior of Di+r. Thus we define
the adjacency matrix of this IFS as a 2r×2r matrix with Ai,j = 0 if |i−j| = r
and Ai,j = 1 else. Furthermore for any i j we define the maps for u ∈ Di
by
φi,j(u) := Sj+ru = S
−1
j u,
and from this definition it is clear that (18.1) is automatically fulfilled.
Note that the inverse map restricted to Dj ∩φ(D) is exactly given by Sj .
The IFS which we defined is consequently the inverse of the usual Bowen-
Series map for Schottky groups (see e.g. [5, Section 15.2]).
It will turn out to be useful for the notation to introduce the following
symbolic coding. The symbols are given by the integers 1, . . . , N and the set
of words of length n is given by the tuples of symbols
Wn := {(w0, . . . , wn), wi  wi+1 for all i = 0, . . . , n− 1}.
Note that our notation of word length does not refer to the number of symbols,
but to the number of transitions which they indicate. For w ∈ Wn and
0 < k ≤ n we define the truncated word by
w0,k := (w0, . . . , wk) ∈ Wk.
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Figure 18.1: Illustration of the construction of a Schottky group and the cor-
responding IFS. The blue disks show the four disk from which the generators
of the Schottky group are generated. For example the group element S1 maps
∂D1 to ∂D3 and the exterior of D1 into the interior of D3. The red circles
illustrate the images of the other three disks under the Moebius transfor-
mation S1 which coincide with the images of the disks under the associates
holomorphic IFS.
Finally we define the iteration of the maps φi,j along a word w ∈ Wn as
φw := φwn−1,wn ◦ . . . ◦ φw0,w1 : Dw0 7→ Dwn
and their images as
Dw := φw(Dw0).
Note that Dw ⋐ Dwn and that from the separation condition (18.1) one
obtains inductively for w,w′ ∈ Wn
Dw ∩Dw′ 6= ∅ ⇔ w = w′.
Definition 18.2. We call a holomorphic IFS eventually contracting, if there
is N0 and θ < 1 such that for n ≥ N0
|φ′w(u)| ≤ θ for all w ∈ Wn and u ∈ Dw0.
Remark 18.2. The Bowen-Series IFS as introduced in Example 18.1 are
known to be eventually contracting (see e.g. [5, Proposition 15.4]).
We call a word w ∈ Wn of length n closed if w0 = wn and we denote the
set of all closed words of length n by Wcln .
Lemma 18.1. If a holomorphic IFS is eventually contracting, then for each
w ∈ Wcln there exists a unique fixed point φw(uw) = uw.
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Proof. If w ∈ Wcln is closed, then φw(Dw0) = Dw ⋐ Dw0 and we write
Dk := (φw)
k(Dw0). ThenDk+1 ⋐ Dk and if k0n ≥ N then from the eventually
contracting property diam(Dk0m) ≤ θmdiamDw0. So D1, D2, . . . is a nested
sequence of disks whose diameter converges to zero so there is a unique
uw :=
⋂
k>0Dk which has to be a fixed point of φw.
Next we define the transfer operators associated to the iterated function
schemes.
Definition 18.3. Let B(D) := {f : D → C holomorphic, and f ∈ L2(D)}
be the Bergmann space on D. Let furthermore V : φ(D)→ C be a bounded
holomorphic function, and define the transfer operator LV : B(D) → B(D)
associated to an IFS by
(LV f)(u) :=
∑
i js.t.u∈Di
V (φi,j(u))f(φi,j(u)) for u ∈ Di. (18.2)
Given such a potential V , a word w ∈ Wn and a point u ∈ Dw0 we can
define the iterated product
Vw(u) :=
n∏
k=1
V (φw0,k(u)).
A straight forward calculation of powers of the transfer operator LV leads to
(LnV f) (u) =
∑
w∈Wn s.t. u∈Dw0
Vw(u)f(φw(u));
thus these iterated products naturally occur in powers of LV .
It is a well known fact that these transfer operators are trace class (see
[80] for the original proof in slightly different function spaces respectively [5,
Lemma 15.7] for a proof in our setting) and that the trace can be expressed
in terms of periodic orbits. Accordingly one can define the dynamical zeta
function by the Fredholm determinant
dV (z) := det(1− zLV ) (18.3)
which is an entire function on C. If furthermore the IFS is eventually con-
tracting the dynamical zeta function can be written for |z| sufficiently small
as (see e.g. [5, proof of Thm 15.8]):
dV (z) = exp
−∑
n>0
zn
n
∑
w∈Wcln
Vw(uw)
1
1− (φw)′(uw)
 . (18.4)
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Example 18.2. An important class of transfer operators arises from the IFS
associated to Bowen-Series maps of Schottky surfaces (see Example 18.1). If
we choose the potential function Vs(u) = [(φ
−1)′(u)]s that depends analyti-
cally on s ∈ C, then one obtains an analytic family of trace class operators
Ls.The dynamical zeta function
d(s, z) := det(1− zLs)
is then analytic in (s, z) ∈ C2 and one has the important relation to the
Selberg zeta ZX function on the Schottky surface X which is defined via the
closed geodesics as follows. If γ is a closed geodesic on X , then it is called
primitive if it cannot be obtained by a repetition of a shorter closed geodesic.
If PX is the set of oriented primitive geodesics and l(γ) denotes the length
of the geodesic, then the Selberg zeta function is defined as
ZX(s) :=
∏
γ∈PX
∏
k≥0
e−(s+m)l(γ).
These products are convergent for Re(s) sufficiently large and for X being
a Schottky surface, it is known that the ZX has an analytic extension to C
[42]. Furthermore the relation to the dynamical zeta function is given by (see
e.g. [5, Theorem 15.8] for a proof)
ZX(s) = d(s, 1).
19 Trace formula for the symmetry reduced
transfer operator
Definition 19.1 (Symmetry group of a holomorphic IFS). By a symmetry
group of a holomorphic IFS we denote a finite group G which acts holomor-
phically on D and commutes with the IFS, i.e. for each g ∈ G, u ∈ Di and
i j, there exists a pair k  l such that gφi,j(u) = φk,l(gu).
As an immediate consequence of the definition we obtain that φ(D) ⊂
D is a G-invariant subset. Furthermore, as the disks Di are disjoint and
connected, we have
g(Di) = Dj. (19.1)
for suitable j. Thus we can reduce the G-action to the set of symbols
{1, . . . , N} by setting gi := j for i, j such that (19.1) holds. With this
notation the indices k, l in Definition 19.1 are uniquely defined by k = gi
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and l = gj. Accordingly we conclude that i  j implies gi  gj and con-
sequently we can extend the G-action on the symbols to an action on the
words of length n by setting for w ∈ Wn
gw := (gw0, . . . , gwn) ∈ Wn.
Considering iterations φw of the IFS, the commutation formula reads
gφw(z) = φgw(gz). (19.2)
For further use we can also introduce for g ∈ G the set of g-closed words of
length n
Wgn := {w ∈ Wn, gwn = w0}. (19.3)
Example 19.1. We have seen in Example 18.1 that Schottky groups natu-
rally give rise to holomorphic IFS. We will now consider the special case of 3-
funneled surfaces (see Figure 19.1). These surfaces are known to be uniquely
parametrized by their Fenchel-Nielsen coordinates l1, l2, l3 which determine
the lengths of the three fundamental geodesics γ1, γ2, γ3 (see Figure 19.1).
Given three lengths l1, l2, l3 we denote the associated Schottky surface by
Xl1,l2,l3 = Γl1,l2,l3\H, and the two generators of the Schottky group can be
written in the form
S1 =
(
cosh(l1/2) sinh(l1/2)
sinh(l1/2) cosh(l1/2)
)
, S2 =
(
cosh(l2/2) a sinh(l2/2)
a−1 sinh(l2/2) cosh(l2/2)
)
,
where the parameter a > 0 is chosen such that Tr(S1S
−1
2 ) = −2 cosh(l3/2).
Depending on the choice of l1, l2, l3 the associated Bowen-Series IFS have
different symmetry groups. In any case the IFS has a Z2 symmetry generated
by the Moebius transformation of the matrix
σ1 =
( −1 0
0 1
)
.
This transformation corresponds to a reflection at the imaginary axis followed
by a complex conjugation13 and it is related to the fact that all 3-funneled
Schottky surfaces are symmetric with respect to reflections on the plane
spanned by the three funnels.
The action of σ1 interchanges disk D1 with D3 and D2 which D4, thus we
get the following action on the symbols
σ1(1) = 3, σ1(2) = 4, σ1(3) = 1, σ1(4) = 2
13This complex conjugation is necessary to make the symmetry holomorphic.
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Figure 19.1: Visualization of a Schottky surface with 3-funnels. These sur-
faces are uniquely determined by the lengths l1, l2, l3 of the three fundamen-
tal geodesics γ1, γ2, γ3, that turn around each funnel. The surface can be
obtained by gluing together the corresponding fundamental domain of the
Schottky group (see Figure 19.2) along the dashed red and dotted blue lines.
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Figure 19.2: Illustration of the Symmetry of the Bowen-Series IFS for a 3-
funneled Schottky surface with l1 = l2. Apart from the reflection along the
imaginary axis, the IFS is also symmetric w.r.t. reflections along the yellow
circle of radius
√
a.
and in order to prove that σ1 is indeed a symmetry of the Bowen-Series IFS
in the sense of Definition 19.1 we have to verify
σ1φ1,1σ1 = φ3,3, σ1φ2,1σ1 = φ4,3, σ1φ4,1σ1 = φ2,3
σ1φ1,2σ1 = φ3,4, σ1φ2,2σ1 = φ4,4, σ1φ3,2σ1 = φ1,4.
The first line follows from the fact that
σ1S1σ1 =
(
cosh(l1/2) − sinh(l1/2)
− sinh(l1/2) cosh(l1/2)
)
= S−11 = S3
and the second line analogously from σ1S2σ1 = S4.
If the Fenchel-Nielsen coordinates satisfy l1 = l2 then the Schottky surface
Xl1,l1,l3 as well as the Bowen-Series IFS fulfill an additional symmetry. On
the surface this symmetry would correspond to a rotation of 180◦ around
the third funnel. For the IFS this symmetry is represented by a Moebius
transformation of the matrix
σ2 =
(
0
√
a
1√
a
0
)
.
This transformation represents a reflection at the orange circle in Figure 19.2
followed again by a complex conjugation to guarantee the holomorphicity. As
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this transformation interchanges D1 with D2 and D3 with D4 we obtain the
action on the symbols
σ2(1) = 2, σ2(2) = 1, σ2(3) = 4, σ2(4) = 3
and according to Definition 19.1 we have to check
σ2φ1,1σ2 = φ2,2, σ2φ2,1σ2 = φ1,2, σ2φ4,1σ2 = φ3,2
σ2φ2,3σ2 = φ1,4, σ2φ3,3σ2 = φ4,4, σ2φ4,3σ2 = φ3,4.
This is again verified by a simple matrix calculation that shows that σ2S1σ2 =
S2 and σ2S3σ2 = S4. In the case l1 = l2 the surface as well as the holomorphic
IFS admit thus the Klein four-group as symmetry group.
If all three fundamental lengths are equal to each other l1 = l2 = l3,
then the Schottky surface Xl,l,l has an even larger group as symmetry group
which can be written as D3 × Z2, with D3 being the symmetry group of the
equilateral triangle (see Section 21.1 for more details). The Bowen-Series
IFS shows however no further symmetry and has only the Klein four-group
as symmetry group. The reason for this discrepancy lies in the construc-
tion of the Bowen-Series IFS. It morally corresponds to a Poincare´ section
which is defined by the blue dotted and red dashed cut-lines in Figure 19.1.
This asymmetric choice of a Poincare´ section is the reason why the holomor-
phic IFS has a weaker symmetry then the whole surface. In order to have
the symmetry decomposition of the zeta function with respect to the whole
symmetry group of the surface we will have to construct a holomorphic IFS
whose dynamical zeta function corresponds also to the Selberg zeta function
and which incorporate the whole symmetry group. This will be done for
symmetric n-funneled surfaces in Section 21.1.
Given a symmetry group G of a holomorphic IFS we now want to define
the symmetry decomposition of the function spaces B(D). The symmetry
group G acts from left on B(D) by its left regular representation
(gf)(u) = f(g−1u).
Note that in general this action is not unitary if the scalar product in B(D)
is taken with respect to the Lebesgue measure. However, by averaging the
Lebesgue measure λ over G with the pushforward g∗λ one obtains a G-
invariant measure
µG :=
1
|G|
∑
g∈G
g∗λ =
1
|G|
∑
g∈G
|g′(u)|−1λ
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with positive, smooth density 1|G|
∑
g∈G
|g′(u)|−1. We denote the Bergman space
with the scalar product defined by µG with BG(D). This space is identical to
B(D) and is only equipped with a different, however topologically equivalent
scalar product.
On BG(D) the left regular action of G is unitary. By the Peter-Weyl
theorem we thus get a decomposition
BG(D) =
⊕
χ∈Gˆ
Bχ (19.4)
where Gˆ is the set of equivalence classes of unitary representations of G and
Bχ := PχBG(D) with the orthogonal projection operator
Pχ :=
dχ
|G|
∑
g∈G
χ(g)g.
Here χ(•) is the character of the irreducible representation of dimension dχ
and g the operator defined by the left regular representation. Note that the
definition of Pχ does not involve the scalar product, thus the operators Pχ
are equally projectors on B(D) and we also get the decomposition of B(D)
in closed linear subspaces
B(D) =
⊕
χ∈Gˆ
Bχ. (19.5)
The only difference to (19.4) is that this decomposition is in general not
orthogonal anymore.
If the potential V of the transfer operator is G-invariant, i.e. if it fulfills
V (gu) = V (u), (19.6)
then LV commutes with the left regular representation on B(D) and accord-
ingly also with the projectors Pχ. Consequently LV leaves the spaces Bχ
invariant and we define the symmetry reduced transfer operator to be
LχV := LV |Bχ : Bχ → Bχ. (19.7)
For this symmetry reduced operator we obtain the following formula for its
trace.
Proposition 19.1. Let G be the symmetry group of a holomorphic, eventu-
ally contracting IFS, V : φ(D) → C a holomorphic, bounded function which
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is symmetric with respect to the G-action and LV the transfer operator as-
sociated to the IFS and V . Then for all n ∈ N, (LχV )n is trace class and its
trace is given by:
TrBχ [(LχV )n] =
dχ
|G|
∑
g∈G
χ(g)
∑
w∈Wgn
Vw(guw,g)
1− (φw ◦ g)′(uw,g) (19.8)
where uw,g is given by the unique fixed point fulfilling
uw,g = φw(guw,g) (19.9)
and Vw by the iterated product
Vw(u) =
n∏
k=1
V (φw0,k(u)).
Proof. This proposition is a direct consequence of [5, Lemma 15.7]. First, we
note that
TrBχ [(LχV )n] = TrB(D)[Pχ(LV )n]
and we calculate the action of this operator as
(Pχ(LV )nf)(u) = dχ|G|
∑
g∈G
χ(g)
∑
w∈Wns.t.g−1u∈Dw0
Vw(g
−1u)f(φw(g−1u))
=
dχ
|G|
∑
g∈G
χ(g)
∑
w∈Wns.t.gu∈Dw0
Vw(gu)f(φw(gu))
where we substituted in the sum over G the elements g by g−1 for the last
equality. This implies that
TrBχ [(LχV )n] =
dχ
|G|
∑
g∈G
χ(g)
∑
w∈Wns.t.gu∈Dw0
TrB(D) [TV,w,g]
where TV,w,g is the following transfer operator
(TV,w,gf)(u) :=
{
Vw(gu)f(φw ◦ g(u)) if u ∈ Dg−1w0
0 else
The map φw ◦ g is a biholomorphic function φw ◦ g : Dg−1w0 → Dw ⋐ Dwn. If
wn 6= g−1w0, or in other words, if w /∈ Wgn, then the operator has trace zero
as it is an isomorphism between two orthogonal subsets of B(D). Otherwise
the eventually contracting property implies by the same arguments as in the
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proof of Lemma 18.1 that the map φw ◦ g has a unique fixed point which we
call uw,g. The operator TV,w,g then fulfills all the conditions of [5, Lemma
15.7] and we obtain
TrB(D)(TV,w,g) =
Vw(guw,g)
1− (φw ◦ g)′(uw,g) .
20 Factorization of the zeta function
Proposition 19.1 allows us to prove the following factorization of the dynam-
ical zeta function.
Theorem 20.1. Let G be the symmetry group of a holomorphic, eventually
contracting IFS, let V : φ(D) → C be a holomorphic, bounded G-invariant
potential and dV (z) the dynamical zeta function associated to the IFS and V .
Then the dynamical zeta function can be written as the product
dV (z) =
∏
χ∈Gˆ
dχV (z).
of the reduced zeta functions dχV (z) which can be expressed for sufficiently
small |z| by
dχV (z) = exp
−∑
n>0
zn
n
dχ
|G|
∑
g∈G
χ(g)
∑
w∈Wgn
Vw(guw,g)
∑
k≥0
[(φw ◦ g)′(uw,g)]k

(20.1)
and extend analytically to C.
Proof. As Proposition 19.1 assures that LχV is trace class we can define the
symmetry reduced zeta function
dχV (z) := detBχ(1− zLχV ) (20.2)
which is an analytic function on C. From the symmetry decomposition (19.5)
of B(D) into invariant subspaces Bχ we furthermore directly obtain the fol-
lowing factorization of the dynamical zeta function
dV (z) =
∏
χ∈Gˆ
dχV (z).
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Using the formula for the Fredholm determinant and the symmetry reduced
trace formula we obtain
dχV (z) = exp
(
−
∑
n>0
zn
n
TrBχ [(LχV )n]
)
= exp
−∑
n>0
zn
n
dχ
|G|
∑
g∈G
χ(g)
∑
w∈Wgn
Vw(guw,g)
1− (φw ◦ g)′(uw,g)

expanding the last fraction as a geometric series we obtain (20.1) which
finishes the proof.
From an abstract point of view this result is already completely satisfac-
tory, as we have obtained a factorization of the zeta function into reduced
zeta functions which themselves are again entire functions. This result is also
sufficient to determine which zeros of the dynamical zeta function are related
to eigenfunctions of LV with a certain symmetry behavior. From a practi-
cal, computational point of view we will however see that (20.1) is not yet
optimal. In fact we will show that the symmetry implies that many terms in
the series appearing in (20.1) are equal and can be grouped together, which
speeds up practical computations considerably. Thus the rest of this section
will be devoted to simplify (20.1) and determine efficient formulas for dχV (z).
In order to formulate them, we first have to study the symbolic dynamics
more thoroughly and introduce some useful notation.
We first introduce the set of words with arbitrary length
W :=
∞⋃
n=1
Wn
and denote for w ∈ W its word length by nw such that w ∈ Wnw . Similarly,
we want to define the set of all words closed under an arbitrary group element.
However, in (20.1) the words appear always together with the group element
which closes them. If one word admits several closing group elements, then
the word will appear several times with all possible closing words. It will
therefore turn out to be convenient to consider pairs of words and closing
group elements and we define
WG := {(w, g) ∈ W ×G, s.t. gwnw = w0} .
In order to shorten the notation we will denote these pairs of words and group
elements by a bold w. The group element of the pair w will be written as
134
gw and the word by a standard w such that w = (w, gw).The wordlength of
w will be written as nw..
As shown in the proof of Theorem 20.1 to any w ∈ WG there exists a
unique uw defined by
φw(gwuw) = uw
and we will call these points relative fixed points in the sequel. The G-action
on Wn can be extended to a G-action on WG by taking the adjoint action
on the G-part of WG by setting for h ∈ G
gw := (gw, ggwg
−1). (20.3)
Beside the G-action on WG we can also define the shift action by setting
σRw :=
(
(gwwn−1, w0, . . . , wn−1), gw
)
and σLw :=
(
(w1, . . . , wn, g
−1
w
w1), gw
)
.
(20.4)
Note that it would not be possible to define this action on the g-closed words
because the shift operation on the word depends explicitly on the choice of
the closing group element. The importance of the shift action arises from the
fact that it is conjugated to the action of the IFS on the relative fixed points
uw. To be more precise we have for every w ∈ WG that uσLw = φg−1
w
w0,1
(uw)
because
φ(w1,...,wn,g−1w w1)(gσLwφg−1w w0,1(uw)) = φ(w1,...,wn,g−1w w1)(gwφg−1w w0,1(uw))
= φ(w1,...,wn,g−1w w1)φw0,1(gwuw)
= φg−1w w0,1(φw(gwuw))
= φg−1w w0,1(uw).
Finally, as σR = σ
−1
L , the shift action generates a Z-action on the set of words
W and the set of G-closed words WG. As
σLhσRw = σLh
(
(gwwn−1, w0, . . . , wn−1), gw
)
= σL
(
(hgwwn−1, hw0, . . . , hwn−1), hgwh
−1)
=
(
(hw0, . . . , hg
−1
w
h−1hgwwn), hgwh−1
)
= hw
holds, the G-action and the Z-action commute and we can consider the group
G × Z acting on WG. Thus we can consider the space of G × Z-orbits
(G× Z)\WG and we will denote the orbit passing through w by
[w] ∈ [WG] := (G× Z)\WG.
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We next want to introduce the notion of composite and prime elements in
WG. Given w ∈ WG we can define its k-fold iteration of by
wk :=
(
gk−1
w
w0, . . . , g
k−1
w
wn, g
k−2
w
w1, . . . , gww1, . . . , gwwn, w1, . . . , wn), g
k
w
)
.
(20.5)
By construction wk ∈ WG and nwk = knw. Furthermore we calculate
φwk(gwkuw) = (φw ◦ · · · ◦ φgk−1
w
w)(g
k
w
uw) (20.6)
= [(φw ◦ gw) ◦ (φw ◦ gw) ◦ . . . ◦ (φw ◦ gw)](uw) = uw,
where the second last equality has been obtained by iteratively using the
commutation rule (19.2), which implies that uwk = uw.
Definition 20.1. All elements in WG that are obtained by an iteration of a
shorter word are called composite, all elements which can’t be written as an
iteration of shorter elements are called prime.
Lemma 20.2. If w ∈ WG is a composite respectively prime element then all
other elements in the G× Z-orbit are equally composite respectively prime.
Proof. As an element is either prime or composite, it suffices to show the
statement for one case. Thus assume that w˜ = wk for k ≥ 2 is composite
and consider
h(wk) =
(
(hgk−1
w
w0, . . . , hg
k−1
w
wn, . . . , hw1, . . . , hwn), hg
k
w
h−1
)
=
(
((hgwh
−1)k−1hw0, . . . , (hgwh−1)k−1hwn, . . . , hw1, . . . , hwn), (hgwh−1)k
)
=
(20.3)
(
(gk−1hw hw0, . . . , g
k−1
hw hwn, . . . , hw1, . . . , hwn), g
k
hw
)
= (hw)k.
Similarly one calculates σL/R(w
k) = (σL/Rw)
k.
The preceding lemma allows us to define the set of symmetry classes of
G-closed prime orbits as[WGprime] := {[w] ∈ (G× Z)\WG,w is prime }.
Having introduced all this notation we can go one step further towards the
formulas for the symmetry reduced zeta functions by considering the terms
Vw(gwuw) and (φw ◦ gw)′(uw) appearing in the symmetry reduced trace for-
mula
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Proposition 20.3. Let [w] ∈ [WG] be a G×Z-orbit. Then for all elements
in the G× Z-orbit of wk, i.e. for all v ∈ [wk] we obtain
Vv(gvuv) = [Vw(gwuw)]
k (20.7)
and
(φv ◦ gv)′(uv) = [(φw ◦ gw)′(uw)]k (20.8)
Proof. All calculations for this proof are basically straight forward, we will
nevertheless give them in detail.
For this proposition we have to prove two things: First, that the two
quantities are independent on the choice of the element in the G × Z-orbit
and second, that a k-fold iteration amounts simply to the k-th power of the
quantities. Let’s start with the first point and take an arbitrary element
w ∈ WG and h ∈ G. Then
Vhw(ghwuhw) =
n∏
k=1
V (φ(hw)0,k(ghwuhw))
=
(20.3)
n∏
k=1
V (φ(hw)0,k((hgwh
−1)huw))
=
(19.2)
n∏
k=1
V (hφw0,k(gwuw))
=
(19.6)
n∏
k=1
V (φw0,k(gwuw)).
In order to see the invariance under σL we first recall that uσLw = φg−1w w0,1(uw).
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Consequently
VσLw(gσLwuσLw) =
n∏
k=1
V [φ(σLw)0,k(gwφg−1w w0,1(uw))]
=
n∏
k=1
V [φ(σLw)0,k(φw0,1(gwuw))]
=
(
n−1∏
k=1
V [φw0,k+1(gwuw)]
)
· V (φ(w0,...,wn,g−1w w1)(gwuw))
=
(
n−1∏
k=1
V [φw0,k+1(gwuw)]
)
· V (φ(wn,g−1w w1)(φw(gwuw))︸ ︷︷ ︸
=uw
)
=
(19.6)
(
n−1∏
k=1
V [φw0,k+1(gwuw)]
)
· V (gwφ(wn,g−1w w1)(uw)
=
(19.2)
(
n∏
k=2
V [φw0,k(gwuw)]
)
· V (φ(w0,w1)(gwuw)
=
n∏
k=1
V [φw0,k(gwuw)].
With an analogous calculation one obtains the invariance under σR.
In order to see the invariance of (φw ◦ gw)′(uw) we first consider for arbi-
trary u ∈ Dg−1w w0 the equation
(φhw ◦ ghw)(hu) =
(20.3)
φhw(hgwh
−1hu) =
(19.2)
hφw(gwu).
Differentiating both sides with respect to u yields
h′(u) · (φhw ◦ ghw)′(hu) = h′(φw(gwu)) · (φw ◦ gw)′(u)
and plugging in uw this shows the invariance as φw(gwuw) = uw. The invari-
ance under the shift can be derived similarly by starting from the equation
(φσLw ◦ gσLw)(φg−1w w0,1(u)) =(20.4) φ(w1,...,wn,g−1w w1)(gwφg−1w w0,1(u))
=
(19.2)
φ(w1,...,wn,g−1w w1) ◦ φw0,w1(gwz)
= φg−1w w0,1((φw ◦ gw)(u)).
Again differentiating both sides and plugging in uw yields the desired result.
The invariance under σR follows analogously.
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Having proved the G×Z-invariance it finally remains to show the behavior
under iterations. We calculate
Vwk(gwkuwk) = Vwk(g
k
w
uw)
=
knw∏
l=1
V [φ(wk)0,l(g
k
w
uw)]
=
nw∏
l=1
V [φ(gk−1w w)0,l(g
k
w
uw)] ·
nw∏
l=1
V [(φ(gk−2w w)0,l ◦ φgk−1w w)(gkwuw))]
· . . . ·
nw∏
l=1
V [φw0,l ◦ φgww ◦ . . . ◦ φgk−1
w
w(g
k
w
uw)].
However each of these products becomes equal to Vw(gwuw) after iteratively
commuting the G-action with the IFS by (19.2). For example the second one
becomes
nw∏
l=1
V [(φ(gk−2w w)0,l ◦ φgk−1w w)(gkwuw))] =(19.2)
nw∏
l=1
V [(φ(gk−2w w)0,l ◦ gk−1w ◦ φw)(gwuw))]
=
(19.2)
nw∏
l=1
V [(gk−2
w
φw0,l ◦ gw ◦ φw)(gwuw))]
=
nw∏
l=1
V [φw0,l(gwuw)].
For the iteration behavior of (φw ◦ gw)′(uw) we calculate as in (20.6)
(φwk ◦ gwk)(u) = (φw ◦ gw) ◦ . . . ◦ (φw ◦ gw)(u).
Again differentiation of both sides w.r.t. u and insertion of uwk = uw shows
that
(φwk ◦ gwk)′(uwk) = [(φw ◦ gw)(uwk)]k
which finishes the proof.
The last result which we need for simplifying the symmetry reduced zeta
function is the following
Lemma 20.4. For [w] ∈ [WGprime] we denote by #[w] the number of elements
of the G× Z-orbit in WG. If G acts freely on WG then
#[w] = |G| · nw.
139
20 FACTORIZATION OF THE ZETA FUNCTION
Proof. As the G-orbit [w] can be written as the quotient [w] = (G×Z)/(G×
Z)w where (G×Z)w is the stabilizer of the element w ∈ WG. So we can prove
the lemma by studying the stabilizer (G × Z)w. For any element w ∈ WG
we have that gwσ
nw
L w = w, so the group generated by (gw, nw) is a subset
of the stabilizer group, i.e.
〈(gw, nw)〉 ⊂ (G× Z)w. (20.9)
Note that there are exactly |G| · nw orbits of the right group action of
〈(gw, nw)〉 on G× Z so if in (20.9) the equality holds, then #[w] = |G| · nw.
We have thus to show that for a prime elment w, the stabilizer can’t be
bigger than 〈(gw, nw)〉. So we first assume that there is h ∈ G such that
(h, nw) ∈ (G× Z)w which means
hσnwL w = w = gwσ
nw
L w.
But from the assumption that G acts freely on WG we obtain h = gw. Next
we assume, hat there is a k /∈ nwZ and h ∈ G such that (h, k) ∈ (G× Z)w.
By adding or subtracting the elements (gw, nw) we can assume without loss
of generality that 0 < k < nw. By basic number theoretic arguments there
are integers a, b ∈ N such that ak = bnw + c where c is the greatest common
divisor of k and nw. Thus we can write
haσakL
(
(w0, . . . wnw), gw
)
=
(
(w0, . . . , wnw), gw
) ⇔(
hag−b
w
(wc, . . . , wnw−1, g
−1
w
w0, . . . , g
−1
w
wc), h
agwh
−a) = ((w0, . . . , wnw), gw)
Comparing the closing words we obtain
hagw = gwh
a. (20.10)
Looking at the last c entries of the word we conclude that
(wnw−c, . . . , wnw) = h
ag−b−1
w
(w0, . . . , wc). (20.11)
Inserting this back into the above equation we iteratively conclude that
(wnw−rc, . . . , wnw−(r−1)c) = (h
ag−b
w
)rg−1
w
(w0, . . . , wc). (20.12)
Additionally from (20.11) we obtain hag−b
w
g−1
w
wc = wnw = g
−1
w
w0, so h
ag−b
w
is
a closing group element of the word g−1
w
(w0, . . . , wc) and we can consider the
pair
w˜ :=
(
g−1
w
(w0, . . . , wc), h
ag−b
w
) ∈ WG.
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We set t := nw/c ∈ N and calculate
(hag−b
w
)tw˜ =
(
(hag−1
w
)t(w0, . . . , wc), h
ag−b
w
)
=
(20.12)
(
(w0, . . . , wc), h
ag−b
w
)
=
(20.10)
gww˜.
So from the assumption that G acts freely on G we obtain (hag−b
w
)t = gw.
Putting everything together we obtain
w = w˜t
which is in contradiction to the assumption that w is prime.
We can now come back to the formula for the symmetry reduced zeta
function, and first consider the three sums∑
n>0
∑
g∈G
∑
w∈Wgn
which can be replaced by a sum over WG. In the domain of absolute conver-
gence we get
dχV (z) = exp
(
−
∑
k≥0
∑
w∈WG
znw
nw
dχ
|G|χ(gw)Vw(gwuw) [(φw ◦ gw)
′(uw)]
k
)
.
Note that Vw(gwuw) [(φw ◦ gw)′(uw)]k is independent under the G×Z-action
from Proposition 20.3. Additionally for all v ∈ [w] we have gv = hgwh−1
so χ(gw) is also invariant under this action. Furthermore we know how
Vw(gwuw) [(φw ◦ gw)′(uw)]k and gw behave under iteration so we can reduce
the sum over WG to [WGprime] and its iterates. We get
dχV (z) = exp
(
−
∑
k≥0
∑
[w]∈[WGprime]
∑
l>0
#[wl]
znwl
nwl
dχ
|G|χ(g
l
w
)
(
Vw(gwuw) [(φw ◦ gw)′(uw)]k
)l)
. (20.13)
The character χ belongs to an irreducible unitary representation ρχ on a finite
dimensional vector space Vχ, and we can write χ(g) = TrVχ[ρ(g)]. Thus we
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get
dχV (z) = exp
−dχ∑
k≥0
∑
[w]∈[WGprime]
∑
l>0
znwl
l
TrVχ
[
ρχ(gw)
l
] (
Vw(gwuw) [(φw ◦ gw)′(uw)]k
)l
=
∏
k≥0
∏
[w]∈[WGprime]
exp
−dχ∑
l>0
(
znwVw(gwuw) [(φw ◦ gw)′(uw)]k
)l
l
TrVχ
[
ρχ(gw)
l
]
=
∏
k≥0
∏
[w]∈[WGprime]
(
detVχ
[
1−
(
znwVw(gwuw) [(φw ◦ gw)′(uw)]k
)
ρχ(gw)
])dχ
and we have finally shown the following theorem.
Theorem 20.5. Let G be the symmetry group of a holomorphic, eventually
expanding IFS that acts freely on WG. Let V : φ(D)→ C be a holomorphic,
bounded function which is symmetric with respect to the G-action and LV be
the transfer operator associated to the holomorphic IFS and V . Let Gˆ be the
set of all unitary irreducible representations of G and χ : G→ C the charac-
ter of an irreducible representation ρχ : G→ GL(Vχ) on the dχ-dimensional
vector space Vχ.Then the dynamical zeta function dV (z) := det(1 − zLV )
factorizes according to
dV (z) =
∏
χ∈Gˆ
dχV (z) (20.14)
and the symmetry reduced zeta functions dχV (z) are entire functions. If Lχv :
Bχ → Bχ is the symmetry reduced transfer operator then they are defined by
dχV (z) := detBχ(1− zLχv ) and for |z| sufficiently small they are given by
dχV (z) =
∏
k≥0
∏
[w]∈[WGprime]
(
detVχ
[
1−
(
znwVw(gwuw) [(φw ◦ gw)′(uw)]k
)
ρχ(gw)
])dχ
.
(20.15)
In (20.15) the action of the group elements on D ⊂ C still appear explic-
itly. Using the following Lemma this equation can, however, be reformulated
such that the precise form of the G-action on D does not show up anymore
and the symmetry reduction depends only on the G-action on the symbols.
Lemma 20.6. Let [w] ∈ [WGprime] and let mw ∈ N be such that gmww = Id
and that gk 6= Id for all 0 < k < mw. Then wmw is a closed word and we
have
(φw ◦ gw)′(uw) = [(φwmw )′(uwmw )]
1
mw (20.16)
Vw(gwuw) = [Vwm
w
(uwmw )]
1
mw . (20.17)
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Proof. The property that wmw is a closed word directly follows from the
definition (20.5) of wk and the definition of mw.
Lets continue with (20.16): As in (20.6) we calculate for u ∈ D
φwmw (u) = φwmw (g
mw
w
u) = [(φw ◦ gw) ◦ (φw ◦ gw) ◦ . . . ◦ (φw ◦ gw)](u).
Differentiating both sides and using φw(gwuw) = uw = uwmw we immediately
get (20.16).
The second equality can be derived from the fact that for a G-invariant
potential V we calculate
Vwmw (uw) = Vwmw (g
mw
w
uw)
=
mwnw∏
k=1
V (φ(wmw )0,k(g
mw
w
uw))
=
nw∏
k=1
V (φ(gmw−1
w
w)0,k
(gmw
w
uw)) ·
nw∏
k=1
V (φ(gmw−2
w
w)0,k
(φ(wmw )0,nw (g
mw
w
uw)))
. . . ·
nw∏
k=1
V (φw0,k(φ(wmw )0,(mw−1)nw (g
mw
w
uw))) (20.18)
Using φwmw = φw ◦ . . . ◦ φgmw−1
w
w we calculate for arbitrary l = 0, . . . , mw
φ(wmw )0,lnw (g
mw
w
uw) = φgmw−l
w
w ◦ . . . ◦ φgmw−1w w(gmww uw)
= gmw−l
w
◦ (φw ◦ gw) ◦ . . . ◦ (φw ◦ gw)(uw)
= gmw−l
w
uw.
Thus
V (φ(gmw−lw w)0,k(φ(wmw )0,(l−1)nw (g
mw
w
uw))) = V (φ(gmw−lw w)0,k(g
mw−l
w
gwuw)))
=
(19.2),(19.6)
V (φw0,k(gwuw))
Inserting this in (20.18) yields
Vwmw (uw) = [Vw(gwuw)]
mw .
Inserting (20.16) and (20.17) in (20.15) we get the following corollary.
Corrolary 20.7. Under the same conditions as in Theorem 20.5 and with
the same notation as in Theorem 20.5 and Lemma 20.6 we obtain
dχV (z) =
∏
k≥0
∏
[w]∈[WGprime]
(
detVχ
[
1− znw [Vwmw (uw)((φwmw )′(uw))k] 1mw ρχ(gw)])dχ
(20.19)
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21 Application to Selberg zeta functions
In this section we want to apply the results of the previous section in order
to obtain factorizations of the Selberg zeta functions associated to Schottky
surfaces. Our main interest is in the symmetric 3-funneled Schottky sur-
faces which were presented in Example 19.1. However, as pointed out in
this example, the symmetry group of the standard Bowen-Series IFS is much
smaller than the symmetry group of the surface, thus if one wants to ob-
tain a full factorization of the Selberg zeta function one has to work with an
alternative holomorphic IFS which incorporates the whole symmetry of the
surface. Such an IFS has been introduced for 3-funneled surfaces in Part II
under the name flow-adapted IFS. The idea behind these flow-adapted IFS,
however, easily generalizes to certain n-funneled surfaces of genus zero. In
Section 21.1 we will first introduce these symmetric n-funneled surfaces and
their flow-adapted IFS. Then we will use Theorem 20.5 in order to obtain a
factorization of the Selberg zeta function. In Section 21.2 and we will illus-
trate that this factorization yields an enormous speed-up in the calculation of
the resonances of the Laplacian and allows for the first time to calculate the
resonance structure on surfaces which were numerically not treatable such as
4-funneled surfaces.
21.1 Factorization of Selberg zeta functions for sym-
metric n-funneled Schottky surfaces
As mentioned in Example 19.1, the 3-funneled Schottky surfaces of genus
zero are uniquely determined by the three funnel-widths l1, l2, l3 i.e. by the
lengths of the three geodesics γ1, γ2, γ3 (see Figure 19.1) and the completely
symmetric 3-funneled surfaces are uniquely determined by l1 = l2 = l3 = l.
14
For n-funneled surfaces it is not true anymore that the surfaces are uniquely
defined by the n funnel-widths. Due to their nontrivial pants decomposition
also additional lengths along which the pants are glued together as well as
the twist angles appear in their Fenchel-Nielsen coordinates and have to be
taken into account in order to characterize them completely [5, Section 13.3]
The symmetric n-funneled surfaces which we will consider in this section can,
however, be easily defined as follows.
Definition 21.1. Let nf ≥ 3 and 0 < ψ < 2π/nf then on the Poincare´
disk-model D we can define nf geodesics c˜1, . . . , c˜nf by their start and end
14In Part II and III these surfaces were of special interest as they posses very strong
resonance chains
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Schottky surfaces
Figure 21.1: Sketch of the construction of a 4-funneled symmetric surface
defined in Definition 21.1. On the left side one can see the definition of the
domain tildeS in the Poincare´ disk model. On the right side one can see a
schematic sketch of the surface that consists of two copies of S˜ glued together
at the geodesic boundaries c˜i.
points (see Figure 21.1)
a˜j = e
i(π(2j+1+nf )/nf−ψ/2) ∈ ∂D and b˜j = ei(π(2j+1+nf )/nf+ψ/2) ∈ ∂D.
Each of these geodesics c˜j cuts D into two half spaces and we denote the
intersection of all those j half spaces that contain 0 ∈ D by S˜. The surface
Xnf ,Ψ is then the hyperbolic surface obtained by gluing together two copies
of S˜ along the corresponding geodesic boundaries.
We will next explain, how the surfaces Xnf ,ψ can be understood as Schot-
tky surfaces in the sense of Example 18.1 and at the same time introduce
the objects which are needed to define the flow-adapted IFS. We therefore
transform the circles c˜i and the domain S˜ to the upper half plane H by the
Cayley transform
C :
{
C → H
u 7→ −iu−1
u+1
and we obtain (see Figure 21.2) S := C(S˜) ⊂ H, cj := C(c˜j) as well as
aj := C(a˜j) =
sin
(
(π(2j + 1 + nf )/nf − ψ/2)
)
1 + cos
(
(π(2j + 1 + nf )/nf − ψ/2)
) ∈ ∂H
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and
bj := C(a˜j) =
sin
(
(π(2j + 1 + nf )/nf − ψ/2)
)
1 + cos
(
(π(2j + 1 + nf )/nf − ψ/2)
) ∈ ∂H.
We will furthermore denote the Euclidean disks that are bounded by the
geodesics cj by Dj , their centers by mj := (bj + aj)/2 and their radii by
rj := (bj − aj)/2. We can then define the matrices
Rj :=
1√
rj
(
mj rj −m2j
1 mj
)
.
These matrices have determinant det(Rj) = −1 and the Moebius transfor-
mations associated to these matrices
Rju =
mju− rj −m2j
u−mj =
rj
u−mj +mj
are holomorphic transformation on the Riemann sphere C that correspond to
a reflection at the circle boundary of Dj followed by a complex conjugation.
With these matrices we can now express the Schottky group associated
to the surface Xnf ,ψ
Lemma 21.1. With the notation from above let nf > 3 and 0 < ψ <
2π/nf . Then the finitely generated group Γnf ,ψ := 〈RnfR1, . . . , RnfRnf−1〉 is
a Schottky group and Xnf ,ψ = Γnf ,ψ\H.
Proof. First we note that that for j = 1, . . . , nf − 1 we have RnfRj ∈
SL(2,R). If we define Dj+nf−1 := Rnf (Dj), then the transformation RnfRj
maps the boundary of Dj to the boundary of Dj+nf−1 and the interior of Dj
to the exterior of Dj+nf−1 and we have shown that Γnf ,ψ is a Schottky group
in the sense of Example 18.1. The fact that Xnf ,ψ is the associated Schottky
surface can be seen as follows: By definition of the disks Dj the fundamental
domain of the Schottky group Γnf ,ψ consists of two copies of the domain S˜
that are glued together along cn. The Schottky surface Γnf ,ψ\H is obtained
by gluing together the fundamental domain along the geodesic boundaries of
the disks that are identified by the generators of the Schottky group, so the
Γnf ,ψ\H consists of two copies of S that are glued together the same way as
defined in Definition 21.1 (see Figure 21.2).
We can now define the flow-adapted IFS and study its symmetry group.
After this we will show that the dynamical zeta functions of these IFS coin-
cides with the Selberg zeta function.
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Figure 21.2: Sketch of the construction of the Schottky group associated to
a 4-funneled symmetric surface. The fundamental domain consists of S and
the reflection of this domain along the circle c4. The Schottky surface is then
obtained by gluing together the circles ci and R4ci so finally one obtains the
same surface as defined in Definition 21.1.
Definition 21.2 (Flow-adapted IFS). Let nf ≥ 3 and 0 < ψ < 2π/nf . Let
mi, ri and Ri be constructed as above. We define the offset variable
δoffset := bnf − a1 + 1.
The flow-adapted IFS then is a holomorphic IFS with N = 2nf where the
disks Di are the Euclidean disks in C with centers mi and radii ri for 1 ≤
i ≤ nf and with centers mi−nf + δoffset and radii ri−nf for nf < i ≤ 6. The
adjacency matrix A is given by Ai,j+nf = Aj+nf ,i = 1 for all 1 ≤ i, j ≤ nf
with i 6= j and Ai,j = 0 else. Finally for i j the maps φi,j are given by
φi,j(u) :=
{
Rj−nf (u) + δoffset for i ≤ nf
Rj(u− δoffset) for i > nf .
We now want to compare the symmetry group of the IFS with the symme-
try group of the surface (for a sketch of the disk configuration of a 4-funneled
surface see Figure 21.3). As the surfaces consists of two identical parts of
S˜ ⊂ D we first note that the symmetry group of the domain S˜ is given by
Dnf , the symmetry group of an nf sided regular polygon of order 2nf . This
symmetry group is generated by a rotation of 2π/nf around 0 ∈ D
g˜1(u) = e
i2π/nfu
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Figure 21.3: Illustration of the disk configuration of the flow-adapted IFS as
defined in Definition 21.2 for a 4-funneled surface.
and by the reflection along the real axis
g˜2(u) = u¯.
Additionally the surface has a reflection symmetry along the plane, in which
the two surfaces are glued together which identifies the two domains S˜. This
reflection commutes with the action of Dnf on the two copies of S˜ so the
whole symmetry group of Xnf ,ψ is given by Dnf × Z2. As the flow-adapted
IFS is directly constructed from the two parts S˜ this symmetry action can
directly be transferred via the Cayley transform to the IFS. Precisely the
group action of the first generator is given by
g1(u) := C ◦ g˜1 ◦ C−1(u) if u ∈
nf⋃
j=1
Dj
and
g1(u) := δoffset + C ◦ g˜1 ◦ C−1(u− δoffset) if u ∈
2nf⋃
j=nf+1
Dj.
For the definition of the second generator one has to pay a little bit more
attention because, the reflection along the real axis is an antiholomorphic
isometry of D and so is the transformation of this action to H which is given
by C ◦ g2 ◦ C−1(u) = −u¯. In order to make this action holomorphic, as
required in Definition 19.1 we have to use the fact that the flow-adapted IFS
naturally commutes with complex conjugation, so we can define
g2(u) = C ◦ g2 ◦ C−1(u) = −u if u ∈
nf⋃
j=1
Dj
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and
g2(u) = δoffset+C ◦ g2 ◦ C−1(u− δoffset) = δoffset−(u−δoffset) if u ∈
2nf⋃
j=nf+1
Dj
The third group generator finally transforms to
g3(u) = u+ δoffset if u ∈
nf⋃
j=1
Dj and g3(u) = u− δoffset if u ∈
2nf⋃
j=nf+1
Dj .
From the construction of the flow-adapted IFS it follows, directly, that the
symmetry action commutes with the IFS and that Dnf × Z is really a sym-
metry group in the sense of Definition 19.1. The action on the symbols can
be represented as a permutation group of the 2nf symbols. In the cycle
notation, the first and third generators can be written as
g1 = (1, 2, . . . , nf)(nf + 1, nf + 2, . . . , 2nf)
g3 = (1, nf + 1)(2, nf + 2) . . . (nf , 2nf).
For the second element we have to distinguish between the two cases of nf
being even or uneven. If nf is even we have
g2 = (1, nf)(2, nf − 1) . . .
(nf
2
,
nf
2
+ 1
)
(nf + 1, 2nf)(nf + 2, 2nf − 1) . . .
(
3nf
2
,
3nf
2
+ 1
)
and else
g2 = (1, nf)(2, nf − 1) . . .
(
nf − 1
2
,
nf + 3
2
)
(nf + 1, 2nf)(nf + 2, 2nf − 1) . . .
(
3nf − 1
2
,
3nf + 3
2
)
.
The flow-adapted IFS thus is an IFS, that incorporates the whole sym-
metry group Dnf ,ψ × Z2 of the surface. As our aim is, however, to obtain a
factorization of the Selberg zeta function ZXnf ,ψ we additionally have to show
that the dynamical zeta function of the flow-adapted IFS indeed contains the
Selberg zeta function of the surface.
Proposition 21.2. Let nf ≥ 3 and 0 < ψ < 2π/nf and Ls be the Ruelle
transfer operator of the flow-adapted IFS as defined in Definition 21.2 with
potential Vs(u) = [(φ
−1)′(u)]−s, then the dynamical zeta function coincides
with the Selberg zeta function of Xnf ,ψ
ZXnf ,ψ(s) = det(1− Ls).
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Proof. If we take the trivial group G = {Id} as a symmetry group, then as
a special case of Theorem 20.5 we obtain
det(1− Ls) =
∏
[w]∈
[
W{Id}prime
]
∏
k≥0
(
1− φ′w(uw)k+s
)
.
Note that this formula is not at all related to a symmetry decomposition but
can be obtained directly by a straight forward calculation (see e.g. [5, proof
of Theorem 15.8] and c.f. Appendix A). Proposition 21.2 then follows from
the following Proposition 21.3 which establishes a one-to-one correspondence
between the prime words
[W Idprime] of the flow-adapted IFS and the set of
primitive closed geodesics on Xnf ,ψ.
Proposition 21.3. 15 Let nf ≥ 3 and 0 < ψ < 2π/nf and consider the
corresponding flow-adapted IFS from Definition 21.2. Then there exists a
bijection between the classes of prime words in
[
W{Id}prime
]
and the primitive
closed geodesics on Xnf ,ψ. Additionally the length of the geodesic associated
to [w] is given by
− log(φ′w(uw)). (21.1)
Proof. Let Rj with j = 1, . . . , nf be as in Definition 21.2 and Γnf ,ψ the
Schottky group from Lemma 21.1. It is known (see e.g. [5, Proposition 2.16])
that the set of primitive closed geodesics on Xnf ,ψ is in bijection to the set of
primitive conjugacy classes in [T ] ∈ Γnf ,ψ where primitive means that there
is no S ∈ [T ] such that S = Rk for some R ∈ Γnf ,ψ and k > 1. Consequently
our aim is to construct a bijection
T :
[
W{Id}prime
]
→ {primitive conjugacy classes of Γnf ,ψ} .
In order to do so, we note that for w ∈ Wk from the form of the adjacency
matrix in Definition 21.2 we have wi ≤ nf ⇒ wi+1 > nf . Thus, if w is a
closed word, k has to be even. We first define the map
T :
[W{Id}]→ {conjugacy classes of Γnf ,ψ} .
on the closed words and will later show that we can easily restrict it to the
prime words. For a closed word w = (w0, . . . , w2r) we define the map T by
T (w) :=
{
Rw2rRw2r−1−nf . . . Rw2Rw1−nf if w0 ≤ nf
Rw2r−1Rw2r−2−nf . . . Rw1Rw0−nf if w0 > nf
. (21.2)
15This proposition is very similar to Proposition 9.2. The difference is that here we allow
an arbitrary number of funnels, while in Part II we could restrict ourselfs to 3 funnels but
allowed different funnel width. Also the proofs work completely analogouse.
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As closed words have to be of even length, T (w) consists of a even number of
reflections and is thus a positive isometry. We first show that T is well defined
on
[
W{Id}prime
]
, i.e. that it doesn’t depend on the choice of the representative
of [w]. So let v ∈ [w]. Without loss of generality we can assume that
w0 ≤ nf and v0 ≤ nf because otherwise we could simply apply the right-shift
σR to obtain such an element in the same equivalence class that fulfills this
condition and that is mapped to the identical element in Γnf ,ψ. Consequently
there exists an integer 0 ≤ t ≤ r such that v = (w2t, . . . , w2r, w1 . . . , w2t) and
we obtain
T (v) = Rw2t . . . Rw1−nfRw2r . . . Rw2t+2Rw2t+1−nf = S
−1T (w)S
for S = Rw2r . . . Rw2t+1−nf . Thus T (v) is in the same conjugacy class as T (w).
In order to see the injectivity we take two words v and w that are mapped
to the same conjugacy class. We assume first that
T (v) = RaRbT (w)RbRa.
However, from the form of the adjacency matrix it is not possible that an
element in the image of T starts and ends with the same generator. Thus we
have either
RbRa = Rw1−nfRw2
or
RaRb = Rw2r−1−nfRw2r .
In the first case we have v = σ2Lw in the latter case v = σ
2
Rw. By iterating
this argument for arbitrary conjugations of T (w) and T (v) we have shown
the injectivity of the map T .
In order to see the surjectivity we first note that for two arbitrary indices
1 ≤ i, j ≤ nf the element RiRj can be written as (RnfRi)−1RnfRj, so Γnf ,ψ
contains all elements, that can be written as a composition of an even number
of elements Ri. Let S ∈ Γnf ,ψ be such an arbitrary element then we can write
S = Rs2r . . . Rs1 with 1 ≤ si ≤ nf . As two consecutive identical reflections
cancel each other we can assume that si 6= si+1. Finally while s1 = s2r
we can conjugate S by Rs2Rs1 which leads to an element composed from
2r − 2 reflections. By iterative conjugation we can thus reduce the element
to S˜ = Rs˜2r˜ . . . Rs˜1 with s˜1 6= s˜2r˜ and we obtain
S˜ = T ((s2r˜, s1 + nf , s2, . . . , s2r˜−1 + nf , s2r˜)).
We have thus constructed a bijective map between the classes of closed
words and the conjugacy classes in Γnf ,ψ. We will now prove that this map
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can be restricted to a bijection between the classes of prime words and the
primitive conjugacy classes. As T is bijective and on both sides an element
can either be primitive or composite it suffices to show that T maps compos-
ite closed words to composite conjugacy classes. This is, however, straight
forward from the definition of T as obviously T ([wk]) = T (w)k.
With this restriction we have constructed a bijection between the classes
of closed, prime words and primitive conjugacy classes. Using the above
mentioned result on the one-to-one correspondence between oriented primi-
tive geodesics and primitive conjugacy classes, this is equivalently a bijection
to the set of primitive, oriented, closed geodesics and it only remains to prove
(21.1).
In order to achieve this, we first recall that the length of the primitive
geodesic associated to a conjugacy class of an hyperbolic element T ∈ Γnf ,ψ
is equal to the displacement length of T (see e.g. [5, Proposition 2.16]) and
it is also a well known fact that if uT ∈ ∂H is the stable fixed point of T
then l(T ) = − log((T )′(uT )) (see e.g. [5, (15.2)]). Next we recall from the
proof of Theorem 20.3 that φ′w(uw) is independent of the representative in
[w]. Assuming once more, that w0 ≤ nf we calculate that
φw(uw) = Rw2r . . . Rw1−nfuw.
Thus uw is the stable fixed point of the hyperbolic element T (w) and for
the displacement length of T we obtain l(T (w)) = − log((T (w))′(uw)). As
however the displacement length coincides with the length of the associated
closed geodesic (see e.g. [5, Proposition 2.16]) we established (21.1) and fin-
ished the proof of Proposition 21.3.
We have thus shown that the flow-adapted IFS incorporates the full sym-
metry group G = Dnf × Z2 of the surfaces Xnf ,ψ and additionally leads to
a transfer operator, whose dynamical zeta function incorporates the Selberg
zeta function of the surface. Before we can however apply Theorem 20.5 in
order to obtain a factorization of the Selberg zeta function we have to face a
final remaining problem: The commutation of the group action with the IFS
does not imply that the potentials
Vs(u) = [(φ
−1)′(u)]s
that appear in the transfer operator Ls of Proposition 21.2 are G-invariant.
This can be seen from the following calculations
φ−1(gu) = g(φ−1(u)) ⇒ (φ−1)′(gu) = g
′(φ−1(u))
g′(u)
(φ−1)′(u). (21.3)
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Consequently the transfer operators Ls do not commute with the left regular
G-action and they will in general not leave the symmetry reduced function
spaces Bχ invariant. This problem can however be fixed by an averaging trick
for the potential, i.e. by replacing the potential Vs by a family of G-invariant
potentials V Gs which leads to the same dynamical zeta functions.
Lemma 21.4. There exists a family of potentials
V Gs (u) :=
(∏
g∈G
Vs(gu)
)1/|G|
=
(∏
g∈G
(φ−1)′(gu)
)s/|G|
(21.4)
which is G-invariant.
Let furthermore LGs be the family of transfer operators obtained by the
family of G-invariant potentials V Gs defined in (21.4), then LGs commutes
with the left regular G-action on B(D) and
det(1− zLGs ) = det(1− zLs) = d(s, z) (21.5)
Proof. The G-invariance is directly clear from the construction of V Gs and it
directly implies that LGs commutes with the left regular representation of the
G-action.
In order to prove (21.5), we can use the fact that in (18.4) the potential
appears only via the terms Vw(uw). Thus it suffices to show that for all n ∈ N
and all closed words w ∈ Wcln we have(
V Gs
)
w
(uw) = (Vs)w (uw). (21.6)
Thus we calculate for u ∈ D(
V Gs
)
w
(u) =
nw∏
k=1
V Gs (φw0,k(u))
=
nw∏
k=1
(∏
g∈G
(φ−1)′(gφw0,k(u))
)s/|G|
=
(21.3)
(∏
g∈G
nw∏
k=1
g′(φ−1(φw0,k(u)))
g′(φw0,k(u))
(φ−1)′(φw0,k(u))
)s/|G|
As φ−1(φw0,k(u)) = φw0,k−1(u) the terms in subsequent factors of the product
over k cancel down and one obtains
(
V Gs
)
w
(u) =
(∏
g∈G
g′(u)
g′(φw0,nw (u))
nw∏
k=1
(φ−1)′(φw0,k(u))
)s/|G|
.
153
21 APPLICATION TO SELBERG ZETA FUNCTIONS
Plugging in uw and using φw0,nw (uw) = uw we finally obtain
(
V Gs
)
w
(uw) =
(∏
g∈G
nw∏
k=1
(φ−1)′(φw0,k(u))
)s/|G|
=
nw∏
k=1
(
(φ−1)′(φw0,k(u))
)s
which proves (21.6) and finishes the proof of Lemma 21.4.
From Lemma 21.4 and Corollary 20.7 we conclude
det(1− zLs) =
∏
χ∈Gˆ
dχ(s, z) (21.7)
where
dχ(s, z) =
∏
k≥0
∏
[w]∈[WGprime]
(
detVχ
[
1−
(
znw [(φwmw )
′(uw)]
s+k
mw
)
ρχ(gw)
])dχ
.
(21.8)
Finally, this equation together with Proposition 21.2 yields a factorization of
the Selberg zeta function
ZXnf ,ψ(s) =
∏
χ∈Gˆ
ZχXnf ,ψ
(s) (21.9)
with
ZχXnf ,ψ
(s) = dχ(s, 1).
21.2 Numerical calculations of resonances on Xnf ,ψ
We now want to compute numerically the resonances on Xnf ,ψ which coincide
after the Patterson-Perry correspondence with the zeros of the Selberg zeta
function ZXnf ,ψ. ZXnf ,ψ factorizes according to (21.9) into a product of the
analytic symmetry reduced zeta function ZχXnf ,ψ
. So instead of calculating
the zeros of ZXnf ,ψ it suffices to calculate the zeros of Z
χ
Xnf ,ψ
which will
turn out to be much easier because the computation of (21.8) requires much
less fixed points than the full zeta function. A well known problem in the
calculation of the zeros of dynamical zeta functions is that the standard
product form (21.8) is only valid in the region of absolute convergence. All
resonance lie, however, outside the region of absolute convergence so (21.8)
is of no direct use for the numerical calculations of the zeros. The common
trick to circumvent this problem, which was first used by Cvitanovic and
Eckhardt in physics [25] and later by Jenkinson-Pollicott in mathematics
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[56], is to use the analyticity of the dynamical zeta function in the z-variable.
After performing a Taylor expansion in z one obtains an expression for the
dynamical zeta function, that is everywhere absolutely convergent. For the
symmetry reduced zeta function this is done in the following proposition
which we will state for an arbitrary holomorphic IFS.
Proposition 21.5. Let dχV (s, z) be the symmetry reduced, dynamical zeta
function from Theorem 20.5. The following expression is everywhere abso-
lutely convergent
dχV (z) = 1 +
∞∑
N=1
zN
N∑
r=1
(−1)r
r!
∑
[([w1],l1),...,([wr],lr)]
l1nw1+...+lrnwr=N
r∏
k=1
T χ[wk],lk (21.10)
where the third sum is over all r-tuples of pairs ([w], l) ∈ [WGprime] × N>0
such that l1nw1 + . . .+ lrnwr = N and
T χ[w],l =
dχ
l
χ(gl
w
)Vwmw (uw)
l/mw
1− φ′wmw (uw)l/mw
. (21.11)
Remark 21.1. For the special case of the flow-adapted IFS ofXnf ,ψ one simply
has to replace (21.11) by
T χ[w],l(s) :=
dχ
l
χ(gl
w
)(φ′wmw (uw))
sl/mw
1− φ′wmw (uw)l/mw
. (21.12)
Proof. From (20.13) and Lemma 20.6 we obtain
dχV (z) = exp
−dχ ∑
[w]∈[WGprime]
∑
l>0
znwl
l
TrVχ
[
ρχ(gw)
l
]
(Vwmw (uw))
l/mw
1− (φ′wmw (uw))l/mw
 .
Using the series expression of the exponential function and reordering the
terms with respect to powers of z leads to (21.10). As (20.13) is abso-
lutely convergent in a neighborhood of zero and as dχV (z) is analytic in z,
the absolute convergence of its Taylor expansion (21.10) around zero follows
immediately.
Equation (21.10) can then be used for numerical calculations by trun-
cating the series. We will denote the truncated Selberg zeta function of the
surfaces Xnf ,ψ by
Z
(n)
Xnf ,ψ
(s) =
∏
χ∈Gˆ
Z
χ,(n)
Xnf ,ψ
(s) (21.13)
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where
Z
χ,(n)
Xnf ,ψ
(s) = 1 +
n∑
N=1
N∑
r=1
(−1)r
r!
∑
[([w1],l1),...,([wr],lr)]
l1nw1+...+lrnwr=N
r∏
k=1
T χ[wk],lk(s). (21.14)
This truncated zeta function has been implemented using Sage [86] which
allows us to perform efficient numerical calculations using numpy and scipy
[57] and also provides an interface to GAP [82] which allows an automated
computation of the characters which appear in (21.11). The main problem
of these Taylor expanded zeta functions is that the number of fixed points
uw required for the calculation of Z
χ,(n)
Xnf ,ψ
(s) grows exponentially with n. In
order to have still a tractable numerical problem it is important that the
convergence of Z
χ,(n)
Xnf ,ψ
(s) in n is rather fast. It has been observed that this
convergence depends as well on the Schottky surface as on the complex pa-
rameter s [7, 56]. In [7] the relative error term
Rn(s) :=
|Z(n−1)X (s)− Z(n)X (s)|
Z
(n)
X (s)
has been used as a measure for the convergence. Figure 21.4 shows a com-
parison of the relative error term for the surface X3,0.1723 which corresponds
to a 3-funneled Schottky surface with funnel-width 12. We compared the er-
ror term obtained by the symmetry factorized zeta function (21.13) of order
6 (blue crosses) with the non-reduced zeta function as used in [7, 56] of order
11 (red dots). Even if the order of the symmetry factorized zeta function
has been chosen much smaller, the relative error term is much smaller for
the most s values. Especially for Re(s) < 0 the advantage of the symmetry
factorized zeta function becomes important. If one requires a relative accu-
racy of 102 the non-reduced zeta function of order 11 allows the calculation
of the zeta function only up to Re(s) ≈ 0 while the symmetry factorized
zeta function of order 6 already allows a calculation up to Re(s) ≈ −0.2.
The benefit of the symmetry reduction becomes even clearer if one considers
how many periodic orbits uw have to be calculated in the two cases. For the
non-reduced zeta function of order 11 one needs more than 170000 periodic
orbits (c.f. [7, Table 1]) the symmetry reduced zeta function of order 6, how-
ever, requires only the calculation of 41 periodic orbits and still allows the
calculation of resonances in a much larger domain.
This gain of efficiency can be used to calculate the resonances in a much
larger domain. For example Figure 21.5 shows the resonance spectrum for
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Figure 21.4: Relative error term. The blue crosses represent R6(x + 1000i)
calculated with the truncated symmetry factorized zeta function (21.13). The
red points represent R11(x+ 1000i) for the truncated zeta function without
symmetry reduction as used in [7].
the surface X3,0.1723. While without symmetry reduction the numerical acces-
sible resonance range was restricted [7] to Re(s) & 0 the symmetry reduction
allows us to calculate the resonances easily up to Re(s) = −0.3, which corre-
sponds to an increase of the resonance strip by a factor of 4. The symmetry
factorization, however, not only allows a much more efficient calculation but
also provides additional information on the resonance spectrum. As (21.9)
provides an factorization of the Selberg zeta function with explicitly known
factors, we can associate the zeros of the Selberg zeta function to the different
unitary irreducible representations. As discussed above the symmetry group
of the symmetric 3-funneled surface is given by D3 × Z2 and via its action
on the symbols, it can be realized as a permutation group on 6 elements.
One calculates that this group has 6 conjugacy classes and thus 6 irreducible
representations. The character table is given in Table 21.1. As it can be seen,
the resonance chain-structure is compatible with the symmetry reductions.
However, one chain does not only correspond to one representation, as one
could have expected, but to a pair of representations. The resonances on one
chain alternate between these two representations.
Finally the symmetry decomposition enables to study the resonance struc-
ture of surfaces which were numerically not treatable. As an example we
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Figure 21.5: Resonance spectrum for the surface X3,0.1723. The different
colors correspond to the different representations I1(dark blue) , I2(light
blue) , II1(red) , II2(orange), III1(dark green) and III2(light green). In
the left plot the resonances are so dense that they can not be distinguished
but appear as continuous line. The right plot shows a zoom into the region
of the first crossing of the chains. Here one can distinguish the individual
resonances and one observes that each chain is composed by resonances that
alternately belong to two different representations.
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() (2,3)(5,6) (1,2,3)(4,5,6) (1,4)(2,5)(3,6) (1,4)(2,6)(3,5) (1,5,3,4,2,6)
I1 1 1 1 1 1 1
I2 1 1 1 -1 -1 -1
II1 1 -1 1 1 -1 1
II2 1 -1 1 -1 1 -1
III1 2 0 -1 -2 0 1
III2 2 0 -1 2 0 -1
Table 21.1: Character table of the symmetry group D3×Z2 of the symmetric
3-funneled surfaces X3,ψ. In the first line the representatives of the conjugacy
classes are given in cycle notation, where D3 × Z2 is realized as a permuta-
tion group on the symbols of the flow-adapted IFS. The following six lines
represent the characters of the six unitary irreducible representations of this
group.
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Re(s)
200
400
600
800
Im(s)
0.07 0.08 0.09 0.1 0.11 0.12 0.13
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Figure 21.6: Resonance spectrum for the surface X3,0.5930. The color code is
the same as in Figure 21.5. The right plot is a zoom into the region of the
second crossing of all three chain types. As the resonances on X3,0.5930 are
less dense than on X3,0.1723 there are even regions in the left part of the plot,
where the individual resonances can be distinguished.
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Figure 21.7: Resonance spectrum for the surface X4,0.1010. Resonances of
different unitary irreducible representations (cf. Table 21.2) are plotted in
different colors: I1(dark blue), I2(light blue), II1(red), II2(orange), V1(dark
green) and V2(light green). There were no resonances found in the plot
regions, that belong to the representations III1, III2, IV1 and IV2.
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() (2,4)(6,8) (1,2)(3,4)
(5,6)(7,8)
(1,2,3,4)
(5,6,7,8)
(1,3)(2,4)
(5,7)(6,8)
(1,5)(2,6)
(3,7)(4,8)
(1,5)(2,8)
(3,7)(4,6)
(1,6)(2,5)
(3,8)(4,7)
(1,6,3,8)
(2,7,4,5)
(1,7)(2,8)
(3,5)(4,6)
I1 1 1 1 1 1 1 1 1 1 1
I2 1 1 1 1 1 -1 -1 -1 -1 -1
II1 1 1 -1 -1 1 1 1 -1 -1 1
II2 1 1 -1 -1 1 -1 -1 1 1 -1
III1 1 -1 -1 1 1 -1 1 1 -1 -1
III2 1 -1 -1 1 1 1 -1 -1 1 1
IV1 1 -1 1 -1 1 -1 1 -1 1 -1
IV2 1 -1 1 -1 1 1 -1 1 -1 1
V1 2 0 0 0 -2 2 0 0 0 -2
V2 2 0 0 0 -2 -2 0 0 0 2
Table 21.2: Character table of the symmetry group D4×Z2 of the symmetric
4-funneled surfaces X4,ψ. In the first line the representatives of the conjugacy
classes are given in cycle notation, where D4 × Z2 is realized as a permuta-
tion group on the symbols of the flow-adapted IFS. The following six lines
represent the characters of the ten unitary irreducible representations of this
group.
show the resonance structure of the 3-funneled surface X3,0.5930 (Figure 21.6)
which corresponds to a funnel-width of 7 and the 4-funneled surface X4,0.1010
(Figure 21.7) which corresponds to a funnel-width of 13. For the 3-funneled
surface one observes again resonance chains on a large Im(s) range, where
each chain is composed of resonances belonging to two representations. As ex-
pected from the observations in [3] these curves are, however, much stronger
bent compared to the surface X3,0.1723. For the 4-funneled surface there are
no resonance chains visible on a comparable scale to the 3-funneled surfaces.
Only if one zooms strongly into the Im(s)-scale and colors the resonances ac-
cording to the different representations one can see strongly bent chains that
are again composed of two different representations. This different behavior
between symmetric 3- and 4-funneled surfaces has been predicted in [3] be-
cause 4-funneled surface do not have naturally a strong clustering behavior
in their primitive length spectrum. A surprising feature is, however, that
there is one very stable resonance chain along the imaginary axis related to
the two 2-dimensional representations V1 and V2.
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A Derivation of the product form for dynam-
ical zeta function
In this appendix we will recall the derivation of the product form (13.5) from
the definition of the dynamical zeta function as it has been defined in (13.4)
by the flat trace
d♭(z) := exp
−∑
n>0
zn
n
∑
x∈Fix(φn)
Vn(x)
| det(1− (Dφn)(x))|
 .
For each fixed point φn(x) = x the Jacobian is a hyperbolic, symplectic 2×2
matrix and it thus has two real eigenvalues Λn and 1/Λn with |Λn| > 1 and
the determinant can be written as
1
| det(1− (Dφn)(x)| =
1
|1− Λn||1− 1/Λn|
= |Λn|−1
(∑
r≥0
Λ−rn
)(∑
s≥0
Λ−sn
)
= |Λn|−1
∑
k≥0
(k + 1)Λ−kn (A.1)
where for the last equality we used that a positive integer k can be written
as k + 1 different sums of two positive integers r and s.
As a next step we can treat the double sum
∑
n>0
∑
x∈Fix(φn) which is
simply the sum over all fixed points of φn for arbitrary length φ. First we
note that as well the iterated product of the potential function Vn(x) as the
instable eigenvalue Λn do not depend on the choice of the fixed point in a
fixed orbit {x, φ(x), . . . , φn−1(x)}. Additionally we see that if an orbit of
length m · np is a m-times iterate of a primitive orbit of length np, then the
orbit contains np fixed points and as well the iterated product as the instable
eigenvalue are the m-th power of the values from the primitive orbit
Vm·np(x) = (Vnp(x))
m and Λm·np = Λ
m
np.
This allows us to write the double sum
∑
n>0
∑
x∈Fix(φn) as a double sum over
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all primitive periodic orbits and their repetitions
∑
p∈P
∑
m>0 and we obtain
d♭(z) = exp
−∑
k≥0
(k + 1)
∑
n>0
∑
x∈Fix(φn)
zn
n
Vn(x)|Λn|−1Λ−kn

= exp
(
−
∑
k≥0
(k + 1)
∑
p∈P
∑
m>0
znp·m
m
(Vnp(x))
m
(
|Λnp|Λ−knp
)m)
=
∏
k≥0
∏
p∈P
exp
−∑
m>0
(
znpVnp(x)|Λnp|−1Λ−knp
)m
m
k+1
=
∏
k≥0
∏
p∈P
[
1− znp Vnp(x)|Λnp|Λknp
]k+1
where we used the Taylor series of log(1− x) in the last equality.
B Numerical considerations for the calcula-
tion of the generalized spectrum σ
(n)
s
In this appendix we will shortly recall how the resonance spectrum on Schot-
tky surfaces is usually calculated (see [56, 43, 7] for more details) and what
modifications have to be performed for the calculation of the generalized zeta
function and the generalized spectrum.
Usually the resonance spectrum is obtained by Taylor expanding (14.3)
in z around zero
dBS(s, z) =
∞∑
k=0
zkbk(s).
The Taylor coefficients are then explicitly given by [56, Proposition 8]
bk(s) =
k∑
r=1
∑
(n1,...,nr)∈P (k,r)
(−1)r
r!
r∏
l=1
1
nl
∑
u∈Fix(Bnl )
((Bnl)′(u))−s
1− (B−nl)′(u) (B.1)
where P (k, r) are all r-partitions of k, i.e. all r-tuples of integers whose sum
equals k. The numerical task in order to calculate these coefficients then con-
sists in calculating the stabilities (Bn)′(u) of sufficiently many fixed points.
For a 3-funneled Schottky surface Xl1,l2,l3 this can efficiently be done using
the generators of the corresponding Schottky group and a symbolic dynamic.
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For Xl1,l2,l3 the generators can be written as
S1 =
(
cosh(l1/2) sinh(l1/2)
sinh(l1/2) cosh(l1/2)
)
, S2 =
(
cosh(l2/2) a sinh(l2/2)
a−1 sinh(l2/2) cosh(l2/2)
)
,
where the parameter a is chosen such that Tr(S1S
−1
2 ) = −2 cosh(l3/2) and
as usually one writes S3 = S
−1
1 and S4 = S
−1
2 . If we then define the set of
words of length n by
Wn :=
{
w ∈ {1, 2, 3, 4}n, |wj+1−wj| 6= r for j = 1, . . . , n−1 and |w1−wm| 6= r
}
then we can define for each w ∈ Wn the hyperbolic isometry
Sw := Sw1Sw2 . . . Swn .
One then can easily show from the definition of the Bowen-Series maps [5,
Section 15.2] that for each u ∈ Fix(Bn) there is exactly one w ∈ Wn and
Λ(w) := 2 cosh−1
( |Tr(Sw)|
2
)
= (Bn)′(u)
which allows an efficient calculation of (B.1) and thus of dBS(s, z).
For the calculation of dn(s, z) one equally has to Taylor-expand the zeta
function in z around zero
dn(s, z) =
∞∑
k=0
zkb
(n)
k (s).
Then one has to calculate the new Taylor coefficients b
(n)
k (s). As we want to
use the word coding to calculate the lengths of the geodesics or the stabilities
(Bn)′(u) respectively we fist have to transfer the order function n : PXl1,l2,l3 →
N to an order function on W = ⋃n>0Wn. This transformation can be
obtained via the correspondance between closed geodesics on Xl1,l2,l3 and
fixed points of B [5, Proposition 15.5]. Using this identification one calculates
that the order function as defined in (14.9) is then given by
n(w) = n(w1, w2) + n(w2, w3) + . . .+ n(wn, w1) (B.2)
where
n(1, 1) = n(3, 3) = n1, n(2, 2) = n(4, 4) = n2
n(1, 4) = n(4, 1) = n(2, 3) = n(3, 2) = n3/2
n(1, 2) = n(2, 1) = n(3, 4) = n(4, 3) = (n1 + n2)/2.
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The Bowen Series order function nBS can much faster be translated. From
its definition in Section 14.1 it immediately follows, that nBS(w) = n for all
w ∈ Wn.
Using the order function on the words as well as the identification of fixed
points and words, equation (14.3) can be written as
dBS(s, z) = exp
−∑
j>0
1
j
∑
w∈Wj
znBS (w)
Λ(w)−s
1− Λ(w)−1
 .
Starting with (14.5) and reversing the argumentation of Appendix A the
generalized zeta function dn(s, z) can be written as
dn(s, z) = exp
−∑
j>0
1
j
∑
w∈Wj
zn(w)
Λ(w)−s
1− Λ(w)−1
 . (B.3)
An analogous calculation to those in [56, Proposition 8] then gives us the
formula for the Taylor coefficients
b
(n)
k (s) =
k∑
r=1
∑
(n1,...,nr)∈P (k,r)
(−1)r
r!
r∏
l=1
∑
j>0
1
j
∑
w∈Wj ,s.t. n(w)=nl
Λ(w)−s
1− Λ(w)−1 .
(B.4)
The stabilities Λ(w) can be calculated by the generators Si of the Schottky
group as described above and in order to simplify the combinatorial task of
building together the Taylor coefficients b
(n)
k (s) from these stabilities we can
use the same recurrence trick as presented in [43]. We therefore write
B
(n)
k,r (s) :=
∑
(n1,...,nr)∈P (k,r)
(−1)r
r!
r∏
l=1
a(n)nl (s)
and
a(n)n (s) :=
∑
j>0
1
j
∑
w∈Wj ,s.t. n(w)=n
Λ(w)−s
1− Λ−1 .
We can then use the recurrence relations
B
(n)
k,r =
1
r
k−r+1∑
l=1
B
(n)
k−l,r−1(s)a
(n)
l (s).
The only difference in calculating the generalized zeta function compared to
the dynamical zeta function of the Bowen-Series maps thus consists in the
modified formula for the functions a
(n)
n (s).
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Note that as dn(s, z) is analytic the Taylor coefficients b
(n)
k (s) decay su-
perexponentially in k and theoretically one can compute dn(s, z) for arbitrary
(s, z). Practically, however, the convergence becomes worse and worse the
smaller Re(s) and the bigger |z| become. Especially for order functions (14.9)
with larger values of n1, n2, n3 as they appeared for example for the surfaces
X12,13,14 the convergence depends very strongly on |z|. This implies that a
reliable calculation of dn is only possible for z values which are slightly larger
then 1. In terms of the generalized spectrum this implies that the numerical
calculation is only possible for z slightly smaller than 1. As the interesting
region for the understanding of the resonance chains is however the unit cir-
cle, this is no severe problem for the numerical investigations presented in
this article.
C Topological pressure and analyticity of d(b)(s, z)
The topological pressure of a 3-disk system is a function P (β) of a positive
parameter β > 0 that describes the convergence behavior of certain zeta
functions. Writing
V βs (x) := |Λ(x)|1−βe−sτ(x)
the topological pressure of the 3-disk system can be defined [38] to be the
real number P (β) such that
dβ(s) := det(1− LV βs ) = exp
−∑
n>0
1
n
∑
x∈Fix(φn)
(V βs )n(x)
| det(1− (Dφn)(x)|

is absolutely convergent for Re(s) > P (β). This directly implies that d(a) has
no zeros for Re(s) > P (1/2) and that d(b)(s) has no zeros for Re(s) > P (3/2).
For a symmetric 3-disk system with R/a = 6 this value of the topological
pressure is given by
P (3/2) = −0.699.
Consequently all zeros of the Gutzwiller-Vorros zeta function ZGV (s, 1) with
Re(s) > −0.699 are automatically zeros of the Fredholm determinant d(a)(s, 1)
and can thus be interpreted by the spectrum of the transfer operator L
V
(a)
s
.
Note that all the numerical investigations presented in this article are within
this s-range.
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D Numerical implementation of symmetry re-
duced zeta functions for n-funneled Schot-
tky surfaces
In this section we will discuss some practical aspects of the numerical im-
plementation of the symmetry reduced Selberg zeta functions for symmetric
n-funneled Schottky surfaces. For a given surface Xnf ,ψ, a given character χ
and point s ∈ C the task consists in calculating the truncated Selberg zeta
function (21.14) at a finite order n. This task basically splits into two sub-
tasks: First one has to calculate T χ[w],l(s) for every pair ([w], l) ∈
[WG]× N
that appears in the sum. Then one has to handle the combinatorial task of
combining these T χ[w],l to the products and sums according to (21.14).
By (21.12) the first task reduces for a given (w, l) to the calculation of
φ′wmw (uw). By the proof of Proposition 21.3 this quantity is directly related
to the displacement length of the hyperbolic transformation T (wmw) which
was defined for a closed word in (21.2). Using the formula
cosh(l(T )/2) = |Tr(T )/2|
that relates the displacement length l(T ) to the trace of the hyperbolic ele-
ment T ∈ SL(2,R) we obtain
φ′wmw (uw) = exp (−2l(T (wmw))) = exp
(
−2 cosh−1
( |Tr(T (wmw))|
2
))
.
The second task can be significantly simplified by using a recurrence
relation, which has been proposed in [43, Section 7]: We can write (21.14) in
the form
Z
χ,(n)
Xnf ,ψ
(s) = 1 +
n∑
N=1
N∑
r=1
BχN,r(s)
where
BχN,r(s) :=
1
r!
∑
t∈P (N,r)
r∏
k=1
aχtk(s).
Here P (N, r) is the set of all r-partitions of N , i.e. the set of all r-tuples
t = (t1, . . . , tr) ∈ Nr such that t1 + . . .+ tr = N and
aχtk(s) = −
∑
([w],l)∈[WG]×N>0
nw·l=tk
T χ[w],l(s).
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With this notation it is sufficient to calculate at(s) for all t = 1, . . . , n. The
coefficients BN,r(s) can then be obtained by the recurrence relation
BχN,r(s) =
1
r
N−r+1∑
t=1
BχN−t,r−1(s) · aχt (s)
with the start value BN,1(s) = aN (s).
In order to calculate the coefficients at(s) one has to find an efficient
way to determine a representative for each class [w] ∈ [WG] for 0 < nw ≤
n. This task has to be performed only once for all surfaces Xnf ,ψ with
a fixed number of funnels nf , so it is not of the uttermost importance to
be very efficient at this point and a brute-force approach would also work.
The numerically expansive task consists in calculating the values of Z
χ,(n)
Xnf
(s)
several millions of times in order to determine its zeros at a good precision.
Nevertheless we shortly want to describe an elegant and fast way to determine
all representatives by a symmetry reduced symbolic dynamics. Therefore we
define the symmetry reduced symbolic dynamics for a nf -funneled surface to
be the complete symbolic dynamics with the symbols{−nf − 1
2
, . . . ,−1, 1, . . . , nf − 1
2
}
if nf uneven,
and {−nf − 2
2
, . . . ,−1, 0, 1, . . . , nf − 2
2
}
if nf even.
A complete symbolic dynamics means that all sequences of symbols are al-
lowed, i.e. that the adjacency matrix has the value 1 in each entry and we
call the set of words of the symmetry reduced symbolic dynamics Wsr. The
idea of this symmetry reduced coding has successfully been used in for 3- and
4-disk systems [26] as well as for 5-disk systems [2] and can be understood
at the example of the 3-funneled surface as follows: A closed geodesic can be
represented on two copies of S˜ ⊂ D. As the two copies are glued together
along the circles ci it alternates between these two copies, so if it hits one
circle ci it leaves again at the corresponding partner ci+3 or ci−3, respec-
tively. As there is no geodesic in S˜ entering and leaving the same boundary
circle ci, the geodesic has either to leave the region S˜ by the next circle in
clockwise direction or by the next circle in counterclockwise direction. Given
a word wsr ∈ Wsr which consist of the symbols {1,−1} we can construct
the corresponding representative in WG as follows. Start at an arbitrary
circle cstart with an arbitrary orientation. As long as the letters of wsr are
equal to 1 go to the next circle in the current orientation. If the letter is
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equal to -1, go to the next disk in the current orientation, but change the
orientation for the next step. After going through all symbols of the word
wsr one ends at a circle cend with a final orientation. Now there is a unique
symmetry of the surface that maps cend to cstart and the final orientation to
the initial orientation. We define g to be the associated group element in
D3×Z2. Furthermore by collecting the indices of the circles from which the
geodesic entered the domain S we get a word w = (w0, w1, . . . , wn) ∈ W.
The representative associated to wsr is then exactly the pair w = (w, g).
For an uneven number of funnels nf > 3 there is not only the possi-
bility to leave S˜ through the next circle in clockwise or counterclockwise
orientation, but also to leave it 2, 3, . . . , (nf − 1)/2 circles in clockwise or
counterclockwise direction. The symbols 1, . . . , (nf − 1)/2 thus correspond
to “go n steps into the current orientation and keep the orientation”, and
the symbols −1, . . . ,−(nf − 1)/2 correspond to “go n steps into the current
orientation and switch the orientation for the next step”. In the even case
one has also the possibility of stepping forward nf/2 circles. Here it makes
no difference in which orientation one goes. This possibility is encoded by
the latter 0 and the current orientation for the further steps is not change by
this letter.
Via this algorithm one can identify words in the reduced symbolic dy-
namics to elements w ∈ WG. Note that the idea of the reduced symbolic
dynamic is not to encode the absolute position of the closed geodesics, but
to encode the relative changes as one moves along the geodesic. The reduced
symbolic dynamic is thus by construction compatible with the action of the
symmetry group in the following sense. If w and w′ are two elements in
WG which were obtained from the same reduced word wsr by starting from
a different circle or orientation, then they are in the same G-orbit in WG
and vice versa. One can additionally convince oneself, that the shift action
on Wsr corresponds to the shift action on WG and that the same holds for
the composition of words. Thus one has identified the orbits of prime words
under the shift action in W with the prime elements in [WG] which permits
to easily generate a list of representatives of the elements in
[WG].
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