on its receiver. Let the transmitter of this Bistatic radar send coherent signals using a subarray that gives a fairly wide beam with a large solid angle so as to cover up any potential relevant target in the near field. We developed Heuristic Computational Intelligence (HCI) based techniques to jointly estimate the range, amplitude, and elevation and azimuth angles of these multiple targets impinging on the CSCA. In this connection, first the global search optimizers, that is,are developed separately Particle Swarm Optimization (PSO) and Differential Evolution (DE) are developed separately, and, to enhance the performances further, both of them are hybridized with a local search optimizer called Active Set Algorithm (ASA). Initially, the performance of PSO, DE, PSO hybridized with ASA, and DE hybridized with ASA are compared with each other and then with some traditional techniques available in literature using root mean square error (RMSE) as figure of merit.
Introduction
It is easy to deal with the far field targets because all the waves emitted by them are assumed to be plane waves and, by incorporating such assumption, one can characterize the signal model only by the Direction of Arrival (DOA) of the targets [1, 2] . On the other hand, it is comparatively difficult and challenging to localize the targets located close to the sensors array, that is, in near field. In this case, the plane wave assumption is no longer applicable and one has to deal with spherical waves. Thus, to localize the near field targets, the range information must also be incorporated into the signal model along with DOA [3, 4] . Near field targets localization, especially 3D (range, elevation angle, and azimuth angle), plays significant role in radar, cognitive radio networks, and array signal processing, since it is a preliminary step for adaptive beamformer to guide the main beam in preferred direction and simultaneously manage the nulls in the direction of jammers [5] [6] [7] .
Several algorithms are available to address the issue of 3D near field source localization problem. In [8] [9] [10] different schemes are discussed but they not only are computationally expensive but also have the problem of pair matching between elevation and azimuth angles. To solve the pair matching problem, a two-stage separated steering vectorbased algorithm is proposed in [11] but it has higher MSE and is computationally expensive as it requires more than 400 snapshots to achieve the results. It also fails to estimate the amplitude of sources which is also sometimes an important parameter to be estimated. Clearly the goal is to develop a scheme which must be able to jointly estimate the amplitude, range, elevation angle, and azimuth angle, should provide an improved MSE, and finally should be free of pair matching problem.
In order to achieve the desired goals Heuristic Computational Intelligence (HCI) techniques are available. In the last two decades, these techniques were being widely applied to a mixture of problems ranging from handy applications 2 International Journal of Antennas and Propagation in industry and commerce to leading scientific research [12] [13] [14] . These techniques include Differential Evolution (DE), Particle Swarm Optimization (PSO), and Genetic Algorithm (GA). Besides the other useful properties, one of the most significant aspects of these techniques is their property of hybridization with any other heuristic or nonheuristic techniques. Due to this property, their reliability and applicability increase even more. In [15] , an efficient scheme based on GA hybridized with Pattern Search (PS) is developed for the joint estimation of amplitude and 2D DOA of far field sources impinging on L shape arrays (1-L and 2-L shape arrays). Similarly, another useful algorithm is designed in [16] which is based on GA hybridized with Interior Point Algorithm (IPA) to jointly estimate the amplitude, range, and elevation angle of near field sources impinging on Uniform Linear Array (ULA).
In this paper, we assume a scenario of Bistatic Phase Multiple Input Multiple Output (MIMO) radar with colocated antennas which is capable of sending multiple beams with diverse wave forms on diverse targets. But, before getting into the mode of tracking targets by sending high gain sharp beams on the targets, it is required to estimate their spherical coordinates, that is, range and elevation and azimuth angles ( , , ). To achieve this, the transmitter sends a coherent signal beam using any subarray of the transmitter such that a beam has a fairly wide solid angle so as to cover up any potential target in the space. The receiver in the first mode of this scenario is a CSCA of passive sensors consisting of two and subarrays. The reflected signals from different targets will impinge on these -arrays. Since we are interested in the ranges of the targets apart from 2D DOA, we treat the targets as near field in order to localize them completely. To jointly estimate the amplitude, range, and elevation and azimuth angles of the targets, we employ In both hybrid schemes, the best individual results achieved through DE and PSO are given as starting point to ASA for further tuning. The performance criterion is made on the basis of mean square error (MSE) which is used as fitness function derived from maximum likelihood principle (MLP) [16] . This fitness function is able to automatically pair the amplitude, range, and elevation and azimuth angles of a specific target. The other properties of this fitness function are its ease in concept, ease in implementation, robustness against noise, and requirement of single snapshot. The performances of PSO, DE, Particle Swarm Optimization hybridized with Active Set Algorithm (PSO-ASA), and Differential Evolution hybridized with Active Set Algorithm (DE-ASA) are not only compared with each other but also with some traditional techniques available in literature [10, 11] using RMSE as figure of merit.
The rest of the paper is organized as follows: Section 2 evaluates the problem formulation, while the proposed HCI techniques are discussed in Section 3. In the same way, results and discussion are carried out in Section 4, while Section 5 is dedicated to conclusion and future work directions.
Data Model for Near Field Targets
In this section, we developed a data model for near field targets impinging on CSCA placed on the receiver of Bistatic radar. The CSCA is composed of two symmetric sub-ULAs placed along -axis and -axis, respectively, as shown in Figure 1 . Each ULA carries 2 × passive sensors, while the reference sensor is common for them. For < 4 + 1, the data model at th and th sensor in the -axis and -axis subarray, respectively, can be represented as
In (1) and (2), ( ) is the propagation delay for th target between (0, 0)th and ( , 0)th sensors, while ( ) is the propagation delay for th target between (0, 0)th and (0, )th sensors. For th near field target, the signal phases ( ) and ( ) are parameterized mathematically as intermediate parameters in the form given as
In (3), , , , and are the function of th source amplitude ( ), elevation angle ( ), azimuth angle ( ), and range ( ). Mathematically, they can be expressed as = −2 sin cos ,
In (1) and (2), ,0 and 0, are Additive White Gaussian Noise (AWGN) added at th and th sensors, respectively. In vector form, the signal model can be represented as
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where
Now clearly the problem in hand is to accurately and jointly estimate the unknown parameters (amplitudes, ranges, and elevation and azimuth angles) of the reflected signals from targets.
Heuristic Computational Intelligence
Heuristic Computational Intelligence (HCI) is a subfield of artificial intelligence that can be used for continuous and combinatorial optimization problems. The entire HCI algorithms are global optimization based methods which have stochastic or meta-heuristic characteristics which can be used for black box or gradient free problems. Basically, these kinds of algorithms make use of the iterative progress in a population and, to achieve the desired goal, the population is selected using parallel processing in random guided manner [17] . The major advantages of HCI over traditional optimization methods include wide range of applicability, conceptual simplicity, knowledge usage capability, hybridization with any other scheme, robustness against dynamic changes, and ability of self-optimization [18] . In literature, several HCI based algorithms are available but we are focusing on DE and PSO.
Particle Swarm Optimization (PSO)
. PSO algorithm is inspired from bird flocking and school fishing which was proposed by Kennedy and Eberhart in 1995 [19] . It can handle multimodal, discontinuous, and nonconvex optimization problems because it is a pseudooptimization method [20, 21] . The schematic diagram of PSO is shown in Figure 2 , while its execution steps are given below.
Step 1 (initialization). Initialize the swarm randomly, that is, randomly producing particles. In this problem, each particle consists of 4 * genes, where represents the total number of available targets. Mathematically, it can be written as
The upper and lower bounds of , , , and are given as
where and represent the lower and upper limits of ranges, while and are the upper and lower limits of amplitudes.
Step 2 (fitness function). We have used MSE as a fitness function to compute the fitness of every particle. For th particle, it can be mathematically written as
where ( ) is called MSE which is derived from maximum likelihood principle [16] . The total MSE for th particle can be mathematically written as
where and are the number of sensors placed alongaxis and -axis, respectively. In (12) and (13) are given in (1) and (2), respectively, while,̂, 0 and̂0 , can be defined aŝ
Now, store each particle as local best ( ) while the one having maximum fitness function is stored as global best ( ) particle.
Step 3a (update particle velocity). We used the following relation to update the velocity of each particle:
In the right hand side of (15), the first term is called inertia or momentum which shows the previous velocity. The second term shows the private thinking and is also called as cognitive term of the particle while the last term explains the collective behavior of the population and is known as a social component. At the beginning, the value of = 0.1 to ensure that more weightage is given to local intelligence at the beginning; then there is gradual increase in the value of towards 0.9 which means that more weightage is given to collective intelligence at the end. In (15), both 1 and 2 are positive constants and for the ongoing problem 1 = 2 = 1.
The velocity is doubly bounded; that is,
V max and V min are taken to be 2 and −2, respectively, in order to avoid the premature convergence.
Step 3b (update particle position). The position of each particle can be updated as
Step 4a (choose local best particle). If fitness ( ) > ( ), replace with .
Step 4b (choose global best particle). Similarly replace the previous global best particle with ( ) as a new global best particle if fitness ( ) > .
Step 5 (termination). Terminate, if any of the following conditions is satisfied; otherwise go to Step 3a:
(i) The predefined total number of iterations/flights is executed for the algorithm.
(ii) The desired MSE is attained which is 10 −7 .
Step 6 (hybridization). In this step, the best particle achieved through PSO is given to ASA for further improvement.
Step 7 (storage). Store the results for later on discussion and comparison.
Differential Evolution (DE). DE was introduced by Storn
and Price in 1997 [22] which iteratively searches large spaces of candidate solution that improve the candidate solution with respect to specified measurement of quality. In other words, DE deals with the optimization problem in the following way: first it achieves the candidate solution and then, by using simple formula, it generates new solution by combining with the existing ones. As a result only those candidate solutions will survive which has best fitness or score. The block diagram of DE is shown in Figure 3 , while its steps are given as follows.
Step 1 (initialization). The first step is similar to the one given for PSO in (8).
Step 2 (updating). Update all particles of the current generation "ge" from 1 to . Let us choose th particle from (8) , that is, b (a) Mutation: select any three different numbers (particles) from 1 to , that is, ( 1 , 2 , 3 ) , by keeping the following conditions:
where " " is a constant whose value usually lies in the range 0.5 to 1.
(b) Crossover: the crossover can be performed as
where 0.5 ≤ CR ≤ 1 and ℎ rand is between 1 and 4 * chosen at random.
(c) Selection operation: in this step, select the particle of next generation by using the following criterion of selection:
where the err(b ,ge ) and err(o ,ge ) are defined in (8) . Repeat this for all particles.
Step 3 (stopping criteria). The stopping criteria of DE are based on any of the following conditions being fulfilled:
(I) err(b ,ge+1 ) < , where is a very small positive number OR.
(II) The number of iterations is completed.
Else go back to Step 2.
Step 4 (hybridization). In order to further refine the results of DE, we give the best particle to ASA as starting point.
Active Set Algorithm (ASA).
Active set methods are recursive procedures for solving sequence of equalityconstrained quadratic subproblems effectively from majority of algorithms based on interior methods and simplex techniques due to the fact that they operate in two phases; first they focus on feasibility, while others focus on optimality. The applications in which their dominance is well established are quadratic programming including portfolio analysis, structural analysis, and optimal control and optimal mesh refinement in ODE or PDE constrained problems, sparse linear programming problems, and box constrained optimization problem [23] [24] [25] . Active set quadratic programming is exploited in many state-of-the-art optimization solvers such as QPOPT [26] , SQOPT [27] , and QPA (part of the GALAHAD library) [28] . Although the global optimization methods (PSO and DE) alone can produced excellent results, their rate of convergence usually decreases with the increase of iteration especially in nonlinear problems. Therefore, to get accurate results, we need an efficient local search optimizer like ASA. The ASA is mainly used in constrained optimization problems whose basic purpose is to transform the problem into an easier solvable problem [29] . The standard working procedure of ASA in the form of pseudocode is given as follows, while its flow diagram in terms of processing blocks is shown in Figure 4 .
Generic Pseudocode of Active Set Algorithm
Start. Initialize ASA algorithm with random assignment of parameters.
Step 1. Determine a suitable starting point.
Step 2. Repeat till an optimal condition is achieved.
Step3. Solve the equality problem defined roughly by ASA.
Step 4. Calculate the Lagrange multipliers for ASA and remove all those constraints having negative Lagrange multipliers.
End Repeat
The mathematical formulation of ASA algorithm is given as. The constrained optimization problem can be mathematically written as
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where and represent the lower and upper bounds, respectively, of the desired vectors. In early methods, penalty functions were used to transform the constrained problem into unconstrained one which is beyond or near the constrained boundary. In such a way, the constrained problems were solved by a sequence of parameterized unconstrained optimizations, which is obviously an inefficient way, that are now replaced by methods which focus on the solution of Karush-Kuhn-Tucker (KKT) equations such as ASA. The KKT equations are the essential condition for constrained optimization problem. In order to achieve the global solution point, the KKT equations are the sufficient and essential conditions to be satisfied. The KKT equations can be mathematically written as
where ≥ 0, = + 1, . . . , , are called Lagrange multipliers. Equation (21) represents the gradient cancelation 
Results and Discussion
In this section, several simulations are carried out to validate the performance of the proposed techniques based on PSO, DE, PSO-ASA, and DE-ASAs. For theoretical consideration among the optimization techniques, the strength of memetic computing techniques based on PSO-ASA and DE-ASAs is superior to the rest. Comparison of the results of these nonconventional meta-heuristic techniques is presented here in number of graphical and numerical illustrations to establish memetic optimization methodologies in terms of estimation accuracy, reliability, robustness, and convergence.
Simulation studies are present here in two parts; in part 1, we compared the performances of PSO, DE, PSO-ASA, and DE-ASA with each other in terms of estimation accuracy and convergence rate for different number of targets. In part 2, the performances of the two best techniques among them are compared with existing traditional algorithms [10, 11] by using MSE as a figure of merit. Every time, the number of sensors in both subarrays is taken to be same. In order to avoid the phase ambiguity, the interelement spacing between the consecutive elements = /4 is required [10] . All the signals reflected back from targets are assumed to be statistically independent and having constant frequency. The received data at the output of each sensor are polluted by zero mean, unit variance AWGN. The values of elevation and azimuth angles are taken in degrees, while the values of ranges are taken in terms of wavelength ( ). All the simulations for PSO and DE are carried out for 1000 independent trials.
Estimation Accuracy.
In this subsection, estimation accuracy of PSO, DE, PSO-ASA, and DE-ASA is discussed without adding any noise to the system. In Tables 2-4 , the estimation accuracy of all schemes is provided for two, three, and four Table 3 : Estimation accuracy for 3 targets. sources, respectively, for different values of elevation angle, azimuth angle, range, and amplitudes. For this, the CSCA consists of 9, 13, and 17 sensors for 2, 3, and 4 targets, respectively. One can see from Tables 2-4 that each scheme produced better estimation accuracy for two targets but their accuracy degraded for three and four targets due to the presence of local minima. From these results, the advantages of hybridization are quite obvious as the estimation accuracy of PSO alone is less as compared to DE alone but its accuracy increases than DE when it is hybridized with ASA. Overall the DE-ASA produced better estimation accuracy as compared to the other three techniques. The second and third best results are given by PSO-ASA and DE alone, respectively. In Table 5 , mean, variance, and standard deviation are carried out for all schemes in terms of RMSE. For this simulation, two targets are considered to be impinging on CSCA having nine sensors. It is apparent that again DE-ASA produced better results as compared to the other algorithms while the second and third best results are once again given by PSO-ASA and DE alone.
Convergence.
In this section, the convergence of each scheme for different number of targets is discussed. By convergence we mean the total number of times a particular scheme got its desire results. As shown in Figure 5 , the convergence of each scheme decreases with the increase International Journal of Antennas and Propagation of unknowns (targets) in the problem. However, the convergence of hybrid schemes are less degraded and they maintained fairly good convergence every time. The first and second best schemes among them are DE-ASA and PSO-ASA as they maintained better convergence. The third best convergence is given by DE alone. From the above discussion, the first and second best schemes are DE-ASA and PSO-ASA, respectively, so, to summarize the discussion, we shall be limited to the discussion of these two hybrid schemes only in the upcoming discussion.
Proximity Effects.
In this subsection, the results are carried out to assess the proximity effects of elevation and azimuth angles for DE-ASA and PSO-ASA. We considered 3 sources impinging on CSCA, composed of 13 sensors. As provided in Tables 6 and 7 , both of the hybrid schemes produced fairly good estimation accuracy and convergence for closely spaced elevation and azimuth angles. However, the DE-ASA produced better results as compared to PSO-ASA. Figure 6 (a), the estimation accuracy of both hybrid schemes for elevation angles is evaluated on reference axis (0 ∘ and 90 ∘ ). It can be seen that both hybrid schemes produced significant error (6 ∘ to 8 ∘ ) especially for 90 ∘ . However, the DE-ASA produced comparatively less errors as compared to PSO-ASA.
In Figure 6 (b), the estimation accuracy of both hybrid schemes is evaluated for azimuth angles at 0 ∘ , 90 ∘ , and 180 ∘ . In this case, both schemes are up to the mark and produced negligible error. Once again the DE-ASA produced better results as compared to PSO-ASA.
Comparison with Other Techniques Using Root Mean Square Error (RMSE).
In this subsection, we compared the RMSE of DE-ASA and PSO-ASA with existing nonheuristic techniques [10, 11] in the presence of noise. We considered two sources,
, where the CSCA consist of 17 sensors. In Figures 7(a)-7(c) , both hybrid schemes produced lower RMSE as compared to the algorithms described in [10, 11] . The RMSE of both hybrid schemes is lower for the target located near to the array as compared to the target located comparatively away from the array as shown in Figure 7 (c). Among all of them, the DE-ASA produced lower RMSE while the second best RMSE is obtained by the PSO-ASA scheme.
One of the other features of both hybrid schemes is that they can also be used for the amplitude estimation which is missing in [10, 11] . In Figure 7 (d), RMSE is shown against SNR for the amplitude of the targets. Once again the DE-ASA scheme maintained a lower RMSE for both targets. 
Conclusion and Future Work Direction
In this work, we developed Heuristic Computational Intelligence techniques to estimate jointly the amplitude, range, and elevation and azimuth angle of multiple targets impinging on the passive CSCA. In these computational techniques, first Particle Swarm Optimization (PSO) and Differential Evolution (DE) were used alone and then, to improve the results further, they were hybridized with ASA. It has been found that the hybrid DE-ASA schemes produced better results as compared to PSO and DE in terms of estimation accuracy and convergence and have also shown better results as compared to nonheuristic techniques in terms of RMSE.
Besides all the advantages, the proposed schemes have also few limitations:
(i) All the schemes fail if the number of targets increases to that of the number of sensors in the CSCA.
(ii) The performance of the proposed schemes degraded when the number of sources is more than four.
In the future, one can use such kind of techniques in the following areas:
(i) This kind of model for finding range, amplitude, and elevation angle can effectively be used for spectrum sensing in the cognitive radio domain in which the source shall be mainly primary user station. With each snapshot, one can find these updated parameters.
(ii) One can use such kind of algorithms for null steering, sidelobe reductions, and main beam steering.
