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A general method for obtaining rational approximations to formal power series 
is de&red and studied. This method is based on approximate quadrature for- 
mulas. Newton-Cotes and Gauss quadrature methods are used. It is shown 
that Pad6 approximants and the c-algorithm are related to Gaussian formulas 
while linear summation processes are related to Newton-Cotes formulas. An 
example is exhibited which shows that Pad6 approximation is not always op- 
timal. An application to e-t is studied and a method for Laplace transform 
inversion is proposed. 
1. STATEMENT OF THE PROBLEM 
Let f be the formal power series 
f(t) = f c#. 
i=O 
If the series in the right-hand side converges, then f(t) is equal to its sum; 
if the series diverges, f represents its analytic continuation (assumed to exist). 
We consider a linear functional c associated with f satisfying 
c(xi) = ci ) i = 0, I,... ; 
c can be regarded as a formal integration process. The basic idea is that 
where c acts on the variable x and where t is a parameter. Thus computing 
f(t) for a fixed value of t is nothing else than computing c(( 1 - xt)-l) since 
c((1 - xt)-1) = c(1 + xt + x2t2 + **a) = co + c,t + c,t2 + ..*. 
It arises very often in practice that only a few coefficients ci of the series 
are known or that it converges too slowly. Thus the function (1 - xt)-l 
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has to be replaced by a polynomial P and f(t) is approximated by c(P): 
This is an approximate quadrature formula. 
There are two main ways for replacing a function by a polynomial. The 
first one is to use interpolation polynomials which leads to the so-called 
interpolatory quadrature formulas. The second is to use certain other 
approximation polynomials; the corresponding quadrature formulas will be 
called approximatory quadrature formulas. They are not studied herein. 
The results presented in this paper have some connection with the ideas of 
Larkin [8,9] on the approximation of a linear functional but this connection 
has not yet been studied in detail. 
2. INTERPOLATORY QUADRATURE FORMULAS 
Let x1 , x2 )...) xk be the (complex distinct) points of interpolation. These 
points can also depend on k, that is we can have a triangular set of interpo- 
lation points ~1”) for i = l,..., k. Set 
u(x) = (x - x1) ... (x - Xk), 
w(t) = c i 
44 - a> 
1 x-t ’
where c acts on the variable x and t is a parameter. Setting U(X) = a, + 
a+ + ... + akxk, it is easily seen that w  is a polynomial of degree k - 1: 
W(t) = b, + b,t + **. + bk-ltkpl with 
k-i-1 
bi = C cjai+ifl , 
j=O 
i = O,..., k - 1. (1) 
Finally, note that the Lagrange interpolation polynomial of a function g 
at x1 , x2 ,...) xk is 
P(x) = 44 i$ (x -g$&J . 
THEOREM 1. If P is the Lagrange interpolation polynomial of g(x) = 
(1 - xt)-l constructed on the distinct abscissae x1 ,..., xk , then 
c(P) = zqt)/C(t), 
where 
&l(t) = tk-lw(r-l) and a(t) = tku(t-1). 
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Proof. 
p(x) = 5 (44 - 4&N/(X - Xi> 1 
i=l V'(Xi> 1 - xit * 
By using the definition of w, we obtain 
k w(x.) 1 
c(P)=CA-----= 
k w(x.) 1 
i=l V’(Xi) 1 - Xit 
xCL---- 
i-1 v’(Xi) X - Xi 
with x = l/t. This is the partial fraction decomposition of xw(x)/v(x). Thus 
w(x) 1 w(t-1) $0) x-=--=-* 
VW t v(t-1) C(t) 
Let Al”) = w(x&~‘(xJ. Then c(P) = &, A:“‘(1 - x,t)-’ is the Newton- 
Cotes quadrature formula. Expressing the interpolation polynomial P as the 
ratio of two determinants we get 
0 co Cl --- ck-l 
c(P) = 
(Xkt -;)-: 1 xk -- - x;-’ 
I l -- - xf-’ I . 
c4 
1 XI; - - - xg-’ 
Letting 
then, by a formula given by Magnus [13, p.i 171 
dp> = (v,-lyk 2 Sk). 
THEOREM 2. Under the assumptions of Theorem 1 
c(P) -f(t) = O(F), (as t -+ 0) 
c(P) = f eiti 
k 
with e, = 1 Ajk’xji, i = 0, l,..., 
i=O j=l 
(3) 
and ei = cifor i = O,..., k - 1. 
298 C. BREZINSKI 
Proof: c(P) = I,!, &)(I + xit + xFt2 + .*a) = Cz, eiti with 
k 
e, = c @Xii for i = 0, l,... . 
j=l 
From the fact that the Newton-Cotes quadrature formula is exact for 
polynomials of degree less than k, it follows that c(P) -f(t) = O(tk) and 
thus ei = ci for i = O,..., k - 1. 
Let us now study the error. 
THEOREM 3. Under the assumptions of Theorem 1 
c(P) - f(t) = & c (-$+). 
Proof. 
c(t) = tk-1,+(-l) = t"'-lc (""t 1 ;$-"1 = C(fkY(x;t-/k)(t-l)) 
= PC (*) - 5(t) c t--&-j 
and the result of the theorem immediately follows. 
Remark 1. From the proof of the preceeding theorem we get 
60) 1 
a(t>=-C ( 
u(t-‘) - u(x) 
u(t-l) 1 l-xt . 
This relationship shows that any interpolatory quadrature method for 
(1 - xt)-l can be looked as replacing (1 - xt)-l by (1 - v(x)/v(t-l)/( 1 - xt) 
with v(x) = (x - x1) ... (x - x,). F rom this theorem we also obtain 
c(P) -f(t) = & ,g diti 
z 0 
with di = -c(x%) = -(a,c, + aIci+l + .*. + a&i+& 
Although the abscissae are not always equidistant such interpolatory 
quadrature methods will be called Newton-Cotes methods. The approximants 
obtained will be called Pad&type approximants and will be denoted by 
(k - l/k),(t), where f is the function to be approximated and t is the variable. 
Let us now turn to Gaussian quadrature formulas. It is well known that, 
in Gaussian methods, the interpolation points xi are chosen so that the 
quadrature formula is exact for polynomials of degree less than 2k. It is also 
well known that the xi are the roots of orthogonal polynomials. Thus let us 
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now consider the family of orthogonal polynomials (PJ with respect to the 
functional c, that is, 
c(xiPJ = 0 for i = O,..., k - 1, 
where k is the degree of Pk. Such polynomials are given by 
c,, cl - - - ck 
--- 
P*(X) = 2 _ ‘z - - - - -2 . 
ck-1 ck --- C2k-l 
1 x --- Xk 
Let us now chose the xi)s, for fixed k, as the roots of Pk . We assume that 
these roots are distinct and that the Hankel determinants 
Hk@O) = 
. c, Cl - - - ck-1 
Cl c2 --- ck 
____----_--- 
ck-1 ck 
--- 
C2k-2 
are all different from zero such that Pk has the exact degree k. I.& Qk be the 
associated polynomials defined by 
Qdt> = C ( Pk(X) - pk,(t) 
x-t 
and let 4(t) = tkPk(t-l), Qk(t) = tk-lQk(t-l). Then Pk is identical to u apart 
from a multiplying factor and Qk is identical to w  apart from the same factor. 
Thus 
c(t)/e(t> = &k(t)/pkk(t) (4) 
and Theorems 1, 2, and 3 remain true for Gaussian quadrature formulas. 
Moreover we get: 
THEOREM 4. If the xi are the roots of PI, which are assumed to be distinct, 
then 
ei = ci for i = O,..., 2k - 1, 
c(P) -f(t) = O(t2’c), 
c(P) -f(t) = & c ( ;y(;) ) 
k 
4P> = [k - VW), 
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where [p/q],(t) is the Padk approximant to f whose numerator has degree p and 
whose denominator has degree q. 
Proof. Gaussian quadrature formulas are exact for polynomials of degree 
less than 2k; then the first two statements of the theorem immediately follow. 
The identity with Pad6 approximants comes out from the unicity of Pad6 
approximants or from their definition as the ratio of two determinants. 
From the orthogonality property of P, we get 
C($g-J = C(U(X)(l + xt + . ..)) = C(V(X)(XV + xk-ltk-+l + ...)) 
= tkc (f!!$&) 
and the first part of the third statement follows. (Pk(x) - Pdt-l))/(l - xt) is 
a polynomial of degree k - 1 in x; then 
c PkW i 
Pk(X) - pk(t-9 
1 - xt ! 
= 0 = c (gQ&-) - Pk(t-l) c (++-I 
which ends the proof of this theorem. 
Remark 2. Formulas (2) and (3) provide new expressions for Pad6 
approtimants. 
Remark 3. From the third result of Theorem 4 it is easy to prove that 
f(t) - [k - I/k],(t) = w t2” + O(F+l). 
k 0 
Remark 4. For arbitrary distinct xi we get f(t) - c(P) = O(tlc) but the 
computation of (k - l/k) only requires the knowledge of co ,..., c&l . If the 
xi are the roots of Pk , thenf(t) - c(P) = O(t”“) but, as it can be seen from 
(4), the computation of [k - l/k] requires the knowledge of co ,..., czp-r . 
Thus, from the algebraic point of view, nothing is gained by using Padt 
approximants and Gaussian quadrature formulas with k points have to be 
compared with Pad&type approximants using 2k points. Moreover, in 
Pad&type approximants, the poles of the rational approximation e?(t)/C(t) 
can be arbitrarily chosen since the roots of v” are equal to x;‘. The relation- 
ships (1) between the coefficients of the numerator and those of the 
denominator come out from equating the coefficients of ti to zero for 
i = O,..., k - I in f(t) - c(P). If the coefficients of ti must also be zero for 
i = k,..., 2k - 1 then we must have c(x%I(x)) = 0 for i = O,..., k - 1 
which shows that v is identical to PI, . However if f is a rational function of 
degree k - 1 over degree k then, for arbitrary distinct xi , (k - l/k),(t) is 
not identical tofwhile the Pad6 approximant [k - l/k],(t) is. 
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Remark 5. The difference between the approximants obtained by 
Newton-Cotes formulas or by Gauss formulas is that the first are linear 
with respect to the cI’s while the second are not. 
These quadrature methods can be applied to the computation of the limit S 
of a sequence {S,}. Let us consider the series f defined by ci = S,+l - Si . 
Then S = SO + f(1) will be approximated by S,, + w(l)/v(l). It is easy to see 
that S,, + w(l)/v(l) = (a&, + ... + a,S,)/(a, + ... + aJ. In the case where 
the xi’s are arbitrarily chosen this is a summation method. If the xi’s are the 
roots of PK then we obtain E.$ g’ lven by the E-algorithm of Wynn [19]. This 
fact had been proved some years ago by Brezinski [2] in a very different 
way. 
A consequence of Theorem 4 is the 
COROLLARY 1. Under the assumptions of Theorem 1 and if v(x) = 
(x - x1) .*e (x - x,) = u(x) P,,L(x) with m < k < 2m then 
tS(t)/f(t) = [m - l/mlr(t). 
Proof: 
w(t) = c ( 44 Pm(x) - 4) Pm(t) 
x--t 1 
= c u(t) Pm(x) - Pm(t) + pm(x) 44 - 40 
( x--t x--t 1 
Z u(t) c ( 
Pm(X) - pmw 
x--t 1 
since P,,, is orthogonal to every polynomial of degree less than m and since 
the degree of u is k - m < m. Thus zZ(t)/v”(t) = [m - l/m&(t) by Theorem 4. 
Remark 6. Replacing o by UP, in the error term of Theorem 3 we get the 
error term of Theorem 4 since 
C(*, = u(t-1) c (S). 
The two preceeding results show that the theory of general orthogonal 
polynomials plays a fundamental role in the algebraic theory of Pad6 
approximants. In fact almost all the known algebraic results about Pad6 
approximants follow in a very easy and natural way from the theory of 
orthogonal polynomials and new results can also be obtained [3,4]. 
Let us now mix up the two preceding methods in the following way: Let 
some of the xi, say x1 ,..., x, , be arbitrarily chosen and let the remainding 
points, x,+, ,..., xk, be taken such that the quadrature method be exact for 
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polynomials of degree less than 2k - m. Such quadrature formulas exist and 
are well known. Let U(X) = (x - x1) **a (x - x,) and let the functional Z 
be defined by 
E(xi) = c(xiu(x)), i = 0, l,... . 
Let isk-, be the orthogonal polynomial of degree k - m with respect to C. 
We assume that it has the exact degree k - m; then x,,,,, ,..., xk must be 
chosen as the roots of P,-, . Thus we have 
v(x) = P,-,(x) u(x). 
w  is defined in the usual way from c and c(P) = rZ(t)/C(t). For such quadrature 
formulas we get: 
THEOREM 5. If x1 ,..., x, are arbitrary distinct points and if x,,,+~ ,..., xlc 
are the roots of P,+,, that are assumed to be distinct and distinct from x1 ,. . ., &a, 
then 
ei = ci for i = O,..., 2k - m - 1, 
c(P) - f(t) = O(t2”-“), 
c(P) -f(t) = gf c ( x;;y(T) ) 
1 
= u(t-1) Pk-,(t-l) c ( 
e) Pk-&) 
1 xt-I . 
Proof. Essentially the same as for Theorem 4. The first two statements 
are properties of such quadrature methods. The last two statements follow 
from Theorem 3 and from the orthogonality properties of PK-,,, . 
Remark 7. The computation of such a quadrature formula requires the 
knowledge Of c,, ,..., c2k.+.1 . 
Let now P be the general Hermite interpolation polynomial such that 
P(j)(xJ = -& (A),=,, , i = I,..., n andj = 0 ,..., ki - 1 >, 0. (5) 
We assume that the interpolation points xi are distinct. Let k = xyqI k( and 
u(x) = (x - x1)%1 **- (x - XJk”. 
Let w, 6 and 6 be defined as above. We get: 
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THEOREM 6. Let P be the general Hermite interpolation polynomial which 
is assumed to satisfy the preceding conditions; then 
c(P) = C(t)/a(t), 
c(P) -f(t) = O(tk) = g) c (---&). 
Proof. It is well known that the general Hermite interpolation polynomial 
can be deduced from the Lagrange interpolation polynomial by continuity 
arguments when some points coincide. Thus the first part of the theorem 
immediately follows. The proof of the second part of the theorem is as in 
Theorem 3. 
Remark 8. This theorem can also be proved by writing down P and 
showing that c(P) is the partial fraction decomposition of C(t)/fi(t). 
Remark 9. d has the exact degree k and the computation of C(t)/C(t) 
requires the knowledge of c, ,..., ckPl . 
Remark 10. If v(x) = (x - ~3~1 *** (x - x,)4 = u(x) P,(x) with m < 
k < 2m then Corollary 1 applies and e(t)/tY(t) = [m - l/m’Jf(t). In particular 
if ki = 2Vi and if x1 ,..., x, are the roots of P, then C(t)/C(t) = [n - l/n],(t). 
Replacing u by Pn2 in the error term of Theorem 6 we get the result of 
Theorem 4. If u(x) = P,+(x) then c(P) = [k - l/k],(t) which shows that the 
roots of P, have not to be distinct as in Theorem 4 but that, in case of 
multiple roots, P must be taken as the general Hermite interpolation 
polynomial. 
Remark 11. If n = 1 then v(x) = (x - x1) and ti(t)/G(t) = rZ(t)/( 1 - xlt)“. 
In particular if x1 = 0 then 
w(t) = c ( x; I ;k ) = Ck-1 + c,-,t + *.. + cp, 
zqf)/e(t) = cg + c,t + *.* + c&“-l and P is the Taylor interpolation 
polynomial at x1 = 0 that is P(x) = 1 + xt + ... + xk-ltk-l. 
Remark 12. Conversely let 
c(x) = (x - XI)“’ ... (x - XJk” 
with k = xyzl k, , let x1 ,..., x, be distinct and let w(x), G(t) and G(t) be 
defined in the usual way. Then zZ(t)/C(t) is a rational approximation to f(t) 
obtained by replacing (1 - xt)-l by its general Her-mite interpolation 
polynomial such that (5) holds and then computing c(P). 
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All the preceding rational approximations have the same form Zi(t)/C(t) 
and a general compact formula which generalizes Nuttall’s compact farmula 
[16] can be derived for them. The basic idea for such a compact formula 
in the case of Padt approximants for some special series is due to Magnus [ 141 
and we only extend here this idea. It is easy to see that 
1 v(t-1) - v(x) 
a(t-1) 1 - xt 
is a polynomial of degree k - 1 in x whose coefficients depend on t. Let (qn} 
be any sequence of polynomials such that qn has the exact degree n for all n. 
Thus 
1 Z’(t-1) - v(x) 
v(t-1) 1 - xt = &40(x) + .*. + Pk-1%l(X) 
and, by Remark 1 
w/qt> = Poc(q,) + .** + Bk-&k-J. 
For i = O,..., k - 1 we get 
4qi(xN - eNv@-lN = C(&)(l - ~t~&h(~) + **. + B?+1%1(4)). 
That is, 
4(1 - Xl> 407 c(U - xt) 40%) ..* N - xt> WC-l) 
41 - Xl> 41%) c((l - xt> 412) *+* c((l - 4 w&l) 
i----------------------------------- 
po 
Bl 
41  -4 qh.-lqo) 41 - xt> qkJl) *** c((1 - xt) qiel) !( i /3 \ k-l 
with ci = c(q,(x)(l - u(x)/u(t-“)). Let Y be the matrix and v’ the second 
member of the preceding system; let v be the vector whose components are 
c(qJ. Then we get 
elt(t)/tY(t) = (0, v-%I’). (6) 
If qn(x) = xn the elements Vij of V are Vij = ci+j-2 - tc,+j-l for i, 
j = l,..., k while the components vi of v are cipl for i = I,..., k. This is a 
generalization of Nuttall’s compact formula. If the xi are the roots of PI, 
then V(X) = PL(x), v = v’ and we obtain Nuttall’s formula for Padt 
approximants. 
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If we choose qn(x) = P,(x), then we obtain a result which is closely 
related to the matrix interpretation of Padt approximants [7] 
[k - WI&) = co@, (1, - &tYe>, 
where e is the vector all of whose components are equal to zero except the 
first one which is one. Jk is the tridiagonal matrix 
Jk = 
-4 G 
1 -B, ’ . 
Ck 
1 ‘--Bk 
where Bi and Cd are the coefficients of the recurrence relationship of the 
orthogonal polynomials 
Pk+,(x) = (x + B/c+,) P&d - G+,Pk-d-4. 
From this formula, formula (3) can also be easily obtained. A similar formula 
holds for zZ(t)/E(t). 
Remark 13. If the xi are not the roots of P, then ~??(t)/G(t) only depends 
on co ,..., ck-l . Thus in formula (6) arbitrary values can be given to ck ,..., cZlcpl 
and, in particular, ci = 0 for i = k ,..., 2k - 1. 
Remark 14. Let A and B be the matrices whose coefficients are, respec- 
tively, c(qi qi) and c(x qi qj) for i, j = O,..., k - 1. Then V = A - tB and 
t?(t)/E(t) = 5 (0, (A-lB)i A-lo’) ti. 
i=O 
Thus ci = (u, (A-lB)i A-W) for i = O,..., k - 1. For PadC approximants this 
relation is valid until i = 2k - 1 and from (7) we also get 
ci = c,(e, JKie), i = O,..., 2k - 1. 
Let us now show how to construct rational approximations of series with 
arbitrary degrees in the numerator and denominator. We have 
1 Xn+lp+l 
--= 1 +xt+ “‘+X”t”+l. 
1 -xt 
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Then 
f(t) = c (g---J = co + c,t + ... + c,tn + tn+1c (&). 
Let P be the interpolation polynomial of the function (1 - xt)-l on some 
points x1 )..., xk . Then f(t) can be approximated by 
co + cd + -** + c,tn + t”+lc(x”+lP). 
If we define the functional ~9) by @)(x*) = c(x~+~) = c,+~ for i = 0, l,..., 
and if 
)$Q) = C(n+l) 
i 
"(2 1 y(t) ), 
then the preceding approximation of f(t) can be written as 
co + c,t + . . . + C,t" + tn+lc'n+l'(p) 
= co + c,t + fw) . . . + C,tn + p+1- fw (8) 
which is the ratio of a polynomial of degree n + k in t over a polynomial of 
degree k. 
We also have 
1 X-n+lt-n+l 1 1 -= 
- ... - 1 - xt 1 --t xt Xn-ltn-l' 
Let us apply the functional c to this identity. Then, since c(x’) = ci = 0 
for i -=c 0, we get 
f(t) = c (A) = t-n+% (f$-). 
Let P be the interpolation polynomial of the function (1 - xt)-l on some 
points x1 ,..., x,+k . f(t) can be approximated by 
F+lC(X-“+lP). 
Let u(x) = (x - x1) ... (x - x,+& let &“+I) be defined by c(-~+~)(x~) = 
C(X-n+l+i) = c-,+~+~ for i = 0, l,..., with c-,+~+~ = 0 if i < n - 1, and let w  
be defined in the usual manner. It can easily be seen from its definition that w  
has the degree k for n = 1,2,... . 
Let e? be defined by 
25(t) = t n+k-lW(t-l)* 
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Then 
%> p+lc(-pz+lp) = f-n+lC(-"+lyp) = f-n+l- 
w 
which is the ratio of a polynomial of degree k in t over a polynomial of degree 
n + k. 
Formulas (8) and (9) can both be written as 
for n = 0, fl, -f2,... with the convention that the sum is equal to zero if n 
is negative. 
If this approximant is written as [E(t) XE,, citi + t”+%(t)]/C(t) it can easily 
be seen that the relations between the coefficients of the numerator and the 
coefficients of the denominator are exactly the same as those occuring for 
Pad6 approximants. We shall designate by (p/q),(t) these approximants in the 
general case and by [p/q]&) the Pad6 approximants. p is the degree of the 
numerator, q that of the denominator,fis the function which is approximated, 
and t is the variable. There is, in general, no connection between the upper 
and the lower part of the table of the (p/q) approximants as it occurs for the 
Pad6 table. Let (k - I/k)At) be the Pad&type approximant and let 5 be its 
denominator. Let us now consider the reciprocal series g defined by 
f(t)g(t) = 1 and let (k/k - l),(t) be the Pad&type approximant to g with 6 
as denominator. It is easy to see that we can have (k - l/k)&) = 
l/(k/k - l),(t) only if u is such that C(U) = 0. In the Pad6 table this property 
is true since v is Pk . 
If we look at the degrees of approximation of both parts of the table, as 
we now will proceed, it is also obvious that, in the general case, no connection 
can occur between the two parts of the table. However if (k/k)Xt) is the Pad& 
type approximant to f with v” as denominator and if (k/k),(t) is the appro- 
ximant to g with @(t) + tzV(t) as denominator where 
w'l'(t) = c(l) ( "y 1 ;(I) ) 
then we always have 
Who) = VWMO. 
Let us now proceed to the degree of approximation. 
From the definition of @+l) it is easy to see that @+l)(P) is an approxi- 
mation to @+l)((l - xt)-I); thus 
,(*+1)(p) = cn+1 + &!..2t + **’ + c,+gtk-1 + O(P) 
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and it follows from (8) that 
co + c,t + **- + c,t” + Pfl g -f(t) = qp+k+l)* 
From (9) we only obtain that 
t-n+1 q -f(t) = O(t”+l). 
If P is the Hermite interpolation polynomial then u must be defined as U(X) = 
(x - XJ”l ... (x - x,)Ic*. If the points of interpolation are the roots of the 
polynomial Pfil) which is orthogonal with respect to the functional @+l), 
if these roots are distinct and if P !n+‘) has the exact degree k then 
go c# + t”+l g = [n + k/k],(t) = f(t) + 0(t”+2k+1). 
If the points of interpolation are the roots of Pk;:+‘) which is orthogonal 
with respect to the functional c - ( n+l), if these roots are distinct and if PA;:+‘) 
has the exact degree n + k then 
tcn+l # = [k/n + k],(t) = f(t) + O(tn+2L”). 
Remark 15. The condition for Pr’ to be of the exact degree k is that the 
Hankel determinant 
G &z+k-1 
H&,) = ',+' 
--- 
cnik = HP’ 
cn+k-l cnt2k--2 
is different from zero. If the roots of the orthogonal polynomials are not 
distinct similar results hold with P as the Hermite interpolation polynomial. 
Finally if the points x1 ,..., X~ are arbitrarily chosen and if the remainding 
points x,+~ ,..., xk are the roots of the polynomial P~!~’ which is orthogonal 
to the functional P+l) defined by P+l)(xi) = c(~+‘)(x~u(x)) then results 
similar to those of Theorem 5 can be obtained. 
Let us now study the convergence of such methods for obtaining rational 
approximation of series when n or k goes to infinity. 
Let S, = Cy=, citi and v(x) = a, + a,x + ... + akxk; then, by using (l), 
it is easy to see that 
w  - = BISo + 
a(t) 
7’. + B$& 
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and 
~~citi+tn+l~=B,S.+...+B,S,,, for n=:O,l,... 
with 
Bi = ait”-“/C(t) and CBi=l. 
i=O 
In fact, since the roots xi of v can depend on k and n, the Bi’s also depend on 
k and n. The convergence of these sequences of approximations when n or k 
goes to infinity can be studied by using the Toeplitz theorem for the conver- 
gence of summation processes [18] and we immediately obtain 
THEOREM 7. Let the sequence {S,} converge to f(t). The sequence 
SC0 CiP + Pfl ziT(t)/fi(t) converges to f(t) when n goes to injinity if 
i I Bi I < M vn. 
d=O 
The sequence converges to f (t) when k goes to injinity if 
$tBi=O for i = 0, I,... -3 
In practice it is a difficult matter to know if these conditions are satisfied 
or not. However it is possible to get the following partial results: 
THEOREM 8. Zf xi < 0 Vi and Vn, k, if t > 0 and if{&} tends to f(t) then 
the sequences Es,, citi + tn+%5(t)/C(t) converge to f (t), for every fixed k 2 0, 
when n goes to injinity. 
The proof is elementary since all the Bi are positive. 
THEOREM 9. Let {xi> be an injinite sequence of negative numbers converging 
to zero and let v(x) = (x - xl) .*. (x - xk). Zf t >, 0 and if{&} tends to f (t) 
then the sequences g-, citi + t”+%(t)/G(t) converge to f(t), for every fixed 
n 3 - 1, when k goes to infinity. 
Proof. IA uk(x) = (x - x1) *** (x - xk) and let Bj”’ be the corresponding 
64+3/4-2 
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coefficients for fixed IZ > - 1. Since v~+~(x) = u&)(x - xk+J it is easy to 
see that 
B(“+l) = x,+,tBp/(l - Xk+It), 0 
B!k+l) = (BIT\ - Xk,,&‘)/(l - Xk+it) z for i = l,..., k, 
and 
B!$+<l’ = Bjf’/(l - x~+~?) 
with Bh”) = 1. 
Jf t 3 0, xi < 0 and lim,,, x, = 0 then Bjk) > 0 and lim,,, BA”) = 0. 
Let us assume that lim,,, Bj!i = 0. Then 
;i xk+$(Bjk’ - @+l)) + B,!L+l) = 0. 
If B!“’ < A4 Vk then lim, m 
imp&s&e that xi”=, Bi 
B,!“) = 0. If such an M does not exist thus it is 
(W I 1 since Blk) > 0. In conclusion lim,,, Bjk) = 0 -
for i = 0, l,..., and, by Theorem 7, the approximants converge to f(t) when 
k goes to infinity and when n >, - 1 is fixed. 
Let us now study the case where the coefficients ci are given by 
b 
Ci = 
.c 
xi da(x), (10) 
a 
where 01 is bounded and nondecreasing in the finite or semi-infinite interval 
[a, b]. In that case the functional c is positive, that is, c(p) > 0 for every 
polynomial p such that p(x) > 0, Vx E [a, b]. If the xi belong to [a, 61 and if t 
is real and does not belong to [b-l, a-l] then (1 - xt)-l is continuous on 
[a, b] and the convergence can be studied by convergence results on classical 
quadrature methods. Thus, for Pad6 approximants, the xi belong to [a, b], 
the coefficients At”’ of the quadrature formula are positive and the sequence 
[k - l/k],(t) converges tof(t) for every t # [b-l, u-l] when k goes to infinity. 
The general convergence result is the following: 
THEOREM 10. If the coeficients ci are given by (10) and if the xi are distinct 
and belong to [a, b] then 
$2 zqt>/qt> = f(t) Vt E [b-l, a-‘] 
if there exists un M independent of k such that 
RATIONAL APPROXIMATIONS 311 
then moreover, 
Proof. The first part is the classical theorem on the convergence of 
quadrature processes: CF=, / Ai”) / < A4 while the second is the error term 
of Gaussian methods. 
Remark 16. From this theorem one can obtain bounds for the error. For 
example if a = 0 and b = l/R, where R is the radius of convergence off 
then 
f&i% If(t) - [k - WI&I G H’o’ I tzk I Vt E (- co, 01, 
k 
HEI t”’ 
1 f(t) - [k - llkl,(O < Hi,,’ c1 _ t42k+~ Vt E [0, d], d < R. 
Remark 17. For such series composite quadrature formulas, such as the 
trapezoidal rule, can also be used to generate rational approximations. 
3. EXAMPLES AND APPLICATIONS 
Let us first give an example to show that PadC approximants are not always 
optimal. For this purpose we consider the series 
j(t) = t-1 Log(1 + t) = 1 - ; + $ - ; + . . . . 
For this series Theorem 10 applies and the sequence [k - l/k]Xt) converges 
to f(t). Let us compare the relative errors of [1/2],(t) and of the Pad&type 
approximant with k = 4 constructed from the interpolation points xi = -i-l 
for i = 1,2, 3, and 4. The construction of these two rational approximations 
requires the knowledge of c,, ,..., cg . 
t WI (3/4) 
-0.8 
-0.5 
0.1 
0.5 
1.0 
1.5 
2.0 
4.0 
-0.27 10-l 0.29 10-l G(t) 24 + 38t + 18t2 + 19tS/6 
-0.12 10-Z 0.73 10-3 C(t) 24 + 50t + 35t2 + lot3 + t4 
-0.46 1O-6 0.92 IO-’ 
-0.15 10-a o.56 lo-j 2 [1/2],(t) = 2 -0.13 10-S 6 ;;; t2 
-0.35 10-Z -0.77 10-S 
-0.70 IO-2 -0.21 10-Z 
-0.27 10-l -0.14 10-l 
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Some other choices of the points Xi have been made for Pad&type appro- 
ximants but they produce less good numerical results. A very important 
question for further research will be the study of optimal interpolation 
points. 
Let us now turn to rational approximations to the exponential function. 
Because of the search for A-stable methods for integrating stiff differential 
equations such approximations have a great practical interest and many 
papers on this subject have appeared in the past few years. The fundamental 
notion is the A-acceptability [6] which states that a rational approximation Y 
to e-t is A-acceptable if 1 r(t)1 < 1 Vt, Re(t) 3 0. It can be shown, by using 
the maximum modulus theorem, that Y is A-acceptable iff 1 r(it)l < 1 Vt E Iw, 
liml,,,, / r(t)1 < 1 and Y is analytic in the right half part of the complex plane 
[l, 151. 
If we construct rational approximations to e-t by using Pad&type appro- 
ximants as described in Section 2 with the degree of the denominator greater 
than the degree of the numerator and with the xi in the left half part of the 
complex plane then the second and the third conditions for the A-acceptability 
are satisfied; it is, in general, difficult to know if the first condition is true 
or not. However the following result can be obtained: 
THEOREM 11. Let r be a Pad&type approximant to e-t with real coeficients, 
whose numerator has degree k and whose denominator has degree n + k. Let 
i r(it)12 = 
1 + fllt2 + *.* + &+“” 
1 + a(,p + *.. + a,+$2’n+“’ * 
If the interpolating points xi have negative real parts, if pi < CQ for i = 
p + I,..., k and 0 < 01~ for i = k + l,..., n + k, where p is the integer part 
of k/2, then r is A-acceptable. 
Proof. It follows the ideas of [5]. Since the points xi have negative real 
parts r is analytic in the right half part of the complex plane. If n > 1 then 
limltl+, I r(t)1 = 0. 
We have, by definition 
r(t) = e-t + O(t”+‘). 
Thus 
I r(it)12 = 1 + O(t”+l). 
This last condition implies that 01~ = /Ii for i = I,..., [k/2], where [p] denotes 
the integer part of p. Moreover we get 
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with the convention that & = 0 for i > k + 1. Thus if j$ < 01~ for 
i = p + I,..., n + k then 1 r(it)12 < 1. 
Moreover if n = 0, plc = b,2 and 01~ = ao2 which imply that 
liw+, I @I < 1. 
This theorem is related to Theorem 3.2 of Norsett [15]. It seems to be 
difficult in practice to know if this condition is satisfied or not for fixed IZ and 
for every k even by applying Norsett’s results although the C-polynomial 
exists. 
We are now going to study a very interesting class of Pad&type approxi- 
mations to the exponential function. If, for fixed k, we choose xi = -k-l 
for i = 1 ,..., k then we obtain rational approximations of the form 
G(t)/(l + t/k)” which are very useful for integrating a linear system of 
ordinary differential equations since the denominator can be factored. Such 
approximations have been recently studied by Saff, Schiinhage, and Varga [17] 
but with a different numerator. 
Let us first study the convergence of such approximations: 
THEOREM 12. When k goes to infinity zE(t)/(l + t/k)” converges to e-t for 
every t 3 0. 
Proof. We shall use the second part of Theorem 7 with IZ = - 1. It is 
obvious that Bi 3 0; thus we only have to prove that the Bi’s tend to zero 
when k tends to infinity since the series converges for every t > 0. Since 
Bi = aiFi/5(t) and since C(t) tends to et we only have to study the conver- 
gence of aitk-i to zero. We get 
C(t) = 1 + t + i (1 - &) *.. (1 -q; 
i=2 
= UK + &+,t + ... + a,t”. 
Thus 
~t=(l-~)...(l-“-I-‘,~, i=O,l,..., k-2, 
uk-l = a, = 1. 
It must be notice that we have to study the convergence when k goes to 
infinity for a fixed subscript i. Thus 
&-i < (-!k&!-)k-i-l & 
and lim kqrn Uitkmi = 0 for i = 0, l,... and Vt 3 0 which ends the proof. 
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An interesting question about these approximations would be to study if 
the convergence has a geometric character like the approximations proposed 
in [17]. 
Let us now turn to the A-acceptability of these approximations. It seems 
difficult to know if these approximations are A-acceptable for every k. 
However, by applying Theorem 11, it is easy to see that the condition is 
satisfied for k = I,..., 4. Thus, the following approximations to e-t are 
A-acceptable: 
1 1 - t2/6 1 - t2/8 + t3/48 
__- 2 1$-t (1: t/2)” ’ (1 + t/3j3 ’ (1 + t/q4 . 
The same is true for the diagonal Pad&type approximants 
1 1 - P/4 I - t/2 1 - t2/6 + t3/27 
I+t’ (1 + t/2)” 
= ~ = CWlfW, 1 + t/2 (1 + @I3 . 
The following approximant is (1 - t2/8 + t3/48 + t4/256)/(1 + t/4)4. We get 
t6 
I r(jt>l” = 1 + 2304 / a( 
which shows that this approximant is not A-acceptable. The approximants 
given in [7] are not A-acceptable for k = 2,..., 7 because the constant term 
of the numerator is greater than 1. 
Let us now describe the application of rational approximations to the 
Laplace transform inversion. Let fbe the Laplace transform of g 
f(t) = lorn g(x) e-t dx. 
If the series expansion off is known, then a method due to Longman [lo] 
for finding g consists in constructing some Pad6 approximant to f and 
inverting it. The Laplace transform inversion of a rational function needs 
either the partial fraction decomposition (that is the computation of the 
roots of the denominator) or a special trick due to Longman and Sharir [12] 
involving the summation of an infinite series. 
The same can be done with Pad&type approximants instead of PadC 
approximants. The advantage will be the knowledge as well as the arbitrary 
choice of the poles. If the interpolating points are distinct, for example, then, 
as we saw in Theorem 1 
with Aik) = W(XJU’(X~). 
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Thus the Laplace transform inversion of G(t)/E(t) will immediately provide 
an approximation of g given by --cS1 Aik)x;lez/z*. 
Let us show, by example, how this method works. If tf(t) = e-$ then 
g(x) = H(x - 1). We shall construct approximations to tf(t) with the same 
degree k in the numerator and in the denominator, then we shall divide by t 
and finally invert. 
We shall compare the Pad&type approximant for k = 2 with x, = - 1, 
xz = -l/3 (formula l), the Pad&type approximant with x1 = -l/4, 
x2 = -l/3 (formula 2) and the PadC approximant [l/l] (formula 3). We get 
formula 1: 1 - &e-X - $e-3S, 
formula 2: 1 + Se-4r - 9e-3r, 
formula 3: 1 - 2~z-~O. 
X formula 1 formula 2 formula 3 
0 -1.5 0. -1. 
0.5 0.3463 0.0745 0.2642 
1.0 0.7960 0.6984 0.7293 
1.5 0.9192 0.9198 0.9004 
2.0 0.9606 0.9804 0.9634 
2.5 0.9782 0.9954 0.9865 
Let now tf(t) = exp( - t/( 1 + at)li2). If we invert the Pad&type approximant 
with k = 2, x1 = -l/4 and x2 = -l/3 we obtain, for a = 0.1 
1 + 10.4e-4z - 10 8e-3s . 
The numerical results can be compare with the method of Longman using 
PadC approximants [ 111 
X cw Padt [2/2] exact values 
0 0.6 -0.8182 0 
0.5 -0.0023 0.2675 0.0274 
1.0 0.6528 0.7049 0.5475 
1.5 0.9058 0.881 I 0.9290 
2.0 0.9767 0.9521 0.9944 
2.5 0.9945 0.9807 0.9997 
The results obtained by a Pad&type approximant using c0 , c1 , and c2 are 
better than those obtained with a PadC approximant using c, ,..., c4. 
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4. CONCLUSIONS 
In this paper a systematic way for obtaining rational approximations 
to formal power series has been studied. Many aspects of the problem have 
not been treated and numerous questions have no answer at the present time. 
For example, the algorithmic part has not been developed, the algebraic 
properties of the approximants remain to be studied as well as the existence 
of best interpolation points, etc. Approximatory quadrature methods should 
be similarly studied. 
Some generalizations are of interest, the most important of which seems 
to be formal power series in several variables. 
Note added in proofs. Recently many authors independently used special cases of Pade 
type approximants. They are: S. A. Gustafson, Computing. 21 (1978), 53-70; A. Iserles, 
SIAM J. Num. Anal. (to appear); E. V. Krishnamurthy et al., Proc. Indian Acad. Sci. 
819 (1975), 58-79; G. Lopes, Soviet Math. Dokl. 19 (1978), 425-428; S. P. Norsett, Numer. 
Math. 25 (1975), 39-56; A. Sidi, Math. Comp. (to appear); A. C. Smith, Utilitas Math. 
13 (1978), 249-269. 
REFERENCES 
1. R. ALT, Deux theoremes sur la A-stabilite des schemas de RungeKutta simplement 
implicites, RAZRO R3 (1972), 99-104. 
2. C. BREZINSKI, Resultats sur les procedes de sommation et I’c-algorithme, RAZRO 
R3 (1970), 147-153. 
3. C. BREZINSKI, Pad& approximants and orthogonal polynomials, in “Pad6 and Rational 
Approximations” (E. B. Saff and R. S. Varga, Eds.), pp. 3-14, Academic Press, New 
York, 1977. 
4. C. BREZINSKI, Sur les polynomes associes a une famille de polynomes orthogonaux, 
C. R. Acad. Sci. Paris Stir. A 284 (1977), 1041-1044. 
5. M. CROUZEIX AND F. RUMS, On rational approximations to the exponential, RAZRO 
11 (1977), 241-244. 
6. B. L. EHLE, “On Pad6 Approximations to the Exponential Function and A-Stable 
Methods for the Numerical Solution of Initial Value Problems,” Ph. D. thesis, Uni- 
versity of Waterloo, Waterloo, Ontario, 1969. 
7. W. B. GRAGG, Matrix interpretation and applications of the continued fraction 
algorithm, Rocky Moutain J. Math. 4 (1974), 213-226. 
8. F. M. LARKIN, Optimal approximation in Hilbert spaces with reproducing kernel 
functions, Math. Comp. 24 (1970), 911-921. 
9. F. M. LARKIN, Optimal approximation by “almost classical” interpolation, in “Pad6 
and Rational Approximations” (E. B. Saff and R. S. Varga, Eds.), pp. 275-288, 
Academic Press, New York, 1977. 
10. I. M. LONGMAN, The application of rational approximations to the solution of problems 
in theoretical seismology, BUN. Seismol. Sot. Amer. 56 (1966), 1045-1065. 
11. I. M. LONGMAN, Numerical Laplace transform inversion of a function arising in 
viscoelasticity, J. Computational Phys. 10 (1972), 224-231. 
12. I. M. LONGMAN AND M. SHARIR, Laplace transform inversion of rational functions, 
Geophys. J. Roy Astron. Sot. 25 (1971), 299-305. 
RATIONAL APPROXIMATIONS 317 
13. AL. MAGNUS, “Fractions continues generaliskes: theorie et application,” thesis, 
University of Louvain, 1976. 
14. AL. MAGNUS, Approximations de fonctions par des fractions continues gtkeraliskes, 
colloque sur les approximants de Pad&, Lille, 1977 (unpublished). 
15. S. P. NORSETT, C-polynomials for rational approximation to the exponential function, 
Numer. Math. 25 (1975), 39-56. 
16. J. NUTTALL, Convergence of Pad& approximants for the Bethe-Salpeter amplitude, 
Phys. Rev. 157 (1967), 1312-1316. 
17. E. B. SAFF, A. SCH~NHAGE, AND R. S. VARGA, Geometric convergence to e-’ by rational 
functions with real poles, Numer. Math. 25 (1976), 307-322. 
18. 0. TOEPLITZ, Uber allgemeine lineare Mittelbildungen, Prace Mat. 22 (1913), 113-119. 
19. P. WYNN, On a device for computing the e&S,) transformation, MTAC 10 (1956), 
91-96. 
