1. Introduction. The theory of the Cäuchy process leads to the following integro-differential equation :
(1.1) ut(x, t) = tr-'P J +a ««(£. /)
•a Ç X d£, -oo<-ö<x<a<oo, the integral being taken in the sense of a Cauchy principal value. It is shown in [3] that (1.1) with appropriate boundary conditions defines stochastic processes which bear much the same relation to the Cauchy process as the diffusion processes associated with (1. 2) ut = «zz, -oe <-a ti x ^ a < », bear to the Wiener process.
If initial values u(x, 0) =/(x) and boundary conditions are prescribed for (1.1) (see [2] for the types of boundary conditions which may be imposed), then the familiar method of Laplace transforms commonly employed for solving partial differential equations leads formally to the so-called resolvent equation r+a f'(£) (1.3) \F(x) -ir-iP --d£ = f{x), X > 0, J _" £ -x where /► oo e-uu(x, t)dt; 0 the boundary conditions for (1.1) go over into boundary conditions for (1.4 ). An equation essentially equivalent to (1.3) was derived by Kac in [4] and treated by Kac and Pollard in [5] . Boundary conditions and construction of solutions to (1.1) were considered in [2] . Equation (1.3) with boundary conditions u(-a, t)=u(a, /)=0 is well-known in airfoil theory as a special case of the Prandtl equation, cf. [6] .
For X>0, the resolvent equation (1.3) can be solved by reducing it to an integral equation of the Fredholm type, cf.
[2] and [6] , whose solution is given by an integral of the form (1.5) F(x) = f ro(x, y; \)f(y)dy.
J -a
It has been shown in [2] that r" is non-negative, symmetric in x and y, and that (1.5) defines a bounded linear transformation from C[ -a, +a] to itself. Furthermore, if /£C[ -a, +a], then F is a solution of (1.3) which satisfies (1.6) lim F(x) = 0.
x-*±a
In this note we shall be interested in (1.5) when/ is not necessarily continuous on [ -a, +o], but is of the form (p(x)(a2 -x2)-1 where <(>EC[-a, -fa]. We shall denote this class of functions by U. The results which we obtain here have many applications in the theory of the Cauchy and allied stochastic processes, and are employed in this connection in [3] .
In §3, we show that if fEU, then F as defined by (1.5) is an element of C[-a, +a]. We also show that the solutions of the homogeneous equation corresponding to (1.3), i.e. (1.3) with/=0, can be expressed in the form (1.5) with fEU.
It might be supposed that F still satisfies (1.3) when / is in U instead of being restricted to C. In §4, we show that this is not true in general and we derive the functional equation satisfied by F in the more general case. This new functional equation is used in [3] to derive the forward and backward equations for the stochastic processes discussed there, and also to justify probabilistically the interpretation of (1.1) as the backward equation corresponding to the Cauchy process in a finite interval.
Preliminaries.
In this section we collect a few known results to which we refer frequently in the sequel. 
a.e. 
If (2.3) is subject to the boundary condition F(-a) =F(a)=0, then A=B = 0 in (2.7). To find F under these boundary conditions, we make use of the resolvent kernel r"(x, y ; X) corresponding to Ka(x, y), which satisfies (2.9) r"(x, y;\) + \f K"(x, u)Ya(u, y; \)du = Ka(x, y). (2.12) 0 g Ux) ^ 1, which will prove useful in §3 where we shall derive slightly simpler formulas for £" and r\a. We conclude this section by stating two results for use in later sections.
Theorem 2.2. For each p>l, the transformation G-*g defined by (2.4) is a bounded linear transformation from the space Lp'-a, +c) to itself. It is also a bounded linear transformation from the space of functions G such that G2(x)(a2-x2)1/2ÇZ,[-a, +a] to itself.
Proof. The proof of the first statement may be found in [7, Chap. V, Theorem 101 ].
There are a number of ways of proving the second statement. We sketch one possible proof. We may rewrite G(u) as Proof. This is a well-known formula, frequently used in airfoil theory. A proof may be found in [2] , in the proof of Lemma 1.1.
3. Solutions to the homogeneous equation and functions of class U. In this section we shall derive formulas for £" and rj0 (defined in (2.10) and (2.11)) in terms of functions of class U which we may define as follows: Proof. Denote the function defined by the right-hand side of (3.6) by G(x). From Theorem 2.2 it follows that G is integrable over any subinterval [xi, x2]C(-a, +a). It is sufficient to prove then that for x£(-a, +a) (3.7) *(*) -*(*0 = f J XI G{u)du.
This can be proved by the method used for a similar theorem in [2, Lemma 3.2]. Since the details are almost identical, we omit the proof here.
We now go on to Proof of Theorem 3.1.
(a) Proof of (3.1). Because of relation (2.9) and the symmetry of ro and Ka, all we need show is that
-a a2 -y2 for x(E(-a, +a). From Lemma 3.1, (2.14), and (2.15) we see that A{x) = C for x£(-a, +a) where C is a constant. Now we make use of the formula (b) Proof of (3.2). Again by (2.9), it is sufficient to prove that:
/+° yKa{x, y) -■-■ dy = v~l arc sin x/a.
-a a2
As in (a), the result follows from Lemma 3.1, (2.14), and (2.15).
The function <i> defined by (3.5) is continuous at each point of (-a, +a), as we have shown in Lemma 3.1. The next theorem shows that we can define $>(x) at x = ± a, so that it is continuous on the closed interval [ -a, +a], and givesS^ + a) in terms of <p(±a). Hence i+i(x)->0 as x->a. Next, given e>0, we can choose 5>0 so that \<p(y)-<p(a)\ <€7r_l when 0<a-y<b. The integral J_i can be split into the two parts /a-5 n a + I = Il + J2.
-a J a-l Using (3.9), we have However, since Ka(x, y) is positive definite, this is impossible for X>0. The proof is now complete.
If F satisfies a certain regularity condition, then QaF can be written in such a way that its relation to the old operator 0o can be seen. 
a.e. on [-a, +a].
Proof. We may write 
