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Abstrak. Model mangsa-pemangsa dengan laju kejadian nonlinear dan perlindungan dimunculkan 
untuk menggambarkan perubahan prilaku pada mangsa yang sehat ketika jumlah mangsa yang 
terinfeksi meningkat, sedangkan pemangsa dapat memakan mangsa dengan mengakses perlindungan 
pada mangsa. Oleh karena itu, analisis dinamik model mangsa-pemangsa dengan penyebaran 
penyakit yang dinotasikan dengan laju kejadian nonlinear dan perlindungan mangsa dibahas pada 
penilitian ini. Hasil analisis ditemukan bahwa ada delapan titik kesetimbangan, dimana semua titik 
kesetimbangan tersebut stabil asimtotik secara lokal. Selanjutnya, perlindungan mangsa juga 
dipertimbangkan pada penelitian ini. Perlindungan mangsa memiliki pengaruh penting pada model. 
Hal ini ditunjukkan dengan adanya perlindungan mangsa yang dapat mencegah kepunahan pada 
populasi mangsa. Pada bagian akhir, simulasi numerik dilakukan untuk mengilustrasikan hasil analisis 
yang diperoleh. Untuk penelitian berikutnya, model mangsa-pemangsa dapat diinvestigasi efek 
pemanenanya untuk kedua populasi. 
 
Kata kunci: Model mangsa-pemangsa; Laju kejadian nonlinear; Perlindungan; Kestabilan 
 
Abstract. A predator-prey system with nonlinear incidence rate and refuging in prey is proposed to 
describe behavior change of certain infected diseases on healthy prey when the number of infected 
prey is getting large, while predator can predate prey by accessing refuging in prey. Therefore, this 
paper discusses the dynamics behavior predator-prey model with the spread of infected disease that 
is denoted by nonlinear incidence rate and adding prey refuge. We find the existence of eight non-
negative equilibrium in the model, which their local stability has been determined. Furthermore, we 
also observe the prey refuge properties in the model. We find that prey refuge can prevent extinction 
in prey populations. In the end, some numerical solutions are carried out to illustrate our analytic 
results. For future work, we can investigate the harvesting effect in both populations, which is disease 
control in the predator-prey model with the spread of infected disease.   
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After Lotka and Volterra proposed a mathematical model that could represent the 
interactions of predators and prey, many researchers were interested to study the model. 
Similarly, Kermack and McKendrick [1] also proposed a SIR (Susceptible-Infectious-
Recovered) epidemic model that represented the infected disease transmission. After that, 
Anderson and May [2] for the first time proposed the eco-epidemiology model and 
investigated invasion, persistence, and spread of infected disease in the model. Since then, 
many researchers have studied the eco-epidemiology model. Generally speaking, the eco-
epidemiology model is divided into three cases. The first case is an only infected disease 
in prey as in [3]–[5]. The second case is an only infected disease in predator as in [6]. 
Meanwhile, the third case is an infected disease in both populations as in [7]–[9].  
In the eco-epidemiology model, there is a basic component that can represent the 
spread of infected disease. Generally, it is denoted by the simple mass incidence rate, 𝛽𝑆𝐼, 
with 𝛽 means the infection rate. This incidence rate shows that the transmission disease 
with rate 𝛽𝑆𝐼, i.e. when the transmission disease increases significantly, then the number 
of infected population increases too [1]. In the model [3]–[8], the authors assume the simple 
mass incidence rate to represent the transmission disease in the model.     
In several cases, the simple mass incidence rate doesn’t produce appropriate results. 
When the amount of infected population increases significantly, the susceptible population 
tend to change their behavior to reduce contact with the infected population. Therefore, 
Capasso and Serio [10] proposed the saturated incidence rate to describe the transmission 
disease. As done in [9], they investigated the local stability where the transmission disease 
in the eco-epidemiology model followed the saturated incidence rate. However, there is a 








meant inhibition rate from the behavior change on healthy population when infected 
population was getting large. Many researcher uses this incidence rate by giving 𝑝, 𝑞, 𝛼 
makes different values as in [12]–[14]. This becomes more rational because it includes the 
effect of tightness from infective individuals [12]. 
Recently, the effect of disease in the eco-epidemiology model has become an 
important topic for many researchers. However, other components that can influence the 
dynamic of species interactions is the Allee effect, habitat complexity, harvesting, and prey 
refuge. For the prey refuge effect, theoretical research provides a conclusion that it can 
influence stabilizing and destabilizing the predator-prey model and can avoid extinction in 
prey [15]–[17]. It can make the predator-prey model to form more realistic.   
Motivated by previous research, we modify a model from [9] by including nonlinear 
incidence rate and adding the effect of prey refuge. At this time, several similar models 
have emerged, but the latest distinctive feature of our model is the inclusion of transmission 
disease in both populations and also the inclusion of prey refuge properties of the prey 
population. Incorporation of prey refuge gives a factor which can be accessed by predator 
populations. Under this adding effect, our model is more realistic and differs from the 
previous eco-epidemiology model. The model is analyzed to determine the local stability 
of its equilibrium points. Moreover, several simulations are given to demonstrate the results 




The method used for this research is the literature study which studies some previous 
research. It’s used to modify a model from [9]. The steps to solve this research are below: 
a. Reviewing and studying the predator-prey model from previous research. 
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b. Modifying the predator-prey model by including nonlinear incidence rate and adding 
the effect of prey refuge.  
c. Analyzing the existence of equilibrium points and local stability in the modified model. 
d. Performing numerical simulation by using the Runge-Kutta 4th order method as a 
numerical method to support our analysis results. 
e. Making a conclusion based on the analysis results.  
 
3. Result and Discussion 
 
3.1 The Formulation Model 
 
Our mathematical model contains two populations, namely the prey population and 
predator population. At time 𝑡, susceptible and infected prey are denoted by 𝑆(𝑡) and 𝐼(𝑡), 
respectively. Meanwhile, susceptible and infected predator are denoted by 𝑌𝑆(𝑡) and 𝑌𝐼(𝑡), 
respectively. The following is several basic assumptions for our mathematical model: 
a. In the absence of predation and disease, the prey grows according to logistics with a 
growth rate 𝑟 (𝑟 > 0) and carrying capacity 𝐾 (𝐾 > 0). 
b. Only one population that can reproduce, namely susceptible prey. 
c. The prey has one infection source like viruses or other sources. Meanwhile, the 
predator can be infected due they eat the infected prey. 
d. The transmission disease follows the nonlinear incidence rate 
𝛽𝑆𝐼
1+𝐼
, where 𝛽𝐼 means 
infection rate and 
1
1+𝐼
 means inhibition rate from behavior change on healthy prey, 
when infected prey is getting large. Meanwhile, the transmission disease in predator 
follows the simple mass incidence rate (𝛾𝑌𝑆𝑌𝐼), where 𝛾 expressed infection rate.   
e. Both of infected prey and predator isn’t recovered and no get immune. 
f. The infected predator can’t predate healthy prey. Both of infected predator and 
susceptible predator can eat infected prey because it is easy to be predated by them. 
But, the ability to catch from an infected predator is lower than susceptible predator. 
g. All species have natural death rates and death rates due to infection.  
h. The functional response for predation of predator is the Lotka-Volterra type.  
i. The refuge protection can be denoted with (1 − 𝑚3)𝑆 for susceptible prey and 
(1 − 𝑚4)𝐼 for infected prey, where 𝑚3, 𝑚4 ∈ (0,1] and healthy prey is more agile 
than infected prey.  
The details of the model structure are shown in the schematic flow diagram as in figure 1. 
From the flow chart in figure 1, the mathematical model is presented as follows: 
𝑑𝑆
𝑑𝑡












− 𝑝2(1 − 𝑚4)𝐼𝑌𝑆 − 𝑝3(1 − 𝑚4)𝐼𝑌𝐼 − 𝑎2𝐼, 
𝑑𝑌𝑆
𝑑𝑡
= 𝑎3(1 − 𝑚3)𝑆𝑌𝑆 + 𝑎4(1 − 𝑚4)𝐼𝑌𝑆 − 𝛾𝑌𝑆𝑌𝐼 − 𝑑3𝑌𝑆 , 
𝑑𝑌𝐼
𝑑𝑡
= 𝑎5(1 − 𝑚4)𝐼𝑌𝐼 + 𝛾𝑌𝑆𝑌𝐼 − 𝑎6𝑌𝐼. 
(1) 
with the initial condition as 𝑆(0) > 0, 𝐼(0) > 0, 𝑌𝑆(0) > 0, 𝑌𝐼(0) > 0. All parameters with 
their biological meaning are given as follows: 𝑎1 = 𝑚1 + 𝑑1, 𝑎2 = 𝑚2 + 𝑑2 + 𝑐, 𝑎3 =
𝑝1𝑞1, 𝑎4 = 𝑝2𝑞2, 𝑎5 = 𝑝3𝑞3, and 𝑎6 = 𝑑4 + 𝑑5 where 𝑚1 and 𝑚2 are migration rates for 
susceptible prey and infected prey, respectively. 𝑝1(𝑝2) and 𝑝3 are predation rate from 
healthy predator to healthy prey (to infected prey) and predation rate from infected predator 
to infected prey, respectively. 𝑞1(𝑞2) and 𝑞3 are conversion rate from healthy prey into 
healthy predator (infected predator) and conversion rate from infected prey into an infected 
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predator. 𝑑1(𝑑2) and 𝑑3(𝑑4) are natural death from susceptible prey (infected prey) and 
natural death from a susceptible predator (infected predator), respectively. 𝑐(𝑑5) is the 
death rate from infected prey (from an infected predator) due to infection from disease. We 
assume that all parameters are positive values. 
 
Figure 1. Schematic diagram of the model 
 
3.2 Equilibrium Point of Mathematical Model  
 
We set the right-hand sides equal to zero. Thus, we get possible equilibriums:   
a. The trivial equilibrium point is 𝐸0(0,0,0,0). This point always exists.  
b. The axial equilibrium point is 𝐸1(𝑆
(1), 0,0,0), where 𝑆(1) =
𝐾(𝑟−𝑎1)
𝑟
. It will exist when 
𝑟 > 𝑎1.  
c. 𝐸2(𝑆
(2), 𝐼(2), 0,0) is the predator-free equilibrium point, where  
𝑆(2) =








(2) + 𝐴2 = 0, 
where 𝐴0 = 𝑟(𝑎2 + 𝛽), 𝐴1 = 2𝑟𝑎2 − 𝛽𝑟𝐾 + 𝛽𝑟 + 𝛽𝑎1𝐾 + 𝛽
2𝐾, and 𝐴2 = 𝑟𝑎2 −
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𝑆(4) =










𝑟𝑝3(1 − 𝑚4)(𝑎5(1 − 𝑚4) + 𝑎6)
2 
with 𝐶1 = 𝐾𝛽𝑎5(1 − 𝑚4)(𝑟 − 𝑎1)(𝑎5(1 − 𝑚4) + 𝑎6) and 𝐶2 = 𝑟𝑎2(𝑎5(1 − 𝑚4) +
𝑎6)
2 + 𝐾𝛽2𝑎5𝑎6(1 − 𝑚4) + 𝑟𝛽𝑎6(𝑎5(1 − 𝑚4) + 𝑎6). This equilibrium exists when 







) is the infected prey-free equilibrium point, where  
𝑆(5) =











It will exist if 𝑟 >
𝐾𝑎3(1−𝑚3)(𝛾𝑎1+𝑝1𝑎6(1−𝑚3))
𝛾(𝐾𝑎3(1−𝑚3)−𝑑3)











𝛽𝑑3 − 𝛽𝑎4(1 − 𝑚4)𝐼
(6) − 𝑎2𝑎3(1 − 𝑚3)(1 + 𝐼
(6))
𝑝2𝑎3(1 − 𝑚3)(1 − 𝑚4)(1 + 𝐼
(6))
 




(6) + 𝐷2 = 0 with 
𝐷0 = 𝑟𝑝2(1 − 𝑚4)(𝑎3(1 − 𝑚3) − 𝑎4(1 − 𝑚4)), 
𝐷1 = 𝐾𝑎3𝑝2(1 − 𝑚3)(1 − 𝑚4)(𝛽 + 𝑎1 − 𝑟) 
 +𝑟𝑝2(1 − 𝑚4)(𝑑3 + 𝑎3(1 − 𝑚3) − 𝑎4(1 − 𝑚4)) 
 −𝐾𝑝1(1 − 𝑚3)(𝑎2𝑎3(1 − 𝑚3) + 𝛽𝑎4(1 − 𝑚4)), 
𝐷2 = 𝑟𝑝2(1 − 𝑚4)(𝑑3 − 𝐾𝑎3(1 − 𝑚3)) 
 +𝐾𝑎3(1 − 𝑚3)(𝑎1𝑝2(1 − 𝑚4) − 𝑎2𝑝1(1 − 𝑚3)) + 𝐾𝛽𝑝1𝑑3(1 − 𝑚3). 
This equilibrium will exist if 𝐼(6) <
𝛽𝑑3−𝑎2𝑎3(1−𝑚3)
𝛽𝑎4(1−𝑚4)+𝑎2𝑎3(1−𝑚3)












) is the interior equilibrium 





 and  







(7) + 𝑄3 =
0, with 
𝑄0 = 𝐾𝑎3𝑎5𝑝1𝑝3(1 − 𝑚3)
2(1 − 𝑚4)
2 − 𝛾𝑟𝑎3𝑝3(1 − 𝑚3)(1 − 𝑚4) 
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 +𝛾𝑟𝑎4𝑝3(1 − 𝑚4)
2 − 𝛾𝑟𝑎5𝑝2(1 − 𝑚4)
2, 
𝑄1 = 2𝛾𝑟𝑎4𝑝3(1 − 𝑚4)
2 − 2𝛾𝑟𝑎5𝑝2(1 − 𝑚4)
2 + 𝛾𝑟𝑎6𝑝2(1 − 𝑚4) + 𝛾
2𝑟𝑎2 
 −𝛾𝑟𝑑3𝑝3(1 − 𝑚4) + 2𝐾𝑎3𝑎5𝑝1𝑝3(1 − 𝑚3)
2(1 − 𝑚4)
2 + 𝛽𝛾2𝑟 
 −𝐾𝑎3𝑎6𝑝1𝑝3(1 − 𝑚3)
2(1 − 𝑚4) − 𝐾𝛾𝑎1𝑎3𝑝3(1 − 𝑚3)(1 − 𝑚4) 
 +𝐾𝛾𝑟𝑎3𝑝3(1 − 𝑚3)(1 − 𝑚4) − 𝐾𝛽𝛾𝑎3𝑝3(1 − 𝑚3)(1 − 𝑚4) 
 −𝐾𝛽𝛾𝑎5𝑝1(1 − 𝑚3)(1 − 𝑚4) − 2𝛾𝑟𝑎3𝑝3(1 − 𝑚3)(1 − 𝑚4), 
𝑄2 = 𝛾𝑟𝑎4𝑝3(1 − 𝑚4)
2 − 𝛾𝑟𝑎5𝑝2(1 − 𝑚4)
2 + 2𝛾𝑟𝑎6𝑝2(1 − 𝑚4) + 2𝛾
2𝑟𝑎2 
 −2𝛾𝑟𝑑3𝑝3(1 − 𝑚4) + 𝐾𝑎3𝑎5𝑝1𝑝3(1 − 𝑚3)
2(1 − 𝑚4)
2 + 𝛽𝛾2𝑟 
 −2𝐾𝑎3𝑎6𝑝1𝑝3(1 − 𝑚3)
2(1 − 𝑚4) − 2𝐾𝛾𝑎1𝑎3𝑝3(1 − 𝑚3)(1 − 𝑚4) 
 +2𝐾𝛾𝑟𝑎3𝑝3(1 − 𝑚3)(1 − 𝑚4) − 𝐾𝛽𝛾𝑎3𝑝3(1 − 𝑚3)(1 − 𝑚4) + 𝐾𝛽
2𝛾2 
 −𝐾𝛽𝛾𝑎5𝑝1(1 − 𝑚3)(1 − 𝑚4) + 𝐾𝛽𝛾𝑎6𝑝1(1 − 𝑚3) − 𝐾𝛽𝛾
2𝑟 + 𝐾𝛽𝛾2𝑎1 
 −𝛾𝑟𝑎3𝑝3(1 − 𝑚3)(1 − 𝑚4), 
𝑄3 = 𝐾𝛾𝑟𝑎3𝑝3(1 − 𝑚3)(1 − 𝑚4) − 𝐾𝛾𝑎1𝑎3𝑝3(1 − 𝑚3)(1 − 𝑚4) 
 −𝐾𝑎3𝑎6𝑝1𝑝3(1 − 𝑚3)
2(1 − 𝑚4) + 𝐾𝛽𝛾𝑎6𝑝1(1 − 𝑚3) 
 
+𝛾𝑟𝑎6𝑝2(1 − 𝑚4) − 𝛾𝑟𝑑3𝑝3(1 − 𝑚4) + 𝐾𝛽𝛾
2𝑎1 − 𝐾𝛽𝛾
2𝑟 + 𝛾2𝑟𝑎2. 
The existing form of the positive root in the cubic equation can be determined by using 
Cardan’s method as in [18]. 
 
3.3 Stability Analysis 
 
To check the local stability of the equilibrium point, we have to determine the 
eigenvalues of the Jacobian matrix. Here, the Jacobian matrix at the equilibrium point 
𝐸∗(𝑆∗, 𝐼∗, 𝑌𝑆
∗, 𝑌𝐼











𝑢22 −𝑝2(1 − 𝑚4)𝐼
∗ −𝑝3(1 − 𝑚4)𝐼
∗
𝑎3(1 − 𝑚3)𝑌𝑆
∗ 𝑎4(1 − 𝑚4)𝑌𝑆
∗ 𝑢33 −𝛾𝑌𝑆
∗


















− 𝑝1(1 − 𝑚3)𝑌𝑆

















− 𝑝2(1 − 𝑚4)𝑌𝑆
∗ − 𝑝3(1 − 𝑚4)𝑌𝐼
∗ − 𝑎2, 
𝑢33 = 𝑎3(1 − 𝑚3)𝑆
∗ + 𝑎4(1 − 𝑚4)𝐼
∗ − 𝛾𝑌𝐼
∗ − 𝑑3, 
𝑢44 = 𝑎5(1 − 𝑚4)𝐼
∗ + 𝛾𝑌𝐼
∗ − 𝑎6. 
The characteristic equation of 𝐸0 is  
(𝑟 − 𝑎1 − 𝜆)(−𝑎2 − 𝜆)(−𝑑3 − 𝜆)(−𝑎6 − 𝜆) = 0, 
which has eigenvalues 𝜆1 = 𝑟 − 𝑎1; 𝜆2 = −𝑎2; 𝜆3 = −𝑑3; 𝜆4 = −𝑎6. Thus, 𝐸0 is locally 
asymptotically stable if only if 𝑟 < 𝑎1. On point 𝐸1, the characteristic equation of 𝐸1 is  
(𝑎1 − 𝑟 − 𝜆)(𝑔1 − 𝜆)(𝑔2 − 𝜆)(−𝑎6 − 𝜆) = 0, 
with 
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𝑎3𝐾(1 − 𝑚3)(𝑟 − 𝑎1)
𝑟
− 𝑑3. 
This point has eigenvalues 𝜆1 = 𝑎1 − 𝑟; 𝜆2 = 𝑔1; 𝜆3 = 𝑔2; 𝜆4 = −𝑎6. Thus, 𝐸1 can be said 







𝛽𝐾 > 𝑎2 and 𝐾𝑎3(1 − 𝑚3) > 𝑑3. On point 𝐸2, the characteristic equation of 𝐸2 is  
(𝜆2 − (ℎ1 + ℎ2)𝜆 + (ℎ1ℎ2 − ℎ3ℎ2))(ℎ4 − 𝜆)(ℎ5 − 𝜆) = 0, 
with 
























ℎ4 = 𝑎3(1 − 𝑚3)𝑆
(2) + 𝑎4(1 − 𝑚4)𝐼
(2) − 𝑑3,  
ℎ5 = 𝑎5(1 − 𝑚4)𝐼
(2) − 𝑎6.  
Eigenvalues on this point 𝐸2 is 𝜆1,2 =
(ℎ1+ℎ2)±√(ℎ1+ℎ2)2−4(ℎ1ℎ2−ℎ3ℎ2)
2
; 𝜆3 = ℎ4; 𝜆4 = ℎ5. 
Thus, the point 𝐸2 can be said the locally asymptotically stable if only if ℎ1 + ℎ2 < 0; 
ℎ1ℎ2 > ℎ3ℎ2; 𝑎5(1 − 𝑚4)𝐼
(2) < 𝑎6; 𝑎3(1 − 𝑚3)𝑆
(2) + 𝑎4(1 − 𝑚4)𝐼
(2) < 𝑑3. On point 
𝐸3,  we obtain the characteristic equation of 𝐸3 is  
(𝜆2 − (𝑛1 + 𝑛2)𝜆 + (𝑛1𝑛2 − 𝑛3𝑛4))(𝑛5 − 𝜆)(𝑛6 − 𝜆) = 0, 
with 










𝑛2 = 𝑎3(1 − 𝑚3)𝑆
(3) − 𝑑3,  
𝑛3 = −𝑝1(1 − 𝑚3)𝑆
(3),  
𝑛4 = 𝑎3(1 − 𝑚3)𝑌𝑆
(3)
,  
𝑛5 = 𝛽𝑆(3) − 𝑝2(1 − 𝑚4)𝑌𝑆
(3)
− 𝑎2,  
𝑛6 = 𝛾𝑌𝑆
(3)
− 𝑎6,  
which has eigenvalues 𝜆1,2 =
(𝑛1+𝑛2)±√(𝑛1+𝑛2)2−4(𝑛1𝑛2−𝑛3𝑛4)
2
; 𝜆3 = 𝑛5; 𝜆4 = 𝑛6. So, we 
can say that the point 𝐸3 is locally asymptotically stable if only if 𝑛1 + 𝑛2 < 0; 
𝑛1𝑛2 > 𝑛3𝑛4; 𝛽𝑆
(3) − 𝑝2(1 − 𝑚4)𝑌𝑆
(3)
< 𝑎2 and 𝛾𝑌𝑆
(3)
< 𝑎6. On point 𝐸4, the 
characteristic equation of 𝐸4 is  
(𝑧1 − 𝜆)(𝜆
3 + 𝜑1𝜆
2 + 𝜑2𝜆 + 𝜑3) = 0. 
One eigenvalue is 𝜆1 = 𝑧1, where 𝑧1 = 𝑎3(1 − 𝑚3)𝑆




Other eigenvalues are obtained from the roots of cubic equations, which are obtained from 
the matrix 𝐽(𝐸4).  
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𝑧4 −𝑝3(1 − 𝑚4)𝐼
(4)


































− 𝑝3(1 − 𝑚4)𝑌𝐼
(4)
− 𝑎2. 
Thus, the roots of the cubic equation are 𝜑1 = −𝑡𝑟 (𝐽(𝐸4)) ;𝜑2 = 𝑀11 + 𝑀22 + 𝑀33; and 
𝜑3 = − 𝑑𝑒𝑡 (𝐽(𝐸4)), where 𝑀𝑖𝑗 is minor of entry (𝐽(𝐸4))
𝑖𝑗
. By using Routh-Hurwitz 
criteria, the point 𝐸4 is the locally asymptotically stable which can be provided with the 
following condition 𝜑1 > 0;𝜑3 > 0; 𝜑1𝜑2 > 𝜑3; 𝑎3(1 − 𝑚3)𝑆




+ 𝑑3. On point 𝐸5, the characteristic equation of 𝐸5 is  
(𝑒1 − 𝜆)(𝜆
3 + 𝛿1𝜆
2 + 𝛿2𝜆 + 𝛿3) = 0. 
One eigenvalue is 𝜆1 = 𝑒1, where 𝑒1 = 𝛽𝑆
(5) − 𝑝2(1 − 𝑚4)𝑌𝑆
(5)
− 𝑝3(1 − 𝑚4)𝑌𝐼
(5)
− 𝑎2. 
Meanwhile, three eigenvalues are the roots of cubic equations 𝜆3 + 𝛿1𝜆
2 + 𝛿2𝜆 + 𝛿3 = 0, 
which are given by matrix 𝐽(𝐸5).  
𝐽(𝐸5) = (

















− 𝑝1(1 − 𝑚3)𝑌𝑆
(5)
− 𝑎1, 







So, we obtain the roots of the cubic equation, i.e. 𝛿1 = −𝑡𝑟 (𝐽(𝐸5)) ; 𝛿2 = 𝑀11 + 𝑀22 +
𝑀33; and 𝛿3 = −𝑑𝑒𝑡 (𝐽(𝐸5)) with 𝑀𝑖𝑗 is minor of entry (𝐽(𝐸5))
𝑖𝑗
. By using Routh-
Hurwitz criteria, the point 𝐸5 can be said locally asymptotically stable if  it satisfies the 
following condition, 𝛽𝑆(5) < 𝑝2(1 − 𝑚4)𝑌𝑆
(5)
+ 𝑝3(1 − 𝑚4)𝑌𝐼
(5)
+ 𝑎2; 𝛿1 > 0; 𝛿3 >
0; 𝛿1𝛿2 > 𝛿3. On point 𝐸6, the characteristic equation of 𝐸6 is  
(𝑙1 − 𝜆)(𝜆
3 + 𝜎1𝜆
2 + 𝜎2𝜆 + 𝜎3) = 0. 
One eigenvalue is 𝜆1 = 𝑙1, with 𝑙1 = 𝑎5(1 − 𝑚4)𝐼
(6) + 𝛾𝑌𝑆
(6)
− 𝑎6. Three eigenvalues are 
the roots of cubic equations, i.e. 𝜆3 + 𝜎1𝜆
2 + 𝜎2𝜆 + 𝜎3 = 0, which are given by matrix 
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− 𝑝2(1 − 𝑚4)𝑌𝑆
(6)
− 𝑎2, 
𝑙5 = 𝑎3(1 − 𝑚3)𝑆
(6) + 𝑎4(1 − 𝑚4)𝐼
(6) − 𝑑3. 
Thus, we obtained other corresponding eigenvalues, namely 𝜎1 = −𝑡𝑟 (𝐽(𝐸6)) ; 
𝜎2 = 𝑀11 + 𝑀22 + 𝑀33; 𝜎3 = −𝑑𝑒𝑡 (𝐽(𝐸6)), with a minor of entry (𝐽(𝐸6))
𝑖𝑗
 that is 
denoted by 𝑀𝑖𝑗. By using Routh-Hurwitz criteria, the point 𝐸6 can be said locally 
asymptotically stable if only if 𝑎5(1 − 𝑚4)𝐼
(6) + 𝛾𝑌𝑆
(6)
< 𝑎6;  𝜎1 > 0;𝜎3 > 0; 𝜎1𝜎2 > 𝜎3. 
On point 𝐸7, we have the characteristic equation of 𝐸7, which is obtained from the matrix 
𝐽∗(𝐸7). Meanwhile, 𝐽
∗(𝐸7) is the Jacobian matrix at 𝐸7. Eigenvalues of 𝐸7 are the roots of 
the fourth-order equation, i.e. 
𝜆4 + 𝜂1𝜆
3 + 𝜂2𝜆
2 + 𝜂3𝜆 + 𝜂4 = 0, 
with 
𝜂1 = −𝑡𝑟(𝐽∗(𝐸7)), 
𝜂2 = 𝜏11 + 𝜏22 + 𝜏33 + 11 + 22 + 𝜌11, 
𝜂4 = −(𝑀11 + 𝑀22 + 𝑀33 + 𝑀44), 
𝜂4 = 𝑑𝑒𝑡(𝐽∗(𝐸7)), 
where 𝜏( ) and 𝜌 are minor of order 2 from the remaining submatrix after 4th row and 4th 
column (after 3rd row and 3rd column) and after 2nd row and 2nd column are removed from 
𝐽∗(𝐸7), respectively. Meanwhile, 𝑀𝑖𝑗 is minor of order 3 for entry (𝐽
∗(𝐸7))𝑖𝑗. By using 
Routh-Hurwitz criteria, we get the condition for the stability of asymptotical locally at the 
point 𝐸7, namely 𝜂1 > 0; 𝜂1𝜂2 > 𝜂3; 𝜂3(𝜂2𝜂1 − 𝜂3) − 𝜂4𝜂1
2 > 0; 𝜂4 > 0. 
 
3.4 Numerical Simulation 
 
In this section, we present some numerical solutions by using the Runge-Kutta 4th 
order as a numerical method to illustrate our analytical results. We use some parameters 
for the system (1), namely 𝑟 = 0.45, 𝐾 = 10, 𝛾 = 0.15, 𝑝1 = 0.6, 𝑝2 = 0.8, 𝑝3 =
0.45, 𝑎1 = 0.12, 𝑎2 = 0.16, 𝑎3 = 0.25, 𝑎4 = 0.35, 𝑎5 = 0.15, 𝑎6 = 0.16, 𝑑3 =
0.103, 𝛽 = 0.3333.  
 
Case 1: We start with 𝑚3 = 0.157 and 𝑚4 = 0.108. The prey refuge is very small, which 
means that the number of prey outside the refuge is huge. All solutions are convergent to 
Jurnal Matematika MANTIK 
Volume 6, No. 2, October 2020, pp. 123-134 
132 
𝐸3(0.4887,0,0.6090,0), see figure 2(a). This equilibrium is also locally asymptotically 
stable, see figure 2(b). It indicates that infected predator and infected prey are extinct. 
 
Case 2: We consider 𝑚3 = 0.65 and 𝑚4 = 0.3. The prey refuge means that the number of 
prey outside prey refuge is less than the first case. All solutions with different values are 
convergent to equilibrium 𝐸5(2.3556,0,1.0667,0.6874), see figure 3(a). 𝐸5 is also locally 
asymptotically stable, see figure 3(b). It indicates that the infected prey is extinct. 
  
(a) (b) 
Figure 2. Numerical solution for case 1: (a) time graph; (b) the phase portrait 
  
(a) (b) 
Figure 3. Numerical solution for case 2: (a) time graph; (b) the phase portrait 
 
Case 3: When the prey refuge increases to become 𝑚3 = 0.85 and 𝑚4 = 0.5, then it shows 
that amount of prey outside refuge is small. All trajectories with different values converge 
to the point of equilibrium 𝐸7(2.7641,0.4901,0.8216,0.5761), see figure 4(a), and is also 
locally asymptotically stable, see figure 4(b). It indicates that all populations exist. 
  
(a) (b) 
Figure 4. Numerical solution for case 3: (a) time graph; (b) the phase portrait 
 
To investigate the effect of refuge in prey populations, we can observe the dynamic 
behavior of the system (1) by using 𝑚3, 𝑚4 makes different values. Figure 5 shows the 
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time graph of prey populations which means that prey refuge can prevent extinction in prey 




Figure 5. Influence refuge in prey by using 𝑚3,𝑚4 makes different values 
   
4.   Conclusions 
 
In this paper, we have merged an eco-epidemiology model with transmission disease 
in both populations by using non-linear incidence rate in prey populations and also prey 
refuge proportional in prey populations. Eight equilibrium points that exist under certain 
conditions and also that local stability for those points have been determined. We have 
noticed that prey refuge can avoid extinction in prey populations. For future work, we have 
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