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ABSTRACT 
The purpose of this study was to develop and experimentally 
verify the mathematical description of a continuous flow second 
order reaction system which operated nonisothermally with various 
degrees of mixing. The concepts of residence time distribution 
theory as applied to a mixing flow system were used as a basis for 
the development of a mathematical description of the reaction 
system in an attempt to relax the assumption of perfect mixing. 
For this purpose, experimental impulse response data were collected 
at mixer speeds of 1780, 600, 180, and 60 revolutions per minute in 
the glass reactor with a nominal residence time of J.86 minutes. 
Sodium hydroxide was used as the tracer. Statistical regression, plus 
trial and error on the analog computer were used to obtain mathematical 
models for the impulse response. The models chosen assume a 
hypothetical flow pattern of a series of perfectly mixed discrete 
volumes in series with output responses of each volume characterized 
as perfect mixing response. It was found that one dominant time . 
constant plus a series of small time constants were sufficient to 
represent the impulse data. Models of first, second, fourth, and 
seventh order were required to give satisfactory fits of the data 
collected at 1780, 600, 180, and 60 revolutions per minute respectively. 
Temperature transient data were collected at the four mixer speeds 
under consideration. The use of an immersed heating coil for 
generation of temperature transients, with heat inputs distributed 
along the length of the coil»? resulted in responses characterized by 
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lower order models than the corresponding concentration impulse response 
models. The dominant time constants determined from the concentration 
impulses were used in the first, second, third, and fourth order 
models developed for the temperature transient.-, data collected at 1780, 
600, 180, and 60 revolutions per minute. 
With the second order reaction of sodium hydroxide with ethyl 
acetate occurring, transient concentration data were collected to 
measure the response due to step and pulse disturbances in the sodium 
hydroxide feed concentration. The time constants determined from the 
impulse response were used to develop the models for the transient 
reaction system. The sequence chosen for the nonlinear models was 
one with the reactor input to the discrete volume governed by the 
dominant time constant. Comparison of response predictions and 
experimental data indicate that the proposed model was satisfactory 
for the prediction of the response transients of the reaction 
system when there was sufficient mixing such that a fourth or lower 
order model could he used to describe mixing response. 
1 
INTRODUCTION 
In order to do any theoretical analysis of the dynamic response 
of a physical system, a rigorous mathematical description of the 
process is required. Many possibilities exist for the derivation, 
verification, and use of a mathematical model. Techniques available 
for model derivation are mass and energy balances, dimensional analysis, 
and mathematical transform analysis of experimental transient response 
data resulting from various forms of input disturbances. 
Each technique has advantages and disadvantages. The derivation 
of a model based on the mass and energy balances is probably more 
rigorous than the other techniques. This procedure has the disadvan­
tage of the need for experimental determination of coefficients and 
parameters appearing in the derived model. 
Dimensional analysis based on selected variables which may influence 
the characteristics of a process is a frequently used technique to de­
scribe a process involving phenomena which cannot be measured. It has 
the disadvantage of the need for experimental data to be used for trial 
and error or statistical fitting of coefficients and exponential powers 
for the dimensional ratios which result from the analysis. 
Statistical regression analysis is used frequently when the number of 
variables and the complexity of the process become a hindrance to direct 
mathematical analysis. It has the advantage that inferences based on the 
data can be evaluated objectively in terms of"probability statements. One 
disadvantage is that in a complex system, the variation in the data may be 
great and cannot be accounted for by the regressions under consideration. 
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With pulse and. step input disturbances to a system, a model may be 
developed based on amplitude and phase lag information derived from the 
experimental pulse response. One disadvantage of this technique is that 
it is an approximation. The greatest advantage is that the technique is 
quite practical for physical systems in that a prolonged disturbance is 
not required to obtain the experimental information. 
The verification of mathematical models is essential if there is 
a possibility that the derived model is not a valid representation of 
the process. The customary technique for model verification is to 
simulate the model on an analog or digital computer and compare experi­
mental response data with computer response information. A criteria for 
lack of fit may be a minimum sum of squares of deviations between the 
data and the model. Adjustment of coefficients and parameters may be 
needed in order to improve models. In some cases where certain parame­
ters cannot be measured, a trial and error procedure to minimize the 
sum of squares of the deviations between the experimental data and the 
simulation is used to determine these coefficients or parameters. Any 
of the possible applications of dynamic analysis may require experimental 
verification of a derived model before beneficial results may be obtained. 
Frequently, however, the model must be assumed appropriate without the 
possibility of any experimental verification. 
A summary of possible applications of dynamic response analysis 
would include scale-up from bench work to a pilot plant process, scale-
up from pilot plant information to full scale processes, optimization 
of the start-up of new processes, optimization of process'operating 
conditions, diagnosis of operating difficulties, application of 
automatic control systems to a process, and improvement of existing 
automatic control systems « 
The ultimate goal in work of this nature is the development of a 
model which is valid over the range of process operating conditions. 
Subsequent to the development of such a model, certain information may 
"be derived from the model at much less cost and at a faster rate than 
would be possible if the information were to be experimentally deter­
mined. It is for this reason that the techniques of process dynamic  ^
analysis have gained popularity in recent years. 
Several investigators have attempted to describe transient process 
"behavior using the previously mentioned techniques and applications. 
Some processes which have undergone considerable study are distillation, 
tubular reactors, mixed tank reactors, heat exchangers, and various 
counter-current contacting processes. 
During the course of such investigations, many assumptions are used 
to develop mathematics which are amenable to simulation and subsequent 
analysis. The prime use of the assumptions is to make it possible to 
complete the mathematical derivations by means of linearization, 
simplification, and approximation. 
Some of the more common assumptions are perfect mixing, plug flow, 
no process transport lag, constant thermodynamic properties, constant 
and uniform ambient conditions, and convenient geometric properties. 
Frequently, these assumptions are sufficiently valid to warrant their 
use. However, in many instances, assumptions concerning the mixing 
characteristics within a system are not valid. As a result, > 
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investigations in the realm of imperfect mixing have "been initiated in 
recent years. 
Flow characteristics which may occur in any flow system are short 
circuiting, stagnancy, backmixing, and plug flow. The occurance of a 
combination of two or more of these results in a situation of imperfect 
mixing or a deviation from plug flow. Complete backmixing is the 
assumed situation of perfect mixing. Pure plug flow exists only in the 
absence of backmixing, short circuiting, stagnancy, and diffusion. 
The approach to the condition of imperfect mixing has been to 
statistically describe the random distribution of residence times within 
a flow system. Based on an experimental tracer response determination 
of mixing characteristics, information concerning the time of residence 
within a system may be used to describe conditions in the exit stream. 
Application of this technique can be used in the case of a flow system 
or for a system involving processes such as a first order reaction 
which may be described by linear mathematics. The application of this 
concept to nonlinear systems has not been attempted. 
Previously, the majority of process dynamics studies have involved 
linear systems or nonlinear systems which are mathematically linearized. 
These linearizations are made in order to use the standard methods of 
linear systems analysis such as Bode plots, Nyquist plots, and root 
locus analysis. Complications arise from the linearizations which are 
performed. At best, the linear model will represent the system only 
over a small range of disturbance, and in some cases, the linear 
approximation may be completely invalid. However, the development of 
nonlinear computational elements for the analog computer have made it 
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possible to use the nonlinear models as derived or developed. In 
many studies of transient systems, only analog computer investigations 
have been completed. A few investigators have performed experimental 
work for comparison with simulation information, but nearly all of the 
experimental studies assume perfect mixing or plug flow conditions. 
With the condition of imperfect mixing being a real situation in 
many flow systems, a need exists for the study of imperfectly mixed 
flow systems whether they be linear or nonlinear. 
The purpose of this study was to develop and experimentally 
verify a mathematical description of a continuous flow second order 
reaction system which operated nonisothermally with other than perfect 
mixing. The statistical concept of residence time distribution theory 
was used as a basis for the development of a mathematical description 
of the system in an attempt to relax the assumption of perfect mixing. 
Subsequent to the development of the mathematical models, experimental 
data for verification of the models was collected. 
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LITERATURE REVIEW 
Reactor Dynamics 
Several studies have been made in the area of process dynamics 
concerning the testing of mathematical models for physical systems. 
These studies vary in the scope and techniques used for testing. The 
majority of the studies are concerned with mathematically linear systems 
or nonlinear systems which are mathematically linearized. Many of the 
studies involve only a computer simulation of a process with no experi­
mental comparison or verification. With the advent of nonlinear com­
putational elements for an analog computer, a number of nonlinear systems 
have been studied. • -
A general description of different types of reactors used in 
studies of chemical kinetics and dynamics of chemical reactors was 
presented by Williams (32). The assumptions of perfect mixing and 
constant reaction volume were used in these studies. The application of 
control on each type of reaction system was discussed. Solheim (29) 
developed a guide to controlling a continuous flow stirred tank reactor. 
This study was limited to a first order reaction system. Open loop 
transfer functions were presented for the various types of reaction 
system manipulation. These manipulations included changing split feed 
flow, split feed concentrations and total flow. 
Mason and Piret (24) derived transient equations for a first order 
linear continuous flow mixed tank reactor system. The common assumptions 
used in dynamic studies of reaction systems were used in this study. In 
later work, Mason and Piret (25) found by experimental verification tftat 
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the mathematics were sufficient to predict dynamic response of a con­
tinuous flow reactor system when no reaction or a first order reaction 
takes place. They also considered its response during start up and 
shut down periods. Calculated response for a reaction system was 
compared with experimental data and agreement was found to be good. 
Bilous and Amundson (4) studied chemical reactor stability and sensitiv­
ity for a first order, nonisothermal reaction system. The work was done 
on an analog computer, consequently, no linearizing was necessary. 
They discussed the possibility of instability in a steady state analysis 
for control adaptation. 
An analysis of chemical reactor stability and control was performed 
by Aris and Anundson (2). Linearization was accomplished by the use of 
small perturbations. The study involved the determination of stability 
in the immediate vicinity of steady state and the desirability of various 
types of control arrangements. Mo mention was made concerning the range 
of validity of the linearizing technique. In another study, Aris and 
Amundson ($) presented a statistical analysis of a chemical reactor. 
The system was a first order nonisothermal reaction system using the 
perturbation technique for linearization. The study involved the use 
of statistical methods for the evaluation of effects due to random 
perturbations on reactant flow, feed temperature, and feed concentration. 
Here again, no mention was made of the range of validity of the linearizing 
assumption. 
Heng (18) presented results from transient testing a continuous flew 
mixed tank reactor with a second order reaction. The perturbation 
technique was used for linearization of the mathematics. Experimental 
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comparisons of the linear model were performed in order to determine a 
range of validity of the linearization technique. The comparisons 
showed that for changes of 20 per cent or less in the concentration 
variable the linear model could be considered valid. 
Ellingson and Ceaglske (16) studied the application of root locus 
methods in the design of a control system for a theoretical stirred tank 
reactor. A Taylor series expansion was used to linearize the nonlinear 
differential equations. This linearization technique has been shown 
to be valid for small disturbances about the steady state (19)» The 
range of validity was not specified. ICermode and Stevens (21) reported 
a solution to the nonlinear differential equations for a first order 
nonisothermal reaction system. The linearizing technique was the Taylor 
series expansion. This study included a root locus analysis to determine 
the stability of a control system on such a reaction system. The root 
locus analysis using the linearized equations produced results which 
compared well with the nonlinear differential equation solution from 
an analog computer. 
Other methods are available for the solution of nonlinear equations. 
Campbell (5) suggested a graphical or numerical solution. Eldridge and 
Piret (15) presented design equations for homogeneous liquid phase 
reaction systems. These include higher order, unidirectional, reversible, 
consecutive, and simultaneous reactions. A graphical method has been 
devised to solve the equations. " This technique is used for the initial 
design of continuous flow stirred tank reactor or conversion of batch 
reactors to continuous flow. This study used first, second, and third 
order reactions with equal reactant concentrations. 
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As a result of several studies, the possibility of determining 
reaction mechanisms has been suggested. Using a second order reaction 
system with one concentration in great excess. Johnson and Edwards (20) 
obtained experimental data for the transient concentration in a con­
tinuous flow reaction system. With the concentrations used as such, the 
system reduces to a linear first order system. The reaction system was 
a small volume laboratory reaction with a two day period of reaction 
time. The use of studies of this type for determining order and rate of 
reaction "based on knowledge of equilibrium steady state concentrations 
was suggested. 
A design and yield comparison of a continuous flow stirred reactor 
with a batch reactor was presented by Denbigh (12). The possibility of 
using process dynamics to determine order and velocity of complex reactions 
was suggested. Stead, Page and Denbigh ($0) described experimental 
methods for rate constant determination using a continuous flow mixed 
reactor with data relating input concentrations to excess reactant for 
a second order system. Conversion could be predicted using the model for 
a first order system. 
A great deal of work has been done in the study of reactors without 
consideration of dynamics. The results which were developed were based 
on residence time distributions for perfect mixing. 
Comparisons of isothermal tubular reactors and mixed tank reactors 
were done by Corrigan and Young (ô) and Levenspiel and Bischoff (22) « 
Results verified that a tubular reactor gave a higher conversion per 
unit volume for any reaction order than would be possible in a mixed 
tank flow reactor of equal volume. Denbigh (12) provided an 
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explanation of this in a study of average reaction rate. A higher average 
reaction rate always resulted in a tubular reactor. Danckwerts (10) dis­
cussed the average reaction rates in reaction systems at various degrees 
of segregation. Average rates were higher in a completely segregated 
flow pattern if the reaction order was greater than one, lower if the 
order was less than one, and equal if the order was one. In a study of 
several mixed tank reactors in series, Denbigh (12) showed the limiting 
case of an infinite number of such vessels in series gave maximum 
conversion, and that the conversion profile became identical to that 
of a tubular reactor. Also, the existence of an optimum ratio of 
volumes of the vessels in a finite sequence of reactors was demonstrated. 
Oholette, Blanchet, and Cloutier (?) presented calculations of conversion 
from serial combinations of a tubular reactor and a continuous flow 
stirred tank reactor. Their results showed that maximum conversion was 
obtained with a tubular reactor before the mixed tank reactor if the 
reaction order is greater than one. If the reaction order is less than 
one, the tubular reactor should be after the mixed tank vessel for 
maximum conversion. 
Studies of adiabatic reactors have been made in analogous situations 
as the previously mentioned isothermal cases. Cholette and Blanchet (6) 
considered series combinations of tubular and mixed tank reactors. For 
exothermic reactions, a combination of types resulted in greater con­
version than either type of reactor alone. Aris (l) quantitatively 
demonstrated a basis for selection of the combination to use for maximum 
conversion. As a single adiabatic reaction unit, Cholette and Blanchet 
(6) showed that for an endothermic reaction, the same situation existed 
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as for an isothermal system in that a tubular reactor was superior. For 
an exothermic reaction, the choice of which reactor is superior is 
dependent upon the conversion range under consideration. Aris (1 ) 
mathematically demonstrated that if low conversions were desired, a 
mixed tank reactor was superior to a tubular reactor. The explanation 
was that the initial rate increased with conversion due to the temperature 
increase but eventually decreased due to the disappearance of reactants; 
For low. conversions, a mixed tank reactor was superior. 
This review of mixed tank reactor dynamics indicates the scope 
and purpose of various types of dynamic studies. A few of the studies 
which have been presented are not reactor dynamic studies but are 
based on the concepts of resident time distribution theory for the case 
of perfect mixing. The dynamic studies which are presented are all 
based on perfect mixing. Mathematical modeling and dynamic testing 
of systems with imperfect mixing have been nonexistant at the time of 
this review. 
Residence Time Distribution Theory 
In the study of flow systems of any type, the duration of time 
which elapses between the time of entrance and the exit time of a 
particle determines the characteristics of the particle in the exit • 
stream. The time of residence in a system can be described by a 
residence time distribution function. One of the first attempts to 
describe the residence time distribution within a flow system consist­
ing of completely mixed vessels in series was made by MacMullin and 
Weber (23). Their presentation was a study of short circuiting in 
perfect agitation. Danckwerts (9) summarized definitions and 
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nomenclature generally used in the description of residence time dis­
tribution applications. In flow systems such as flow reactors or 
blenders, the fraction of material having a residence time less than t 
is designated by F(t). The complimentary function of F(t) is F*(t ) 
which defines the fraction of material having a residence time greater 
than t. If F(t) is considered as the cumulative probability function 
of the distribution of residence times within the flow system,-the 
derivative of F(t) is the probability density function f(t)„ In proba­
bility terminology, the probability that the residence time of a 
particle of material is between t and t + dt is f(t)dt. According to 
the presentation given by Danckwerts, the F(t), F*(t), and f(t) functions 
for the case of perfect mixing are : 
F(t) = 1 - e-t/8 (1) 
F*(t) = 1 - F(t) = e_t/G (2) 
f(t) = dF(t)/dt = (e_t/9)/e (3) 
Conditions which govern the distribution functions as defined for the 
general case of any mixing conditions are: 
F(t) is" nondecreasing F(0) = 0 F(oo ) = 1 (4) 
F*(t) is nonincreasing F*(0) = 1 F*(co ) = 0 (5) 
/ C O  
I f(t) = 1 (6) 
)o 
In the same presentation, Danckwerts introduced the concept of 
segregation as a measure of the efficiency of mixing. In later work, 
Danckwerts ("10) more completely discussed the concept of segregation. 
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In a well stirred continuous flow tank reactor with f(t) given'by 
Equation 3> there are two possible extremes of flow conditions within 
the system. The case of perfect mixing is one extreme with the situation 
of chemical homogeniety. The other extreme is defined as complete 
segregation. An entering fluid element may segregate into finite 
volume elements which are small compared with the total system volume. 
If these segregated volume elements are dispersed uniformly throughout 
the system but the molecules within the element remain together in­
definitely, the flow pattern is considered completely segregated. The 
effect of this phenomena on various order reactions is discussed in the 
presentation. Zwitering (35) generalized the concept of segregation as 
defined by Danckwerts. The generalization was done to predict a minimum 
value for the degree of segregation in a flow system with a known but 
arbitrary residence time distribution which might describe a system 
between perfect mixing and plug flow. In order to do the generalization 
a concept of maximum mixedness was defined. Maximum mixedness in the flow 
system corresponds to minimum segregation. For the arbitrary residence 
time distribution function, maximum segregation would develop if mixing 
occurred as late as possible during a reaction in a flow system. The 
physical limit on complete segregation would exist if mixing of the 
segregated volume elements occurred at the reactor exit. Maximum mixed­
ness would occur if the mixing of material within the. system was completed 
as soon as possible. The conclusion based on the concepts of segregation 
and maximum mixedness was that chemical reactor conversion was a function 
of the segregation which existed in a flow system. 
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Douglas (14) discussed the effects of segregation and various 
residence time distribution functions on isothermal and adiabatic reactor 
performance and design. Included was a complete review of the residence 
time distribution concepts which had been proposed at the time of writing. 
Hoar and Shinnar (27) presented a technique for the description of 
residence time variability based on the use of an intensity function. 
The use of the intensity function gave insight to the mixing characteristics 
within the system and permitted a mathematical description of stagnancy. 
The intensity function was developed with the following probability 
statements. The probability that a particle stays in a system for a 
time between t and t + dt equals f(t)dt. The probability that a particle 
does not leave before t is equal to F*(t). The probability that a 
particle will leave in the next time increment dt, given that it has 
remained until t, equals _^(t)dt. By probability rules for the 
conditional probability which has been stated, the result is; 
f(t)dt = F*(t) À (t)dt (7) 
A ( t )  = f(t)/F*(t) ( 8 )  
\(t) is the intensity function which is a measure of the probability 
of escape for a particle which has stayed for a time t. For perfect 
mixing, /V(t) is a constant as would be expected. A flow system with 
stagnancy is one which the intensity function decreases over some period 
of tine. In other words, the probability of escape decreases. In their 
presentation, Naor and Shinnar used data from selected residence time 
distribution function experiments and showed evidence of stagnancy 
in systems such as poroue packed beds. 
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The presentation by Naor and Shinnar was of value for the complete 
summary of definitions and concepts of residence time theory for continuous 
flow systems. A description and interpretation of moments of residence 
time distribution was included. Of particular interest are the mean 
and variance of a residence time distribution, 
/oo 
= mean = V tf (t)dt (9) 
Jo 
% fco _ 
<T = variance = \ (t - yil) f(t)dt (10) 
JO 
The first moment about the origin is the mean which is a measure of the 
central value of the distribution. The second moment about the mean is 
the variance which is a measure of dispersion about the mean. This is 
used in the characterization of residence time distribution functions 
as deviations from plug flow. Other moments may or may not be useful in 
describing distribution functions. The third moment about the mean is a 
measure of skewness and the fourth moment about the mean is a measure of 
kurtosis. Kurtosis is a measure of the relative peakëdness or flatness of 
a distribution function. 
Haor and Shinnar also included a description of experimental 
techniques for the determination of P(t), F*(t), and f(t). 
Wolf and Resnick (33) proposed a general cumulative distribution 
function which included the possibilities of dead space, short-circuiting, 
error in average residence time, and lag in response or any combination 
of these. 
F(t) = 1 - e~n^  " £ )/0 t = £ (11) 
= 0 t  < £ 
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Experimental data from several investigators was used to demonstrate the 
application of the model. The model is useful if the perfect mixing 
model for the system is inadequate. 
In a later study, Wolf and Resnick (34) demonstrated the use of their 
model on the residence time distribution of solids in single and multi­
compartments! fluidized beds. 
Thio review of residence time distribution theory has been limited 
to the presentation of concepts and definitions. No examples of studies 
which have been done using the concepts have been included since none 
have been done in an attempt to apply these concepts to dynamic 
systems. Examples which might have been included would be studies of 
gas fluidized beds, gas fixed beds, liquid and gas flow in pipes, and 
gas spherical stirred reactors. These studies were residence time 
studies only. 
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EXPERIMENTAL 
The verification of any mathematical model is contingent on the 
collection and proper analysis of good experimental data. For this 
purpose, a flow reactor system was constructed and a reaction was 
chosen for the generation of experimental transient response data. 
The physical system was of sufficient size that small random fluctua­
tions in operating conditions were negligible. The reaction was such 
that the reaction velocity was a function of temperature and produced 
transient response information with an applied heat input from an im­
mersion heater. In addition, the reaction velocity was such that the 
conversion was at a level which gave a satisfactory magnitude of con­
centration change with a step or pulse distrubance in the input 
concentration. 
The first phase of this project was to experimentally determine the 
mixing characteristics of the reaction system at various mixer speeds. 
Based on the experimental mixing data, mathematical models were developed 
to describe the mixing within the system. Subsequent to the model devel­
opment, the models were used to modify the mathematics describing a mixed 
tank reactor system to remove the assumption of perfect mixing. The 
mixing data were obtained from concentration impulse transients using 
sodium hydroxide as the tracer. 
In addition to the mixing tests with concentration transients, tem­
perature transient response data were collected to develop mixing models 
for the heat effects in the system. These models were incorporated into 
the energy balance for the system to modify it to the case of imperfect 
mixing. The purpose of the conversion was to achieve the proper 
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temperature effect in the Arrhenius equation for the reaction velocity. 
The nonisothermal effect in the reactor system was achieved by means of 
an immersion heater. This was used to represent a temperature controlled 
reaction system or the heat effects of an exothermic or endothermic 
reaction. 
The second phase of the study was the experimental testing of the 
reaction models with step and pulse disturbances. Step and pulse inputs 
of concentration and temperature were considered. A series of concentra­
tion step change and pulse response tests were completed at the various 
mixing speeds with the system operating at constant temperature. Sub­
sequent to this, a series of temperature step change and pulse response 
tests were completed at constant input concentration. 
The final phase of the present study was the data analysis. This 
included comparisons of experimental transient response data with analog 
computer response information from models of both perfect and imperfect 
mixing conditions. 
Reaction 
The reaction system used in this investigation was the second order 
isothermal reaction, of sodium hydroxide, NaOH* with ethyl acetate, EtAc. 
The reaction system has been described in various texts; (11), (28)» 
OH" 
CÏLC00CJL + HOH , N CH^ COOH + CoHc0H 3 2 5  v  3  2 5  
. OH" 
V 
CHjCOO- + HOH (12) 
The reaction is base catalyzed to completion.in an aqueous solution with 
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the reaction mechanism given as Equation 12» The reaction is described 
as second order and isothermal in dilute solution with the rate of dis­
appearance of reactant due to reaction given "by: 
rate = - dC /dt = kC C, (1$) 
a! ah > y' 
Experimental data for evaluation of the reaction rate constant at 25°C. 
are presented in Daniels and liberty (11 ). The value calculated from 
this experimental data was 6.42 liters/mole-minute., The International 
Critical Tables (31, p. 129) listed the reaction rate constant at 25°C<> 
as 6.42 liters/mole-minute. This same value was given by Smith and Van 
Ness (28). 
The present study involved a nonisothermal system which required an 
expression for the reaction velocity as a function of temperature. The 
International Critical Tables (31, p® 130) present such an expression* 
log1Qk = -1780/T + 0.00754T + 4.53 (14) 
k = liters/mole-minute 
T = absolute temperature, °K. 
Equation 15 resulted from converting Equation 14 to an expression equiva­
lent to the Arrhenius equation. Equation 15 can be generated on an 
analog computer as described by Kermode and Stevens (21 ) => 
k = 1.144X109 e~5672/T (15) 
A linear form of Equation 15 over the temperature range"25°C. to 35°C= is 
given as Equation 16. 
k = -7.475 + Oe546To (16) 
20 
Apparatus 
The flow diagram for the mixed tank reactor system is shown in 
Figure 1» Photographs of the reactor system are shown in Figures 2 and 
Reactant solutions were prepared in two 55 gallon stainless steel 
drums. Two l/l$th horsepower centrifugal pumps delivered reactants to 
the constant head tanks from which the reactants flowed through calibrated 
rotameters into the reaction vessel. Accurate flow control was achieved 
by the combination of the constant head tanks and the rotameters. A 
seven gallon stainless steel tank was used for preparation of NaOH 
solution to be used for step changes and pulses to the system. Flow of 
this stream was maintained by the combination of a centrifugal pump, cali­
brated rotameter, and a pneumatic control valve. The disturbances 
in the NaOH feed concentration were achieved by introducing the 
disturbance stream into the principle NaOH feed stream before entering 
a valve which adjusted the total NaOH feed flow. A change in concentra­
tion by this method could be accomplished with no change in total flow. 
The reaction vessel was a two gallon open top glass jar. A leg of 
stainless steel tubing protruded through the bottom of the jar approxi­
mately eight inches to serve as the exit for the reaction solution 
and_also to maintain a constant reaction volume. Drainage of the reaction 
vessel was through another tube installed nearly flush with the bottom 
of the jar. The jar was baffled for good mixing at high speeds of the 
laboratory mixer. The impeller was a three blade propeller, two inches 
in diameter which rotated at speeds from zero to 1800 revolutions per 
minute, A 1000 watt immersion heater was mounted within the tank and 
connected to a powerstat to provide the heat input for the temperature 
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transients. The entire reaction jar was mounted within a five gallon 
tank which served as a water jacket, The water jacket flow was through 
a calibrated rotameter with steam being injected to provide uniform 
water jacket temperatures at any season of the year. A gear pump on the 
water jacket facilitated rapid flow through the water jacket to maintain -
a constant water jacket temperature. 
To facilitate convenient and rapid analysis of samples, an analytical 
area was constructed with all necessary analytical equipment for the 
titrations. 
Constant volume measuring devices were used to deliver constant 
volumes of standard solutions for quenching the reaction. A constant 
volume measuring device was used to measure constant volume samples 
for EtAc analysis. The samples for NaOH analysis were collected in 
calibrated volumetric flasks. 
Sampling and Analysis 
The analytical procedure for determining NaOH and EtAc concentrations 
in an incomplete reaction mixture is a standard technique described by 
Fritz and Hammond (17)® The sampling procedure was such that the 
reaction was quenched and immediately ready for analysis. The samples 
collected in standard HC1 for rt'aOH concentration analysis were titrated 
with standard NaOH using phenolphthalien indicator to determine excess 
KC1 after quenching. From this data, the NaOH concentration was cal­
culated. Samples collected in standard NaOH for EtAc concentration 
were titrated with standard HC1 using phenolphthalien indicator to 
determine excess KaOH after completion of the reaction. From this 
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data, plus the NaOH concentration at the time of each sample, the 
EtAc concentration was calculated. 
During a 30 minute transient, 21 samples were collected for NaOH 
analysis and 21 for EtAc analysis. The collection of samples was alter­
nated during the transient. Three samples for each analysis were taken 
before any disturbance for determination of initial concentrations of 
each component. At least 85 milliliters of sample were collected, 
stoppered and stored for EtAc analysis, or prepared for immediate NaOH 
analysis. After the completion of the sequence of transients, the 
collected samples for EtAc analysis were poured into the constant 
sample volume device. Approximately $0 milliliters of standard NaOH 
were added to the flask and the measured sample returned to the flask 
again and stored until analysis. 
Sampling for NaOH determination was critical in that the reaction 
had to be quenched immediately. To accomplish this, volumetric flasks 
calibrated in 0.1 milliliter increments from 100 to 110 milliliters were 
used. Approximately JO-milliliters of standard HC1 were delivered into 
the flask until a reading within the calibration was achieved. The' 
solution was mixed, a volume reading taken and recorded and the solution 
poured into an erlenmeyer flask for immediate titration with standard NaOH. 
The additional analytical work involved the frequent standardization 
of the HC1 and the NaOH used for sampling and titrations as well as the 
analysis of the feed solutions. The NaOH feed solutions were analyzed by 
titrations with standard HC1. The EtAc feed solution was analyzed according 
to the procedure given for sampling and analysis of EtAc from the reaction 
system. 
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MATHEMATICAL DEVELOPMENT 
Perfect Mixing 
The mathematical models describing a nonisothermal mixed tank reactor 
have been derived by several investigators with the assumption of perfect 
mixing» 
The fundamental component or energy balance for a transient system 
with time as the independent variable is : 
Accumulation = Input - Output + Internal Generation (17) 
For a continuous flow perfectly mixed tank reactor, the component 
balances for NaOH and EtAc are : 
- CA - caA . (18) 
YdCb0/dt - 0^ - Cl0Q0 - VMaoCbo (1S) 
The energy balance for the system is s 
Vo°podTo/dt - \A0paTa + %A°pt,Tb - "VoVo 
- UA(T^ - T^) + P (20) 
In these and all other equations, C represents concentration, T 
represents temperature, Q represents flow rate and the subscripts a and 
b represent NaOH and EtAc respectively. (See Appendix A for a complete 
list of nomenclature.) 
In addition to the assumption of perfect mixing, it was assumed that 
the water jacket temperature, heat transfer coefficient, flow rates, and 
reaction volume were constant. The assumption was made that the densities 
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and heat capacities were the same for each component and it was further 
assumed that these physical properties were invariant. 
Dividing the material "balance equations by reactor volume, V, and 
introducing the nominal residence time 9 results in the following 
nonlinear description of a perfectly mixed flow reactor: 
dCao/dt = CA/Ci06 - Ca0/6 - kCaoCto (21) 
dCbc/dt " CbVV ' Cbc/6 " kCa=Cbo (22) 
In terms of the nominal residence time 9, the energy balance 
becomes : 
4To/dt . (Ta - Ib)/26 - Io/8 - UA(To - T„)/V0CpQ 
+ *VV„=po (=3) 
By letting h represent the coefficient, UA/v/>0c^ qI Equation 2$ 
t' 'ces the form: 
dT^/dt = (T^ + T^)/2G - T^(h + 1/G) + hT^ + P/V/O^c^ (24) 
In the reaction system under consideration, the heat of reaction may be 
taken as zero, therefore, no term appears to include the heat generated 
by reaction. The term P/v^o^c^ in the energy balance equation represents 
the heat input from the immersion heater. 
The reaction velocity is a function of absolute temperature as 
given by the Arrhenius Equation. In order to express k as a function 
of time, the following operation is performed: 
k , koe-E/<H(To + 273» (25) 
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dk/dTQ = E(koe-E//^ R^ To + 275^ )/(r(Tq + 2?5)2) 
dlc/dt = (dk/dTQ)(dTo/dt) = (Ek/(R(TQ + 273)2)) (dTQ/dt) 
(26) 
(27) 
This model as well as the concentration and temperature models were 
the basis for the analog computer simulations for perfect mixing. 
Figure 4 is the analog computer simulation diagram used in the case of 
perfect mixing and Figure 5 is the diagram of the simulation for the 
generation of k as a function of time. No time or magnitude scaling is 
included on the diagrams in Figures 4 and 5« These are tabulated in 
Appendix B for simulation of the experimental conditions used on the 
physical system. 
For a rigorous description of an unmixed or imperfectly mixed 
transient reaction system, a three dimensional unsteady state partial 
differential equation would be required. Coefficients and variables 
in this model would allow for diffusion effects, reaction kinetic effects, 
and the time and space varying concentrations. For purposes of process 
dynamics analysis of an imperfectly mixed system, the use of a rigorous 
model as suggested is impractical if not impossible. The finite 
difference approximation for the solution of a partial differential 
equation is one alternative which makes possible a numerical solution. 
The grid system chosen for the finite difference approximation is 
critical from the standpoint of solution stability, convergence, 
accuracy, and computer time consumption. For process dynamics analysis, 
a more practical approach is required. 
Imperfect Mixing 
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Figure 4- Analog simulation diagram for perfect mixing concentration 
and temperature response, models 
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The assumption of perfect mixing in such a mathematical model 
reduces it to the simplified model previously presented for perfect 
mixing. The purpose of this study is to eliminate the need of this 
alternative for the dynamic analysis of the reactor system. 
Another alternative used as an approximation for the model is the 
representation of an imperfectly mixed system "by a plug flow segment in 
series with a perfectly mixed portion. The intention of such an 
approximation is to account for flow conditions which may contain short 
circuiting, stagnancy, or other phenomena. The use of this approximation 
is lacking in validity in that two hypothetical mixing conditions are 
assumed. 
Three definite problems arise in the use of such an approximation. 
First, a justification for the division into the two flow portions is 
required. Second, when the division is made, the solution of the dynamic 
model for the plug flow portion is based on the use of a finite difference 
approximation in a numerical solution. Finally, analysis of the 
mathematical model utilizing the impulse response indicates that the 
predicted transient response would only be a perfect mixing response 
shifted on the time coordinate axis by an amount equal to the residence 
time of the plug flow portion. 
The generalized distribution function as proposed by Wolf and 
Eesnick (33) is an example of the solution of the mathematical model for 
a plug flow portion in series with a perfect mixing portion as an 
approximation of an imperfectly mixed linear system. These results 
indicate the shift in predicted response resulting from the assumption 
used. 
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Based on the preceeding discussion, the major problem arising in the 
dynamic analysis of an imperfectly mixed system is the subdivision of the 
physical system, by means of a mathematical model, which is developed 
with sufficient justification and which is amenable to mathematical 
treatment for process dynamics analysis. 
The concepts of residence time distribution theory which relate 
exit conditions in a flow system to the distribution of residence times 
within the system can be used as a basis for the required subdivision. 
The proposed technique for improving the nonlinear reaction system model 
is to use this basis for mathematically subdividing the physical system 
into a series of perfectly mixed segments. The technique is somewhat 
equivalent to dividing the system into the plug flow and perfect mixing 
segments, and subsequently dividing the plug flow portion into a series 
of perfectly mixed portions. The procedure for making the required 
division is to fit a residence time distribution model to experimental 
impulse, pulse, or step transient data collected from the system under 
consideration. The transient response is first generated with a tracer 
which gives data representative of the mixing or flow condition within 
the system. The fitting of a model to this data is then accomplished by 
statistical methods to determine the best fit. A trial and error 
procedure may also be used. After development of the distribution 
functions for the mixing conditions under study, the time constants and 
parameters from this model are incorporated into the reaction model 
to convert it to an analogous series approximation. 
The flow pattern which is implied by the series approximation is 
equivalent to a series of discrete volumes with the react ant input to 
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the first of the series. The output from the nth volume is an input 
to the volume numbered n + 1. The output from the nth volume would 
be distributed as defined by a perfect mixing residence time distribution 
with a time constant of 0^. Since it is impossible to completely 
describe a second order reaction system by a. technique suitable for 
simulation and analysis, the proposed technique is suggested as an 
improvement in the approximation of the transient response prediction 
of a nonlinear reaction system. 
For a flow system with mixing only, the proposed series approximation 
would be of the form: 
aco1/dt = c./6l - co1/0l 
dVdt = coA - Ve2 
• * • 
dCo> = Con-A " C>„ <28> 
The number of perfectly mixed portions equals n. For perfect mixing, n 
equals one. For a response similar to that of a higher order system, n is 
greater than one. For the idealized plug flow system, n equals infinity. 
The value of n would be relatively small for a flow reactor such 
as.the one used in this study since the mixing conditions approach 
perfect mixing. A flow system which has a geomentry for plug flow 
conditions would result in a value of n which would increase as the 
flow pattern approached pure plug flow. 
The values of 6^, 6^, ...9^ would not necessarily be equal and 
they may be large or small in relation to the nominal, residence time 
of a system under consideration. In a mixed reactor, the value of n 
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may be small but at least one of the 0 values might be large. In a 
plug flow system, as the value of n increases, it is expected that the 
values of G^ would decrease. In any case, the sum of the 0^ would 
equal the mean residence time which would be determined from the 
residence time distribution function. 
The temperature response for the system under consideration is 
described by linear mathematics when using the assumption previously 
mentioned* The set of equations to describe the temperature response 
in terms of temperature change would be a form analogous to the 
concentration equations. 
aATg/dt = A?.(h + l/G^) - A^/h + 1/6^) 
dAT^dt = ^(h + l/Qg) - AT^(h + l/Qg) 
dATon/dt * ATon->' + 1<\) " 4T„n(h' + 1/9n> (2? 
The model for temperature response based on the residence time 
distributions determined for mixing conditions by means of a con­
centration tracer would not necessarily be satisfactory. In the case 
of the reaction system, the feed solutions enter at one point only. 
The heat input from the immersion heater enters at all positions of the 
coiled heater within the reaction vessel, therefore, a significant 
difference in the response at the different mixing conditions would be 
expected. 
By using a representative tracer, the response of the reaction 
system is approximated by the series model developed for mixing. The 
proposed reaction model for the sodium hydroxide transient response is: 
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dCaol/dt * CaVVl " CaoA " kCao1°bo1 
dCa=a/dt = °aoA " CaoA " k0ao2°' bo2 
dCaon/dt = Caon-A " CaoA " kWW W 
For the ethyl acetate transient response, the model is : 
bo1 dCb<Vdt • °bW, - SoA ' kCao1° 
d0bo2/dt = Cb=/S2 " Cbo2/«2 " k0ao2°bo2 
dCbo/dt - CbonV6n - CbÔA - kCaonCbon 
These are the proposed reaction and temperature models based on the 
series approximation developed from experimental mixing response tests. 
Analog computer diagrams for the proposed imperfect mixing models for 
the mixing, reaction system, and temperature responses are shown in 
Figures 6, 7» and 8 respectively. 
Simulation of a nonisothermal reaction system requires the use of 
both the reaction and temperature response simulations. The two simulations 
are coupled by means of the simulation for the generation of k, the 
reaction velocity, as a function of time. A simplified coupling of the 
simulations is possible by the use of the linearized form of reaction 
velocity as given in Equation 16. Coefficients for the simulations 
used to compare with experimental conditions are listed in 
Appendix B. 
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DISCUSSION OF RESULTS 
Impulse Response 
The concentration mixing tests were completed at mixer speeds 
chosen to cover a wide range of mixing conditions. The speeds used 
in the tests were 1780» 600, 180, and 60 revolutions per minute. The 
respective Reynolds numbers for mixing were 76,520, 25,790, 7,758, 
and 2,579• Observation of the process during operation showed high 
turbulence at 1780 rpm, turbulence at 600 rpm, visible liquid motion 
but not a great deal of turbulence at 180 rpm, and no visible liquid 
motion at 60 rpm. 
The observed flow patterns within the reaction vessel were ones 
consisting of downward flow in the vicinity of the impeller and upward 
flow due to the baffles at the walls of the reaction vessel. A core 
of well agitated liquid near the impeller was observed at the lower 
mixer speeds used in the study. At the lowest mixer speed, this 
core was sufficiently small that liquid motion was not apparent 
without the use of dispersed particles to show the flow pattern. 
McCabe and Smith (26) state that a Reynolds number above 
10,000 in a baffled tank of this type gives fully turbulent flow. 
Turbulence in a mixed vessel is dependent upon the geometric 
properties of the vessel. The ratio of the tank diameter to the 
impeller diameter for this study was 4*188. A dimensioned diagram 
of the vessel' used in this study is included as Appendix C. 
In order to develop the residence time distribution functions, 
impulse response data were collected. Using approximately 50 
40 
milliliters of 12 to 15 normal NaOH as the impulse, transient response 
data were collected for the four mixer speeds. Tables of the impulse 
response data are presented in Appendix D. Plots of the data are 
shown in Figures 9, 10, 11, and 12 corresponding to 1780, 600, 180, 
and 60 rpm respectively. Figures 13, 14, 15» and 16 are semi-logarithmic 
plots of the data in the same sequence of mixer speeds. The response 
for perfect mixing is shown on each plot to illustrate.the deviation 
from perfect mixing. 
The line drawn through the data on each plot is the response 
calculated from the residence time distribution function. In each 
case, the data plotted are results from three independent experimental 
runs. The analog simulation diagram for the mixing models was 
shown in Figure 6. Coefficients for the simulation of the 
experimental mixing data are listed in Appendix B» 
The response curve shown in Figures 9 and 13 corresponding to a 
mixer speed of 1780 rpm are considered as perfect mixing response. The 
apparent linear relation evident in Figure 13 indicated that a 
statistical regression of the data would result in the distribution 
function of the form: 
f(t) = (e-Ve)/6 (32) 
or: 
ln(f(t)) = ln(l/G) - t/G (33) 
The regression was performed with the results for the three sets of 
data given in Table 1„ 
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Table 1. Results of regressions on response data at 1780 rpm 
0 Ac, 
Run Number Slope Intercept minutes moles/liter 
1 -0.1138 -I.O4O7 3.817 0.0911 
2 -O.IO99 -I.O319 3.952 0.0929 
3 -O.II39 -I.O47O 3.812 . 0.0897 
Average 3*860 0.0912 
The distribution function developed from the regression is of the form: 
Aco - Ac^-*/6 (34) 
The linear relation developed from the data by plotting on'semi-log., q 
paper becomes : 
iog(AcJ = iog(Ac.) - o.4543t/e (35) 
slope = -0.4343/G (36) 
intercept = log(ACX ) (37) 
The perfect mixing residence time distribution function was found 
to be: 
f(t) = (e~t/3'8G)/2.86 = 0.259e~°"^59t 
This function is shown in Figures 9 through 12 and is plotted in semi-
logarithmic form in Figures 13 through 16. On each plot, the proper cor­
rections for differing initial concentrations have been included. A 
definite deviation from perfect mixing is obvious on the plots showing 
response of the system at the lower mixer speeds. 
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The data shown in Figures 10. 11, and 12 indicate responses which 
are representative of a second or higher order process. The fitting 
of a function to the individual sets of data by linear statistical 
methods was impossible due to the nonlinearity appearing on the semi-log 
plots. However, at some time beyond the time at which the peak of the 
response appeared, a linear relation-was apparent as shown in Figures 14, 
15, and 16. This indicated that the data obtained beyond this time 
could be represented by a function analogous to the perfect mixing case. 
This function was determined by a linear regression of the data as 
was done for the perfect mixing data. -This indicated that all but one 
of the time constants required to represent the process were small. 
Determination of the dominant time constant reduced the amount of 
trial and error required to fit the remainder of the functions. 
The dominant time constants which were similarily determined for the 
impulse tests at mixer speeds of 600, 180, and 60 rpm are given in 
Table 2. 
After the determination of the dominant time constants, the 
trial and error procedure was used to fit the initial part of the 
response transients. The transient shown in Figure 10 fer a mixer 
speed of 600 rpm, indicates the response corresponds to at least a 
second order process. Figure 14 also verifies that at least a second 
order model is required to represent the experimental data. In order 
to represent the data by a second order model with 0. as the dominant 
time constant, a distribution function of the form given in Equation 39 
is required. 
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Table 2, Regression results for the determination of dominant time 
constants for 600, 180, and 60 revolutions per minute 
Revolutions Run 8^ 
per minute Number Slope Intercept minutes moles/liter 
600 1 -0.1158 -1.0255 3.749 0.0943 
2 —0.1161 -1.0255 3.741 0.0943 
5 -0.1157 -I.O252 3.753 0.0985 
Average 3.748 0.0957 
180 1 -0 1118 
-1.0059 3.885 0.0987 
2 -0.1120 -1.0084 3.879 0.0981 
3 -0.1122 -I.OO79 3.871 0.0982 
Average 3.878 0.0983 
60 1 -0.1181 
-0.9559 3.677 0.1159 
2 -O. I I 6 5  -O.945I 3.734 0.1135 
3 -0.1130 -0.9380 3.681 0.1154 
Average 3.697 0.1149 
f(t) = (e'VS - e-V92)/(g] . g2) (39) 
This function is the simultaneous solution of the set of two differential 
equations representing the response of two perfectly mixed volumes in 
series with an impulse driving function. 
In order to determine 8^, the analog computer simulation for the 
two differential equations was used in the following manner. The first 
differential equation was programmed using the dominant time constant 
which was determined by regression of the response data. The 
second differential equation was programmed and, by trial and error, 
the time constant which gave the best apparent fit of the data was 
found. The distribution function obtained was: 
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f(t) = (e't/3.75 _ g-t/O.OSy^y = 0.270(e-°'257t _ ^-20t^ 
The sum of the residence times used in Equation 40 equals 3.80 
minutes. This is less than the nominal residence time of 3.86 minutes. 
The • mixing in the system at 1780 rpm was sufficiently turbulent to 
cause a build-up of liquid over the exit. At 600 rpm this build-up 
was not created, consequently, a slightly smaller reaction volume 
resulted in a smaller mean residence time. 
Equation 40 is" plotted as a solid line on Figures 10 and 14 with 
the incorporation of the initial concentration change to match the 
experimental conditions. The agreement of this model and the 
experimental data is apparent. Also, the deviation from perfect 
mixing is evident. 
According to McCabe and Smith (26), the flow within the system 
should be fully turbulent at 600 rpm with a Reynolds number of 25,790. ' 
A conclusion which may be drawn from the data collected at 600 rpm 
is that full turbulence does not guarantee perfect mixing. 
A second or higher order model is required to represent the 
impulse response data collected at 180 rpm. In the trial and error 
fitting of a set of n simultaneous equations, using the analog 
computer, the first differential equation was simulated using the 
dominant time constant determined by regression of the data. Subsequently, 
a trial and error procedure was used to determine the number and 
magnitudes of time constants which would be required to fit the data. 
•The initial attempt at fitting the function was to use the dominant 
time constant and equal time constants for the remainder of the series 
of functions required. This technique was an aid in approaching a 
close fit of the data. However, it was found that apparently closer 
fits could be made by adjusting one of the time constants after the 
initial approach using equal time constants. It was found that four 
simultaneous differential equations would give satisfactory fit of 
the data collected at 180 rpm. This would be analogous to using 
four perfectly mixed discrete volumes in series as a satisfactory 
representation of the one imperfectly mixed vessel. The time 
constants which were determined are: = 3.88 minutes (dominant 
time constant found by regression), 0^ = 0.0$ minutes, and 9^ = 
0.1 minutes. In this case, 0^ corresponds to the time constant 
of two of the four vessels in the series of four. 
The distribution function for four perfectly mixed vessels 
with two equal volumes and two unequal volumes in series is: 
f(t) = (G^/((G^ - Gy)2(9i Gg)))e^/®1 
+ (Gg/((Gg - 6^) ~ ^2 
+ (t/((G, - Gi)(G, - 02)))e-t/83 
- (83(6,6^ + 8^2 - 2G.,@2)/((G2 - Gi)2(Gy - (41 ) 
or in terms of the determined time constants: 
f(t) = 0.275e~°o258t - 0.26le~20t - 5.291te"l0t - 0.0l4e""10t (42) 
This function corrected for initial concentration is plotted as a 
solid line in Figures 11 and 15- The fit of the experimental data with 
the function given as Equation 42 is considered satisfactory» 
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As shown "by Figures 11 and 15, the deviation from perfect mixing 
is greater than that shown in Figures 10 and 14 as would he expected 
at the lower mixer speed. The Reynolds number for 180 rpm is 7»738-
With the Reynolds number less than 10,000 and consequently at less than 
full turbulence, imperfect mixing would be expected. 
Using the trial and error procedure as previously described, 
seven simultaneous differential equations were required to obtain a 
satisfactory representation of. the response data for a mixer speed of 
60 rpm. The time constants which were determined were : 6^ = 3«70 
minutes (dominant time constant determined by regression), = 0o14 
minutes, and 9^ - 0.1 minutes» In this case, 0^ corresponds to the 
time constant of five of the seven perfectly mixed volumes in the 
series of seven. The residence time distribution function for seven 
mixed volumes in series involve coefficients which would be complex 
relations between the various time constants. Because of this 
complexity, only the final equation in reduced form is given as Equation 45« 
f(t) = 0.323e~°°2Tn - 148.0e"T'145t + e~10t(290.2t4 
+  5 2 5 . +  5 8 8 . 6 t ^  +  4 1 9 . 6 t  +  1 4 7 . 7 )  ( 4 3 ) .  
This function corrected for initial concentration is plotted as 
a solid line in Figures 12 and 16. The fit of the data with Equation. 
43 appears satisfactory. 
Conclusions similar to those stated for results of the 600 and 180 
rpm data may be drawn for the 60 rpm data. The greater deviation from 
perfect mixing is obvious. The Reynolds number, 2,579» is sufficiently 
low that little turbulence would be expected. . 
55 
The mixing data collected at the four mixer speeds present some 
interesting characteristics. To be expected are the increasing 
deviations from perfect mixing at decreasing mixer speeds. The 
criterion of a Reynolds number of 10,000 designating full turbulence in 
a baffled tank is somewhat uncertain if full turbulence is to be used 
as a criteria for perfect mixing. 
The use of an F function of the form: 
p(t) = 1 - ^ )/Q (44) 
to represent a flow process is questionable in that this type F 
function, when differentiated to obtain the f function, will yield 
an expression corresponding to a perfectly mixed system. Analysis 
of the quantities and 6 appearing in the exponent show that 
can be used to modify the apparent time constant of a first order 
flow process and € may be used to shift the origin of a first order 
response. Consequently, the F function as given is a modified 
perfect mixing response which may be used whenever experimental 
step change transient data indicates a response similar to a perfect 
mixing response. 
Most lacking in this model is that this representation of the 
response of a single imperfectly mixed vessel cannot be used if 
experimental impulse response data is as shown in Figures 10, 11, 
and 12. This model, as well as most residence time distribution 
studies, does not consider the mathematical representation of a 
single mixed vessel by mathematics corresponding to multiple vessels 
in series, parallel, or other combinations. 
56 
The models, as developed, indicate that the proposed technique for 
determining residence time distribution functions is suitable for 
simulation and analysis on an analog computer. Even if a seventh or 
slightly higher order model is required, it does not become cumbersome 
for analog simulation. The use of the higher order models eliminates 
the need for a simulation of dead time which is difficult to do 
properly on an analog computer. 
Based on results at the lowest mixer speed, it would seem that 
other flow systems of this type, with some degree of mixing, could be 
represented by low order models such as the ones developed for the 
flow system under consideration in this study. 
Temperature Transients 
As stated previously, the temperature transients in the imperfectly 
mixed vessel would probably not be represented by the model determined 
with a concentration tracer. Consequently, mixing tests at .the four 
mixer speeds were conducted with water flowing through the system and 
the transients generated by an applied heat input from the immersion 
heater. The resulting information was used to determine a model 
describing the heat effects in the system. 
Figures 17, 18, 19, and 20 are plots of the temperature change 
transients produced by changes in heater input for the mixer speeds 
1780, 600, 180, and 60 rpm respectively. Each plot shows experimental 
data for a step change transient and a three minute pulse transient. 
Two of the transients on each plot resulted from the temperature tests 
with water flowing through the system. The other two are results' from t 
the temperature transients generated by the heater input changes with 
Mixer speed 1780 rpm 
O Step response, no reaction 
*1 I Step response, reaction 
(3) Pulse response, no reaction 
X7 Fulse response, reaction 
Perfect mixing 
4-1 
0 1 4 2 3 6 5 7 
Time, minutes 
Figure 17. Temperature change response to step and pulse inputs to an immersion heater 
Mixer speed 600 rpm 
Q Step response, no reaction 
fi Step response, reaction 
(2) Pulse response, no reaction 
y Pulse response, reaction 
Perfect mixing 
Imperfect mixing 
o 
Time, minutes 
Figure 18. Temperature change response to step and pulse inputs to an immersion heater 
* 
z 
Mixer speed 180 rpm 
QStep response, no reaction 
• Step response, reaction 
Pulse response, no reaction 
Pulse response, reaction 
Perfect mixing 
Imperfect mixing 
—Based on impulse test 
Vl 
3 4 
Time, minutes 
Figure 19. Temperature change response to step and pulse inputs to an immersion heater 
Mixer speed 60 rpm 
Step response, no reaction 
Step response, reaction 
Pulse response, no reaction 
Pulse response, reaction 
60 
Imperfect mixing 
Based on impulse test 
0 4 1 3 2 6 7 5 
Time, minutes 
Figure 20. Temperature change response to step and pulse inputs to an immersion heater 
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the reaction occurring. Tables of the data presented are included 
in Appendix D. 
In addition to the experimental response data, the mathematical 
model for perfect mixing is plotted to show the deviation from perfect 
mixing for the runs where imperfect mixing was evident. Also the 
response predicted by models developed from concentration transients 
are included. The solid line through the data points is the response 
predicted by a model developed by trial and error curve fitting of 
the .experimental temperature response data. The curve fitting data 
are given in Appendix B. 
The temperature response for a mixing speed of 1760 rpm as shown 
in Figure 17 is considered to be perfect mixing response. In this 
case, the response is governed by the nominal residence time, 3.86 
minutes, which was determined by the concentration impulse tests for 
perfect mixing. Equation 29 with n equal to one gives the following 
response equation for the temperature change for a mixer speed of 
1780 rpm. 
dATo/dt = AT.(h + 1/Gi) - A?oi(h + 1/G1) 
The value of h was determined by operating the system.with no flow. 
Under these conditions, Equation 24 reduced to: 
dT /dt = h(T - T ) 
a s w oy 
The reactor contents were heated and then allowed to cool. The 
temperature transient during cooling was recorded and used in . 
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the solution of Equation 46 to obtain a value of 0.061 minute"'' as 
the value of h to use in Equation 45. The resulting model for the 
perfect mixing temperature change response was: 
dAT^/at = 0.520(ÀT. - A^) 
This model is plotted in Figure 17 as a solid line and snows a 
good fit of the experimental step and pulse response data. This 
model is plotted in Figures 18, 19» and 20 as a uniformly dashed 
line to show the deviation from perfect mixing in the experimental 
temperature change responses. 
The temperature response for a mixer speed of 600 rpm as shown 
"in Figure 18 indicates a deviation from perfect mixing. For the 
corresponding concentration mixing tests, a second order model was 
used to fit the residence time distribution data. The data plotted 
indicate a response of at least a second order model in that the 
response to a pulse does not show a sharp point on the response 
Curve as was evident for the perfect mixing response. 
For the temperature response model, a second order model 
analogous to the concentration mixing tests was used. Equation 29 
with n equal to two results in the following temperature response 
model for 600 rpm. 
dAï^/dt = A?i(h + 1/8^) - A?oi(h + 1/G1) 
dA^/dt = A?oi(h + 1/83) - + 1/Qg) 
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The values of 0^ and G^ which were determined by the mixing test 
were 3«75 and 0.05 minutes. 
At the lower mixer speed which was in the region of turbulent 
mixing, it was assumed that h was the same value as for perfect 
-1 
mixing, 0.061 minute . Using these, numerical quantities, the model 
becomes : 
dAï^/dt = 0.318(AT. - A?^) (50) 
dAT^/dt = 20.06(AT^ - A?^) (51) 
This model is plotted in Figure 18 as a solid line and shows an 
apparently good fit of the experimental data. The improvement in 
predicted" response using this model is apparent when compared with 
the perfect mixing response predicted by Equation 47« 
The response for a mixer speed of 180 rpm as shown in Figure 
19 deviates greatly from perfect mixing response. The time constants 
from the fourth order model for the impulse response corresponding to 
180 rpm were used to generate the temperature response prediction shown 
as a non-uniformly dashed line. As expected, this model deviates from 
the data since it is based upon concentration mixing tests. 
It appeared that the temperature response, as well as the 
concentration mixing response, was governed by one dominant time 
constant which was a function of the flow pattern established at 
each mixer' speed. Consequently, the same dominant, time constant 
was used in the trial and error determination of the temperature 
response models as was used in the corresponding concentration models. 
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In the case of the data collected at 180 rpm, an apparent fit of the 
data was developed by using the first three of the four time constants 
determined for the concentration test. By setting n equal to three 
in Equation 29, the generalized model is given as Equations 52» 53» 
and 34« 
aAr^/at = AT.(h + i /e^ - AT^(h + i/G^) (52) 
dA^g/dt = A?^(h + l/Qg) - A?^ + 1/Gg) (53) 
dAT^/at = AT^(h + 1/8^) - A?^(h + 1/^) (54) 
The three time constants used were 3*88, 0.05, and C,10 
minutes with the value of h taken as 0.061 minute ^ » The form of the 
model used is as follows: . 
dATo/dt = = 0.319(AT. - AV (55) 
dAT^/db = = 20.06(ATq1 CM O
 
<3 1 (56) 
dATQ,/dt = = l0.06(ATo2 
-
(57) 
The response predicted "by this model is shown in Figure 19 by a 
solid line. The fit of the data is considered satisfactory and is a 
definite improvement over the prediction based on the perfect mixing 
assumption•or the model developed from concentration transients. 
The data collected at 60 rpm are shown in Figure 20. Again, the 
perfect mixing response prediction and the prediction based on the 
seventh order concentration mixing test are not satisfactory. However, 
the dominant time constant determined for mixing was used along with 
the second through the fourth time constants to give a fourth order 
model for temperature response. Setting n equal to four in 
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Equation 29, the model is: 
dA^/dt = + 1/g^) _ AT^(h + 1/G^) 
dAT^/dt = Aï^(h + l/Qg) _ Aï^(h + l/Gg) 
dAT^/dt = A^g(h + 1/Gy) - AT^(h + VG-) 
dAT^/dt = A?^(h + 1/64) - AT^(h + 1/84) 
(58) 
(59) 
(60) 
(61) 
Using the time constants 5.70, 0.14, 0.10, and 0.10 and 0.061 minute"'' 
for h, the above equations become : 
dAT^/dt = 0.3)2(AT. - AToi) 
dAT^g/dt = 7.20(AT^ - AT^) 
dA^ydt = 10.06(AT^2 - ATgJ 
dAio4/at - io.o6(Ato5 - Ato4) 
(62) 
(63) 
(64) 
(65) 
The prediction from this model is shown as a solid line on Figure 
20. The same general conclusions may be drawn as were previously 
drawn. The perfect mixing and seventh order prediction are not 
satisfactory. Definite improvement in the prediction of the temperature 
response for the imperfectly mixed system has been achieved. 
The results presented indicate that the use of a representative 
test is essential to the description of an imperfectly mixed system. 
However, the use of the concentration tracer with one entry point into 
the system apparently was satisfactory for detection of the dominant 
flow pattern within the system. This dominant flow pattern was" 
represented by the dominant time constant for each mixer speed. This 
dominant time constant was sufficient to describe and govern the 
transient response prediction in the'case of temperature response as 
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well as the concentration response from which it was determined* . 
The effect of the heat input along the length of immersed coil 
as well as a different location from the react ant entrance resulted in 
the temperature response characteristics "being different from the 
characteristics of the concentration responses. The net effect of 
the distributed points of input and the different location was to reduce 
the order of the model required to describe the temperature response in 
the system at the lowest mixer speeds. 
As previously stated, a number of assumptions were made in regard 
to the physical properties of the system. It appeared that the range 
of temperatures and the range of concentrations were such that the 
assumption of unchanging physical properties introduced negligible 
error into the models. 
The calculation of the parameter h, however, involved the use of 
a heat transfer coefficient for heat transfer to the water jacket. In 
this study, the water jacket was used to provide a uniform ambient 
temperature near to the reaction temperature. The small temperature 
driving force between the reaction solution and the water jacket 
resulted in heat transfer which was negligible compared to other 
energy consideration in the models. Consequently, the effect of any 
change in the value of the parameter h would be negligible. 
In the simulation of the heat transfer equations, h was used in the 
coefficients of each one of the series of n equations. Based on the 
definition of h, 
' . h = (66) 
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the use of h in the model for each discrete volume designates an 
assumption of a constant area to volume ratio for each volume. The 
implication which results is that each discrete volume has contact with 
the reactor walls and is not in a definite series flow pattern as 
may be implied by the mathematical models. The magnitude of h is 
small when compared with the values of l/Q for the n time constants used. 
Physically, the heating coil and the reactant inputs are in the 
vicinity of the impeller and, consequently, in the core of agitated 
liquid at the lower mixer speeds. In the linear mathematical models, 
the solution is the same for any arrangement of time constants within 
the series of n equations. In the nonlinear models, however,, the 
solution is affected by different arrangements of the models. Based 
on the physical location of the inputs, it is assumed that the heat 
input, as well as the concentration inputs, are introduced into the 
discrete volume governed by the dominant time constant. 
Reaction Transients 
At the same four mixer speeds previously discussed, transient 
data were collected from the system with the reaction occurring. Step 
and pulse disturbances in the NaOH feed concentration were considered. 
In each case of pulse response, the input width is three minutes. 
Plots of the data are given in Figures 21 and 22 for 1780 rpm, Figures 
23 and 24 for 600 rpm, Figures 25 and 26 for 180 rpm, and Figures 27 
and 28 for 60 rpm. On each plot are the experimental data, uniformly 
dashed lines to indicate perfect mixing response, and solid lines to 
indicate response.predicted using the model developed from the impulse 
. 2 0  
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Figure 21. Concentration response to a step change in NaOH feed concentration 
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Figure 22. Concentration response to a pulse in NaOH feed concentration 
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Figure 23. Concentration response to a step change in NaOH feed concentration 
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Figure 24. Concentration response to a pulse in NaOH feed concentration 
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Figure 25. Concentration response to a step change in NaOH feed concentration 
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Figure 26. Concentration response to a pulse in NaOH feed concentration 
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Figure 27. Concentration response to a step in NaOH feed concentration 
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Figure 28. Concentration response to a pulse in NaOH feed concentration 
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mixing tests. The analyses performed on the samples from the reaction 
system resulted in the NaOH concentration and the difference in the 
NaCII and EtAc concentrations. The quantities plotted are CaQ vs. time 
and C - C, vs. time. Tables of the experimental data are 
ao bo 
presented in Appendix D. A summary of experimental conditions 
studied is listed in Table 3. 
Table % Experimental conditions for reaction transients 
Reaction °a«A CaV% 
Mixer Run Temperature 
Speed Mo c °C„ moles/liter moles/liter moles/liter 
1780 1 28.60 0.3053 0.3016 0.1790 
2 29.75 0.3053 0.3016 0.1790 
600 1 28.05 0.3110 0.2771 0.1786 
2 28.60 0.3110 0.2771 0.1786 
180 1 28.10 0.3046 0.2829 0.1741 
2 28.10 0.3046 0.2829 0.1741 
60 1 28.20 0.2929 0.3048 0.1785 
2 27.75 0.2929 0.3048 0.1785 
Analog computer coefficients for the simulation of these conditions 
with the simulation shown in Figure 7 are listed in Appendix B. 
With n equal to one in Equations $0 and $1 , the perfect mixing 
model for simulation of step and pulse responses becomes: 
dCaol/dt = °aWl ' <W®1 ' kCao1C„o1 <67> 
aClo/dt " C-bV%61 " So/61 ' kCao1°bo1 (68) 
The value of 0^ for perfect mixing is 5«86 minutes. This model is 
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plotted as a solid line and shows an apparently good fit of the 
experimental step and pulse response data. The above model is also 
plotted as a uniformly dashed line to show the deviation from perfect 
mixing.in the response transient at the three lower mixer speeds. On 
each plot, this deviation is apparent and indicates the need for an 
improved model. 
Assuming that reactant inputs enter the discrete volume 
represented by the dominant time constant, the model for the transient 
reaction system operating at 600 rpm is represented by Equations 30 and 
31 with n equal to two. The set of equations required for 
simulation is: 
dC^/db = 
- Cao/8l 
- ^aol^bol (69) 
ac^/at , = °ao/®2 - Ca.02/82 * k^ao2^bo2 (70) 
ac^/at = 
= WV-, 
- ^bo/®1 kCao1°bo1 (71) 
acboz/at = = °bo/®2 " Cbo2//e2 kCao2Cbo2 (72) 
The values of 9^ and 0^ used were 3«15 and 0.05 minutes. Using these 
values, the model was simulated and plotted in Figures 23 and 24 as a 
solid line. On each plot, any improvement over the perfect mixing 
model in the prediction of the response is difficult to observe. As 
noted in previous comparisons of perfect mixing responses at a mixer 
speed of 600 rpm, the deviation from perfect mixing is not readily 
apparent. Since both mixer speeds are in the turbulent region, this 
condition might be expected. However, the transient curve at the 
peak of the pulse response plot is expected to behave,in a manner 
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typical of a second or higher order system. It is expected that 
continuous recording of the experimental response would detect the higher 
order response characteristics and show a need for a model of order great­
er than one. Therefore, the proposed second order model is considered an. 
improvement over the prediction using the perfect mixing assumption. 
The initial portion of the step and pulse transient data collected 
at a mixer speed of 180 rpm indicates the requirement of a response curve 
- 0 # — © 3 ? 4 e s — e & e n > — E a s - c - é ^ s n — t h - e — n —  
four and , Q^, 9^, and 9^ equal to 3.88, 0.05, 0.10, and O.îCr niinutes 
respectively, the proposed model is: 
This model is plotted as a solid line in Figures 25 and ?6. The 
improvement in the prediction of the transient response at the initial 
portion of the transient is readily apparent. Scatter in the data 
near the end of the transient possibly resulted from uncontrolled 
fluctuations in the reactant flow rates during the transient period. 
These may have been caused by particles of dirt in the lines or by an 
(73) 
(74) 
(75) 
(76) 
(77) 
(76) 
(79) 
(80) 
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airlock in the constant head tank return line. In order to fit the 
initial portion of the transient and the peak of the pulse response 
transient, a model which includes higher order response characteristics 
is required. 
The requirement of a model to give improvement over the perfect 
mixing model is evident for response data collected at a mixer speed of 
60 rpm. The model proposed using the mixing tests as a "basis for the 
time constants of 3.70, 0.14, 0.10, 0.10, 0.10, 0.10, and 0.10 minutes 
is given in abbreviated form as Equations 81a through 81 g and Equations 
82a through 82g. 
- 
dCao/dt - CaVVl - CaoA ' kCao1Cbo1 (81a> 
dCao/dt * °aoA " Cao2/62 " k0ao2Cbo2 (81i> 
• • • ' • » 
d0ao7/dt * Cao6/97 " WS7 ' kCao7Cb=7 <818> 
«boA = CbWl " SoA * kCao1Cbo1 (82a> 
dCb02/dt " CboA " CV62 " ktiao2Cbo2 <82b) 
dCb07/dt = Cbo6/fl7 - Cb07/S7 -• kCao7Cb=7 (82e) 
This model was simulated and plotted as a. solid line on Figures 
27 and 28. As shown on these plots, the predicted response of this 
model is an improvement over the predicted response with perfect 
mixing. The improvement in this case is most apparent in the general 
shape of the response curve. A better fit of the data may be found 
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by slight modification in the model as was done in the case..of the 
temperature transients. However, the characteristics of a higher 
order model are required as shown by the data. 
The results of the reaction transients presented bring out 
conditions which require the use of caution in the application of 
the proposed technique. Most desirable in studies of this type are 
continuous recordings of transients being measured. The most critical 
restrictions are the choice of tracer used for the mixing tests. 
Because of the nonlinearities in the mathematics of the system, 
complications arise which require caution in the use of the proposed 
technique. However, as shown by the results presented, the proposed 
technique can be successfully used. 
The physical properties of the components in the reaction 
system may have a great influence on the results of the application of 
the proposed technique. Viscosity is of major concern in the con­
sideration of mixing. Experimental data for determination of the 
viscosity of each component in the reaction system were collected. It 
was found that the NaOH feed solution, EtAc feed solution, and the 
reaction mixture had viscosities nearly equal that of the NaOH 
solutions used in the mixing tests. As a result, the viscosity 
differences in this study were not of major concern. 
Another area of concern in studies of flow systems at low 
levels of mixing is the rate of diffusion of various components 
within the system. If mixing is such that diffusion becomes a 
major factor in the mixing of components, the proposed technique 
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should probably not be attempted without considerable experimental 
verification. 
The models which have been proposed to predict transient 
response have been determined by the time constants developed from 
the mixing tests. No attempt was made to improve the models to get 
a better fit of the data since the purpose of this study was to use 
the mixing information as a basis for model improvement. This 
improvement in response prediction as shown on the data plots 
is considered sufficient to warrant the use of the proposed te clinique. 
Nonisothermal Reaction Transients 
The use of the proposed technique for the prediction of 
concentration transients generated by temperature transients involves 
a complex simulation on the analog computer. Nonlinearities occur as 
the product of the variable concentrations multiplied by the specific 
reaction rate. Simulations for the generation of k, for the 
generation of concentration transients, and the temperature 
transients are required to get a response prediction. For this study, 
limited analog facilities prevented simulation of the models for the 
three lowest mixer speeds. The simulation for perfect mixing response 
was completed. 
Since predicted response for the mixer speeds of 180 and 60 rpm 
could not be generated, only the data collected at 1780 rpm are 
presented. Figures 29 and 30 are plots of the transient concentrations 
for a step and pulse input to the heater. 
The analyzed samples resulted in the NaOH concentration and the 
difference in the. NaOH and EtAc concentrations. The C - C, 
ao bo 
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Figure 29. Concentration response to a step in power input to the immersion heater 
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Figure 30. Concentration response to a pulse input to the immersion heater 
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difference snould "be a constant equal to the difference in the feed 
transient tends to emphasize the scatter which appears in the data. 
This scatter is probably the result of small fluctuation in the reactant 
flow. The experimental data are tabulated in Appendix D. The temperature 
transient data have been presented in Figure 17 and previously 
discussed. The analog simulation for prediction of perfect mixing 
response was based on the following equations. 
The predicted concentration is shown as a solid line on • 
the plots of NaOH concentration vs. time. The apparently slow 
response transient was produced by the combination of a temperature 
transient generating the transient reaction velocity which in turn 
created the concentration transient. ' The rate of the transient response 
was sufficiently slow that it was difficult to graphically observe any 
marked difference in the experimental responses at the various mixer 
speeds. 
concentrations. The expanded concentration scale chosen to show the 
(85) 
(84) 
+  T . ( h  +  i / o )  
dk/dt = (zk/(R(To + 273)2))(dTyat) 
(85) 
(86) 
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CONCLUSIONS 
1. A method has been developed for the determination of residence 
time distributions in flow systems based on experimental impulse response 
data. The statistical regressions used in this study for determination 
of dominant time constants were an aid in reducing the amount of trial 
and error data fitting to a minimum. The models obtained from the 
statistical regressions, and the trial and error fitting, are not 
necessarily unique in that other combinations of hypothetical flow 
patterns may be used. 
2. The hypothetical flew pattern based on the assumed model is 
one consisting of discrete volume elements in series, with outputs 
distributed as perfect mixing responses governed by the respective 
time constants developed for the series. 
3- An impulse response is more desirable than the step or 
pulse response for determination of residence time distribution 
functions. Graphically, the effects of higher order response 
characteristics are masked by plotting a complete step change 
transient. A pulse transient of moderate duration is an improvement . 
over the step response since higher order response characteristics can 
be detected at the peak of the pulse response curve. 
4. Models, developed by the proposed method are superior to 
the approximation of a plug flow portion in series with a perfectly 
mixed portion offered by previous investigators in that characteristics 
of higher order response are included in the models. 
5. The proposed technique, using impulse response, is superior 
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to the method of Fourier analysis of pulse response in that it is 
easily and readily accomplished on the analog computer without the use 
of a large scale simulation. Results from the proposed technique are 
in the form of a series of equations which is the model. The Fourier 
analysis technique results in frequency response information from 
which as model must be developed. 
6. A model for the temperature response of the system was 
based in part on information from concentration impulse tests. 
Reactor exit temperature transients were governed by the flow pattern 
established by the mixing conditions within the system. This 
resulted in the temperature transients being represented by the same 
dominant time constant as was the concentration response with 
additional small tine constants to give a response of lower order 
than the corresponding concentration mixing transients. 
7« The use of impulse response information as a basis for the 
development of reaction transient models to account for imperfect 
mixing is concluded to be a satisfactory improvement in the 
prediction of response if the proper precautions are used in its 
application. For a system with sufficient mixing such that a fourth or 
lower order model describes mixing response, the proposed technique 
appears to be satisfactory as a basis for description of a transient 
reaction systenu As mixing conditions become further removed from 
perfect mixing, the proposed technique should be used only when 
verified by experimentation. 
80 The proposed model could be used in the case of the 
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concentration transients generated by the temperature transients 
since the models are considered satisfactory for the temperature 
transients as well as the reaction transients. Experimental verification 
would be needed to determine the ranges of useful application, 
9. The use of continuous recording equipment is highly 
desirable for tests of this nature. Due to the difficult calibration 
techniques for some systems, sampling and chemical analysis may be 
the only alternative for the collection of useful data. 
10» Impulse response testing of an industrial scale mixed tank 
reactor, using an appropriate tracer, should produce results which can 
by used in the development of residence time distributions. Based on 
the developed residence time distribution, the description of the 
transient behavior of a mixed tank reactor by models similar to those 
developed in this study may be used with confidence. 
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APPENDIX A 
Nomenclature 
a = Subscript representing NaOH 
2 A = Reactor wall area, ft. 
b = Subscript representing EtAc 
Cp8 = Specific heat of NaOH feed solution, BTU/lb.°F. 
c ^  = Specific heat of EtAc feed solution, BTU/lb.°F. 
CpQ = Specific heat of exit solution from reactor, BTU/lb.°F. 
Ca = Concentration of NaOH feed solution, moles/liter 
Cao = Concentration of NaOH in exit solution, moles/liter 
C = Concentration of NaOH in exit from nth discrete volume, 
aon moles/liter 
= Concentration of EtAc feed solution, moles/liter 
= Concentration of EtAc in exit solution, moles/liter 
C, = Concentration of EtAc in exit from nth discrete volume, 
moles/liter 
=• Input concentration for mixing, moles/liter 
Cq = Exit concentration for mixing, moles/liter 
C = Exit concentration for mixing from nth discrete volume, 
on moles/liter 
ZXCa = Change in NaOH feed concentration, moles/liter 
ZXC^  = Change in feed concentration for mixing, moles/liter 
E = Energy of activation appearing in Arrhenius equation, 
BTU/lb. mole 
f -- f(t) is the residence time distribution function for mixing 
F = F(t) is the cumulative probability function corresponding 
to f(t) 
w = F*(t) = 1 - P(t) 
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— 1 h = Heat transfer term in energy balance, (minutes)™ 
i = Subscript representing inlet conditions 
k = Reaction velocity given by Arrhenius equation, 
liters/mole-minute 
kQ = Constant in Arrhenius equation, liters/mole-minute 
n . = Number of tanks in series 
o = Subscript representing exit conditions 
P = Power input from immersion heater, BTTj/minufce 
AP = Power change from immersion heater, BTU/minute 
Q = Flow rate of NaOH feed stream, liters/minute 
= Flow rate of EtAc feed stream, liters/minute 
Q = Flow rate of exit stream, liters/minute 
R = Gas law constant appearing in Arrhenius eouation, 
BTU/lb.mole°K. 
t = Time, minutes 
T = Absolute temperature, °K. 
T = Temperature of NaOH feed stream, °C. 
a 
T^  = Temperature of EtAc feed stream, °C. 
T = Temperature of exit stream, °C. 
o 
T^  = Temperature of water jacket, °C. 
ATi = P/(VyO^ (^h + 1/9)) 
ATq = Change of exit temperature, °C. 
ATQr = Change of exit temperature from nth discrete volume, °C. 
U = Heat transfer coefficient, BTU/hr.ft,^  °C. 
V = Reaction volume,*-liters 
w = Subscript representing water jacket conditions 
94 
Symbol used to designate' ' change 
Time delay, seconds 
Intensity function 
Coefficient appearing in generalized cumulative distribution 
function 
Nominal residence time, minutes. 
Residence time of nth discrete volume, minutes 
Density of NaOH feed solution, grams/liter 
Density of EtAc feed solution, grams/liter 
Density of exit solution, grams/liter 
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APPENDIX B 
Table 4» Analog computer potentiometer settings for simulation of 
experimental impulse response transients presented in 
Figures 9» 10, 11, and 12 
Mixer ?6,P7 P10,P11,P12, 
Speed P1ù P2,P3 P4,P5 P8,P9 P13,P14,P15 
1780 0.704 0.518 
600 0.708 0.534 0.400 
180 0.714 0.516 0.400 0.200 
60 0.712 0.542 0.143 0.200 0.200 
P^otentiometer numbers refer to simulation diagram shown in 
Figure 6 .  
Time scale .- tcomputer/5 
Magnitude scale 10 volts = 0.10 moles/liter 
Table 5« Analog computer potentiometer settings for simulation of 
experimental temperature change response transients presented 
in Figurej 17, 18, 19? and 20 
Mixer P5,P6, P9,P10,P11, 
Speed P1 ' P2 P3,P4 P7,P8 P12,P13,P14 
1780 0.428 0.640 
600 0.440 O.656 0.401 
180 0.428 0.658 0.401 0.201 
60 0.444 O.664 0.144 0.201 0.201 
P^otentiometer numbers refer to simulation diagram shown in 
Figure 8. 
lime scale . t^ iml " Compute:/5 
Magnitude scale 10 volts = 10°C. temperature change 
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Table 6e Analog computer potentiometer settings for simulation of 
experimental reaction transient data presented in 
Figures 21 through 28 
Mixer Potentiometer Numbers8, 
00
 
vw
 
11,12,14, 21,22,24,25, 
Mixer Run 18,23, 6,7, 15,16,17, 26,27,29,30, 
Speed No. 0 1 2,4 5 28,33 9,10 19,20 31,52,34,35 
1780 1 0.371 0.632 0.518 0.624 0.397 
2 0.371 0.632 0.518 0.624 0.417 
600 1 0.372 0.664 0.534 0*592 0.386 0.400 
2 0.372 0.664 0.534 0.592 0.399 0.400 
180 •i 0.359 0.628 0.516 0.584 0.387 0.400 0,200 
2 0.359 0.628 0.516 0.584 0.387 0.400 0.200 
60 1 0.405 0.636 0.542 0.660 0.309 0.143 0.200 0.200 
2 0.405 0.636 0.542 0.660 0.385 0.143 0.200 0.200 
P^otentiometer numbers refer to simulation di'.agram shown in 
Figure 7» 
"k actual  ^computer^  
10 volts <= 1.0 moles/liter 
Time scale 
Magnitude scale 
Letter Code 
a KaOII feed 
"b EtAc feed 
c Exit 
d Impeller 
e Heater 
f Baffle 
UJ 
1 / 
• A  
3/4 
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APPENDIX D 
Table 7* Impulse response data collected at 1780 rpm and presented 
in Figures 9 and 13 
Time 
seconds 
°o 
moles/liter 
Time 
seconds 
C 0 
moles/liter 
Time 
seconds 
C 0 
moles/liter 
2 0.0815 5 0.0925 5 O.O89O 
14 0.0872 16 0.0846 15 0.0850 
25 0.0828 28 0.0822 26 0.0812 
40 0.0775 37 O.O769 39 O.O766 
59 0.0714 60 0.0695 60 0.0694 
89 0.0617 90 O.O0II 90 0.0605 
120 0.0535 121 0.0534 121 0.0530 
150 0.0477 151 0.0470 150 O.O465 
180 0.0418 180 O.O414 180 0.0411 
252 0.0307 240 0.0318 240 0.0317 
300 0.0251 300 0.0243 300 0.0237 -
360 0.0190 360 0.0188 360 0.0187 
420 0.0149 420 0.0145 420 0.0143 
480 0.0113 480 0.0112 481 0.0112 
600 0.0068 601 O.OO64 600 0.0065 
720 0.0041 720 0.0039 720 0.0039 
840 0.0022 841 0.0023 840 0.0024 
960 ,_0.0013 960 0.0012 960 0.0013 
1080 0.0009 1080 0.0008 1080 0.0008 
1200 0.0005 1200 0.Ô004 1200 0.0005 
1500 0.0000 1500 0.0000 1500 0.0001 
99 
Table 80 Impulse response data collected at 600 rpm and presented 
in Figures 10 and 14 
c c c 
Time o Time o Time o 
seconds moles/liter seconds moles/liter seconds moles/liter 
4 0.0627 5 0.0642 4 O.O634 
16 0.0878 17 0.0879 17 0.0880 
29 0.0830 31 0.0829 29 0.0845 
46 0.0770 46 0.0776 44 0.0785 
61 0.0718 60 0.0730 58 0.0756 
90 O.O636 90 0.0638 90 0.0638 
120 0.0552 120 0.0554 119 0.0561 
150 0.0487 149 0.0478 149 0.0453 
180 0.0425 180 0.0421 180 0.0429 
240 0.0523 240 0.0319 240 0.0328 
$00 0.0247 300 0.0248 300 0.0252 
$60 0.0189 360 0.0189 360 0.0192 
420 0.0146 420 O.O146 420 0.0146 
480 0.0113 480 0.0111 480 0.0116 
600 0.0067 600 0.0064 600 0.0068 
720 0.0038 720 0.0036 720 0.0040 
840 0.0022 840 0.0023 840 0.0022 
960 0.0015 960 0.0013 960 0.0015 
1080 0.0008 1080 0.0008 1080 0.0010 
1200 0.0005 1200 0.0005 1200 0.0060 
1500 0.0002 1500 0.0002 1500 0,0050 
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Table 9. Impulse response data collected at 180 rpm and presented 
in Figures 11 and 15 
C C C 
Time 0 Time • O Time O 
seconds moles/liter seconds moles/liter seconds moles/liter 
4 0.0023 5 0.0228 5 0.0015 
14 0.0141 16 0.0450 15 0.0062 
28 0.0817 50 0.0781 35 0.0805 
44 0.0840 45 • 0.0822 53 0.0796 
61 0.0779 60 0.0771 64 0.0755 
89 0.0689 90 0.0675 90 0.0671 
120 0.0597 120 O.O592 118 0.0602 
150 0.0516 150 0.0515 150 0.0522 
180 0.0454 180 0.0456 180 O.O454 
240 0.0350 240 0.0549 240 O.O546 
299 0,0274 500 0.0275 500 0.0268 
560 0.0209 560 0.0211 . 560 0.0209 
420 0.0158 420 0.0161 420 0.0159 
480 0.0129 493 0.0115 480 0.0126 
600 0.0074 600 0.0074 600 0.0074 
720 0.0043 720 0.0045 720 0.0045 
841 0.0025 C40 0.0025 840 0.0025 
96C 0.0016 960 0.0015 960 0.0016 
1080 0.0010 1080 0.0010 1080 0.0009 
1200 0.0006 1200 0.0006 1200 0.0006 
1500 0.0002 1500 0.0005 1500 0.0002 
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Table 10. Impulse response data collected at 60 rpm and presented 
in Figures 12 and 16 
c c c Time o Time o Time o 
seconds moles/liter seconds moles/liter seconds moles/liter 
5 0.0023 5 0.0028 5 0.0023 
15 0.0053 15 0.0036 "15 0.0038 
30 0.0241 30 0.0134 30 0.0203 
40 - 0.0523 45 0.0562 45 0.0585 
60 0.0807 60 0.0806 60 0.0781 
90 0.0755 90 0.0766 91 0.0758 
120 0.0664 151 0.0634 116 0.0669 
150 0.0577 150 0.0584 150 0.0565 
180 0.0503 180 0.0515" 180 0.0497 
240 0.0395 . 240 0.0388 240 0.0392 
$00 0.0299 300 0.0302 300 0,0294 
$60 0.0229 360 0.0228 360 0.0225 
420 0.0175 420 0.0175 420 0.0175 
480 0.0131 480 0.0134 480 0.0131 
600 0.0078 600 0.0074 600 0.0085 
721 0.0043 720 0.0045 720 0.0045 
840 0.0027 840 0.0027 840 0.0026 
960 0.0015 960 0.0016 960 0.0016 
1080 0.0009 1080 0.0009 1080 0.0009 
1200 0.0005 1200 0.0006 1200 0.0005 
1500 0.0001 1500 0.0002 1500 0.0001 
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Table '11. Temperature change response data collected at 1780 rpm 
and presented in Figure 17 
Time T Time T Time T Time T 
seconds °c! seconds °C. seconds °c! seconds oC? 
0 0 0 0 0 0 0 0 
11 0.10 11 0.10 32 0.80 47 0.65 
18 0.30 18 0.30 58 1.50 54 1.35 
24 0.50. 24 0.50 90 2.30 85 • 2.15 
30 • 0.70 31 0.70 119 2.90 118 2.85 
37 0.90 38 0.90 149 3.40 153 3.45 
45 1.10 45 1 .10 183 5.90 195 3.75 
52 1.30 52 1.30 217 4.30 ' 230 3.15 
60 1.50 60 1.50 255 4.70 260 2.65 
68 1.70 - 68 1.70 293 5.00 300 2.15 
76 1.90 76 1.90 341 5.30 333 1.85 
86 2.10 86 2.10 380 5.50 367 1.55 
99 2.40 95 2.30 422 5.70 398 1.25 
108 .2.60 105 2.50 459 5.80 432 1.10 
125 2.90 116 2.70 496 5.90 469 1.05 
136 3.10 127 2.90 533 6.00 515 0.75 
149 3.30 138 3.10 568 6.10 547 0.65 
163 3.50 150 5,30 602 ' 6.10 580 0.55 
176 5,70 163 5.50 637 6.10 613 0.50 
188 3.90 180 3.75 
211 4.20 200 3.60 
254 4.40 212 5.40 
261 4.70 218 3.30 
287 4.90 229 3.10 
319 5.10 240 2.90 
345 5.30 256 2.70 
398 5.60 272 2.50 
447 5.80 288 2.30 
503 5.90 305 2.10 
548 6.00 325 1.90 
900 6.30 346 1 .70 
370 1 .50 
397 1.30 
430 1.10 
467 0.90 
516 0.70 
0.50 
10$ 
Tatle 12c Temperature change response data collected at 600 rpm 
and presented in Figure 18 
Time 
seconds 0. 
Time 
seconds £ Time seconds T . Time seconds C. 
0 0 0 0 0 0 ' 0 0 
10 ' 0.10 10 • Q.10 27 0.60 53 0.80-
15 0.20 15 0.20 55 . 1.40 65 1.70 
21 0.40 18 0.30 87 2.25 94 2.40 
28 0.60 24 0.50 116 2.90 126 3.10 
34 0.80 31 0.70 148 3.45 159 3.60 
42 1.00 38 0.90 181 4.00 199 3.90 
48 1.20 . 44 1 .10 215 4.45 230 3.50 
56 1 .40 0 52 1.30 248 4.60 262 2.80 
63 1.60 59 1.50 287 5-10 297 2.40 
72 1 .80 67 1.70 325 5.40 350 2.00 
80 2.00 76 1.90 359 5.60 364 1.70 
88 2.20 84 2.10 400 5.80 406 1.40 
99 2.40 94 2.30 429 5.90 446 1 .10 
108 2.60 102 2.50 465 6.10 480 0.95 
119 2.80 112 2.70 509 6.20 521 0.75 
129 3.00 125 2.90 544 6.50 556 0.65 
142 $.20 134 5.10 579 7.55 589 0.50 
153 3.40 145 5.50 612 7.4O 638 CU40 
165 3.50 157 5.50 
178 3.80 163 5.60 
192 4.00 169 5.70 
210 4.20 178 5.80 
227 4.40 .180 3.85 
244 4.50 189 3.90 
266 4.80 196 3.85 
289 5.00 199 3.80 
317 5.20 205 3.70 
344 5.40 210 5,60 
380 5.60 216 5.50 
428 5.80 228 5.30 
480 6.00 240 5.10 
546 6.20 254 2.90 
590 6.30 269 
284 
301 
320 
340 
363 
589 
419 
455 
2.70 
2.50 
2.30 
2.10 
1,90 
1.70 
1.50 
1.30 
1.10 
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Table 13. Temperature change response data collected at 180 rpm 
and presented in Figure 19 
Time T Time 
seconds 
0 
°c. seconds 
0 0 0 
16 0.10 18 
19 0.20 22 
23 o.$o 26 
,27. 0.40 29 
33 0.60 35 
' 40 0.80 43 
46 1.00 50 
' .54 1.20 58 
61 1.40 65 
69 1.60 75 
78 1.80 82 
88 2.00 90 
102 2.20 100 
108 2.40 110 
117 2.60 119 
. 126 2.80 129 
139 . 3.00 143 
149 3.20 154 
16$ 3.40 163 
175 3.60 166 
189 3.80 172 
208 4.00 180 
223 4.20 184 
242 4.40 192 
267 4.60" 204 
288 4.80 207 
315 ' 5.00 214 
345 5.20 220 
379 5.40 235 
426 5.60 244 
486 5.80 257 
559 6.00 271 
611 6.10 289 
To 
Time To Time T 
°c.. seconds °C. seconds °C. 
0 0 0 0 0, 
0.10 25 0.$0 28 0.35 
0.20 53 1.20 56 '. ' 1.25 
0.30 84 2.05 87 2.05 
0.40 115 2.70 116 2.65 
0.60 144 5.30 147 3.45 
0.80 . 175 3.90 176 3.85 
1.00 208 4.40 2I3 3.85 
1 .20 245 4.80 243 3.25 
1.40 279 5.10 275 2.75 
1.60 313 5.40 $18 2.20 
1.80 344 5.60 349 1.85 
2.00 377 5.75 383 1.55 
2.20 410 5.90 421 1.25 
2.40 445 6.1$ 454 1.05 
2.60 481 6,20 492 0.85 
2.80 530 6.$0 530 0.70 
3.00 566 6.45 565 0.55 
3.20 600 6.50 600 0.45 
3.30 
3.40 
5.50 
$.60 
3.65 
3.70 
3.65 
$.60 
3.50 
3.40 
$.20 
$.00 
2.80 
2.60 
2.40 
2.20 
2.00 
1.80 
1.60 
40 
1.20 
1.00 
0.80 
0.60 
0.50 
305 
324 
350 
369 
397 
426 
462 
503 
558 
596 
105 
Table 14. Temperature change response data collected at 60 rpm 
and presented in Figure 20 
Time 
seconds 
To 
3C. 
Time 
seconds 
T 
>0: 
Time 
seconds 
T 
>e! 
Time 
seconds 
T 
a 
G. 
0 
20 
26 
34 
41 
50 
57 
62 
67 
72 
80 
90 
100 
110 
117 
130 
139 
157 
168 
18$ 
202 
216 
246 
267 
276 
289 
334 
554 
405 
452 
501 
544 
594 
0 
0.10 
0.30 
0.50 
0.70 
0.90' 
1.10 
1.50 
1.50 
1.70 
1.90 
2.10 
2.30 
2.50 
2.70 
2.90 
3.10 
3.30 
3.50 
5.70 
5.90 
4.10 
4.50 
4.50 
4.70 
4.90 
5.10 
5.50 
5.50 
5.70 
5.90 
6.00 
6.10 
0 
17 
24 
29 
56 
41 
• 50 
57 
61 
72 
78 
88 
95 
102 
113 
123 
130 
144 
156 
161 
169 
180 
188 
196 
200 
205 
213 
228 
238 
256 
270 
280 
296 
317 
335 
361 
380 
412 
445 
482 
541 
604 
0 0 0 0 0 
0.10 32 0.12 28 0.50 
0.20 60 1.70 .58 1.40 
0.40 90 2.40 86 2.10 
0.60 124 3.00. 118 2.90 
0.80 157 5.50 150 5.50 
1 .00 191 4.30 181 4.10 
1.20 226 4.60 220 3.80 
1.40 267 5.05 264 3.00 
1.60 301 5.50 298 2.60 
1.80 334 5.60 350 2.10 
2.00 366 5.80 365 1.80 
2.20 404 6.05 399 1.60 
2.40 445 - 6.20 . 443 1.20 
2.60 485 6.30 474 1.00 
2.80 524 6.45 512 0.80 
3.00 563 6.50 545 0.75 
3.20 594 6.60 585 0.60 
3.40 626 6.65 619 0.50 
5.50 
5.70 
5.80 
5.90 
3.85 
3.80 
3.70 
3.60 
3.40 
3.20 
3.00 
2.80 
2.60 
2.40 
2.20 
2.00 
1.80 
1.60 
1.40 
1.20 
1.00 
0.80 
0.60 
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Table 15« Reaction transient response data collected at 1780 rpm 
and presented in Figures 21 and 22 
Time 
seconds 
Cao 
moles per 
liter 
Time 
seconds 
o^^ bo 
moles per 
liter 
Time 
seconds 
c 
ao 
moles per 
liter 
Time 
seconds 
Cao-Cbo 
moles per 
liter 
0 0*0842 0 . 0.0053 0 0.0800 0 0.0012 
0 0.0819 0 0.0059 0 0.0798 0 0.0021 
0 0.0825 0 0.0055 0 0.0769 0 0.0053 
19 0.0931 35 0.0320 12 0.0844 24 0.0160 
60 0.1091 75 0.0587 58 0.0982 80 O.O516 
90 0.1268 104 0.0709 70 0.1106 109 0.0672 
170 0.1476 152 0.0960 95 0.1202 125 0.0812 
200 0.1570 185 0.0982 122 0.1295 166 0.0942 
250 0.1699 225 0.1152 151 0.1360 200 0.0895 
505 0.1760 285 0.1592 188 0.1440 243 O.O756 
355 0.1820 555 0.1461 231 0.1245 274 0.0666 
400 0.1907 380 0.1550 260 0.1171 505 0.0591 
450 0.1958 425 0.1635 290 0.1107 355 0.0520 
495 O.1987 475 0.1702 519 0.1079 565 0.0441 
545 0.1991 520 0.1741 585 0.0991 596 0.0401 
610 0.2058 570 0.1771 412 0.0962 426 O.O346 
660 0.2089 655 0.1820 442 0.0944 455 0.0318 
715 0.2099 675 . 0.1802 470 0.0908 486 0.0282 
762 0.2042 755 0.1743 503 0.0878 521 0.0226 
792 0.1673 558 0.0885 552 0.0207 
820 0.1678 
vn vn 4^=- 4^- 4=> VM VM M r\j M Ox-1'-J4^ 00A-ia5vnrY) O CD ox O —J vji 4^  vm ox vo 
rv> _ji -i _i O OX 4^  -1 CD OXVM -=• 
-lU) MU1 0\M CO o  O  O  O  
O O O O O O O O O O O O O O O O O O O O O  
ro -J. —i -i O O VO VO CD CD —3 OX OX 4^  4^  VM ÎO O VQ VD VO 
V J V O C 0 0 x C D 4 ^ V O O - J r \ ) V J l O x O V Q - i  o  O  W V J 1 - J  C D  
vo VJI vn o VM —] CD CD CD o vn ox ro vn 4^- —-J —1 v_n O — 
vnvji-^ -t^ -f^ VNV^ jro^ jrxD^ o—i-i-i 
-j4^a>vji-*o-£-voox4^-ia>vnrovD-j-£ro 
vn o vo 4  ^ CD ro po vn —O o ro o\ -P=> vn co ro oo VM O o o 
o o o o o o o o o o o o o o o o o o o o o  
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o O VO VD CD CD -J Cx OX VJ1 4^> VJ ro ->• O CD->J vn VN Vfi U) 
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Table 17. Reaction transient response data collected at 180 rpm 
and presented in Figures 25 and 26 
Time 
seconds 
°ao 
moles per 
liter 
Time 
seconds 
c -c, 
ao bo 
moles per 
liter 
Time 
seconds 
c 
ao 
moles per 
liter 
Time 
seconds 
c -c, 
ao bo 
moles per 
liter 
0 0.0867 0 0.0200 0 0.0942 0 0.0296 
0 0.0861 0 0.0187 0 0.0892 0 0.0335 
0 0.0891 0 0.0203 0 0.0870 0 0.0303 
8 0.0930 17 0.0365 10 0.0904 20 0.0367 
JO 0.1030 41 0.0538 34 0.1051 45 0.0538 
56 0.1197 68 G..0689 60 0.1162 71 0.0720 
82 0.1222 93 0.0816 85 0,1275 97 0.0846 
109 0.1360 132 0.1031 111 0.1372 123 0.0975 
149 0.1604 159 0.1154 138 0.1428 149 O.1113 
176 O.I646 191 0.1214 164 0.1531 191 0.1267 
208 0.1836 220 0.1339 205 0.1511 216 0.1094 
237 0.1797 255 0.1422- 231 0.1454 243 0.1028 
270 0.1977 284 0.1536 263 0.1442 287 0.0877 
312 0.1915 327 0.1565 303 0.1297 315 0.0767 
343 O.2OI6 333 0.1584 333 0.1284 350 0.0728 
379 0.1937 391 0.1711 371 0.1135 388 0.0681 
412 • 0.2129 425 0.1718 409 0.1110 427 0.0572 
446 0.2033 458 0.1867 448 0.1062 467 0.0514 
481 0.2080 507 0.1838 491 0.1019 505 0.0456 
521 0.2060 541 0.1838 521 0.0999 337 0.0454 
562 0.2118 578 0.1878 556 0.0959 575 0.0434 
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Table 18. Reaction transient response data collected at 60 rpm 
and presented in Figures 27 and 28 
Time C Time C -C, Time C Time C -C, 
ao ao bo ao ao bo 
moles per moles per moles per moles per 
seconds liter ' seconds liter seconds liter seconds liter 
0 0.0924 
0 0.0924 
0 0.0924 
11 0.0843 
35 0.0931 
57 0.1051 
89 0.1179 
115 0.1250 
141 0.1359 
167 0.1369 
196 0.1451 
22$ 0.1488 
275 0.1654 
307 0.1651 
333 0.1736 
$60 0.178$ 
388 0.1763 
411 0.1824 
440 0.1821 
469 0.1824 
0 0.0559 
0 0.0526 
0 0.0386 
20 0.0200 
43 O.O518 
73 0.0481 
99 O.O641 
126- 0.0745 
152 0.0911 
180 0.0996 
207 O.1131 
233 0.1158 
290 0.1287 
317 0.1383 
345 C.1440 
372 0.1454 
398 0.1505 
423 0.1553 
452 0 .1528  
479 0.1519 
505 0.1516 
0 0.0666 
0 0.0688 
0 0.0680 
17 0.0686 
70 0.1003 
97 0.1069 
124 0.1229 
153 0.1318 
197 0.1521 
225 0.1286 
250 0.1205 
290 0.1097 
321 0.1064 
355 0.0993 
595 0.0942 
437 0.0910 
495 0.0860 
556 0.0826 
586 0.0747 
610 0.0761 
0 
-0.0173 
0 -0.0126 
0 
-0.0167 
26 0.0077 
55 0.0244 
82 0.0474 
109 0.0618 
137 0.0712 
164 0.0882 
208 0.0950 
255 0,0775 
261 0.0589 
502 0.0580 
536 O.O467 
370 0.0450 
415 0.0523 
455 0.0296 
515 0.0175 
566 O.OO44 
595 0.0093 
622 
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Table 19= Reaction transient response data- collected at 1780 rpm 
and presented in Figures 29 and $0 
Time 
seconds 
Cao 
moles per 
liter 
Time 
seconds 
c -c, 
ao bo 
moles per 
liter 
Time 
seconds 
a^o 
moles per 
liter 
Time 
seconds 
c -a 
ao bo 
moles per 
liter 
0 0.0905 0 0.0167 0 0.0921 0 0.0169 
0 0.0896 0 0.0149 0 0.0928 0 0.0155 
0 0.0941' 0 0.0141 0 0.0913 0 0.0168 
7 0.0910 . 17 0.0152 5 0.0941 16 0.0151 
$6 0.0924 45 0.0153 55 0.0987 47 0.0161 
65 0.0880 74 0.0148 71 0.0892 83 0.0161 
95 0.0869 103 0.0137 104 0.0895 115 0.0162 
125 0.0832 155 0.0148 157 0.0945 149 0.0161 
156 0.0760 167 0.0161 184 0.0859 193 0.0186 
185 0.0807 234 0.0158 214 0.0825 226 0.0178 
221 0.0819 266 0.0165 246 0.0838 257 0.0179 
255 0.0817 301 0.0167 280 0.0873 294 0.0187 
285 0.0800 554 O.OI63 325 0.0851 556 0.0182 
$22 0.0771 367 0.0174 358 O.O863 571 0.0174 
356 0.0796 404 0.0172 589 0.0913 407 0.0177 
391 0.0801 435 ' 0.0133 427 0.0913 457 0.0170 
423 0.0812 478 0.0178 460 0.0922 475 0.0176 
464 0.0801 513 0.0188 496 0.0887 508 0.0180 
501 0.0788 547 0.0188 528 0.0919 540 0.018S 
555 0.0779 581 0.0174 561 0.0909 575 0.0175 
568 0.0794' 590 0.0877 601 0.0120 
