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Abstract
In this work we study the Tomita-Takesaki construction for a family of excited states that, in a strongly
coupled CFT - at large N -, correspond to coherent states in an asymptotically AdS spacetime geometry.
We compute the Modular flow and Modular Hamiltonian associated to these excited states in the Rindler
wedge and for a ball shaped entangling surface. Using holography, one can compute the bulk modular
flow and construct the Tomita-Takesaki theory for these cases. We also discuss generalizations of the
entanglement regions in the bulk and how to evaluate the Modular Hamiltonian in a large N approxima-
tion. Finally, we extend the holographic BDHM formula to compute the modular evolution of operators
in the corresponding CFT algebra, and propose this as a more general prescription.
Contents
1 Introduction 2
2 Excited states and holographic dictionary 3
2.1 Holographic states: definition and geometric motivation . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Relation to coherent states in the bulk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3 Modular Hamiltonian for excited states in CFT 6
3.1 Results in QFTs for equipartite subsystems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.2 TFD formalism and the Tomita-Takesaki theory for holographic states . . . . . . . . . . . . . . 9
4 The gravity dual of the Modular Hamiltonians (at large N ) 10
4.1 Expected results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.2 Tomita - Takesaki formalism in the bulk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.3 Computing the bulk Modular Hamiltonian and bulk modular flow at large N . . . . . . . . . . 14
4.4 The gravity dual of Modular Hamiltonians for arbitrary entangling surfaces . . . . . . . . . . . 19
5 Summary and conclusions 21
A TFD Basics 22
B Excited states in a Ball 24
1
ar
X
iv
:2
00
2.
04
63
7v
2 
 [h
ep
-th
]  
22
 Ju
l 2
02
0
1 Introduction
Modular Hamiltonians (also called entanglement Hamiltonians in the condensed matter community) are
unbounded and hermitian operators properly defined in the context of Axiomatic Quantum Field theories
[1, 2], and in particular in the framework of the Tomita-Takesaki (TT) theorem [3]. However, they are also
useful in other areas of Physics as Quantum Information, Quantum Field Theory and also in the AdS/CFT
context.
Given a theory on a spacetime M in a state defined through its density matrix ρ we can define the
reduced density matrix, ρA , on a subsystem A ∈M as the partial trace on the complement of A (denoted by
A¯). By definition this object is semi-definite positive and Hermitian and then can be always written as
ρA =TrA¯ρ =
e−K A
Tre−K A
, (1.1)
where K A is the Modular Hamiltonian. The denominator ensures TrρA = 1 but will not play an important
role along this work.
In the condensed matter literature, the spectrum of the Modular Hamiltonian is important because it
have relevant information to characterize and identify topological states of matter. For example, in [4] it
was applied to Fractional Quantum Hall states and, more recently, it was used to analyze topological non-
hermitian systems [5]. In QFTs, it is also an important tool when computing information theory measures,
such as the relative entropy between two states [6] or the capacity of entanglement [7] but since Modular
Hamiltonians are typically non-local they are not easy to compute in general. Despite of this, its explicit
form is known for the Rindler wedge in any QFT’s vacuum state [8], as well as for a spherical entangling
surface in CFTs [9] and in time dependent situations after a quantum quench [10]. Some new analytical
results were also found recently for free theories and multiple intervals on Minkoski spacetime [11] and
the torus [12]. Lastly, we mention that Modular Hamiltonians have also been relevant in the context of
the AdS/CFT correspondence [13, 14, 15], in studying the Bekenstein bound [16], the Averaged Null Energy
(ANEC) and Quantum Null Energy (QNEC) conditions [17], and emergent gravity [18]. There is also a way
to study Modular Hamiltonians in AdS/CFT on the gravity dual theory [19, 20].
The Tomita-Takesaki [3] theorem is one of the most important theorems in the algebraic quantum field
theory setup and despite being a very formal tool, it has many applications in physics and mathematics, see
[2] and references therein. LetA be a von Neumann algebra on a certain Hilbert spaceH which contains
a vector |Ω〉 that is cyclic and separating on A . Let us now define and operator S on H by the following
relation
S A|Ω〉 = A†|Ω〉, ∀A ∈A . (1.2)
The operator S is called the Tomita operator with respect to (A ,Ω) and it has a unique polar decomposition
S = J∆1/2 =∆−1/2 J , (1.3)
where the operator∆= S†S is called the modular operator and the anti-unitary operator J is called modular
conjugation. From the definition can be seen that J = J † and J 2 = 1. The TT theorem states that for A a
subalgebra ofA and |Ω〉 a separating and cyclic vector onA then the following properties holds
J |Ω〉 =∆|Ω〉 = |Ω〉, J AJ = A′, ∆i s A∆−i s = A, ∀s ∈R. (1.4)
Here the subalgebra A′ belongs to the commutant of A (called A ′). This theorem ensures that there exist
an uniparametric group of automorphisms σs(A) = ∆i s A∆−i s that will be called in our context as modular
flow. Usually it is non-local (non geometric) but there exist some important examples where it is local (geo-
metric). Typical examples of local flows are those produced by modular operators in the vacuum state and
for the Rindler wedge [8], or the vacuum of a CFT on a sphere [9] and more recently the single interval case
of fermions on a torus [12]. Typical examples of a non local flow is when the region is on the real line and
made of disjoint intervals [11] and as well when we study fermions in disjoint intervals on the torus [12].
The Modular Hamiltonian K A is a self-adjoint operator that belongs to the algebra of operators, defined
on the region A. It has a very precise definition in the AQFT setup in the context of the TT modular theory
[3]. However, it is often difficult to relate the modular operator with the one defined in equation (1.1). One
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of the goals of the present work is to compute ∆ in a special class of excited states that have an holographic
dual. Some recent works on the Tomita modular operator show its relevance in the derivation of the ANEC
[17, 21] and in understanding aspects of black holes interiors [22, 23] and bulk reconstruction [21, 24, 25]. A
remarkable feature of the Modular Hamiltonian is the fact that it depends only on the algebra of operators
on the region of interest and the state of the system. Moreover, as was mentioned before, the TT theorem
ensures that a notion of modular time evolution can be defined. A local observer with a clock that runs in
modular time will find himself in a thermal bath which is reminiscent of what happens in the Unruh effect.
In the present work we will study the Modular Hamiltonian, modular operator and its modular flow for a
family of excited states in equipartite Hilbert spaces in the context of holographic CFTs. Some related works
in the field theory context are [26, 27, 28] (see [29] for an axiomatic approach). The particular set of excited
states, that we will call holographic, have the advantage that its precise holographic dual is known [30, 31]
and can be shown to be bulk coherent states on the large N limit. Due to this important property, these
states were extensively studied in different setups [32, 33, 34, 35] and extended to finite temperature cases
[36, 37]. To be concrete, the excited states are built by considering external sources in the Euclidean path
integral that define a reference state, and can be written as (notation will be made explicit is Sec. 2)
|Ψλ〉 ≡P e−
∫
τ<0 dτO (τ)·λ(τ) |0〉 ⇔ 〈φΣ|Ψλ〉 ≡
∫
DφΣ;λΦe
−SE [Φ] (1.5)
where the object on the left is an excited state on the CFT, and the object on the right is its wave function in
the holographic dual.
In section 2 we will review the main properties of the states (1.5) that will be useful in the context of our
work. In section 3 we will study the Modular Hamiltonian of these excited-states from a QFT perspective
for the case of an equipartite system. Throughout this section, we will emphasize on the TT theory and the
geometric structure associated to it that follows from our analysis. For a CFT, this analysis can be extended
to other partitions via conformal maps. The main explicit computations are presented in Sec. 4 for a free
scalar field in the gravity dual, where by virtue of the large-N approximation, the problem with general
τ-dependent λ becomes tractable and, by using Thermo-Field Dynamics (TFD) tools, we find the explicit
details of the TT construction in the gravity dual. The underlying proposal is that holographic methods can
be used to treat some formal as well as quantitative aspects related with the modular theory. In particular,
using the BDHM recipe, we compute the excited modular flow for scalar operators in the field theory from
the explicit calculation in the bulk. In section 5 we summarize our results and discuss some open problems.
We also include two Appendixes: App. A contains a brief introduction to the relevant aspects and tools of
the TFD formalism and in App. B we explicitly show the extension of our results to a spherical entangling
region using the Casini-Huerta-Myers map [9].
2 Excited states and holographic dictionary
In this section we briefly summarise some relevant properties and known results on excited states in the
holographic context that will be the basis of the present work. A prescription for holographic states appear
in the Skenderis-van Rees works [38, 39] which combines Lorentzian and Euclidean AdS spacetimes, as
being dual to real and imaginary time pieces of a Schwinger-Keldysh path in the field theory (e.g. see Fig 2).
Such as in the Hartle-Hawking (HH) formalism [40], the imaginary time intervals describe states, which are
connected by evolution on the real-time intervals. The excited states are deformations of the vacuum HH
state related to non vanishing asymptotic (Euclidean) boundary conditions, and have been recently studied
in many different contexts [30, 33, 35, 37, 41].
2.1 Holographic states: definition and geometric motivation
Consider a CFT defined by a conformally invariant action, on a spacetime (Rd+1,ηµν). In the interaction
picture the states defined in [30] have the form
|Ψλ〉 ≡P e−
∫
τ<0 dτO (τ,x
i )·λ(τ,x i ) |Ψ0〉. (2.1)
Here, |Ψ0〉 denotes the vacuum state and τ represents the Euclidean time, and · denotes integration on the
spatial coordinates on a certain Cauchy surface. The functionλ(τ, xi ) parameterizes the family of states, and
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can be arbitrarily chosen on the asymptotic boundary of (a half of) an Euclidean aAdS spacetime (called E−).
The object O is an operator1 of the CFT and the operation denoted by P denotes the path ordering in the
(imaginary) time. We will often omit the xi dependence of O and λ. By extending the source λ?(τ)≡ λ(−τ)
to the region 0< τ<∞, one obtains the corresponding ”bra”,
〈Ψλ| ≡ 〈Ψ0|P e−
∫
τ>0 dτO (τ,x
i )·λ?(τ,x i ) . (2.2)
According to the Hartle-Hawking construction, if λ is independent of τ, the states (2.1) can also be thought
as the ground state of a deformed Hamiltonian [34],
H =H0+
∫
d x O (x,0)λ(x) . (2.3)
On the other hand, if the source λ=λ(τ, x) is vanishing when τ→ 0 and decays to zero as τ→−∞, the state
(2.1) can be interpreted as the result of a (Wick rotated) time evolution of the fundamental state perturbed
by an external source, i.e. in Schrodinger picture,
|Ψλ〉 =Uλ|Ψ0〉 =P e−
∫
τ<0 dτ (H+O .λ(τ))|Ψ0〉 . (2.4)
This procedure provides excited states of the original theory [43]. These states are specially interesting in
the context of holography, where there is a precise (non perturbative) prescription for the states (2.1) and its
corresponding bra (2.2) in the dual bulk theory:
Ψλ[φΣ]= 〈φΣ|Ψλ〉 =
∫
Φ|∂E−=λ ,Φ|Σ=φΣ
[DΦ] e−S[Φ] . (2.5)
Here E− is an Euclidean spacetime whose metric is locally AdS on the asymptotic boundary ∂E− = E−, Σ is
the spacelike surface over which the state is defined, and S[Φ] stands for the bulk gravity action, say for a
bulk scalar fieldΦ, dual to the scalar (primary) operator O in the CFT theory. Implicitly this action contains
an Einstein-Hilbert term proportional to G−1N ∼N 2 that will contribute to the Ryu-Takayanagi area term, see
Sec. 4.4. In the present study we will focus on the subleading (∝G0N ) terms, coming from the matter sector
and backreaction effects, that shall describe the quantum corrections to the (bulk) Modular Hamiltonian
and entanglement entropies [44]. The expression (2.5) can be derived from the Skenderis - van Rees (SvR
from now on) proposal [30, 38, 39], and generalizes the Hartle-Hawking wave functional of the gravitational
vacuum to excited states. In what follows we will refer to these CFT states (2.1) simply as holographic states.
We want to stress that there is a simple holographic dictionary that characterize them: Deformations of the
CFT action on the euclidean times τ < 0 correspond to deformations of the (Dirichlet) boundary conditions
for the bulk fields on the Euclidean section of the dual aAdS spacetime. Notice that this rule captures the
holographic correspondence between the Hartle-Hawking vacua of both (CFT and gravitational) theories
in absence of sources (λ→ 0). As a by-product, in the large N limit, as gravity becomes semiclassical, the
vacuum is given by a unique (classical) Euclidean aAdS spacetime which corresponds to the CFT vacuum
state |Ψ0〉. This prescription will allow to obtain the holographic dual of the modular flow for arbitrary
holographic states and arbitrary regions A of a Cauchy slice t = 0 of the boundary spacetime ∂E .
Another important feature is that with these kind of states we can study density matrices and reduced
density matrices in a clean way. Considering (2.1), we can define the density matrix reduced to the subsys-
tem A as
ρλ[φ
+,φ−]≡ 〈φ+|ρλ|φ−〉 =
∫
λ,φ±
DΦ e−S[Φ] , (2.6)
where φ± ≡ φ|ΣA , represents two different data on the surface ΣA . Additionally, we have to impose the
asymptotic conditions Φ|∂E − = λ ,Φ|∂E + = λ?, and vanishing data for all the other bulk fields (including the
graviton). This expression is straightforwardly obtained by gluing two halves of Euclidean AdS on the shaded
regions of figure 1, which represents the operation TrΣA |Ψλ〉〈Ψλ| in a path integral description.
The Ryu-Takayanagi prescription (RT) determines the entangling surface in the bulk γA , so as the spatial
region ΣA delimited by γA ∪ A. In fact, this formula should be interpreted in the sense of a perturbative
expansion in the Newton constant GN , so that the surface γA (and ΣA) remains unchanged by the back-
reaction effects to each order. In Sec. 4 we will see that this prescription allows to obtain, at least formally,
the holographic dual of the Modular Hamiltonian (and its corresponding modular flow) for holographic
states and arbitrary regions A of a Cauchy slice t = 0 of the boundary spacetime ∂E .
1Originally in [30] only single trace operators were considered. Recently, [42] studied the effect of multi-trace deformations.
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Figure 1: A depiction of the computation of TrΣA |Ψλ〉〈Ψλ| in (2.6) is shown. The figure in the left represents
the gluing of the states, (2.1) and (2.2), by tracing over Σ¯A , the complement of ΣA ⊂ Σ, shown in dark grey.
The CFT external source λ, as well as conditions φ±, provide boundary conditions for the path integral in
the bulk. The blue line corresponds to the extremal surface γA . On the right, an example where a ζ Killing
vector that runs as an angle from Σ−A to Σ
+
A pivoting around the blue point γA is shown. All but radial and
euclidean time coordinates have been suppressed.
2.2 Relation to coherent states in the bulk
It has been stressed that states of this form are holographic in the sense that correspond to well defined
geometric duals [32, 41, 45]. One of the most interesting features of (2.4) is that, by canonically quantizing a
(nearly) free non-backreacting fieldΦ in the bulk, these states become coherent in the large N Hilbert space
[30]
|Ψλ〉∝ e
∫
dk λk a
†
k |Ψ0〉 , (2.7)
where ak (a
†
k ) are the annihilation (creation) operators associated to the canonically quantized bulk field Φˆ
and λk are eigenvalues of ak , given by the Laplace transform of the Euclidean sources. This result can be
achieved by using the so-called Banks, Douglas, Horowitz and Matinec (BDHM) prescription that relates
the CFT with bulk field operators [46], i.e, the operators O (2.4) are linearly expanded in terms of ak , a
†
k .
One can generalize this formalism to other more complex SK paths as we will see below, but the case
presented here captures the essential aspects of this family of excited states. For example, by working in
the Thermo Field Dynamics (TFD) formalism one can extend the definition of these states also to closed SK
paths. This was done in [36, 37] and in what follows we will use some of their results.
An immediate application of (2.7) is that, in the free field approximation, these states work as gener-
ating states since by simple derivation with respect to the normal modes components λw we can obtain
the expansion in a Fock basis. Although coherent states are an over-complete basis, they are associated to
(generate) a complete orthogonal basis of the Fock space. Schematically,
|Ψλ〉 ≡
∏
w
e−
|λw |2
2
∑
n
(λw )np
n!
(a†w )
n |Ψ0〉 . (2.8)
The product is on the (positive) frequencies w of the normal-modes, andλw are the components in the basis
of functions on the Euclidean boundary induced from the normal-modes in the asymptotic boundary. The
remarkable aspect of this expansion is that formally expresses the holographic state as a linear combination
of operators on the ground state, that according to the BDHM dictionary [46], can be translated to the CFT
basis of states, : (Ow )n : |0〉, where Ow are nothing but the (normal) frequency components of the local
primaries O (τ) on the Euclidean time τ< 0 [30, 33, 37].
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3 Modular Hamiltonian for excited states in CFT
In this section we will study the Modular Hamiltonian in the excited states introduced in the previous sec-
tion from a field theory point of view. In order to do so we will consider that these states lives in a bigger
TFD Hilbert space. In Appendix A we review TFD definitions and notations that will be useful. We will start
studying the situation where we can take the subsystem and its complement in an equipartite way i.e. the
same number of operators on each of them. An example of this is the Rindler wedge, where we can think the
total Hilbert space asHTot =HL⊗HR withAL,R denoting the algebra of operators on the left (right) wedges
respectively. But, the situation considered here will be more general than equipartite systems and then the
results can be extended to any subregion that can be obtained from a conformal map from the Rindler re-
sult. As an example of this in App. B we will follow the CHM map [9] to obtain the Modular Hamiltonian in
holographic excited states for a spherical entangling surface.
3.1 Results in QFTs for equipartite subsystems
Let us apply the construction reviewed in Sec. 2 for a QFT defined on a globally hyperbolic spacetime M ∼
Σ×Rwith a Lorentzian metric η that we assume flat for simplicity. Consider first the case of an equipartition
of the degrees of freedom in two equal sides Σ ≡ ΣL ∪ΣR , and the causal domain of both sides are called
WL/R respectively. The equipartition requirement is not essential to study entanglement, but here we are
motivated by an ingredient of the TFD formalism which supposes that the system described in WL (and
the corresponding algebra of operators) is a copy of the system that lives on WR . In the Rindler example, the
gravity dual has also two wedges connected by the horizon of a black hole, but there are also examples where
each side could be compact and disconnected to each other, e.g. ΣL/R ∼ Sd−1, which is holographically
related to an extended black hole geometry [36, 37, 47]. The results of this section apply to both possibilities.
If we consider the algebra of operatorsA restricted only to one wedge, say WR , all the expectation values in
a pure state |Ψλ〉 can be computed through a reduced density matrix ρλ(R) by
TrR {ρλ(R)O (X1)O (X2) . . .O (Xn)}= 〈Ψλ|O (X1)O (X2) . . .O (Xn) |Ψλ〉, ∀Xi ∈ΣR . (3.1)
The vacuum state (λ= 0) is thermal with respect to the Hamiltonian K0(R)≡− logρ0(R), that coincides with
the generator of the time translations for accelerated observers [8].
In the context of the present work, it will be useful to consider the symmetric Schwinger-Keldysh (sSK)
formalism and the extension of the Rindler time parameter to a closed time contourC in the complex plane
[36, 37]. The left wedge of the Minkowski spacetime WL can be identified with the backwards real-time
component of the SK contour and the corresponding algebra of operators with A˜ , the commutant of A .
The initial (and final) pure global state is described by the Euclidean intervals, see figure 2. The symmetric
SK path shown in figure 2(a), that involves two imaginary path of equal length β/2 is equivalent to the TFD
formalism [48, 49, 50, 51, 52].
Denoting X µ ∈WR any point of the right wedge on the Rindler spacetime and using the notation X 0 ≡ t
and X d ≡ r , the flat metric in conventional Rindler coordinates writes
d s2 =− r
2
R2
d t 2+dr 2+d X i d Xi , i = 1. . .d −1 (3.2)
and then, the modular flow for the vacuum state is
e−i sK0OR (X µ)e i sK0 ≡OR (γµ(s))=OR (r, X i , t + s) , (3.3)
withγ(t ) denoting the curve referred as geometric flow andOR ∈WR . Therefore a constant t defines a partic-
ular foliation of WR in surfacesΣR (t ) that are homologous toΣR . We will compute the Modular Hamiltonian
Kλ for a thermal (in the sense mentioned before) excited state using the tools and ingredients of the TFD
formalism, explained in App. A.
The evolution operator in this case is generated by the CFT Hamiltonian H ≡ K0 slightly deformed by
external (local) sources λ(x,τ). The operators U± on both imaginary time intervals, univocally describe the
initial/final excited states in terms of λ [37]:
Uλ ≡P e−
∫
I− dτ (K0+O .λ(τ)) . (3.4)
6
tT T− +
I
LI
R
−
+
(a)
λ
+
λ−
E+
T−
L R
T+
E−
(b)
Figure 2: (a) Closed symmetric Schwinger-Keldysh (sSK) path in the complex t-plane. The horizontal lines
represent real time evolution. The vertical lines give imaginary time evolution, and the intervals I± have
identical lengths equal to β/2. The insertion of sources in the vertical lines generate excitations over the
(vacuum) thermal state. (b) The radial Rindler coordinate is shown so that one can see that the L and R
pieces are connected. Sources λ± are turned on in the corresponding Euclidean regions E±. Notice that the
red point in (a) is now a red line, representing a spacelike Σ surface. The black arrow represents the path
ordering of the operators given byP , according to the parameter of the curve (θ); it should not be confused
with the time direction; for instance on the right side, the time parameter grows against the sense of the
arrow (recall that T− < T+).
where the Euclidean time τ runs on the interval I− ≡ (−β/2,0), that alongside I+ ≡ (0,β/2) completes a (not
closed) circle S1
β
of radius β. In the context of TFD these operators are equivalent to pure states, rearranged
as kets in the duplicated space.
Therefore, the global state is given in terms of this operator by [36] (see Appendix A)
|Ψλ〉 ≡ (Uλ⊗ I)|1〉〉 = (I⊗Uλ)|1〉〉 =Uλ |1〉〉, (3.5)
and one can define an Hermitian (reduced) density matrix as
ρλ ≡TrA˜ |Ψλ〉〈Ψλ| = TrA˜ Uλ |1〉〉〈〈1|U †λ = Uλ U †λ , (3.6)
where we have used
TrA˜ |1〉〉〈〈1| =
∑
n
|n〉〈n| = IA . (3.7)
These expressions explicitly show the connection between the pure state (3.5) in the TFD setup and the
mixed density matrix (3.6) in a single Hilbert space, both univocally determined by the evolution operator
Uλ. Notice also that we can move the operator Uλ back and forth between L and R when applied to |1〉〉.
This will be a key property of the states (3.5) in our work. The main result of this section is that for a thermal
excited state (3.5) one can find that the reduced density matrix and Modular Hamiltonian on WR are
ρλ =P e−
∫
S1 dτ (K0+O .λ(τ)) Kλ =− ln(ρλ)=− ln{P e−
∫
S1 dτ (K0+O .λ(τ))} (3.8)
Although this is non-local by virtue of the integration on the interval S1, it has a very simple form. Using eq.
(3.6) this result can be rephrased as
ρλ =Uλ(−pi,pi) (3.9)
where the r.h.s. is the evolution operator valued on a imaginary time interval that covers the complete circle
S1, provided that the source satisfies λ(τ)=λ(−τ).
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Figure 3: Upon building the Modular Hamiltonian via an Euclidean path integral, the picture shows its
evolution on the L/R wedges given by the operator ∆i s .
Recall that this captures all the excited states of the Hilbert space (often referred to as the vacuum sector
of the Hilbert space [2]) defined asH0 ≡A |0〉, see (2.8). The holographic dual of this space is the Fock space
associated to quantized fields in the bulk spacetime [46, 53]. So, for instance, the unnormalized reduced
density matrix corresponding to a single-particle state created at the point (−iτ, X ) ∈ E− (0≤ τ≤pi), is
ρ1 =U0(−ipi,−iτ)O (−iτ, X )U0(−iτ,0) U0(0, iτ)O (iτ, X )U0(iτ, ipi)
= e(τ−pi)K0O (−iτ, X )e−2τK0O (iτ, X )e(τ−pi)K0 (3.10)
where X µ ≡ (−iτ, X ) denotes a point on the surface ΣR (−iτ) of the foliation of E−. This expression can be
derived from (2.8), (3.5) and (3.6) since in the sSK extension of the Rindler spacetime, the pure state writes2
|Ψ1〉 = δ|Ψλ〉
δλ(τ, X )
∣∣∣∣
λ=0
=U0(−ipi,−iτ)O (−iτ, X )U0(−iτ,0)|1〉〉 (3.11)
and using thatO†(−iτ, X )=O (iτ, X ) and U †(iτi , iτ f )=U (−iτ f ,−iτi ). In a CFT, expression (3.10) for the un-
normalized density matrix can be generalized to any other region conformally related to the Rindler wedge,
say D : a ball shapped region (see App. B), by inserting the (conformal) prefactor Ω−∆(x(−iτ))Ω−∆(x(iτ)).
Here x(iτ) denotes the geometric flow in the transformed space D , such that x(0) stands for the conformal
map of the point (0, X ) ∈ ΣR (0). Systematically, one could follow the same procedure for the nth-order in a
Taylor’s expansion in λ.
The main expressions (3.8)-(3.9) are non-perturbative result in the sense that holds for any λ. Upon
completion of this work, we became aware of [54], where the authors did a perturbative analysis (similar to
the first order (3.10)) of this result to compute the Modular Hamitonian in the states |Ψλ〉.
A special case to be considered is whether the source λ does not depend on τ. Thus, since the path
ordering play no role, the (local) Modular Hamiltonian on WR results
Kλ ≡ 2pi(K0+O · λ)=K0+
∫
ΣR
λ(X )O (X )
√
gΣR d X
d−1, (3.12)
where K0 can be expressed in terms of the energy-momentum tensor, the (timelike) Killing vector τµ and
the unit nµ future pointing normal to ΣR ,
K0 =
∫
ΣR
T µνnµτν
√
gΣR d X
d−1 . (3.13)
2For a n-particle state we have to take n derivatives.
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Finally, it is worth noticing that in the Rindler spacetime, the modular flow generated by ∆i s is naturally
related to the sSK complexification of the evolution parameter in the extended geometry of figure 2. In fact,
let us consider the formula for a (initial) global state (3.5)
|Ψλ〉 ≡ (Uλ(−ipiR) ⊗ I)|1〉〉 (3.14)
such that the Modular Hamiltonian coincides with the generator of boosts and writes as (3.12). For acceler-
ated observers it generates the time translations and the state lies on the surface corresponding to T− (see
fig 3); on the other hand the same state, lying on the Cauchy surface with modular parameter T−+ s, also
obeys (3.14) and writes as
|Ψλ(s)〉 ≡Uλ(s)Uλ(−ipiR)Uλ(−s)|1〉〉, (3.15)
since as shown in fig 3, the operator Uλ composes a boost rotation by s of ΣR with a (Euclidean) rotation in
ipiR, and then with a boost by−s. Using the tilde conjugation and the TFD rules we can see that the modular
evolution is realized by
|Ψλ(s)〉 =Uλ(s)U˜λ(s)Uλ(−ipiR) |1〉〉 = e i s (K˜λ−Kλ)|Ψλ〉 =∆i s |Ψλ〉 ,⇒ ∆≡ eK˜λ−Kλ . (3.16)
An important remark is that this modular flow is related to a complexified geometric flow in eq. (3.3),
where γµ(s → θ) and θ ∈ C is the complex parameter of the closed symmetric SK path of figure 2 which
describes a closed curve that intersects ΣR (t ) only in the point X µ. The union of all these curves covers
completely the sSK geometry of Fig 2b: WC . In fact, the modular flow can evolve the local operators along
these curves according to
O (r, X i , t +θ)≡ e−iθK0O (X µ)e iθK0 θ ∈C , X µ ∈Σ(t ) (3.17)
and defines a sort of extension of the operator algebraA (WR ), to local operators on all the points of WC 3.
Then the Tomita-Takesaki theory might be interpreted as a constraint, relating these operators O with cer-
tain operators O˜ of the commuting algebra A˜ when they act on a specific state. This point of view will
become more precise in what follows.
3.2 TFD formalism and the Tomita-Takesaki theory for holographic states
The TFD formalism can be applied to study the entanglement in systems separated in two identical subsys-
tems and reduced to one of them, such as the the vacuum of a QFT on a Rindler spacetime (or a black hole
[36, 37]) reduced to a wedge X 1 ≥ 0.
According to this formalism, the condition that defines the (thermal) ground state and fixes the Bogoli-
ubov transformation that relates this state with the (disentangled) vacuum of inertial observers [50, 51], is
usually expressed as a constraint on the fields, O ∈A for an initial time t [37],(
O˜ (X˜ , t )−O†(X , t − iβ/2)
)
|Ψ0〉 = 0, (3.18)
where O˜ (X˜ ) ≡ O (X ) is defined by the tilde conjugation rule [50], see App. A. In the Rindler space, this rep-
resents the field in the algebra A˜ of operators on the left wedge WL4. This is known as the thermal state
condition in the TFD context [50, 51], and in particular has been studied in spacetimes with event horizons,
and interpreted as the quantum/operator formulation of the Unruh-trick [37], see discussion in 4.3.1. The
geometric interpretation of this equation is that, in the state |Ψ0(t )〉, the field on the right can be related to
the left ones by an analytically continued time evolution in iβ/2.
Then, by identifying the tilde conjugation with the action of the operator J of the polar decomposition
(1.3), and taking
∆1/2 ≡U0(iβ/2)⊗U˜0(−iβ/2)= e−β(K0−K˜0)/2 (3.19)
3On the other hand, one also have an extension associated to the commuting algebra A˜ .
4Formally, they are obtained by applying a CPT, composed with a particular rotation in a pi angle, on the fields O , see [2]
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and |Ψ0(t )〉 given by (3.5) withλ= 0 it can be verified that (3.18) is equivalent to the Tomita-Takesaki relation
SO |Ψ0〉 =O†|Ψ0〉 (3.20)
which, being |Ψ0〉 cyclic and separable (see App. A), guarantees that the operator ∆i t ≡ (SS†)i t defines
the modular flow in the vacuum state |Ψ0〉. Therefore, we have shown with this simple example that in
some cases, we can translate the Tomita-Takesaki theory to the TFD analysis, and interpret eq. (3.20) as a
constraint defining a state.
Our main statement in this section is that the TFD constraint (3.18) can be generalized to excited states
as [37], (
O˜ (X˜ , t )−Uλ(−iβ/2)O†(X , t )Uλ(iβ/2)
)
|Ψλ〉 = 0. (3.21)
Thus, if we define ∆1/2
λ
by substituting U0 →Uλ in (3.19) it can be verified that
SλO |Ψλ〉 =O†|Ψλ〉, (3.22)
with
Sλ ≡ J∆1/2λ , ∆λ = ρ−1λ ⊗ρλ. (3.23)
Notice that J remains unchanged under the deformation. This follows from the fact that the deformation
can be equivalently created by operators acting only on either side of the d.o.f splitting, see (3.5). A more
explicit derivation of this result is presented in Sec. 4.2. This type of deformations are known to preserve
the J operator and are contained in whats called the “standard cone”, see [1]. From a TFD perspective,
the formalism naturally admits excited states, see [55, 56] for example, without deforming the tilde map
between the duplicated theories.
Let us see, for instance, that this constraint is trivially satisfied for the (holographic) excited states con-
structed with a time-independent source λ ≡ λ(X ), in an arbitrary QFT. In this case the Modular Hamilto-
nian writes, see (3.12),
K0 →Kλ ≡K0+
∫
ΣR
d X d−1λ(X )O (X ) . (3.24)
and, because of the Bisognano- Wichmann theorem[8], the time evolution coincides with the modular evo-
lution generated by this operator. Consequently, the state defined as
|Ψλ〉 =Uλ(−iβ/2)|1〉〉 = e−βKλ/2|1〉〉 (3.25)
is the new TFD-vacuum for the deformed Hamiltonian (3.24), although it is an excited state of the original
(undeformed) theory. In other words, the constraint (3.21) reduces to (3.18).
We would like to close this Section by pointing out that in CFT, this construction can be straightforwardly
extended to regions bounded by a sphere through the CHM map, or regions conformally related to a Rindler
wedge.
We emphasize that the computations done so far in this section are on QFT and hold for arbitrary cou-
pling constant and N . In this sense our results are non-perturbative. However, when λ depends on τ it
is difficult to prove that the equation (3.21) is satisfied by the objects identified in (3.22). There are two
scenarios where this can be done explicitly. In the first case one may consider a perturbative expansion of
the QFT to a fixed order in the coupling constant, thus proving the statement in a weakly coupled regime.
The second set-up would be that of a strongly coupled (large N ) CFT such that a holographic description is
available. This again allows an expansion for single trace CFT operators, but this time in terms of the bulk
ladder operators, see [46, 53]. In the next section we will follow the latter approach and compute the dual
Modular Hamiltonian to Kλ in the bulk in the large N limit, where we will be able to provide more explicit
results.
4 The gravity dual of the Modular Hamiltonians (at large N )
In the previous section we were computing the Modular Hamiltonian and modular flows for the particu-
lar excited states introduced in Section 2 from a QFT point of view. We concluded that the result can be
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AΣA
Figure 4: The figure shows a subregion A of a system defined on the white plane and its causal diamond, as
well as its entanglement wedge inside its holographic dual. Assuming a bulk timelike killing vector ζ, whose
flows are shown in red, one can define the spacelike surfaces ΣA . The blue lines are the flows that live on the
boundary.
written as (3.8) for an equipartite subsystem and (B.2) for the spherical entangling surface. But, we can’t
ensure that this result is the one related to the modular operator ∆ of the TT theory in the general case with
explicit τ-dependence of the source λ. In the present section we will use the fact that we know the precise
holographic dual of the state (3.8) and of the condition (3.18) to show that it satisfies the TT constraint in
the bulk. Then, we will see in this way that the Modular Hamiltonian computed in the previous section in
the context of a CFT is the one associated with ∆ in the strong coupling limit of the field theory. We will also
provide explicit examples of the modular flow induced by our excited Modular Hamiltonians on both sides
of the duality. We will conclude the section mentioning how we can explicitly compute matrix elements of
Modular Hamiltonians for the excited states using the JLMS proposal.
4.1 Expected results
The cases that we have studied can be considered dual to spacetimes with a Killing vector in the bulk:
ζµ = ∂µ/∂t , such as AdS-Black Holes, Rindler-AdS, or isometric mappings of these spaces (e.g. regions
whose asymptotic boundaries are ball-shaped [9, 57]). In these cases, ζ is bifurcating on the entangling
surface, given by the RT recipe (see [9]). Therefore, according to the prescription discussed in section 3, the
expectation is that the (bulk) modular flow shall also be determined by the euclidean evolution operator
Ubulk (0, i 2pi), but the λ-deformations shall be described as no vanishing Dirichlet asymptotic BCs on the
bulk fields [30, 33, 37].
In the following analysis of the bulk theory we will assume a large N approximation, which in partic-
ular, supposes non-backreacting and weakly coupled QFT in the gravity side, i.e. the existence of ladder
operators. For simplicity we will also consider a real scalar fieldΦ.
The canonical Hamiltonian H = H(Φ,Π), derived from the action S[Φ], is the operator that generates
the t-translations on the entanglement wedge (see red lines in fig. 4 ) . Thus, for the vacuum state λ= 0 one
can write (2.6) as
ρ0[φ
+,φ−]≡ 〈φ+|e−2piH |φ−〉 , (4.1)
and so the Modular Hamiltonian in this case is simply K0 ≡ 2piH , and the modular flow will be defined by
U (t )= e−2pi i t H . (4.2)
11
The simple form of the holographic formula (2.6) suggests an ansatz for holographic excited states defined
by non trivial asymptotic conditions on the Euclidean sections of the spacetime. Thus, we expect that at
large N , the backreaction is negligible and the Killing vector remains ζµ, and thus Kλ will depend on λ in
the following way
Kλ∝H [φ+ fλ ,pi−∂t fλ] (4.3)
where fλ is a particular solution of the classical e.o.m. satisfying non vanishing asymptotic boundary condi-
tions (λ;λ?)= fλ|∂E on the euclidean pieces of the spacetime. This is nothing but the canonical Hamiltonian
under the substitution φ→φλ ≡φ+ fλ in the action.
Although the explicit computation will be done later, a simple path integral argument for it is that this
field redefinition transforms the expression (2.6) to
ρλ[φ
+,φ−]≡ 〈φ+|ρλ|φ−〉 ≡ 〈φ+|P e−
∫ 2pi
0 dτHλ |φ−〉 =
∫
λ=0,φ±
[DΦ] e−S[Φ+ fλ] , (4.4)
where the sum is over fields Φ with vanishing asymptotic b.cs. So this can be thought as a new theory
that under certain conditions, in particular at large N , does not break the time-translational symmetry and
the Hamiltonian canonically derived from the action S[Φ + fλ] coincides with (4.3). Furthermore, it would
generate the modular/dynamic flow in the bulk, and (4.4) can be expressed as
ρλ = e−2piHλ (4.5)
Thus, one can show this anzatz by interpreting the above substitution as a canonical transformation of the
fields (and its canonically conjugated momenta), one can see that the equations of motion
∂tφλ = i [Hλ,φλ] , ∂tpiλ = i [Hλ,piλ] (4.6)
are preserved, as the fields are promoted to operators according to the rule
[φλ(x1),piλ(x2)]= i δ1,2 x1,2 ∈Σ. (4.7)
Then, the quantization of this theory in the Heisenberg picture consists in finding the general solution
to the equations (4.6) (while the state keep the same) provided (4.7). Assuming that φ is the most general
solution of the problem with vanishing (asymptotic) boundary conditions, e.g. at large-N approximation, it
is a linear combination of the normalizable modes. Therefore, φλ,piλ is nothing but the most general field
(solution) of the equations of motion, and the condition (4.7) is automatically satisfied, by demanding that
the particular solution fλ be a c-number.
Then, the time-evolution for any operator A(φλ,piλ) of the theory is given by
A(t )= e i t Hλ A(0)e−i t Hλ (4.8)
and in particular
φ(t )= e i t Hλφ(0)e−i t Hλ − ( fλ(x, t )− fλ(x,0)) (4.9)
pi(t )= e i t Hλpi(0)e−i t Hλ − ( f˙λ(x, t )− f˙λ(x,0)) (4.10)
Then (4.3) is the Modular Hamiltonian corresponding to the excited (holographic) state |Ψλ〉, since it gen-
erates the modular flow. We will see in Sec. 4.2 that by virtue of large-N approximation, the field equations
can be assumed to be linear, and then one can exactly consider the canonical quantization.
4.2 Tomita - Takesaki formalism in the bulk
Here we will give the proof in the bulk of the formulae derived in Sec. 3.2 for the Modular Hamiltonians for
the excited states. The central point of the argument resides again in the relation between TFD and Tomita-
Takesaki theory. Starting from the TFD vacuum thermal equilibrium condition, we will show explicitly how
to map it to the Tomita-Takesaki equation and how to extract the exact∆0 and J . From there, we will deform
the original thermal equilibrium condition to include the holographic excited states but we will still be able
to perform the mapping to the Tomita-Takesaki equation. Thus, we will be able to identify the excited ∆λ
and J for the bulk theory.
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4.2.1 From TFD to Tomita-Takesaki: Vacuum State
We will extract from the thermal state condition of the TFD vacuum state both the modular and J operators.
We start from the bulk analog of (3.18),(
ΦR (t )−ΦL(t − iβ/2)
) |Ψ0〉 = (ΦR (t )−U0(−ipi,0)ΦL(t )U0(0, ipi)) |Ψ0〉 = 0, (4.11)
and show that this can be rewritten as (cf. with (1.2))
SΦR (t )|Ψ0〉 =Φ†R (t )|Ψ0〉 =ΦR (t )|Ψ0〉, (4.12)
where we have used the fact that the fields Φ are Hermitian. Recall that the TFD formalism readily pro-
vides an antiunitary tilde operation which map the operators from R to L and vice-versa, Φ˜R (t )=ΦL(t ) and
Φ˜L(t ) = ΦR (t ). This can be represented as an operator J = J−1 such that Φ˜R (t ) ≡ JΦR (t )J−1 = ΦL(t ). No-
tice that J does not factorize into L and R pieces. The specific form of J is however not important for our
purposes but the interested reader can see [2] for details.
The central piece of this argument is the fact that one can build the TFD vacuum out of an operator
with support only on one of the sides, i.e. U0(0,−ipi), on the identity operator |1〉〉 introduced before, see
Appendix A,
|Ψ0〉 ≡U0(0,−ipi)⊗ I|1〉〉 = I⊗U0(0,−ipi)|1〉〉 . (4.13)
This is a consequence of the Reeh-Schlieder theorem [58], and the highly entangled nature of the vacuum,
manifestly expressed in the state |1〉〉.
We now demonstrate the connection between (4.11) and (4.12) starting from a more explicit version of
(4.11)
I⊗ΦR |Ψ0〉 = (U0(−ipi,0)ΦLU0(0, ipi))⊗ I|Ψ0〉 (4.14)
= (U0(−ipi,0)ΦLU0(0, ipi)⊗ I)(I⊗U0(0, ipi)U0(−ipi,0))|Ψ0〉
= (U0(−ipi,0)⊗U0(0, ipi)) (ΦL ⊗ I) (U0(0, ipi)⊗U0(−ipi,0))|Ψ0〉
= (U0(−ipi,0)⊗U0(0, ipi)) J (I⊗ΦR ) J (U0(0, ipi)⊗U0(−ipi,0))|Ψ0〉
≡∆− 12 J (I⊗ΦR )J∆
1
2 |Ψ0〉
= S(I⊗ΦR )S|Ψ0〉 = S(I⊗ΦR )|Ψ0〉,
where in the second line we inserted I=U0(0, ipi)U0(−ipi,0) and in the last equality we used S|Ψ0〉 = J∆ 12 |Ψ0〉 =
|Ψ0〉which is trivial if S is the correct Tomita operator, but from our perspective this is still left to prove. Actu-
ally, in order to meet the Tomita-Takesaki theorem conditions, we need to prove both∆
1
2 |Ψ0〉 = J |Ψ0〉 = |Ψ0〉
independently. The condition on J follows trivially from the fact that U0(−ipi,0)= e−
β
2 H , where H is an her-
mitian Hamiltonian which can be diagonalized with real eigenfunctions and the fact that it acts trivially on
|1〉〉 by definition. The demonstration then follows as
J |Ψ0〉 = JU0(0,−ipi)⊗ I|1〉〉 = [J (U0(0,−ipi)⊗ I)J ] J |1〉〉 = I⊗U0(0,−ipi)|1〉〉 = |Ψ0〉 . (4.15)
Notice that the operator J is antiunitary, but U0(0,−ipi) ∈ R is a Wick rotation an analytical extension of a
unitary evolution operator. It is also immediate to show
∆
1
2 |Ψ0〉 = (U0(0, ipi)⊗U0(−ipi,0))(U0(−ipi,0)⊗ I)|1〉〉 = I⊗U0(0,−ipi)|1〉〉 = |Ψ0〉, (4.16)
which completes the demonstration. Note that (4.13) was crucial.
4.2.2 TFD to Tomita-Takesaki: Excited States
Once proven for the vacuum, we will consider the holographic excited states,
|Ψλ〉 ≡Uλ(0,−ipi)⊗ I|1〉〉 = I⊗Uλ(0,−ipi)|1〉〉 . (4.17)
Note that the state admits two equivalent ways of defining it via operators acting only on either L or R. One
could readily argue that the J operation should not be deformed, see discussion below (3.22).
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The constraint on the excited state is
[ΦR (t )−Uλ(−ipi,0)ΦL(t )Uλ(0, ipi)] |Ψλ〉 = 0, (4.18)
which will lead to
SλΦR (t )|Ψλ〉 =Φ†R (t )|Ψλ〉 =ΦR (t )|Ψλ〉 , Sλ ≡ J∆
1
2
λ
=∆−
1
2
λ
J (4.19)
where we have used again hermiticity of the fieldsΦ.
The demonstration of (4.19) from (4.18) follows as in (4.14). As before, one has to prove that
Sλ|Ψλ〉 = J |Ψλ〉 =∆
1
2
λ
|Ψλ〉 = |Ψλ〉 ,
which also follow analogously from the vacuum computation. This completes the demonstration.
As a summary, the main result is that for the set of excited states and systems described above, we get a
closed expression for the Modular operator, which can be written as
∆λ = ρ−1λ ⊗ρλ , 〈φ+|ρλ|φ−〉 =
∫
DΦλ;φ± e
−SE [Φ] . (4.20)
Notice again that the theory is undeformed, and only the boundary conditions are affected. From here we
can compute a reduced Modular Hamiltonian, which coincides with the one found in [59] and [42] for these
type of states at first order in in 1/N .
To conclude this subsection we observe that, once (4.20) is known, one can also obtain the modular
operator for any other (that can be non equipartite) subsystems connected to (4.20) via an isometry of AdS.
Since we are considering an excited state, both the region and the state are affected by the transformation.
As the excited states are created by a perturbation localized only on one the subsystems, the AdS isometries
will still map the deformation inside of the transformed subsystem.
4.3 Computing the bulk Modular Hamiltonian and bulk modular flow at large N
Consider an equipartite bulk spacetime with a Killing vector ζµ, which is bifurcating on the entangling sur-
face, and it is holographically dual to the Rindler spacetime studied in the previous Sections. We can de-
scribe this with the following metric:
d s2 =−u2d t 2+ du
2
1+u2 +
(
1+u2) (dχ2+ sinh2χdΩ2d−2) (4.21)
where the coordinate y ≡ (χ,Ωd−2) involves a non-compact component χ, while Ωd−2 describes a (d −2)-
sphere. The holographic coordinate u can be extended to take all the real values (e.g. [60]); thus u > 0 stands
for the wedge that, after a suitable change of coordinates: u2 → u2−1, is dual to the a hyperbolic cylinder
on the boundary [57], that can be conformally mapped to a ball shaped region, or to one of the two wedges
of the flat Rindler spacetime [9]. Figure 4 illustrates how the Killing vector ζ≡ ∂t , asymptotically coincides
(up to a conformal map) with the vector ∂t of the boundary metric (3.2). The sSK extension of this geometry
is similar to Fig. 2, but the theory here is to be sourced by a Dirichlet BC at the asymptotic boundary of the
euclidean regions ∂E±, see Fig. 1(b).
Consider a canonically quantized free scalar field Φ in the bulk. This is essentially the behaviour of all
the fields of the bulk theory in the large N approximation. The general solution on the entanglement wedge
(one of the two sides of the bulk spacetime, say u > 0) writes
Φ(u, y, t )=∑
n
a†nφn(u, y, t )+h.c. (4.22)
The eigenfunctions φn(u, y, t ) are assumed to be an orthonormal basis of the space of (positive energy)
solutions of the e.o.m., and the subindex n collectively denote its quantum numbers.
The global state in the bulk theory, can be computed through the formula
|Ψλ〉 =Uλ(0,−ipi)|1〉〉 (4.23)
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where Uλ(0,−ipi) is the (euclidean) evolution operator in the Schrödinger picture. A convenient trick is to
transform this to the Interaction Picture, in which the state can be expressed as
|Ψλ〉 =D(λ)|Ψ0〉 =D(λ)e−piH |1〉〉, (4.24)
where D(λ) = ∏n D(λn) is the (unitary) displacement operator such that D(λn)anD†(λn) = an +λn . Then
using (3.6) we get
ρλ =D(λ)ρ0D†(λ)=D(λ)e−2piH D†(λ), (4.25)
which is nothing but a thermal coherent state. By expressing the Hamiltonian as K0 ≡ 2piH = 2pi∑n wn :
an a
†
n : and certain algebraic work using the BCH formulas one obtains
ρλ = e−2piHλ , (4.26)
where
Hλ =D(λ)HD†(λ)=
∑
n
wnD(λn) : an a
†
n : D
†(λ)=∑
n
wn : (an +λn)(a†n +λ∗n) : . (4.27)
Here we stand for λ the decomposition of the source in (euclidean) normal modes [30, 37]
λn ≡ lim|u|→∞u
∆
∫
ΣR
d y
∫ pi
0
dτλ(y,τ)φn(u, y,−iτ) , (4.28)
This is the expected expression (4.3) in terms of the frequency components of the fields and momenta,
and the displacement operator realizes the canonical transformation in these variables. In fact, one of the
results of the present analysis is that, at large N , the holographic excitations consist of a family of canonical
transformations, parameterized by the holographic source λ(y,τ). It is worth emphasizing that here, the
source λ can depend arbitrarily on the coordinates of the half euclidean boundary ∂E−.
Note that the map
H →Hλ aλ ≡ a+λ a†λ ≡ a†+λ∗, (4.29)
is a canonical transformation. The label n for each normal frequency mode from (4.28) is left implicit. One
can verify that the canonical commutation relations are preserved for the new set of ladder operators and
therefore, the e.o.m for the Heisenberg operators are
a˙λ = [aλ , Hλ]= w aλ , a˙†λ = [a†λ , Hλ]= −w a†λ . (4.30)
Here we stand for λ the decomposition of the source in (euclidean) normal modes, eq. (4.28). Since the
parameter of the evolution generated by Hλ is often called s, from (4.30) one gets the equations of evolution
i
d aλ
d s
= w aλ , i
d a†
λ
d s
= −w a†
λ
, (4.31)
which can be integrated to obtain the explicit modular evolution
aλ(s)≡ e−i sHλ (aλ)e i sHλ = e i sw aλ a†λ(s)≡ e−i sHλ (a†λ)e i sHλ = e−i sw a†λ . (4.32)
Define the (deformed) field operator as
Φλ(u, y,0)≡D(λ)Φ(u, y,0)D†(λ) (4.33)
=∑
n
D(λn) a
†
n D
†(λn)φn(u, y, t = 0)+h.c. (4.34)
=∑
n
(a†n +λ∗n)φn(u, y, t = 0)+h.c. (4.35)
=∑
n
(a†
λ
)n φn(u, y,0)+h.c., (4.36)
therefore, we can compute the s-evolution of this operator
ρi sλ Φλ(u, y,0)ρ
−i s
λ =
∑
n
e−i sHλ (a†
λ
)ne
i sHλφn(u, y, t → s)+h.c. , (4.37)
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that by virtue of (4.32), takes the form:∑
n
(a†
λ
)n e
−i swn φn(u, y,0)+h.c.=
∑
n
(a†n +λ∗n)φn(u, y, s) + c.c.=Φ(u, y, s)+ fλ(u, y, s), (4.38)
where
Φ(u, y, s)≡∑
n
a†nφn(u, y, s) + h.c. fλ(u, y, s)≡
∑
n
λ∗nφn(u, y, s) + c.c. (4.39)
Φ(u, y, s) is the canonically quantized field as the time coordinate t is interpreted as the parameter s, and
fλ(u, y, s) is the solution of the classical e.o.m. on the entanglement wedge, with asymptotic boundary con-
ditions (λ,λ?) on ∂E and 0 otherwise (see Fig 2).
On the other hand, from (4.33) notice that
Φλ(u, y,0)=Φ(u, y,0)+ fλ(u, y,0) , (4.40)
thus,
e−i sHλΦλ(u, y,0)e i sHλ = e−i sHλΦ(u, y,0)e i sHλ + fλ(u, y,0) . (4.41)
Comparing finally with (4.38), we obtain the modular evolution of the original field
e−i sHλΦ(u, y,0)e i sHλ =Φ(u, y, s)+ fλ(u, y, s)− fλ(u, y,0). (4.42)
=Φ(γµ(s))+ fλ(γµ(s))− fλ(γµ(0)) (4.43)
where γ˙µ(s) ≡ τµ is the timelike Killing vector of the AdS-Rindler spacetime. In these coordinates γµ(s) =
(u, y, t +2pis). This result resembles the one obtained in [29] in the axiomatic Quantum Field Theory con-
text on flat spacetime, but the non trivial fact here is that, because of holography, fλ(u, y, s) is the (unique)
classical solution to the boundary problem schematically described in Fig. 2.
Finally, it is worth emphasizing that by virtue of the BDHM prescription [46]:
O (y,0)= lim
u→∞ |u|
∆ Φ(u, y,0) (4.44)
and by assuming the holographic duality between the (QFT/bulk) modular flows, one can compute the
modular evolution of operators O (s) ∈A in the dual CFT by
O (y, s)= lim
u→∞ |u|
∆ e−i sKλΦ(u, y,0)e i sKλ , (4.45)
that in the case studied here (at the large N ) gives:
O (y, s)= lim
u→∞ |u|
∆ Φ(u, y, s)+ lim
u→∞ |u|
∆
[
fλ(u, y, s)− fλ(u, y,0)
]
. (4.46)
Notice that the last terms does not vanish in the u →∞ limit. This (radial) limit generates a set of operators
that are included in the boundary algebraA .
We would like to conjecture that the formula (4.45), to compute the modular evolution of operators in
a holographic field theory from its gravity dual, has general validity for arbitrary regions A and states (see
discussion of Sec. 4.4).
4.3.1 An explict example of Modular Flow and Tomita-Takesaki theory in AdS2+1/CFT1+1
This section is devoted to solve the normal modes of a scalar field in AdS2+1-Rindler exactly, and compute
the modular flow expressed in eq (4.46) for some particular examples of excited states. Moreover, we will
show the realization in this explicit example of the Tomita-Takesaki construction and its relation with the
constraints (4.11) and (4.18) for an excited state. The results and remarks achieved also hold for the extended
BTZ spacetime.
Consider a free scalar field Φ in AdS2+1 in Rindler coordinates, that explicitly split the system in two
equal halves
d s2 =−u2d t 2+ du
2
1+u2 +
(
1+u2) dχ2 , (ä−m2)Φ(u,χ, t )= 0. (4.47)
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Observe that if the coordinate is extended to cover all the real interval u ∈ (−∞,∞) this metric captures
both sides L (u ≤ 0) and R (u ≥ 0), and the boundary of the subsystem R/L is placed on the Killing horizon
u = 0, such as in the Section above. Clearly, the sSK extension of this geometry is similar to Fig. 2, and the
ground states and holographic excitations correspond to the euclidean pieces as explained in the paper.
Recalling from the previous Section that the quantized fields on the left wedge (u < 0) can be constructed
from the right ones Φ on the right (entanglement) wedge by the operation J , or equivalently the tilde con-
jugation rules (A.1) of the TFD formalism, we can express the global solution on the Lorentzian regions as
Φ(u,χ, t )= Φ˜(u,χ, t )Θ(−|u|)+Φ(u,χ, t )Θ(|u|). (4.48)
whereΘ(x) is the Heavyside step function. Notice that ∂/∂t is a Killing vector, and Φ (and Φ˜) can be canon-
ically quantized in terms of (positive-energy) normalizable modes as in equation (4.22) .
In this metric, the normal modesφn in (4.22) form a continuous basis of eigenfunctions (with n ≡ (ω, l )),
so the field can be written as
Φ(u,χ, t )=
∫
ω>0
dωdl aωlφωl (u,χ, t )+hc, φωl (u,χ, t )=Nωl e−iωt+i lχ
[
fωl (u)− f−ωl (u)
]
, u ≥ 0 (4.49)
f (ω, l ,u)≡Cωl∆ r−∆
(
1− 1
u2
)i ω2
2F1
(
∆
2
+ 1
2
i (ω− l ), ∆
2
+ 1
2
i (ω+ l ); iω+1;1− 1
u2
)
, (4.50)
Cωl∆ ≡
Γ
(
∆
2 + 12 i (ω− l )
)
Γ
(
∆
2 + 12 i (ω+ l )
)
Γ(∆−1)Γ(iω+1) , (4.51)
with Cωl∆ defined for future convenience, 2F1 the Gauss hypergeometric function andNωl fixed by impos-
ing orthonormality of the KG product5
(φωl ,φω′l ′)= δ(ω−ω′)δl l ′ , (4.52)
so that (ä−m2)φωl (u,χ, t )= 0 ∂tφωl (u,χ, t )=−iωφωl (u,χ, t ) ω> 0. (4.53)
In 2+ 1 dimensions, both Rindler-AdS and BTZ spacetimes are examples of equipartite gravitational
systems and their metrics share the form (4.47), albeit the χ coordinate covering R and S1 respectively.
Thus, despite being physically distinct, one can effectively follow from this example the analogous BTZ
construcion by replacing
∫
dk → r−1S
∑
k∈Z above, where rS is the horizon radius and r−1S is the precise factor
that maintains the orthonormalization.
With these eigenfunctions we can calculate precisely the bulk modular flow (4.42) by giving some spe-
cific λ(χ,τ). In order to show an example we choose a delta-like excitation exactly at pi/2, i.e. λ(χ,τ) =
²δ(τ−pi/2)e i l0χ, where ²¿ 1 is an dimensionless small parameter that controls the excitation, which leads
to
λω,l ≡ limu→∞u
∆
∫
d x
∫ pi
0
λ(χ,τ)φωl (u,χ,−iτ)= ²δl ,l0Nωl0 e−ωpi/2
(
αω,l0,∆βω,l0,∆−α−ω,l0,∆β−ω,l0,∆
)
, (4.54)
and then
fλ(u,χ, s)=
∑
l
∫
dωλ∗ω,lφωl (u,χ, s) (4.55)
= ²
∫
dω|Nωl0 |2
(
αω,l0,∆βω,l0,∆−α−ω,l0,∆β−ω,l0,∆
)∗ e−ωpi/2−iωs+i l0ϕ [ fωl0 (u)− f−ωl0 (u)] , (4.56)
in terms of which the bulk modular flow (4.42) can be computed, as well as boundary modular flows via
(4.46). For this particular example we have that
lim
u→∞ |u|
∆
[
fλ(u,χ, s)− fλ(u,χ,0)
]= ²∫ dω|Nωl0 |2|αω,l0,∆βω,l0,∆−α−ω,l0,∆β−ω,l0,∆|2e−ωpi/2+i l0ϕ[e−iωs −1],
(4.57)
5 The orthonormalization of fields on a foliation ending at a horizon is subtle. This is however not related to our concrete
problem and has already been extensively covered in the literature, see for example [61].
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alongside the generic (λ-independent) operator piece
lim
u→∞ |u|
∆ Φ(u,χ, s)= lim
u→∞ |u|
∆
∑
ω>0l
aωlφωl (u,χ, s)+h.c. (4.58)
= ∑
ω>0l
Nωl e
−iωs+i lχ (αω,l ,∆βω,l ,∆−α−ω,l ,∆β−ω,l ,∆)aωl +h.c. (4.59)
AlthoughΦ and Φ˜ are independent operators in commuting algebras, their respective action on vacuum
state are related by an imaginary time translation though the Euclidean piece E− (see Figs 2(b) and 6(a)), i.e.
Φ˜(−|u|, t = T−,χ)|Ψ0〉 =Φ(|u|, t = T−− ipi,χ)|Ψ0〉, ∀u,χ (4.60)
which must be complemented with a similar condition for the canonically conjugated momentum fields
Π(u, t ,χ), and so for any operator A(Φ,Π) of the theory. These equations constitute a constraint to be im-
posed on the (initial) state at the spacelike surface t = T−. Recall that the (imaginary) time translation is
realized by the operator U0(−ipi), which in the Rindler space is the boost generator [8], analytically extended
to a purely imaginary parameter.
We have shown in Sec. 3 that this constraint (on the vacuum) is equivalent to the Tomita-Takesaki for-
malism. In this example we want to see how this also determines the Bogoliubov transformation relating
the particle notion for inertial/accelerated observers, and also captures the so-called Unruh trick. In fact,
using the (2nd quantized) solution (4.22) and the orthonormality relations of the eigenfunctionsφωl (u, t ,χ),
one obtains the following constraint equations
dˆ (1)
ωl |Ψ0〉 ≡C1
(
a˜ωl −e−ωpia†ωl
)
|Ψ0〉 = 0 dˆ (2)ωl |Ψ0〉 ≡C2
(
a˜†
ωl −e+ωpiaωl
)
|Ψ0〉 = 0 ,∀ωl , (4.61)
where aωl and a˜ωl denote the L and R independent ladder operators inA and A˜ respectively, and C1,2 are
numeric factors determined by the relations of orthonormality (4.52). Since these equations can be viewed
as annihilating the global vacuum, this procedure defines the Bogoliubov transformation between the R/L
ladder operators and the new set d (1,2)
ωl , associated to particles for (inertial) observers that have access to the
global spacetime. One can easily verify that these equations are satisfied by using the explicit form of the
state (4.13)6.
Therefore, the eigenfunctions associated to these operators, are the precise linear combinations appear-
ing in (4.61) of the original φωl , φ˜ωl solutions, are analytic at the throat u = 0:
h(1)
ωl =
1p
2sinh(piω)
{
epiω/2 φ∗
ωl on L
e−piω/2 φ∗
ωl on R
h(2)
ωl =
1p
2sinh(piω)
{
e−piω/2 φωl on L
epiω/2 φωl on R
(4.62)
In other words, the correct global canonical quantization of the fields in the manifold lead directly to the
analytic global modes defined via the Unruh trick. All these are equivalent restatements of the constraint
(4.60).
The last important aspect of the present example is to show how this constraint/Tomita-Takesaki theory
can be generalized to the excited states studied in the paper. If one perform the time translation in −ipi of
the R fields with the sourced evolution operator Uλ(−ipi) in place of U0,
Φ(T−− ipi)≡Uλ(−ipi)Φ(T−) Uλ(ipi) , (4.63)
the constraint (4.61) generalizes to[
Φ˜(−|u|, t = T−,χ)−Uλ(−ipi)Φ(T−) Uλ(ipi)
] |Ψλ〉 = 0, ∀u,χ. (4.64)
As shown in Sec. 3, this equation has the ingredients to construct the Tomita-Takesaki theory for excited
states. It decomposes in two linearly independent set of equations:(
a˜ωl −e−ωpia†ωl −e−ωpiλωl
)
|Ψλ〉 = 0 ;
(
a˜†
ωl −e+ωpiaωl −e+ωpiλ∗ωl
)
|Ψλ〉 = 0 ,∀ω, l , (4.65)
6Different formulations of the thermal state condition as a constraint in the string context can be found in [62, 60]
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where we have used that the operator Uλ act on ladder operator as a displacement, composed with time
translation: Uλ(−ipi) aωlUλ(ipi)= e+ωpi(aωl +λωl ) (and its h. c.), where the numbers λωl are given by (4.28).
It is straightforward to verify that the solution of this equation is the state (4.17), that can also be expressed
as (4.24).
Notice finally that these equations can be written as equations of eigenvalues for the new (global) anni-
hilation operators. Multiplying them by C1,2 respectively, we obtain(
dˆ (1,2)
ωl −λ
(1,2)
ωl
)
|Ψλ 〉 = 0 , (4.66)
where the eigenvalues are given by λ(1)
ωl =C1e−ωpiλ∗ωl and λ(2)ωl =C2eωpiλωl . This is nothing but the condition
solved by a coherent state of d-particles.
It would be interesting to study this construction in other partitions of the system where the operators
involved in the TT theory are known. For instance, one could apply an isometry of this spacetime such that
the entanglement wedge be dual to the causal development of a ball shaped region in the boundary [9].
4.4 The gravity dual of Modular Hamiltonians for arbitrary entangling surfaces
As we mentioned many times the states studied here are particularly relevant in holography since they are
closely related to coherent states in the bulk. The AdS/CFT conjecture prescribes that the respective Hilbert
spaces are equal; therefore, one actually has a single object |Ψ〉 in a Hilbert space representing the same
state. Of course, this state can have very different representations in one or other theory. This hypothesis
has been useful to obtain the explicit descriptions of holographic excitations in both theories and to obtain
conclusions on their coherence in the bulk at large N .
Consequently, by tracing carefully to both sides of the correspondence (subtleties with the entangle-
ment wedge and the rule to separate in direct products in the bulk should be taken into account [63]), one
obtains that the reduced density matrices also coincide. Thus one concludes that
K C F T =K bulk (4.67)
holds, even thought that the bulk Modular Hamiltonian has a non trivial structure that comes from an ex-
pansion in the Newton constant [44], and the purely gravitational contribution o
(
G−1N
)
involves an area
operator [19, 64].
The objective of this section is to take advantage of this formula and use our previous knowledge on
excited states in order to compute the contribution of the deformation (3.4) at o(G0N ). In principle, this can
be used to compute the leading contributions to the (bulk) matrix elements of ρλ[ΣA] for any set A ≡ ∂ΣA ,
although in absence of a bulk killing vector one cannot describe the whole (euclidean) space time as S1×ΣA
and it is hard to check important symmetry features of the Modular Hamiltonian.
The JLMS prescription for the Modular Hamiltonian in a theory consisting of gravity and a nearly free
real field φ is [19, 65]
K bulkλ =
Aˆ
4GN
+K g r av
λ
+K mat terλ (4.68)
where Aˆ is the area operator. This formula can be obtained from a saddle point approximation (large N ) of
the path integral (2.6) (see Fig. 1). The (first) area term can be explained from an additional contribution
to the boundary term of the gravitational action called Hayward term7 [66], in particular, it was recently
shown that the holographic gravitational entropy can be obtained from this term using replica calculations
[65]. We leave the study of this term in the calculus of the Modular Hamiltonian for another work [67].
Interestingly, even thought the whole euclidean spacetime E = E+∪E− cannot be foliated as S1(ζ)×ΣA
as in the previous subsections, the matrix elements of the second and third term can be evaluated as
〈+|K g r av
λ
|−〉 = 1
8piG
∫
Σ+
κ+
p
h++ 1
8piG
∫
Σ−
κ−
p
h− (4.69)
〈+|K mat terλ |−〉 =
∫
Σ+
φ+Π+
p
h++
∫
Σ−
φ−Π−
p
h− +
∫
∂E
λ∂nˆλ
p
h , (4.70)
7It is the contribution associated to the blue line in Fig 1.
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where h± are the induced metrics onΣ± and κ± their respective extrinsic curvature. For concreteness, these
expressions are understood in the set up of section 2, where |±〉 ≡ |φ±,h±〉 are arbitrary configurations of
the fields and induced metrics on the surfaces Σ±, that are two homologous copies of ΣA , as shown in Fig
1b. The asymptotic source λ is a smooth function defined on E− = ∂E− (vanishing on τ= 0 and τ=−∞ for
technical issues) and extended to ∂E+ with reflection symmetry with respect to τ = 0, and nˆ is the normal
vector to the asymptotic boundary. The solution for the field is
Φ(x)=
∫
Σ±
G±(x− y)φ±(y)d y +
∫
∂E
G∂(x− z)λ(z)d z (4.71)
where x is any point in the bulk and z ≡ (τ,Ω) ∈ (−∞,∞)× Sd = ∂E and y ∈ Σ± . Here G± and G∂ differ
from the standard bulk-to-bulk and bulk-to-boundary propagators. They are solutions to be determined by
demanding the following consistency (boundary) conditions.
Denote by Eˆ the euclidean manifold of Fig. 1(b)., then Bi , i = Σ−,Σ+,∂E denotes the three different
components of ∂Eˆ , and the solution can be expressed as
Φ(x)=∑
i
∫
Bi
Gi (x− y)φi (y)d y (4.72)
where φ∂E (z)≡λ(z), thus, the consistency condition adopts the simple form of boundary conditions
Gi (x− y)= δi j δ(x− y) where x ∈B j , y ∈Bi ∀i , j . (4.73)
Finally, inserting Π±(x) ≡ ±∂τΦ(x) |Σ± and Φ±(x) ≡Φ(x)|Σ± into eq. (4.70) we obtain the explicit matrix
element in the large N approximation. Observe that this is a quadratic form in the input functions Φ±(x) ,
Π±(x) and λ(x). For a non backreacting field the formula (4.69) can be explicitly calculated in the same way,
from the aAdS solution of the Einstein equations on the manifold Eˆ with boundary conditions h± on Σ±,
and then κ± are the (trace of) extrinsic curvatures on these surfaces.
Let us compute this in the (Euclidean) 2+1 dimensional AdS spacetime
d s2 =+u2dτ2+ du
2
1+u2 +
(
1+u2) dχ2 τ ∈ (−pi,pi) , u ≥ 0 , χ ∈R . (4.74)
In order to study the matrix elements we will fix the surfaces Σ± on τ=±pi to impose the Dirichlet BCs φ±.
In this example we will be able to obtain the required propagators as well as an explicit computation of
Modular Hamiltonian matrix elements The required propagators are∫
∂E
G∂(u,τ,χ;τ
′,χ′)λ(τ′,χ′)dτ′d x ′ =
=
∫ (
1
4pi
∑
l∈Z
∑
m∈Z
sin(mτ)sin(mτ′)e i l (χ−χ
′) f (−i m, l ,u)
)
λ(τ′,χ′)dτ′dχ′, (4.75)
∫
Σ±
G±(u,τ,χ;u′,χ′)φ±(u′,χ′)du′dχ′ =
=
∫ (
i
4pi
∑
l∈Z
∑
m∈Z
sin
(
(m+ 1
4
)(τ±pi)
)
e i l (χ−χ
′)φml (u)φml (u
′)
)
φ±(u′,χ′)du′dχ′, (4.76)
where both f and φml ≡φω=m,l are defined in (4.50) and (4.49). Note that neither propagator are the stan-
dard ones because by frequency quantization they are forced to meet G∂(τ = ±pi) = 0 and G±(u →∞) =
G±(τ = ∓pi) = 0 in agreement with condition (4.73). One can explicitly use (4.75) and (4.76) to compute
(4.70). For the sake of simplicity we pick single mode sources
φ±(u′,χ′)=φm±l±(u)e i l±χ
′
λ(τ′, x ′)= ² sin(m∂τ′)e i l∂χ
′
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where again ²¿ 1 controls the excitation, a straightforward computation leads to
〈m+, l+|K mat terλm∂ ,l∂ |m−, l−〉 = ² δl∂,l+(−1)
m∂m∂
[∫
du u−1 φm+l+(u) f (−i m∂, l∂,u)
]
+δl−,l+δm−,m+(m−+1/4)
+² δl∂,l−(−1)m∂m∂
[∫
du u−1 φm−l−(u) f (−i m∂, l∂,u)
]
+δl−,l+δm−,m+(m++1/4)
+²Pm∂,l∂ +² δl∂,l±
m∂(−1)m∂(1
4 +m±
)2−m2
∂
Cnl∆
(
αm∂,l ,∆βm∂,l ,∆−α−m∂,l ,∆β−m∂,l ,∆
)
,
(4.77)
where
Pm∂,l∂ =
2(∆−1)
4pii
( −1
e2pim∂ −1αm∂,l ,∆βm∂,l ,∆+
e2pim∂
e2pim∂ −1α−m∂,l ,∆β−m∂,l ,∆
)
, (4.78)
and
αωl∆ ≡ (−1)∆−1
(2−∆
2 + i2 (ω− l )
)
∆−1
(2−∆
2 + i2 (ω+ l )
)
∆−1
(∆−2)!(∆−1)! , (4.79)
βωl∆ ≡−ψ
(
∆
2
+ i
2
(ω− l )
)
−ψ
(
∆
2
+ i
2
(ω+ l )
)
. (4.80)
Here (x)y and ψ(x) are the Pochhammer symbol and the Digamma function respectively. We find the first,
third and last term in (4.77) the most relevants because they explicitly show the excited nature of the state.
Note also that these are non diagonal pieces of the operator. One can show that the u integrals in brackets
are convergent both at u = 0 and u → ∞, albeit u = 0 requires careful regularization [61], see footnote
5. Considering linearized Einstein gravity, the computation of (4.69) is similar since it involves the same
structure and propagators that for the matter field.
We can think the equations (4.69) and (4.70) as providing the natural candidate to the gravity dual of
Modular Hamiltonians (up to o
(
G0N
)
) for arbitrary regions A and states |Ψλ〉. Nevertheless, in absence of
a Killing vector associated to the modular evolution in the bulk, it is difficult to meet the Tomita-Takesaki
structure. In the example studied here the τ-dependence of the source λ(τ) manifestly breaks this U (1)
symmetry, however a promising method was suggested for these cases in [67] by considering the calculus
for n-replicas, and then the modular flow is determined by the analytical extension of n to purely imaginary
values.
5 Summary and conclusions
In this paper we studied the Modular Hamiltonian and Modular Flow of a family of excited states whose
holographic description is precise in both sides of the AdS/CFT duality and are related to bulk coherent
states at large N [30, 37]. This analysis also captures the complete vacuum sector of the Hilbert space,
which are holographically associated to global n-particle excitations.
These generating (holographic) states can be constructed geometrically by analytically extending the
spacetime to Euclidean times in a Hartle-Hawking fashion, and sourcing the theory with operators on these
regions. In this set-up, we are able to find Modular Hamiltonian candidates for these systems using a path
integral approach. By using TFD and Schwinger-Keldysh techniques, we manage to frame our excited sys-
tem as a Tomita-Takesaki theory, allowing us to find the correct ∆ and J operator of our excited system,
matching the expressions derived via path integral methods. We have shown that when one considers the
(extended) modular flow ∆i s , a nice geometric structure combining both spacetime signatures emerges,
and the Tomita-Takesaki theory can be interpreted geometrically. In the case of CFTs, our results can be
extended to other bipartite systems related to ours via a conformal map, e.g. a spherical entangling region
can be described via the so called CHM map [9], see App B.
It is remarkable that the connection between the TT theory and the TFD formalism, where the so-called
thermal state condition is a constraint defining the (thermal) vacuum, can be generalized to the holographic
states. The vacuum constraint plays an important role in formulating the Unruh problem correctly, and to
find the correct Bogoliubov transformation between local and global DOFs. The excited constraint then
characterizes simultaneously the state and the action of the operators on it. In terms of the TT theory, the
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excited constraint can be seen as a deformation of both the vacuum state and modular operator such that
the constraint still holds. This suggests an interesting way of interpreting the TT formalism as a constraint
between operators of an algebraA and A˜ , as they act on a specific state.
By using holography, we are able to study bulk Modular Hamiltonians and their Modular Flows while
also retaining the Tomita-Takesaki structure at large N . The Modular Hamiltonian for the excited states con-
sists of certain canonical transformation of the original fields and momenta. The result (4.3) is in agreement
with the result (4.20) in [29], achieved by using AQFT techniques. We present a AdS2+1/CFT1+1 example in
which the explicit modular flow can be computed and within the same example we develop on the relation
of the TT theory, TFD formalism and the so called Unruh trick, in order to provide deeper physical insight
for the excited state constraint. It is worth to emphasize that this method implicitly assumes the dual map
between the objects (operators) of the TT theorem; consequently, the TT construction in aAdS spacetimes
implies the one in the strongly coupled CFT.
We also found a formula for the holographic dual of the Modular Hamiltonian for arbitrary spacelike
regions A and for an arbitrary coherent excitation λ. Interestingly, the prescription does not rely on the
existence of a timelike Killing symmetry associated to the geometric flow and this would be the natural
candidate for the Modular Hamiltonian in the bulk at large N . The final expression is non-local, involving
special bulk propagators, quadratic in the field on the bulk entanglement region ΣA and in the parameter
λ, which resembles some previous results for free QFTs on a Minkowski spacetime, see [6] and references
therein. In this case, we also study the example on a bipartite AdS2+1 system, where these special bulk
propagators can be explicitly obtained and the matrix elements (4.69) and (4.70) can be computed.
Finally, the statement (4.67) allows to argue (using the BDHM prescription [46]) that the formula (4.45)
might be considered a holographic prescription to compute modular evolution of operators in a field the-
ory. It would be interesting to check if the results of Sec.4.3, agrees with an explicit computation with the
modular flow in the field theory.
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A TFD Basics
The Thermo-Field Dynamics (TFD) formalism was originally built to study finite temperature QFT in real
time using zero temperature techniques [55]. In this appendix we present the relevant aspects of the TFD
formalism for this work.
Consider a quantum field theory, whose states belong to the Hilbert space H . In the TFD formalism,
one builds a second copy of the system, namely H˜ , so that the total system lives in the direct product of
the original CFT times its TFD copy, H ⊗H˜ . Thus, given an operator A, acting onH , one builds [68] the
corresponding operator A˜ on H˜ using the so-called “tilde” conjugation map [50, 56],
[A, B˜ ]= 0 (AB )˜ = A˜B˜ (c1 A+ c2B )˜ = c∗1 A˜+ c∗2 B˜ (A†)˜ = A˜† . (A.1)
Alternatively, one can denote the extended operators as AL and AR respectively:
I⊗ A ≡ A ≡ AR , (˜I⊗ A)= A˜⊗ I≡ A˜ ≡ AL . (A.2)
We will often use both notations alternatively throughout this work.
One can now define the TFD vacuum, denoted |Ψ0〉 ∈H ⊗H˜ as follows. We start from the identity state
|1〉〉 ≡∑
n
|n〉⊗ |n〉 = ea†L a†R |0〉⊗ |0〉
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Figure 5: (a) A piece of Euclidean evolution cut at regions Σ1 and Σ2 understood depicted as the matrix ele-
ment 〈n|ρλ|m〉 of a density matrix ρλ. (b) The same geometry can be instead understood as the coefficient
〈〈nm˜|Ψλ〉〉 of a ket |Ψλ〉〉 defined in the TFD Hilbert spaceH
⊗
H˜ .
which is an auxiliary maximally entangled state of the energy eigenfunctions of the spacesH and H˜ with
divergent norm. The (unnormalized) TFD vacuum can be built as,
|Ψ0〉 ≡
∑
n
e−
β
2 En |n〉⊗ |n〉 = e− β2 H |1〉〉 = e− β2 H˜ |1〉〉 . (A.3)
whereβ−1 = T is the temperature of the system and H , H˜ and En are the system and copy Hamiltonians and
its energy eigenvalues respectively. Notice that |Ψ0〉 is also a maximally entangled state. The relevance of
the TFD vacuum resides in that it allows to compute expectation values at finite temperature of the original
systemH as VEVs in the doubled spaceH ⊗H˜ . It can explicitly be checked that [55],
〈A〉β ≡ tr {ρA}= 〈Ψ0|A⊗ I|Ψ0〉 ; ρ = e−βH . (A.4)
The vacuum character of |Ψ0〉 can be understood in terms of the global Hamiltonian (HR −HL) ∈H ⊗H˜ ,
for which it is immediate to check
(HR −HL)|Ψ0〉 = 0 .
Notice that the systems are decoupled and its interaction is entirely due to the maximally entangled char-
acter of the theory vacuum |Ψ0〉. The equation above suggests a physical interpretation in terms of two
systems evolving in opposite time directions. This interpretation has found holographic support especially
in the eternal BH solutions [47]. It has also been observed that the DOFs splitting of a system into two
Rindler patches can be understood as a TFD doubled space [69].
In this work, we exploit the fact that the TFD vacuum can also be thought as an Euclidean time evolution
operator U0(0, iβ/2) acting on the identity state,
|Ψ0〉 =U0(0,−iβ/2)⊗ I|1〉〉 = I⊗U0(0,−iβ/2)|1〉〉 ,
and study excitations of the TFD vacuum defined as in (3.5),
|Ψλ〉 =Uλ(0,−iβ/2)⊗ I|1〉〉 = I⊗Uλ(0,−iβ/2)|1〉〉 .
This equation, projected into an energy eigenstate basis, can be also geometrically understood as shown
in figure 5: Uλ is depicted on the left as an evolution operator on a single Hilbert space, the corresponding
TFD-ket |Ψλ〉 is illustrated on the right with the two cylinder’s ends now representing the doubled TFD DOFs
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at some spacelike surface at a fixed time t . It is important to notice that the excitation under study is created
with an operator that can be fully localized in only one of the factors of the Hilbert space. Finally, a density
matrix associated with the state |Ψλ〉 can also be defined as
ρλ =Uλ(ipi,0)U †λ(ipi,0)≡Uλ(ipi,0)Uλ(0,−ipi)=Tr{|Ψλ〉〈Ψλ|} .
The relationship between the Tomita-Takesaki structure and the TFD construction is well known in the
literature, see for example [70]. We would like to conclude this section by showing that the states |Ψλ〉 are
cyclic and separating. It can be shown that |Ψλ〉 is cyclic and separating if there are no non-trivial operators
in eitherH or H˜ such that B |Ψλ〉 = 0, see [2]. These are both necessary hypothesis for the Tomita-Takesaki
theorem to hold which we use throughout this work. A more formal introduction to these properties can be
found in [1].
Assume that there exists an operator B˜ ∈ H˜ such that
B˜ |Ψλ〉 = (B˜ ⊗Uλ)|1〉〉 = 0, (A.5)
multiply this by U †
λ
to get
U †
λ
(B˜ ⊗Uλ)|1〉〉 = (B˜ ⊗ρλ)|1〉〉 = 0 . (A.6)
Since ρλ is Hermitian (and positive), it is invertible and can removed from this equation, i.e.
B |1〉〉 = 0. (A.7)
Recalling that |1〉〉 = ∑n |n〉|n˜〉 has been defined in terms of a complete orthonormal basis of H ⊗ H˜ , we
project this equation on an arbitrary element 〈m|〈k˜| and obtain 〈k˜|B |n˜〉 = 0 for all n,k, i.e all the matrix
elements of the operator B vanish. This shows that |Ψλ〉 is cyclic.
Proving that the state is separable, i.e. that the state is cyclic with respect to an operator B ∈H , follows
analogously by recalling that the state can also be equivalently written in terms of an operator U˜λ ∈ H˜ . This
concludes the demonstration.
B Excited states in a Ball
We devote this appendix to show in a concrete example how our results for equipartite systems extend to
other bipartite systems related via a conformal transformation. In particular, using the CHM map [9] we
will obtain the excited Modular Hamiltonian for a ball shaped region. We begin by briefly reviewing the sSK
construction discussed in section 3.1. We then follow the CHM map to describe the modular flow in the
complexified sSK geometry and conclude by obtaining the excited Modular Hamiltonian of the system.
In the case of the Rindler spacetime,the sSK extension is built from the Rindler wedge as follows. One
takes the standard Minkowski spacetime that, covered by Rindler coordinates, splits in four regions or
patches. Then, let us take only the left and right sides W ≡ WL ∪WR whose boundaries Σ± are homolo-
gous to an extended foliation Σ(t ) of W that corresponds to the parameter t →±∞ 8. This is the real time
extended Rindler wedge in the complexified geometry, but it is convenient to consider W (T−,T+) ⊂W be-
tween finite limits of the real time parameter. Take two halves of the analytical extension of the Rindler
spacetime to purely imaginary time coordinate t →−iτ. The rank of the coordinate τ must be [0,2pi] in or-
der to avoid the conical singularity at the origin. Now we split this geometry in two (past and future) halves
E± by the intervals τ ∈ [0,pi] and τ ∈ [pi,2pi] respectively so we can define the closed complexified (Rindler)
space time, denoted by WC by smoothly gluing E± with W through the surfaces Σ±. This construction is
similar to [36, 37] and the smoothness conditions implies the continuity of the metric and the extrinsic cur-
vature along the parameter τ. The total geometry can be seen as a fibration WC = ΣR ×C and is shown un
Fig. 2.
We now turn to the analysis in the ball. Let us see, first in a naive way, which should be the explicit form
of the Modular Hamiltonian for the excited state on the spherical entangling surface. The strategy will be
to do the conformal transformation that maps the Rindler wedge to the causal development of a sphere of
radius R: D ≡D(V ), this is the so called CHM map [9]. First, for simplicity, suppose that the source λ does
8In this and other cases, the associated algebra of operators to WL is the commuting of algebra of WR .
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not depend on the time coordinate, such as in equation (3.12). Applying the CHM map (implemented by an
operatorU ) to both sides of (3.12) we obtain
U KλU
−1 = 2pi
(
U K0U
−1+
∫
Σ
λ(X )U O (X )U −1
p
gΣd X
d−1
)
(B.1)
Using thatU O (X )U −1 =Ω−∆(x)OD (x), we obtain the form of the Modular Hamiltonian in the ball (capital
X stands for coordinates on the Rindler space and small x for those on the transformed space),
KD = 2piK0D +
(∫
V
λ(x)Ω−∆(x)OD (x)β(x)
p
gV d x
d−1
)
. (B.2)
The symbols ∆ and Ω here stand for the scaling dimension of the operator and conformal factor intro-
duced by the map respectively, and K0D was computed explicitly in [9]. The factor β(x) comes from the
dilatation of the time coordinate due to the conformal map. This is in agreement with results found in [27].
Let us derive this expression from a path integral approach for a general source λ(x,τ). The previous
construction of the sSK path allows to compute time ordered n-point functions in arbitrary points of the ex-
tension WC , and then one can also construct the corresponding sSK extension for the ball, DC , by applying
the CHM transformation to each component of Wl , and glue them. Here l =WR ,E−,WL ,E+ refers to all the
pieces of the symmetric SK complexified spacetime. In particular WR ,WL map into D , D(V¯ ) respectively
(see figs 6). Since the analytical extension of modular flow x(−i s) is ill defined for the center of the ball
xi = 0 i = 1. . .d , it is convenient to define DC as the foliation {V0(θ)}C ∼ V0×C where V0 is the ball minus
this point.
Consider then the sSK extension of the result (3.9)
Z(λ)=Tr U U ≡P e−i
∫
C dθ (K0+O .λ(θ)), (B.3)
then the n-points correlation functions in the Rindler wedge can be computed from
〈Ψ0R |O (X1)O (X2) . . .O (Xn)|Ψ0R 〉 = (−i )n
∂n
∂λ(X1)∂λ(X2) . . .
ZR (λ)
∣∣∣∣
λ=0
(B.4)
for all set of (arbitrary) n points X µ1 , . . . , X
µ
n ∈WR .
Now we will apply the CHM map, which is nothing but a conformal transformation WR → D ≡ D(BR )
implemented by the unitary transformation U on the Hilbert spaces. In particular the (scalar) primary
operators transform as
OD (x)=Ω(X )∆U O (X )U −1 ; ∀X µ ∈WR . (B.5)
Using thatU |0〉 = |0〉we obtain
0〈OD (x1)OD (x2) . . .OD (xn)〉0 =
n∏
i=1
Ω(Xi )
∆
0〈O (X1)O (X2) . . .O (Xn)〉0 (B.6)
for any set of (arbitrary) n points X µ1 (θ), . . . , X
µ
n (θ), at the same hypersurface θ =constant. The left hand side
is nothing but
(−i )n ∂
n
∂λ(x1)∂λ(x2) . . .
ZD (λ)
∣∣∣∣
λ=0
, (B.7)
so one can think these relations as probing the generating function for both theories in both extended
spaces. In fact they imply that the expansions (in powers of λ) of both functionals coincide
ZD (λ)= ZR (λ→Ω−∆λ,WC →DC ), (B.8)
where
ZD =
∫
[Dφ] e i
∫
DC
dθ
p−gV d d x(LC F T+Ω−∆(xµ)λ(x)OD (x)) (B.9)
satisfies all the relations (B.6). Since DC =V0×C , this is defined on fields with periodic conditions in θ, and
we can also express this as
ZD (λ)=Tr UD UD ≡P e−i
∫
C dθ (K0D+
∫
V0
p−gV d d xβ(x)Ω−∆(x)OD (x)λ(θ,x)), (B.10)
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Figure 6: (a) Under the CHM mapU , one can also build a geometric interpretation of the modular operator
and evolution for a ball in a CFT. Notice that the Euclidean evolution resembles a circle near R but departs
from this behaviour at greater distances. (b) A closed contour in complex modular evolution can also be
geometrically interpreted.
where the exponent corresponds to the canonical energy for each slice V 0(θ) computed from the deformed
Lagrangian of (B.9) 9.
The same argument holds for the matrix elements of U (λ) (and UD (λ)). In fact, one can remove the
periodic boundary condition from this path integral, and to consider the evolution operator between two
hypersurfacesΣ(θ1) andΣ(θ2) by imposing arbitrary field configurations on each one. Then the (dynamical)
evolution operators relate by
UD (θ1,θ2)[λ]=UU (θ1,θ2)[λ]U −1 (B.11)
and the matrix elements can be computed with the following path integral:
〈φ1|UD (λ)|φ2〉 =
∫ φ2
φ1
[Dφ]e
i
∫ θ2
θ1
dθ
∫
V0(θ)
p−gV d d x(LC F T+Ω−∆(xµ)λ(x)OD (x))
where φ1 , φ2 are two arbitrarily specified configurations of the fields on the surface V0(θ1),V0(θ2) respec-
tively. Since the CHM conformal transformation maps one-to-one the points of BR (θ) into ΣR (θ) (and
V¯ (= V0(−ipi)) into ΣL) these correspond to the configurations on Σ(θ1),Σ(θ2) of the sSK extension of the
Rindler wedge. Finally, by taking θ1,2 to be the red points in Fig 2 (a), and taking trace we obtain the main
formula (B.8).
By virtue of (B.11), we have
U lD (λ)=UU l (λ)U −1 (B.12)
where l =WR ,E−,WL ,E+ label the pieces of the symmetric SK complexified spacetime. The reduced matrix
density of excited global (pure) states can be obtained by taking the limit |T+−T−| → 0 and removing the
real time components of the geometry, then the entire sSK geometry is nothing but E ≡ E+∪E−. In fact, the
analytical extension to purely imaginary values of the parameter t →−iτ, τ ∈ [0,2pi) evolves the operators
in the manifold Σ× S1. The (pure) global state is built with the evolution operator on the interval (0,pi),
so the excited states can be systematically constructed by deforming the CFT action with a source λ(X ,τ),
therefore by virtue of (3.6), we must extend the source to all the manifold E demanding λ(X ,τ)= λ(X ,−τ).
9It is the component T
µν
V nµ(θ)τ
(V )
ν (θ) of the energy-momentum tensor derived from (B.9), where n
µ(θ) is the unit vector, or-
thonormal to V0(θ) and recalling that θ is the analytically extended Rindler time, β(x) is locally defined by
β
2pi τ
(V )
ν (θ)≡ ∂νθ.
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Because of the CHM map, all these remarks can be transplanted to the description of the CFT on DC with
the DOF within a sphere V , see fig. 6(b).
Using the result (3.6), and using (B.12), we obtain the (unnormalized) reduced density matrix for any
λ-state in the ball shaped region
ρD (λ)=UD (0,2pi)(λ) , (B.13)
whose matrix elements are, by virtue of (B.11),
〈φ1|ρD (λ)|φ2〉 =
∫ φ2
φ1
[Dφ]e−
∫ 2pi
0 dτ
∫
V0(τ)
p−gV d d x (LC F T+Ω−∆(xµ)λ(x)OD (x))
A similar formula and construction can be obtained for any region obtained from the Rindler spacetime by
some conformal mapping.
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