In this paper we study a scheduling model that simultaneously considers production scheduling, material supply, and product delivery. One vehicle with limited loading capacity transports unprocessed jobs from the supplier's warehouse to the factory in a fixed travelling time. Another capacitated vehicle travels between the factory and the customer to deliver finished jobs to the customer. The objective is to minimize the arrival time of the last delivered job to the customer. We show that the problem is NP-hard in the strong sense, and propose an O(n) time heuristic with a tight performance bound of 2. We identify some polynomially solvable cases of the problem, and develop heuristics with better performance bounds for some special cases of the problem. Computational results show that all the heuristics are effective in producing optimal or near-optimal solutions quickly.
Introduction
Supply chain scheduling has in recent years gained new importance with the development of supply chain management. Supply chain scheduling research integrates the three stages of material supply, production arrangement, and product delivery into one model that seeks to achieve optimal overall system performance through proper coordination of these stages. Thomas and Griffin (1996) , and Erengüc et al. (1999) emphasized the need for studying supply chain issues at the operational level. Hall and Potts (2003) showed that if decision makers at different stages of a supply chain make poorly coordinated decisions at the operational level, substantial inefficiencies may result. The supply chain scheduling problem is different from the traditional batch scheduling problem, which mainly uses batching as a means to reduce machine setup times and costs incurred from switching production between different job families. For example, the reader is referred to the papers on this area by Cheng et al. (1996 Cheng et al. ( , 1997 , Potts and Van Wassenhove (1992) , Potts and Kovalyov (2000) , Quadt and Kuhn (2007) , and Schaller (2007) .
Research on supply chain scheduling mainly focuses on models that describe the coordination between production and delivery stages. For example, see Lee and Chen Many firms in Hong Kong are engaged in global supply chain business activities.
For example, a clothing manufacturer in Hong Kong has received orders for fashion apparels from European customers. Taking into consideration such factors as availability of materials, material quality and price, manpower cost, and availability of workers, the manufacturer purchases raw materials such as cotton from South Korea and arranges production at its factories in mainland China. For such season-sensitive products, in order to reduce the high risk from market uncertainty, the firm finds it advantageous to consider the planning decisions on material supply, production and product delivery simultaneously. Since transportation spans long distances in this situation, both transport time and transport capacity constraints need to be considered in the planning decisions.
Motivated by the above example, we consider in this paper a scheduling model that integrates material supply, production scheduling, and product delivery. In our model the material warehouse, the factory, and the customer are located at three different places. There are two vehicles each with a limited loading capacity; one vehicle travels between the warehouse and the factory for material transportation, and the other travels between the factory and the customer for product delivery. The whole logistics activity embracing both production and transportation requires proper coordination in order to achieve low costs and a high level of customer service. Our model differs from that of Hall and Potts (2003) in that we incorporate the important factor of transport time in the model. Our model also differs from that of Li and Ou (2005) for we assume that the material supplier and the customer are at different locations.
The remainder of the paper is organized as follows. In Section 2 we formally describe the problem and introduce some notation. In Section 3 we first show that the problem is NP-hard in the strong sense, then we establish some optimal properties for the assignment of jobs to supply batches and delivery batches, and finally derive some lower bounds for the optimal solution of the problem. In Section 4 we identify special cases of the problem that can be solved in polynomial time. In Section 5 we devise several heuristics for the general problem and for some special cases, and analyze their worst-case performance bounds. In Section 6 we evaluate the performance of the heuristics computationally and present the experimental results. In the last section we make concluding remarks and suggest directions for future research.
Description of the problem
We formally describe our problem as follows: the material supplier, the factory, and the customer are located at different locations. There is a set of orders (jobs) 
is the minimum number of delivery batches the vehicle has to take in order to deliver all the processed jobs from the factory to the customer. All the delivery batches constitute a delivery scheme ) , , , ( . To minimize the makespan, both batch transporting and job processing must be carried out as early as possible. Thus, once a supply scheme ϕ , a schedule π , and a delivery scheme ψ are determined, we obtain a solution ) , , ( ψ π ϕ for the problem.
We define the following notation:
P: the sum of the processing times of all the jobs, i.e., C : the optimal makespan of the problem.
Properties of the problem
In this section we first establish the computational complexity of our problem. We then discuss some properties for assigning jobs to supply or delivery batches in order to obtain an optimal solution. Finally, we establish some lower bounds for the optimal solution of the problem.
The following theorem states the computational complexity of the problem. We can prove the theorem using similar arguments in Li and Ou (2005) , so we omit the proof. In view of Theorem 1, it is unlikely that the problem can be solved in polynomial time. The following optimal properties of the problem are obvious. Lemma 1. There exists an optimal solution that satisfies the following conditions: In order to search for an optimal solution for our problem, we may confine our attention to solutions that satisfy the conditions of Lemma 1. Once a schedule for processing the jobs is determined, we may generate a solution for the problem that complies with Lemma 1. The process is formally stated as a procedure as follows.
Procedure SD
Step 1. For a given schedule
, and
Step 2. Assign jobs
Step 3. Departing at time 0, the vehicle carries 
, and we have
Thus, we obtain the following lower bounds for the optimal solution for the problem.
Lemma 2. The optimal solution of the problem has the following lower bounds: 
Hence, 
Polynomial solvable cases
Although the general problem is NP-hard in the strong sense, there are some special cases that are solvable in polynomial time. In this section we identify such solvable cases and give the respective algorithms to solve these cases in polynomial time.
Case q 1 = 0
We consider the case where 0 1 = q , i.e., all the unprocessed jobs can be carried by the vehicle in a single trip from the supplier's warehouse to the factory. In this case, supply transportation is not a bottleneck constraint on the entire three-stage logistics activity and only contributes a constant time 1 t to the optimal objective of the problem. So the case is essentially equivalent to the problem with only production and delivery coordination. For such a situation, the optimal solution can be obtained by the following procedure: Generate a schedule
is optimal and its makespan is
Case q 2 = 0
We now consider the case where 0 2 = q , i.e., all the finished jobs can be transported by the vehicle in one trip from the factory to the customer. In this case, delivery transportation is not a bottleneck constraint on the entire three-stage logistics activity and only contributes a constant time 2 t to the optimal objective of the problem. So the case is essentially equivalent to the problem with only supply and production coordination. For this case, an optimal solution can be obtained by the , and let
. We consider the special case where decision has the same effect on the planning decisions for the subsequent two stages.
In such a situation, we can develop a polynomial time algorithm to solve the case optimally. The algorithm is performed as follows: Generate a schedule
Heuristics
Since there are polynomial time algorithms to solve the above special cases optimally, we assume that the general problem studied in this section does not include the above special cases. In other words, we assume that
, and 1 1 2t P < hold for the general problem. We first provide a heuristic for the general problem.
Then with some restrictions imposed on the parameters 1 K and 2 K , we develop some better heuristics.
Heuristic H1
Step 1. For an arbitrary schedule Theorem 1, the case where
is NP-hard in the strong sense. We develop better heuristics for these special cases.
Case
.e., all the unprocessed jobs can be transported to the factory in two supply batches. We provide the following heuristic.
Heuristic H2
Step 1. Re-index the jobs of N such that
Step 2. Generate a schedule ) , , 2 , 1 , , , 2 , 1 ( 
with the same parameters, except that
. It is easy to show that the reversed schedule of any feasible schedule for the first instance is a feasible schedule for the second instance, and that these two schedules have the same makespan. From this property, similar to the analysis of the case where 1 1 = q , we can develop a heuristic with a performance bound of 3/2 for the case where 1 2 = q .
Case
We now consider the special case of the problem where
. For the special case where 1 1 = q , we have provided Heuristic H2 with a worst-case bound of 3/2. In the following heuristic, we suppose that 2 ≥ q holds.
Heuristic H3
Step 2. Generate a schedule ) , 1 , , 2 , 1 ( Step 4. Let λ be an integer satisfying 
Use Procedure SD to produce a solution ) , , ( 
. On the other hand, when 
, we have K u = , and 2 U is an empty set.
In this situation,
We have 4 / 3 2 ) ( 32 3 max
Although the performance bound of Heuristic H3 is not tight, the following instance shows that the bound is no less than 3/2: 2 4 + = m n jobs with processing 
Computational experiments
In this section we report the results of computational experiments conducted to test the performance of the above heuristics.
For the problem under study, our heuristics are based on the idea of matching or balancing the abilities of the three logistical stages in a series of time periods. We use the notion of "logistics ability" to uniformly describe the transportation ability of the delivery vehicles, and the production ability of the processing machine. For the supply and delivery stages, we measure their logistics abilities by ) ) 1 2 /(( For any instance, the job processing times were independently and randomly generated from a discrete uniform distribution in the interval [1, U] , where U = 100, 50, 25 when the production stage has a small, middle and big logistics ability, respectively. We also randomly generated parameter 1 K or 2 K from a discrete uniform distribution under the constraints of the problem. Furthermore, according to the specified logistics ability α of the supply or delivery stage, we calculated parameter 1 t or 2 t . Considering the different number of jobs and the different combinations of the logistics abilities of the three stages, we examined the performance of each heuristic operating in 125 situations, and randomly generated 100 instances for each situation.
We evaluated the performance of the heuristics by the average relative error and the maximum relative error of each situation of the problem. For each instance, we Tables 2 and 3 , we see that the performance of Heuristics H2 and H3, especially in terms of maximum relative errors, is almost always better than that of Heuristic H1. They are capable of generating near-optimal solutions or optimal solutions.
In our experimental scheme, since the average and maximum relative errors were evaluated with respect to the lower bounds of the test instances, this fact should be taken into account in interpreting the above insights about the performance of the heuristics. However, on further examining the experimental results in Tables 1 to 3, we notice that the performance of the heuristics is clearly related to different cases of logistics ability. This phenomenon indicates that our experimental scheme to distinguish the different logistics ability of the three stages is reasonable. On the other hand, this observation highlights that problems with different logistics ability characteristics require different scheduling strategies to deal with in order to achieve good results. We also observe that the effectiveness of Heuristics H2 and H3 increases as the number of the jobs increases, suggesting that they can be put to practice to effectively cope with real-life problems.
Conclusions
In this paper we studied the problem of production scheduling with supply and delivery considerations, where the material warehouse, the factory, and the customer are at different locations. Through the coordination of transportation and production, the objective is to minimize the makespan. We showed that the problem is NP-hard in the strong sense, and developed several heuristics for the general problem and for some special cases. The worst-case error bounds of the heuristics were analyzed.
Computational results showed that all the heuristics are effective in producing optimal or near-optimal solutions quickly.
There are many interesting topics worthy of studying for models integrating material supply, production scheduling, and product delivery at the operational level.
Within the framework of this paper, the actual transportation and production environments or characteristics may be taken into consideration. Another interesting research direction is to extend our model to consider the optimization of other objective functions such as minimizing the total flow time or minimizing the maximum lateness. 
