Social robots need to understand the affective state of the humans with whom they interact. Successful interactions require understanding mood and emotion in the short term, and personality and attitudes over longer periods. Social robots should also be able to infer the desires, wishes, and preferences of humans without being explicitly told.
Introduction
Social robots must build and use models of the humans with whom they interact. The quality of these interactions is much improved if robots are able to estimate the affective state of such humans.
Affective state can be considered as being made up of the following components, about which there is wide agreement among psychologists [4] :
• Mood. This captures a basic state of mind that is internally generated (although the drivers are not well understood) and relatively long lasting. It can be divided into two components: positivity and negativity, which are independent rather than opposites. In other words, an individual can have increased positivity, without necessarily having reduced negativity. Mood acts to dampen the intensity of countervailing emotions.
• Emotions. Emotions are a parallel channel to cognition that focuses on the values associated with external situations. Studies of humans with brain injuries that reduce emotional intensity indicate that such injuries cause difficulty making decisions, suggesting that a critical part of the function of emotions is to rank the importance or significance associated with potential goals and tasks. Emotions are primarily a reaction to external circumstances. There are a number of categorization of basic emotions, but we will use anger, disgust, fear, and sadness (which are considered negatively associated emotions); and anticipation, joy, and surprise (which are considered positively associated emotions). High positive mood tends to enhance the expression of positive emotions and dampen the expression of negative emotions, and the converse.
• Personality. One definition of personality is "stable differences in motivational reactions to circumscribed classes of environmental stimuli" [5] . In other words, personality captures the toolkit of reactions (often called "reaction norms") that each individual preferentially uses. Personality is often quantified in terms of the so-called Big Five dimensions, with acronym OCEAN: openness, conscientiousness, extraversion, agreeableness, and neuroticism. Each dimension actually represents an opposite pair, for example extroversion-introversion, and an individual is placed on axes corresponding to their expression of each of these five property pairs. It is typically assumed that personality is fixed (at least by adulthood) for each individual.
• Values. These associate positivity or negativity with both physical and abstract objects: concepts, beliefs, and goals. They are primarily cognitive.
• Attitudes. These are evaluations of specific instances of people, ideas, events, situations, and other more-concrete objects, providing shorthand guidelines for the proper responses to them, including potential actions. In an ideal world, attitudes would align with, and so be predictable from, values but few individuals exhibit this level of consistency. The relationships between these components of affective state are shown in Figure 1 . Components on the left are relatively fixed; they influence components further to the right, which are more volatile: values and personality fixed over a major fraction of a lifetime, attitudes fixed over years, mood fixed over a day, and emotions varying on a time scale of seconds.
Why should a robot take into account the affective state of a human with whom it is interacting? Social interactions assume an understanding of affect by all parties, and some autism-spectrum disorder individuals have difficulty in social settings precisely because they lack such understanding. A robot cannot be called 'social' without at least some awareness of the role of affect. The feedback loop that seems to be required to create effective interactions, between human and human and now between human and robot, has been called the affective loop [11] .
In particular, the ability to infer a human's emotions is useful for the following reasons:
• The robot can compute more accurately the priorities that the human will have for his/her own behavior.
• The robot can improve its own prediction of the desires of the human, and so can make itself more useful.
• The robot can detect when it is performing poorly from the human's perspective.
• The robot can mimic the human more effectively to create better rapport.
• The robot can act to help alter the human's emotional state, when appropriate.
Because emotions change rapidly, a robot's model of a particular human's emotion must update frequently. The process for inferring emotion must therefore be lightweight. Since emotions are volatile, they can only be inferred from recent data about each human, and consequently from small amounts of data.
The reason to infer a human's mood is that inference of emotions cannot work well without modelling the effect that mood has on them. We might casually say that 'X is an angry person' but it would be more accurate to say that 'X's is habitually in a strongly negative mood, and this amplifies his emotion of anger'.
It might be imagined that another motivation for a robot to infer a human's mood might be to try and alter it. When someone is in a 'bad mood' we often talk about trying to cheer them up. However, technically, moods are only very weakly influenced by others or the environment. What we mean when we talk of cheering someone up is really to act to reduce their emotion of sadness. The process of altering another's emotional state deliberately is quite a difficult one, even for humans; it may eventually be possible to teach robots to do this, but it is beyond our present capabilities.
The reason to infer the human's personality is that it delimits the repertoire of normal reactions that each individual human will choose from in any particular situation, and therefore allows the robot to anticipate more accurately. Different humans behave differently, even when they are in, say, the same bad mood and feeling angry; and a social robot must be able to interact with each human as an individual.
Because personality is relatively fixed, a robot can infer a particular human's personality based on the totality of data about that human, perhaps refining it incrementally. More complex models can be built, since they can be developed and improved as a background process.
Computational approaches to values and attitudes are not well developed except in contexts such as marketing and advertising, where they are often further narrowed to attitudes towards particular products. The difficulty with modelling attitudes is that they are really relations between an individual and external objects, rather than an internal property of the individual. The ability to infer values and attitudes will be useful to a robot in determining a human's responses to the current context, and immediate intentions. We explore the use of the semantic differential as a first step towards computational modelling of attitudes.
Modelling Strategy
We must use data that resembles what a robot might (over)hear in the presence of a human whom it is trying to model, and analysis that can plausibly be carried out in an environment with limited time and resources. For example, full parsing, or even part-of-speech tagging, may be too expensive, and perhaps not effective given the fragmentary, non-grammatical nature of informal speech. For those properties for which models must be built quickly, from small amounts of data, accuracy cannot be expected to be high. A human might be able to infer the emotional state and mood of another human from a few utterances, but would typically need more to infer personality.
Approaching affective state lexically has been a popular approach for almost a century. As a result, a number of lexicons have been developed. In each case, word frequencies are considered to be signals of a component of affective state. Empirical studies have shown that even emotional state -for which more than 500 distinguishable emotions have been suggested -can be described using a much smaller set of core or underlying emotions, and this is characteristic of other aspects of affective state.
Components can be unipolar or bipolar. For example, the emotion of anger is unipolar: one can be angry, but the opposite is a neutral state of not being angry. In this case, a count of words from a lexicon of anger-related words estimates how angry the speaker or writer of an utterance is. Emotions are usually regarded as unipolar from a psychological perspective (although in common parlance, many emotions have named opposites, e.g. angry-calm).
The Big Five personality traits are usually conceived of as bipolar; openness is really a pair: openness to experience versus closedness to experience. A lexicon for bipolar components differentiates words based on which 'direction' they are associated with.
Our basic approach is to use lexicons associated with each property of affective state we are interested in. These are:
• For mood, positive and negative lexicons from the NRC Emotion Lexicon [15] .
• For emotions, the seven lexicons for anger, disgust, fear, sadness, anticipation, joy, and surprise from the NRC emotion lexicon [15] . Plutchik [19] listed these as primary emotions (including trust, which seems to be an attitude rather than an emotion, that is a relation rather than a state). There are many overlapping sets of 'basic' emotions, many of them deriving from the circumplex model of Russell [21] . For a more physiological discussion of basic emotions, see Ekman [6] .
• A lexicon derived from the Wishes dataset to see whether it is plausible for a robot to detect an expression of a wish, that is an implicit command [9] .
• A lexicon, developed by the authors, for preferences to see whether it is plausible for a robot to detect desires/preferences in humans.
• A lexicon based on the Osgood scores of the most common 1000 words in English, capturing the dimensions of good-bad, active-passive, and strong-weak [17] . These have been shown to underlie attitudes across many cultures. The relationship between personality and word usage has mostly been explored from the perspective of how personality influences words [23, 1] and the related efforts to understand the underlying dimensions of variation in word usage (that is, to justify the Big Five -sometimes Big Six -dimensions). Attempts to predict personality from word usage (for example, [8, 7] ) have used varying approaches to what is being predicted (one dimension at a time or an entire personality) and what attributes are used, often adding syntactic attributes such as n-grams to lexical attributes. Others have studied the converse problem, methods for robots to express emotion in ways that seem natural to humans (thus closing the other side of the affective loop) [13, 12] .
Attitudes have received less attention, except for the vast literature on sentiment analysis -the attitudes of individuals to particular products. More general approaches include Liu and Maes attempt to build a model of the attitudes of other humans that could be used as an advice surrogate [14] and more linguistic work on the mechanisms by which attitude differences are expressed in language [20] .
Experiments
We use the following datasets in our experiments:
• A set of essays written by university students about their daily lives and thoughts, collected by Pennebaker between 1997 and 2004 and labelled with personality classes [18] .
• A set of Facebook posts collected by Stillwell and Kosinski using a Facebook application that implemented the Big Five test using Costa and McCrae's NEO-PI-R domains, along with other psychological tests [3] .
• A set of transcripts of video blogs (vlogs) from Youtube, labelled with personality impressions by crowdsourcing [2] .
• The first 100,000 tweets in the Microsoft Research Conversation Corpus, a set of 4.46 million tweets from about 1.3 million conversations.
• A set of 1250 headlines from the BBC, labelled with both mood and emotions by human raters, and used as a problem dataset for the Semantic Evaluation workshop in 2007 [25] .
The sizes and properties of these datasets are shown in Table 1 . Facebook posts and tweets (and perhaps headlines) are good representations of what a robot might overhear, and can plausibly be used to infer mood and emotions. The essays and Youtube datasets are less useful because these documents were produced over longer time frames, during which emotions might change.
Properties such as mood and personality are more stable over time, so the essays and Youtube datasets are more useful for estimating them.
For each of these datasets and each lexicon, we build a document-word matrix describing the counts of the words in each document.
Variations in document length are an issue for all corpora, because of their effect of document-document similarity. In the essays corpus, documents are of similar lengths; the Facebook posts vary in length from a single word to several hundred words; tweets have an imposed upper bound of 140 characters, but we observe a non-trivial number of very short tweets; headlines are all very short; and the Youtube vlogs are longer but have significant length variation.
When normalizing to take document lengths into account, we address two underlying processes. One is the occurrence of repeated words, which are far more common in tweets and Facebook posts than they would be in ordinary speech, apparently as a mechanism for emphasis. To compensate, we take the logarithms of word counts. This, for instance, reduces the count of positive or joyful words in a document like "I'm happy, happy, happy" in comparison to "I'm happy, I'm ecstatic", in which the expression of emotion has required more cognitive processing.
The second is that the average word counts of longer documents are inevitably longer than the word counts of shorter documents. The conventional way to address this is to divide each word count by the length of the document in which it appears. This works reasonably well for documents of modest length but, for short documents, the denominator is small and the resulting word rates become distortingly large. To compensate, we divide word counts in a document by the digamma function of the total number of words it contains. The digamma function has the shape of a logarithm but rapidly becomes much flatter. It quite accurately fits the shape of the graph of new words encountered as a function of words encountered in ordinary documents [24] . Its Taylor series expansion to a few terms is also quite a good approximation, so it can be computed inexpensively. Applying this transformation modestly increases the weights of words that appear in short documents while having little effect on words that appear in longer documents.
The reader is cautioned that Tweets and Facebook posts are presented intact, and so contain inappropriate language.
Mood
Posts are processed to extract word counts for words associated with positivity and negativity lexicons, these word counts are normalized for document length and scores are computed by summing the normalized word weights for each document. This is, surprisingly, more effective than conventional techniques such as computing the singular value decomposition of the document-word matrices.
The only corpus of which we are aware that is labelled with multiple emotions is the headlines corpus. It was labelled by humans, but with only weak agreement between human raters [25] . Attempts to predict the human-generated labels fail because they clearly made their judgements without using many of the words of the NRC emotion lexicon. The problem seems to be not that the NRC lexicon is deficient, but that the human raters made their judgements using considerable contextual knowledge rather than the words that actually appear in the headlines. We provide comparisons of the top-ranked headlines by lexicon score and by human rater for each emotion. Both approaches do not fare well (possibly because headlines are highly stylized text).
For unlabelled data, we show ranked lists of the most highly ranked documents with respect to the property being considered. Table 2 shows top-scoring positive mood tweets while Table 3 shows top-scoring positive mood Facebook posts. Scores for tweets are integers because they are derived from word counts; scores for Facebook posts are non-integers because word counts have been changed to word pseudo-rates by document length normalization. Table 4 shows the top-scoring positive mood headlines both as ranked by human raters, and using the word counts from the mood lexicon. The human scores are given as an average value between +100 and −100, from most positive to most negative. Table 5 shows top-scoring negative mood tweets, while Table 6 shows top-scoring negative mood Facebook posts. Table 7 shows the most negatively ranked headlines, again based on both human raters and the lexicon.
For the essays dataset there is no need to normalize for document length, since all of the essays are relatively long, and of similar lengths. Empirically, normalizing for repeated words seems to improve the quality of the results slightly. Since positivity and negativity are not anti-correlated, the same essay can score highly for both positivity and negativity. Essays are too long to include in their entirety, but some example extracts are shown in Table 8 . The video blog transcripts have similar properties. The documents are longer, and with similar lengths, so we normalize only to discount repetitions. The highest scoring positive and negative mood documents are shown in Table 9 .
Emotions
Documents are processed in exactly the same way using lexicons for three positive emotions: anticipation, joy, and surprise; and four negative emotions: anger, disgust, fear, and sadness. Tables 10-29 show the top scoring tweets, Facebook posts, and headlines for each emotion (except that anticipation was not included in the Semeval data). We appeal to face validation, demonstrating that the highly ranked examples for each dataset and each emotion do, on the whole, appear to exhibit that emotion strongly.
Wishes
Goldberg et al. investigated whether wishes or desires could be detected lexically. Their goal was to go beyond the limitations of sentiment analysis (how does a consumer feel now?) to find objects that a consumer might feel positively towards even if they were not actually present. They developed models for the language of wishes based both on words themselves, and a set of templates (e.g. 'I just want . . .').
We created a wish lexicon from their corpus in which each document is labelled as embodying a wish or not. We extracted all parts of speech except nouns, and selected words based on their significance as predictive attributes for the wish/non-wish class label. This produced a set of 28 words that are associated with the wish/non-wish distinction. The lexicon is shown in Table 30 .
We then repeated the scoring process used for measuring emotions with this new lexicon, getting word counts for each document, normalizing for document length as before, and summing the adjusted counts. Table 31 shows the top-ranked tweets and Table 32 the top-ranked Facebook posts.
Preferences
The same process was repeated with a lexicon manually constructed to capture aspects of desire and preference. The lexicon of desires and preferences is shown in Table 33 . The difference between wishes and Only p&p to pay! Enjoy! 1.3024 Please keep *PROPNAME*'s family in your prayers tonight and tomorrow. We have to be in court at 9am. Really pray for the oldest *PROPNAME* went to his dad's for his summer visit and had his mother, brother and sister stripped from him for six months. CPS is providing Christmas for the other two but not him. I sure hope we succeed at stripping them of their immunity and make them pay for what they've done to this family. 1.2794 Two weddings, one baby shower and a great church service on Sunday! A weekend full of love and encouragement and I know the best is yet to come! All things work together for the good to them that love God, for them who are the called according to his purpose. 1.2473 money, teeth cleaning, g-ma's, bus, top secret errand, target, rodarte dress for $40(!!!), some warm and comfy-themed xmas shopping, spending time with mom, coffee, sephora.com, the office, stepping outside and forgetting how cold it gets without proper coverage-productive and selfindulgent bliss. not a bad day off. 1.2473 Feeling DAMN GOOD headwise lately: forceful self-change of outlook, meds seem to be finally working, & I'm startin to get shit done! 'Course, meds need tweaking-one of 'em (dunno which) is also tryin to make me a zombie-not the fun movie kind, either: I get sleepy around 4 or 5 PM now; too damn early even if I weren't a night owl! PSYCHED bout the forward progress, but this zombie thing's crampin' my nightlife, oy! preferences is that preferences usually refer to either the current, or imminent, situation, while wishes usually indicate a longer-range desire or preference. A robot might process a desire or preference immediately, while storing a wish as part of its model of the corresponding human. Table 34 shows the top-ranked tweets and Table 35 the top-ranked Facebook posts for this model. News Baby pandas! Baby pandas! Baby pandas! Table 5 : Top negative mood tweets. The top ranked post shows the limitations of a purely lexical approach, misreading an onomatopoeia for a negative word. The 8th ranked post is also poorly ranked because of words like 'lost', 'small, and 'insignificant'. Consider, though, the amount of context that is needed to know that this is a post about weight loss (good) rather than currency loss (bad) in the U.K. Score Tweet 8 dun dun dununun dun dun! dun dun dununun dun dun! "Ghostbusters!" 7
Had to tackle some skinny ass white mother fucker! His stupid ass almost made me miss my train. I refuse to wait 15 minutes cause you dumb. 7
Is fed up. Bloody no job. Bloody no money. Bloody hospital. Bloody drugs. Bloody boredom. Bloody buggering bollocks. 6 RT user4193: #dontyouhate thirsty ass bitches/niggaz ughhh go somehwere with ur thirsty ass!! (Byeeee! Go die in the desert!!!) 6 Might have to skip work tomorrow... sore throat+sneezing+fever= bad news :( no, not swine flu! My Mum had this same thing a few days ago. 5 hell yeah that shit bomb i got everybody n the hood doin that shit 5 perhaps sgt. crowley should personally reimburse mass. tax payers for his stupidity & wasteful expenditure of tax dollars. 5 I can has lost another pound and a half! That's a quarter of a stone, small but not insignificant amount! 5 tell that bitch she dont want it; ill kick her ass! tryna mess with my steph smh bird!
Personality
The essays and Facebook posts corpora are labelled by the Big Five personality properties of each author, so we can build and assess predictive models for each of the Big Five dimensions. We build and test models for the essays, Youtube, and Facebook corpora. For the first two corpora, this represents a few hundred words, and so stands in for what a robot could collect over the course of several interactions with a human. The Facebook corpus, on the other hand, stands in for a single, short interaction for which it might be expected to be quite difficult to infer personality traits. Our process is as follows. For each extreme of a personality dimension (e.g. for Extroversion: extrovert, and introvert) we select as training data documents authored by individuals with that trait.
For example, to predict extroversion versus introversion, we select 100 randomly chosen documents authored by extroverts and 100 authored by introverts. For each set, we construct a document-word matrix based on the most-frequent 1000 words, and normalize based on the log + digamma process described previously. This gives us a 100 × 1000 matrix, A, whose rows represent documents, columns represent words, and entries represent normalized word pseudo-rates. We normalize the columns of this matrix to z-scores, recording the mean and standard deviation of each column so that we can normalize test records to match.
We compute the singular value decomposition of A as I'm ecstatic! I just spoke briefly with *PROPNAME*'s lawyer. Based on some case files I emailed her, we have enough evidence to prove CPS's removal of the kids was illegal and grounds for an emergency hearing. We believe we have enough evidence to cost both CPS and Humble PD their qualified immunity , allowing us to file a civil suit against them and the apartments. ANYONE KNOW A GOOD CIVIL ATTORNEY??? 1.1303
Fight one more round. When your arms are so tired that you can hardly lift your hands to come on guard, fight one more round. When your nose is bleeding and your eyes are black and you are so tired that you wish your opponent would crack you one on the jaw and put you to sleep, fight one more round remembering that the man who always fights one more round is never beaten 1.1168 will gladly boast in his weaknesses. When I am weak, then He is strong. Your might, oh Lord is endless. Please cover over me. Please cover over your beloved..Lest we all fall in overwhelming shame under the weight of our imperfections. I have a ship and a fighting crew and a girl with lips like wine, and that's all I ever asked. Lick your wounds, bullies, and break out a cask of ale. You're going to work ship as she never was worked before. Dance and sing while you buckle to it, damn you! To the devil with empty seas! We're bound for waters where the seaports are fat, and the merchant ships are crammed with plunder! 1.0028 I don't get some people...you offer to help them-they are lazy and don't bother to send their shit... months later when its too damn late they ask you to help them.. wtf 0.99347 Sick of this nihilistic depression shit-fine, life may be meaningless, I may be right about all the other disturbingly bleak shit I've been thinking...but I'm not a self-killer so I'm stuck heremight as well pull it together and live this crazy life I've got anyway, eh? Some change is in the works (just in time for the New Year, ironically).
where U is an n × k matrix representing the documents in k-dimensional space, S is a diagonal matrix with non-increasing entries representing the amount of variation in each dimension, and V is a 1000 × k matrix representing the variation among the words. Given a test record, expressed as word pseudo-rates, we apply the means and standard deviations used for the training data to map it to a scale that matches the training data. Then we recompute the SVD with the test record added to the end of A, compute a new V matrix,V , which is still v × k, and compute the Frobenius norm difference between V andV . (In fact, we do not need to recompute the SVD; see the Iraqi suicide attack kills two US troops as militants fight purge Table 8 : Extracts from essays scoring high on positivity and/or negativity Post Comment I really don't want to go back to LOCNAME, I get lonely. I hate this stupid town, but I don't want to leave home, but then again I do , the air is cold when I breathe in and I need to go take my medicine oh well I'll go do that later crap I'm tired and I don't want to go read either it gets so long and boring very negative essay I feel gross because it's the end of the weekend and I was out partying the whole time. ... But, I am having so much fun.
essay that is both positive and negative I started to cry, out of sheer joy at what he was saying to me, I have never had any one person ever express their feelings to me strongly positive essay appendix.)
If the test records 'fits' with the model built from the original training set, then the difference in the Frobenius norm will tend to be larger than if it does not. This can be seen by considering the properties of the SVD. One interpretation of an SVD is that, if the rows of U and the rows of V are plotted in the same k-dimensional space, the distance between a point representing a row of U and a point representing a row of V corresponds to the affinity between that object and that attribute. Adding a new point corresponding to an added row of U has a different effect, depending on how similar it is to the existing rows. If it is like them, then it exerts strong pulls on all of the attribute points because it, like the rest of the object points, is close to them. If, however, it is not like the existing objects, then it is plotted far from them, and it is therefore far from the attribute points as well. Hence, it exerts only a weak pull on them; which is reflected in a small change in norm.
We have no scale that can be used to determine when a norm change is large or small. We use both of the models from the extremes of each personality dimension, the models for extroverts and introverts. Given Table 9 : Extracts from vlogs scoring high on positivity and negativity Post Well, I am so excited to talk to you today about goals, strategy and tactics, because I -this is really the secret sauce. First off, the goal. Might sound like a no brainer but some people forget what it is, to increase revenue. Hello, we're in the business of making money, that's what we're supposed to be doing here. Uh, now a lot of people think of the strategy as being the goal. The strategy I'm going to use is to increase audience. That's a strategy to achieve that goal. Okay, this is part two of my anarchy Q and A session. XXXX says I vote for capitalism, which, like democracy, is a horribly flawed system that happens to be the best thing we can come up with at the moment. However, even capitalism is starting to show its flaws like the social ones. I seriously doubt capitalism will survive another fifty years at current rates of technological development. We're perilously close to technologies capable of surpassing the abilities with respect to the specific jobs of most of the morons in our population. Please keep *PROPNAME*'s family in your prayers tonight and tomorrow. We have to be in court at 9am. Really pray for the oldest *PROPNAME* went to his dad's for his summer visit and had his mother, brother and sister stripped from him for six months. CPS is providing Christmas for the other two but not him. I sure hope we succeed at stripping them of their immunity and make them pay for what they've done to this family.
1.1556
Dedicate yourself to the good you deserve and desire for yourself. Give yourself peace of mind. You deserve to be happy. You deserve delight. *PROPNAME* 1.0844
Was on my first voice lesson today... feels good to start singing again... It was a long time ago... but now I'm back on track again ;) 1.0536 long day of classes//library time... but.... *PROPNAME* is coming to see me tomorrow :) So everything is good. 1.0536 feels pretty ooky, but is going to try to power through and sing in everything tomorrow anyway. Good idea? Let's watch! 1.033
Seventh day of Christmas!!! I still hear the church bells ringing and Handel's Hallelujah Chorus!! Glory to God in the highest and on earth peace to all good men!!! 0.97647 has contacts finally, its been a long time coming. its quite nice to see 0.96156 ohh, cleaning then reading for school... all the while just thinking about how much I can't wait to go home on Thursday! Lots of time with my one and only, hunting, and all the fun and good people that go along with both! Can Not Wait. 0.96156 Finally got a car! 1998 Nissan Altima GXE w// 98,700 miles on it in pretty good shape.
Mechanics aside, glad I have a car w// a stereo again. Don't like that it's white, but I took what I could get! Might either mural-paint or shop-repaint it if it annoys me enough. Also had a really great weekend (Thank you, guys. Xoxo!)-nice change from the last few! Glad as hell I'm not stranded anymore!! 0.96156 Hard drive problem? Made funny noises twice and failed to boot. Finally booted (obviously).
I am going to install a new one now. Don't expect updates for a few minutes (hah!). Of course the last time this happened, I installed a new drive, used the old one for backup, and the old continued working for years. So this could all be a waste of time and money. It won't be long until you find love, and by love, I mean TRUE love. You are such a beautiful, sweet, intelligent, 5 love is energy yes -love is everything -the door, the chair, the tree, the house, the wind, God, to me love is everything 5 hey! just wanted to say ive enjoyed praising god with you at church! You have an amazing gift! Im glad you are getting to share it Please keep *PROPNAME*'s family in your prayers tonight and tomorrow. We have to be in court at 9am. Really pray for the oldest *PROPNAME* went to his dad's for his summer visit and had his mother, brother and sister stripped from him for six months. CPS is providing Christmas for the other two but not him. I sure hope we succeed at stripping them of their immunity and make them pay for what they've done to this family. 0.97647 joy and freedom in the love of God! Drive a crappy car to deal so they know you have zero money... Then dress in clothes that are obviously too small. Good luck! a test point, we predict it to belong to the class (extreme) that claims it most strongly. Table 36 shows the performance of predictors built in this way for all five personality dimensions, and for the essays, Youtube, and Facebook datasets. There are no directly comparable results using other techniques, since these tend also to use other syntactic markers, but most achieve F-scores in the 60% range, while ours are typically higher, sometime much higher.
There are interesting differences across the dataset. For the essays dataset, prediction accuracy for all five dimensions is comparable; for the Youtube dataset, prediction of the conscientious dimension is noticeably higher than the others, but all are higher than for the essays. For the Facebook dataset, prediction accuracy for openness is higher than for the other dimensions, but all are lower than for the other two datasets. This is not surprising given that Facebook posts are relatively short; indeed, what is surprising is that aspects of personality can be predicted from such short texts. We doubt the many humans would feel confident about doing so.
Semantic differential
Osgood postulated that there was a natural three-dimensional structure underlying human value judgements, in which all words could be considered to lie at coordinate positions with respect to three independent conceptual axes, which he named the semantic differential [17] . He suggested that words varied along Ok. 1 vote for LAC, 1 vote for Minny, and 1 vote for Bucks so far. C'mon guys, we need more NBA hell teams. 4 I hate it when a girl runs from you screaming "RAPE!" when all I intended to do was eat her down to a screaming skeleton to gain her power. Iraqi suicide attack kills two US troops as militants fight purge the dimensions of good-bad, active-passive, and strong-weak (sometimes called Evaluation, Activity, and Potency). This construct was validated extensively across cultures, beginning with adjectives but then extended to a range of other words [16] . Osgood's view of this three-dimensional structure was attitudinal in flavor: "The way the lexicon carves up the world" (p171). The semantic differential approach gave rise to a line of research that still continues in marketing, and led indirectly to the popularity of Likert scales for eliciting opinions. Russell and Mehrabian [22] characterize essentially the same three dimensions as underlying the full spectrum of emotions, but this is not surprising since Osgood's claim was that these three dimensions are "a universal framework underlying certain affective or connotative aspects of language" (Ibid). This semantic differential is one conceivable way to begin to model attitudes (and perhaps eventually values). In our context, the semantic differential scores of an utterance can be considered as capturing the attitudes of the speaker to the general immediate context. Both tweets and Facebook posts can be considered as declarative statements of the worldview of the author at the moment that they are uttered. Some have an obvious target in mind; others are simply general comments on life as perceived by the author. In the context of Facebook this is explicit in the naming of the post as a 'status update'.
It is possible to imagine a robot inferring more sophisticated attitudes by computing the current object of attention of a human in its vicinity (for example, using gaze), and associating attitudinal markers in speech with this object. This is still an area in its infancy.
We take the same corpora previously used to infer emotions and compute the three intensities of each ysl is the shit vavy @user3985 nigga i found all the hard yeve saint laurent shit the got shit for the low lol belts only 275 cop out boy! 4 I hate it when a girl runs from you screaming "RAPE!" when all I intended to do was eat her down to a screaming skeleton to gain her power.
document on the three Osgood dimensions. Heise [10] computed loadings on each of the three dimensions for the most common 1000 words in English. We construct document-word matrices from the documents in each corpora as before, and weight each word by the corresponding loading for each of the three dimensions. We then score each document by adding up the weights of each word it contains. The loadings have values between −1 and +1, so the most intense document in each dimension will have a large positive score, and the least intense a large negative score. These scores reflect the attitude of the author to the external world at the instant it was written. So, for example, 'good' reflects the author's view of his/her context, as opposed to positive mood, which reflects the author's internal state. As before, we list the top ranked at each extreme to illustrate. These are shown in Table 37 The results from the Osgood model are not as compelling as the results for detecting emotions. We suspect that this is because tweets and Facebook posts are only attitudinal in quite diffuse ways, that is they reflect a general attitude to the world at the moment of authoring and so conveyed in words whose weightings are quite small.
Discussion and conclusions
We have considered the problem of inferring multiple aspects of human affective state from the perspective of a robot which (over)hears the conversation of humans in its vicinity. For inferring rapidly changing components of affective space, such as emotions, computations must be done from small amounts of text and in short time frames. For components that change more slowly, greater amounts of text and longer time frames are plausible.
A robot must understand the emotional state of humans with which it interacts to complete the affective loop, which seems to be essential to creating truly social interactions. Mood, in turn, must be understood because of its modulating effect on emotion. The ability to detect wishes, desires, and preferences is the first step towards a robot that can act without explicit commands in ways that the humans it serves want, reducing the cognitive burden on those humans. The ability to infer attitudes and personality are useful for a robot to winnow, in advance, the likely repertoire of decisions and actions a human might take in particular enough to go to the damn hospital I guess; just sick enough to be puking and bedridden today. Good thing I had the day off anyway for MLK day (but my dad didn't tell me that, so I woke up ill and panicky this afternoon-nice, lol). Furnace was fixed today, though, so no more CM troubles, I suppose! 0.7528 I have a ship and a fighting crew and a girl with lips like wine, and that's all I ever asked. Lick your wounds, bullies, and break out a cask of ale. You're going to work ship as she never was worked before. Dance and sing while you buckle to it, damn you! To the devil with empty seas! We're bound for waters where the seaports are fat, and the merchant ships are crammed with plunder! 0.73236 is tired of being sick. Death to all swine. 0.71499 got sick of the crap 5 haircuts so upgraded to the 22 haircut today.still crap. 0.71487 Feeling DAMN GOOD headwise lately: forceful self-change of outlook, meds seem to be finally working, & I'm startin to get shit done! 'Course, meds need tweaking-one of 'em (dunno which) is also tryin to make me a zombie-not the fun movie kind, either: I get sleepy around 4 or 5 PM now; too damn early even if I weren't a night owl! PSYCHED bout the forward progress, but this zombie thing's crampin' my nightlife, oy! situations, and so allow the robot to precompute likely responses it might be called upon to make. We use tweets, headlines, and Facebook posts as surrogates for conversations, and essays and vlog transcripts as surrogates for what a robot might accumulate about a human in the course of multiple interactions. These documents are extremely ungrammatical, containing multiple abbreviations, misspellings, and jargon. Some of these would remain in conversational snippets, but some would not.
We do not have ground truth for the emotions, wishes, desires, and attitudes of the authors of each I hate it when a girl runs from you screaming "RAPE!" when all I intended to do was eat her down to a screaming skeleton to gain her power. 4 Chicken kebab from local chipper is to die for. No doubt dying is what I will be in the morning. 4 One thing I don't mind drowning in is confidence. Hell, I live in a confidence desert. --URL-4 I HATE awkward moments in movies. They make me switch tabs and do something else to avoid the imminent embarrassment. Why do I even bother?
document. We appeal to face validation by showing those documents that rank most highly for each of the properties considered. In general, it is clear that the high-ranked documents do exhibit the relevant property but, of course, this does not mean that other documents that also exhibit the property have not been missed. For personality, we use datasets for which ground truth is known. Even humans typically achieve no better than 80% accuracy for personality trait prediction. Hence, our algorithm's performance, achieving prediction accuracies mostly in the 70% range, is strong. The surprising conclusion of our analysis is that computational models perform usably well, even from quite small amounts of text, and with relatively simple analysis. It is therefore plausible that robots could build models of the affective state of the humans they encounter using practical amounts of computation time and resources.
Avoiding recomputing the SVD
IfÂ is the matrix with extra (test) rows added, then
where U + is the Moore-Penrose inverse of U (which isn't square, let alone invertible) given by Many of us spend our whole lives running from feeling with the mistaken belief that you cannot bear the pain. But you have already borne the pain. What you have not done is feel all you are beyond the pain. -*PROPNAME* 0.88545 I'm ecstatic! I just spoke briefly with *PROPNAME*'s lawyer. Based on some case files I emailed her, we have enough evidence to prove CPS's removal of the kids was illegal and grounds for an emergency hearing. We believe we have enough evidence to cost both CPS and Humble PD their qualified immunity , allowing us to file a civil suit against them and the apartments. ANYONE KNOW A GOOD CIVIL ATTORNEY??? 0.88246 Put this as your status if you or somebody you know has suffered the LOSS of a Baby ? The majority won't put it on because unlike cancer. Baby Loss is a taboo... Break the Silence ? This is in memory of all the Angel Babies...gone too soon but NEVER FORGOTTEN ABOUT!!? Show your support and let these women know they don't have to grieve alone. 0.86085 wonders, with all this righteous indignation over a terrorist assassination program and change in tactics from pursuing the Taliban to protecting the population, when did this stop being a war? 0.8594 I want your love and I want your revenge You and me could write a bad romance I want your love and All your lovers' revenge You and me could write a bad romance 0.85341 Last night I went to a conference where the police were asking us to pray for them. Lets pray for the police and our communities. God moves when his people pray. 0.79003 worst night ever! then I get this message? hey so i just moved up here and ill be honest, living with someone but not getting needs met sexually and hoping to find someone in same position or at least who understands and can be discrete, if you may be interested let me know ,if not i am very sorry to have bothered you I could be a god damn serial killer who gets off setting people on fire urg I fucking hate people! Oh please. Dark romance. I love me some dark romance. Just the kind of news to make my bad day better :-) 4
You were everything thats bad for me, make no apology. Im crushed black and blue. But you know id do it all again for you. 4
Ok. 1 vote for LAC, 1 vote for Minny, and 1 vote for Bucks so far. C'mon guys, we need more NBA hell teams. 4 user4461 just in case u were worried I didn't die of heat stroke or get kidnapped! Lol 4
Nothing goes on the show without testing by the Black and Blues RT user4734 user4739 do the black and blues even test the motivator? 4
Is it better to be sick on a day off and lose the day but not have to do anything, or be sick on a show day and lose the day off? Hmmm 4 *rabid foam kill kill kill* :-) 4
The cake is a lie. -NL-The cake is a lie. -NL-The cake is a lie. -NL-The cake is a lie. Beating poverty in a small way Table 30 : Wish lexicon again, buy, could, find, get, getting, going, hope, hoped, hopefully, hoping, lack, like, liked, looking, love, need, now, own, please, pleases, should, take, use, want, wanted, wish, would right now! Ninite all, hope you had great dreams and better sleeps! 1.1218 worst night ever! then I get this message? hey so i just moved up here and ill be honest, living with someone but not getting needs met sexually and hoping to find someone in same position or at least who understands and can be discrete, if you may be interested let me know ,if not i am very sorry to have bothered you I could be a god damn serial killer who gets off setting people on fire urg I fucking hate people! 1.0894 Dear God, I know you've got a lot going on with Jesus' birthday coming up and all, but I need you to take this Civil Procedure exam for me in the morning. I know you take all of my exams for me, but I really need ya in an extra special sort of way for this one. Oh and one more thing, please hold off the snow until I can make it home.... 1.0894 If I should stay, I would only be in your way. So I'll go, but I know I'll think of you ev'ry step of the way...I hope life treats you kind. And I hope you have all you dreamed of. And I wish you joy and happiness but above this I wish you love....And I 1.0536 thinks that no one should be afraid to go to the doctor because they can't afford it, no one should go broke because they get sick, and no one should die because they could not afford care. If you agree, please post this as your status for the rest of the day. 1.0536 wishes life weren't so gray-scale... There are things I fear that excite me, things I want that I'm not sure I want, things I'm doing that I wish I were not, things I should be doing that I dread, and things that I want to put off but can't wait to get over with. stay I replied with Due to the terrible customer service, I would rather die a slow and horribly painful death than stay to which I got do you have any friends or relatives you would like to refer so they can get a good deal . I want that CSR to work in my company retention department!! 0.97647 I need to tell people I'm single more often. Two girls talk to me in less than 24 hours. That's like twice as many in the last week. Wow. I feel special. That's why I ride the short bus. 0.83631 My love, I forgive you; you never planned to die -and love, I'll place two pennies over your eyes... And I will love you, after the war. I love you for always, forever more. I will love you, after the war -forever, for always, and more... 0.82979 is going to need a lot more upper body strength if I ever want to be a pole dancer 0.82979 Going off to kick my own ass at the gym once more.... For better or worse, this type of masochism is highly addictive 0.82979 The day you wake up and realize you've just slept twelve hours and still want to sleep some more is the day you need to get back on a regular sleeping schedule. 0.82979 is being conformed to the image of Christ. Do you want to be like Jesus? Then you must learn something...you must learn how to love someone who does not meet the conditions. It's not easy, but it's not impossible. 0.82979 Let me know you more deeply and truely, oh Lord. There are none who know you completely, and so I pray that YOU show me. Your ways are perfect and I want my life to sing your praise. Let me walk with love, joy, peace, patience, kindness, goodness, gentleness, and self-control. Against such things there is no law. 0.82979 ...my doctor says I have a cute virus or something like that Bahahahaha No H1N1 here yet! Bath, lots of liquids and I might even take a nap. Need to get better for date night with *PROPNAME* tomorrow! 0.82979 Dear Online Dictionary Makers, Let people search the text of the entries, not just the entry words. Make your dictionaries more like a human brain. Let me search make things the same and find words that include those words in their definitions. That would rock. Love, *PROPNAME* Only to u... I hav been chatting over there no problem, I must really do some study cause hav not done any since b4 Melbourne Table 43 : Top passive attitude tweets Score Post -6.93 it's hard to believe that's the same girl that was rockin flour all over her face last year!!! :-D -6,76 Postcard from Paradise.-NL-You know how hard it is staying out of the sun here. Eclipse rehearsals on a week -URL--6.61 The dog got 2nd prize at a talent thing at local pet shop -only 2 entrants :) so wasn't hard :) -6.48 aww man who you tellin...I tried hard to talk myself outta starting, now I'm tryna talk myself out of stopping...smh...lol -6.42 ysl is the shit vavy user3985 nigga i found all the hard yeve saint laurent shit the got shit for the low lol belts only 275 cop out boy! -6.37 Grindin hard all day true style of a hustler...not 2 many females out here doin it like that....Well I must say I am one and will remain -6.27 invader zim : if you do not know it, we must, must, must provide you with data ... -6.17 Igor will start the STEPS soon!!! Be ready!!!! Do not miss out this time! Too many fans said they regret not getting twisted! No regrets! -6.16 user950 hope you do that quickly! come back soon! -6.12 Visited bro in hospital. Got a roommate @ the last minute. 80+ year old man who made sure to tell the nurse he needs a commode. Poor bro. Table 44 : Top passive attitude Facebook posts. It is striking that these are all short, that is they use only a few words but these are strongly passive. Score Post -2.8905 scored another interview!!!!!! -2.8905 earned another freckle or two from running the *PROPNAME* Marathon today!! -2.8905 accidentally rescued another animal from T&D's... -2.8905 needs another weekend -2.2181 crowd surfed at *PROPNAME* and *PROPNAME*! =D -2.1696 is going to the lone star ruby conf. in August! -2.0909 And there goes another one!!!! -2.0467 Today is another day. You dont get better by making a right choice once. You get better by making the right choice... everyday... over and over again... -1.9894 is drowning in a sea of irrelevance. -1.7607 is seeing *PROPNAME* this weekend. :) We're going to the Shedd Aquarium and doing other fun stuffs. ¡3 Table 45 : Top strong attitude tweets. It is striking how much these focus on issues related to sleep. Score Post 8.58
Good Night Good Morning, hope you had a peaceful sleep and some well needed rest 8. 18 Good Morning Tweeps! Morning user7234 -get brekky yet? Welcome back user7228 -get some sleep, good to have you back! 8. 16 Sleep is very good. I went into a deep sleep for the first time in a month. 7.28 yeah I do get a headache when I sleep more than 8 hours and when I sleep when I'm angry 2.....and on most Thursdays 7. 20 Good morning! How did you sleep? Did you shake off the undead? 7.12 yep @user14449 me too I feel like hols have begun! Hehe I wish! Yep jus the usual -sleep and catch ups! We must catch up with Nat as well! xo 6.66 "are you watching me sleep walter?" "yes your beautiful when you sleep" "okay watch me sleep again" "kay shut your eyes, OMG its BEAUTIFUL!" 6.63
I must sleep again. Good night! xD 6.62 good morning or afternoon, or night lol its morning here, :) sleepy gotta get more then 4 hours sleep a night lol how r u? 6.52
Describe to me what a good night of sleep is like. I really can't recall... Table 46 : Top strong attitude Facebook posts Score Post 3.1886 amber decided it would be fun to steal an egg and smash it on the carpet ): 2.0967 wants to live where soul meets body, and let the sun wrap its arms around her, and bathe her skin in water cool and cleansing, and feel, feel what it's like to be new. 2.0482 hmm, can't wait to try out this synthetic fermented egg lure... 1.8823 is reading Act like a lady, think like a man on her lunch...understanding the male psyche is the first step to taking over the world :oP 1.8577 is drowning in a sea of irrelevance. 1.7469 just doesn't feel like working... how about sleep!? :) 1.7082 just heard a commercial on the radio about some pill to lower cholesterol. They actually said Do you have high cholesterol due to poor diet or lack of exercise? Then you need to try this No, actually you need to try improving your diet and exercising a bit first. Just a crazy thought I had... 1.6636 is quite liking girls aloud 1.6636 mmmm beeen feeling quite happpy =)))) 1.6468 Nothing quite like going to the park and seeing a vulture munch on a gutted squirrel, turn to look at you, and precede to empty its bowels with a loud *squirt* Fight Club is one of my favorite movies; so much so, it got me to read. And I don't read much beyond a few pages of books -7.52
All he done was show the bad points about Michael and try to make him out as a dick. I hate Martin Bashir so much. -7.45 Sometimes what we need and are looking for is right under our nose all along. -7.31 I want to win something in this contest since I'm only 12 (no income here, only pocket money) and need iTunes money to buy #simplytweet! -7.30
You're obviously not thinking about having fun all day. Sometimes you just need a smile on your face and everything works out. 
