The paper deals with a web application that allows simulating 3D model of mechatronic system in holographic devices. Purpose of this application is to bring new perspective to interactive education and simplify the process of studying. Background of an application is driven by Scilab Xcos simulation software communicating via web service, which provides data. The resulting animation is displayed on a holographic device, which allows visualization. The displayed system is a 3D model of the mechatronic experiment, which represents digital model of real device. Accurate movement of experiment is obtained by linking data from Scilab Xcos with 3D model. The 3D model visualization should help with easier understanding of the subject matter.
INTRODUCTION
HE goal of each educational institution should be to improve and innovate the educational process. New methods of educating students should be formed to make the process easier, such as in [1] . Also, it is necessary to increase its efficiency. The ideal outcome is to bring education and research activities together, creating innovations that support the industry [2] . The latest trend in education is to bring an application that gives a better understanding of the issue. Simplifying device designs, understanding technical specifications, facilitating device prototyping, or even making manufacturing process cheaper are just a few of the many different uses of 3D hardware digitalization [3] . There are many three-dimensional environments around the world that try to incorporate, work, and simulate knowledge from different areas [4] . Study says that at laboratory sessions 58% students agreed that methodologies like simulations, demonstrations and virtual labs make them more comfortable in lab sessions [5] . Nowadays, we can observe the trend of digitizing [6] and simulating equipment in almost every working segment. It allows us to face real situations before they happen, to learn from them, see issues from another perspective, respond to them much faster and, finally, to save costs. Lately many institutions have specialized in virtual and augmented reality, like in [7] and brought attention to it. However, our project wants to focus on an area that is not so widespread. The aim of our work is to show students another angle of learning. To do so, we used holographic technology.
Optical holography for recording three-dimensional scenes can be traced back to the early sixties. Since then, the art of holography has been applied in many areas, primarily as a tool for 3D imaging, processing, and display [8] . Study in [9] says that 45.5% of teachers believe that hologram technology would have affect in the field of teaching. The use of holographic technology could be used in various areas of life. The first example is using it in car, which is published in [10] . The authors attempt to present a holographic display, that would help reduce the time when drivers were guided to the dashboard. Hologram would be projected onto the front glass, so time of inattention would be reduced. Another example is in medicine. There is a possibility of displaying real heart beating on a model of heart in four-sided hologram pyramid, which authors published in [11] .
The aim of this paper is to help students with understanding of the subject matter dealing, for instance with the basics of automatic control. Our system can simply help to visualize the behavior of mechatronic experiment parts as 3D digital model in holographic device.
II.

STATE OF TECHNOLOGY
The "Hologram" word refers to a three-dimensional picture made by laser light reflected onto a photographic substance without the use of a camera [12] . Hologram device could be used to play video, represent some system behavior, show object models, etc. We know many varieties of holograms, and there are variable ways of classifying them. For our purpose, we can divide them into three main types: reflection, transmission and hybrid holograms.
A. Reflection holograms
The reflection hologram ( Fig. 1) is the most common type of the hologram. They can be seen in galleries and in presentation places. This hologram is formed when the reference beam and the object beam are incident on opposite sides of the holographic surface. They interfere and record an image. To reconstruct the image, a point source of white light illuminates the hologram from the proper angle, and the viewer looks at it from the same side as the light source. Reflection holograms require the simplest setup and are visible without laser light [13] . Transmission holograms Transmission holograms ( Fig. 2 ) are also known as Laser-Transmission Holograms. This type is created when the reference beam and the object beam are incident on the same side of the holographic surface. They are viewed by shining a spread-out laser light through the emulsion side of the hologram at the same angle the hologram was recorded at, with the viewer looking on from the opposite side. The light is transmitted from behind the hologram device to the side of the observer [13] . Image which is displayed can be very precise.
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Fig. 2 How transmission hologram works
Materials, methods, and processes used to make transmission hologram are the same as reflection holograms.
C.
Hybrid holograms As hybrid hologram could be considered a combination of transmission and reflection hologram. Hybrid hologram can be specified as multichannel holograms, holographic interferometry, integral holograms, embossed holograms, and computer-generated holograms. For example, embossed holograms are used for authenticity applications such as security hologram stickers, passports or credit cards. Computer-generated holograms are used to make optical elements, for scanning, splitting, in general for controlling laser light, example can be CD player [14] . These types of hologram are not relevant for our work, because of their technology, so we will not pay attention to them.
III. PRODUCT RESEARCH
Looking on the market the most advanced holographic device suitable for our purpose can be considered Microsoft HoloLens. HoloLens is a pair of mixed reality smart glasses, which is a holographic computer built into a headset that lets you see, hear, and interact with holograms within an environment such as a living room or an office space [15] . It is a wearable device that permits to look at holograms that are connected to the world and interact with them using gestures, voice commands and gaze. For instance, one of its advantages is plugin for Unity engine. However, due to its higher price (3500$), it is unlikely that will be massively adapted soon.
Next, the Realfiction company offers a range of holographic devices. These devices have different sizes and differences in the number of display areas. They also have higher prices (2000$ -10 000$). In our project we approached to use the Realfiction Dreamoc HD3.2. Device has threesided view, HDMI port, RJ45 port 23" screen and built-in loudspeakers. More details can be found in [20] . We chose it because this device has connectivity advantage -HDMI.
For everyday use it is possible to buy quite cheap holographic devices and use it with smartphones or tablets for example from company Holho. Price can be from 40$ to 160$. Disadvantage of these devices is that only video can be played, so when we want to control behavior of real-time experiment it is not possible to change anything in process without connection to another device via cable.
IV. APPLICATION
We had following requirements for the application:
• to make realistic view of 3D mechatronic experiment, • to control the behavior of the 3D model using parameters entered by the user.
A. Hardware As it was said before, it's necessary to have hardware to generate holographic image. This hardware consists of two main parts. The device from the front size is shown in Fig.3 .
Fig. 3 Hologram device from the front side
The first part is the image-emitting screen. A conventional computer screen could be used, but the resolution of screen increases the quality of the image. Our device has a screen up and emits the image from top to bottom. The second part is a projection glass with a semi-permeable layer, which is placed at a 45-degree angle below the screen. Therefore, the screen provides an image that is reflected on the glass. By placing the glass at this specific angle, the image is presented as if it is behind the glass, which creates virtual image of the represented object.
B.
Software and system architecture Application with minimal requirements and possibility of massive adoption in future led us to use standard web technologies (HTML, CSS, JavaScript and Three.js). It is necessary to realize that the display area is in the hologram, so it is not possible to change the control parameters from there. To do so, we needed to use two browser windows. The
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first one is opened in hologram as a view and the second one in computer screen as a control window. It is allowed via multi-screen mode. Of course, whole system is more complicated, and its architecture is shown in Fig.4 .
Fig. 4 System architecture
Back-end side of the application is managed from the server using a Laravel framework. When control interface is opened, data for specific experiment are automatically downloaded from MySQL database and a HTML form is generated. This form is generic, to ensure the possibility of adding new experiments in the future. The realistic movement visualization can be achieved thanks to numerical data received from Scilab Xcos simulation environment where the experiment is represented as a block diagram. Scilab allows to simulate a block scheme by accessing it through a terminal. Module with Scilab has its own interface, works as standalone application and it is used as a web service. It is necessary upload block scheme to the server before the first simulation. Then, it is used by an authorized program, accessed via URL. The main problem of showing data in 3D model is to send them from control to view interface or to change the simulation parameters during the visualization. Since each client window works separately, it is necessary to inform view interface about parameter changes in control interface. Solution we used is simple, when control view is opened, random SHA code is generated and saved as cookie value. This cookie is used then as a file name for data from simulation. Data are sent as a HTTP response from service and always saved to this specific file during entire session. User view interface gets these data and starts to render movement of experiment.
C.
Web Service There are several simulation programs on the market, like Matlab, Scilab Xcos or Octave. In our case, we have chosen Scilab Xcos, which is an open source distribution modeling and simulation software for numerical computation. The choice was done from several reasons. Matlab as the most used software requires license and not everyone have access to it. Therefore, it was not suitable for this implementation.
Octave from the open source category does not provide a block diagram option, which is suitable for easier creation of controllers. There exist also other programs that have a graphical editor for building block diagrams and have also appropriate numerical methods to solve differential equations. However, Scilab Xcos is the closest open source option to Matlab.
Secondly, since we want the system to be modular, it is very useful to have an Application Programming Interface (API) that allows us to use this simulation software as a web service. The advantage of the simulation environment that is located on the server and works as a web service is that everyone who requires to retrieve the data needs to know only the URL and how to access the software through the appropriate API. We have already had API for Scilab Xcos at the time of implementation, so we decided to use it. Since the entire data processing module is running as a web service, it can be easily replaced by other software. In this way the application can be expanded by a different simulation environment in the future.
V. ONLINE EXPERIMENT
In Fig.7 a model of the Furuta pendulum for our holographic device is depicted. The holographic device we used renders three-side projection, so it is necessary to have the model displayed three times and rotated by ninety degrees. The one on the bottom is then shown on the front side of the device and the other two on each side. Secondly, data are required. They are coming from control interface where the block scheme is simulated. In our case the control structure includes model of Furuta pendulum and the state space controller. Its parameters (i.e. gains K1, K2, K3, K4) can be defined via user interface shown in Fig.6 . User can specify also required angle, sampling period and animation time. After sending the request to the server (by clicking on the button Start simulation), the data will arrive within seconds and the model simulation will automatically start. The input parameters can be altered by sending a new request. The process is designed to change movement automatically. In Fig.7 is shown holographic device Dreamoc HD3.2 with connected computer via HDMI. 
VI. CONCLUSION
The paper describes web application for holographic devices, developed mostly for educational purposes. It can be used as a tool for interactive teaching in subjects dealing with automatic control theory. With this technology, for students it is simpler to imagine mechatronic systems behavior and that should be goal of every educational institution. The application acts as simulation software for 3D objects that helps students to understand how to operate with specific devices and systems. The application uses Scilab Xcos as simulation environment for computing block schemas. Achieved simulation data allow to see realistic movement of experiment 3D model. The 3D model, which is shown as holographic mechatronic experiment projection of the specific device. Holographic device that was used to show model and the behavior of the experiment, cannot be considered as a solution that could be used massively, due to its higher price. The tool can used as a display device for teachers during lessons. However, the application can be simply modified to a device that is not subject of a high price and this version could be deployed for every student.
As a future work, authors would like to extend the application by directly embedding it into the online laboratory portal, which deals with real-time control of experiments. This portal is currently in the implementation phase. Also, they would like to extend the application to use it through augmented reality, using Google ARCore platform.
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