In this paper, we investigate the multipath resolution problem for direct sequence spread spectrum signals. To resolve multipath components arriving within a very short interval, we propose a new multipath super-resolution algorithm based on the iterative least-squares method. The proposed least-squares-based iterative multipath super-resolution (LIMS) algorithm exploits a triangular shaped auto-correlation function (ACF) of the pseudonoise (PN) sequence and simplifies the least-squares parameter estimation procedure using iterative and algebraic operations. This results in an algorithm demanding low computational load with a high multipath resolution capability. It is also discussed that the LIMS algorithm can be applied for recursive multipath tracking of source localization systems, such as the global navigation satellite systems (GNSS). Simulation results show that the LIMS algorithm maintains its good performance even in a low or severe multipath interference conditions.
I. INTRODUCTION
A pseudo-noise (PN) sequence, which is a deterministic but noise-like sequence generated by a linear feedback shift register, is widely used in areas such as radar and sonar signal processing, ranging and positioning, and digital communication, due to the convenience in estimating the delay of the received signal for its peaky auto-correlation function (ACF). When the PN sequence propagates through a channel and is received by a remote terminal, the cross-correlation of the received signal and a receiver replica of the PN sequence yields a peak at the lag of the propagation delay caused by the channel. This delay is related to the physical separation between the transmitter and the receiver, and thus provides important information for the source localization or target detection. However, in many practical situations, the propagation medium involves multiple echoes with short delays due to the Manuscript scattering objects around the receiver [1] , [2] . In such a case, we are most interested in estimating the delays of those echoes and, especially, the first arrival path, since it is the most likely to be the line-of-sight path, which carries information on the distance between the transmitter and the receiver.
In the multipath channel, the conventional PN sequence delay estimation method using the ACF, which finds the peak of the correlator output, would probably give an incorrect estimate of the first arrival path delay, unless the first arrival path is the most dominant path. This is because the ACF for the first arrival path is buried under the sum of other overlapping ACFs of echoes, and thus, the lag of the peak of the correlator output is often different from the first arrival path delay. We can work around this problem to some extent by finding multiple local extrema of the correlator output and selecting the one with the smallest lag as the estimate of the first arrival path [3] . However, the resolution of this method is limited to the chip duration of the PN sequence, which is not sufficient in some narrow band systems.
The so-called super-resolution techniques provide higher resolution than the conventional ACF-based delay estimation. The super-resolution techniques, such as the multiple signal classification (MUSIC) [4] and the estimation of signal parameters via rotation invariance techniques (ESPRIT) [5] , were originally proposed for direction-of-arrival estimation for multiple targets with passive sensor arrays, and were first applied to the channel multipath resolution in [6] . In [6] and [7] , the super-resolution techniques were applied directly to the received signal samples at the analog-digital converter (ADC) output. In particular, in [7] , [8] , it was asserted that the super-resolution techniques can be applied to a received signal sampled at a considerably lower rate than the chip rate of the PN sequence, when the signal has a finite rate of innovation (FRI). On the other hand, in [9] , [10] , super-resolution techniques were applied to the correlator output signal, instead of the ADC output. These techniques can significantly improve the resolution of multipath delays, compared to conventional techniques, but in practice reveal some drawbacks. First, since the super-resolution techniques are based on subspace decomposition of the signal correlation matrix, signal components contributed by the different channel paths should take distinct dimensions of the subspace in order to be distinguishable. In effect, this requires that the path delays be fixed and distinct, while the attenuations of those paths vary randomly. Since it is obvious that these requirements are not easy to meet in practice, additional techniques, such as frequency smoothing [9] , [10] , are required at the transmitter, a factor that poses additional burden to the system. Second, most super-resolution techniques are batch algorithms that compute a set of estimates from a large number of stationary observations. Therefore, they are not adequate for applications where tracking is a concern, as they demand large computation and processing delay. For example, in radio ranging systems, such as GNSS, a new observation, which can be non-stationary, is periodically provided, and a new set of estimates should be immediately computed from the new observation and the previous set of estimates in a recursive manner [11] , [12] . There are other optimal approaches to the multipath resolution problem; the least-squares (LS) and the maximum likelihood (ML) approaches were introduced in the literature [13] - [18] . However, due to their highly nonlinear nature in the parameters that need to be estimated, the LS and ML approaches are in general computationally intensive. In [13] and [14] , fast algorithms to solve the nonlinear LS estimation problem were derived by using the linear predictability of sinusoidal signals, but they are not applicable to general cases where the signals have arbitrary waveforms. In [16] - [18] , iterative ML multipath resolution techniques, such as the space alternating generalized expectation-maximization (SAGE) and ML parameter estimation framework (RIMAX) algorithms, were introduced. Rather than solving the large-dimensional ML estimation problem, they divide it into multiple low-dimensional problems, which are relatively easy to solve in an iterative manner. However, those algorithms are still computationally intensive since they require solving nonlinear estimation problems.
In this paper, we propose an iterative method to solve the LS or ML multipath resolution problem with correlator output samples; the proposed algorithm will be referred to as the leastsquares-based iterative multipath super-resolution (LIMS) algorithm. The LIMS algorithm exploits the fact that the ideal ACF of the PN sequence has a triangular shape, which can be represented by a piece-wise linear function. Due to the piecewise linearity, the first-order derivative of the cost function, which needs to be minimized with respect to the path delays, can be easily computed. After finding the derivative, the gradient descent algorithm can be applied for iterative minimization of the cost function. Thanks to its low complexity and recursive mode of operation, the LIMS algorithm is suitable for multipath tracking. In addition, we show that the early-late (EL) discriminator [11] , [12] , [19] , which is widely used for tracking PN sequence phases, is equivalent to the LIMS algorithm which runs with only two correlator output samples. Due to the non-convexity of the LS or ML multipath resolution problem, the gradient descent algorithm does not always produce a globally optimal solution. However, through numerical simulations, we show that the LIMS algorithm asymptotically achieves the Cramer-Rao bound (CRB) at high carrier-to-noise density ratio in some cases. Also, we show that the LIMS algorithm generally outperforms the ML-based SAGE algorithm, and the MUSIC-based super-resolution PN-correlation method (SPM) [10] , in the presence of severe multipaths and noise. This paper is organized as follows. In Section II, we introduce the signal model at the correlator output and the LS formulation for the multipath resolution. In Section III, we present the LIMS algorithm as the technique to solve the LS multipath resolution problem, and discuss the application of the LIMS algorithm for multipath tracking. The complexity of the LIMS algorithm and its relationship to the conventional EL discriminator based delay-locked-loop (DLL) are discussed in Section III. Also, the SAGE algorithm is briefly introduced, and the rela-tionship between the LIMS and SAGE algorithms is discussed. Numerical simulation results with various channel models and performance comparison to the conventional methods are given in Section IV. Section V concludes the paper.
The following notations are used throughout this paper. Vectors or matrices are denoted by boldface symbols. The -th element of a vector and the -th element of a matrix are denoted by and , respectively. The superscripts and denote the transpose and conjugate transpose of a matrix, respectively. The Euclidean norm of a vector is denoted by , and the infinity norm of a vector, i.e., the largest absolute value of elements, is denoted by . The sets of real and complex numbers are indicated by and , respectively, and the identity matrix is denoted by . The statistical expectation is denoted by and the real part of a complex value is denoted by . Finally, is the big-O notation.
II. SYSTEM MODEL
Consider an impulse response of a multipath channel between a transmitter and a receiver (1) where is the number of paths, are the unknown complex channel coefficients for each path, are the unknown arrival time delays for each path, is the Dirac delta function, and ( ) is a time interval of interest, in which the channel remains constant. We assume that the delays are distinct and , without loss of generality. Consider that a continuous time PN sequence with a chip duration is sent through the channel (1) by the transmitter, and the baseband received signal at the receiver is written as (2) where is a circularly symmetric, zero-mean, complex Gaussian noise process with auto-correlation . For the first step at the receiver, the cross-correlation of with is taken over the time interval , and the correlator output is uniformly sampled at lags to yield (3) where is the auto-correlation function (ACF) of the PN sequence given by (4) and
is the filtered noise process sampled at , where (5) For a binary phase shift keying (BPSK) modulated PN sequence with a sufficiently large integration time , the ACF (4) is ideally modeled as , , otherwise.
(6)
For simplicity of notation in the subsequent expressions, we denote , , , and
. From (5), the covariance matrix of the noise vector, , is given by , where has elements (7) From the above correlator output signal model, the LS estimation of the channel coefficients and the path delays is formulated as
where is a proper nonsingular weighting matrix, and are the vectors of channel coefficients and path delays to be estimated, respectively, and is the assumed number of multipaths for the estimation. Since the true number of multipaths, , is generally unknown, it needs to be estimated in advance using a model-order identification method [20] ; it can also be jointly estimated with and [21] . Therefore, we assume that can be different from , in general. Note that there are two equivalent LS formulations, (8a) and (8b). The related parameters are defined as
For the least-squares estimation (8) to be feasible, we assume that , and and have full column rank. The first assumption can be feasible by taking a sufficient number of samples, and so is the second assumption when the delays are distinct and sufficiently apart; according to [24, 2.4.7] , a small fraction of is enough of an interval between the delays.
Remark 1: The signal model (3) is restricted to the triangular shaped ACF (6) for simplicity, but it can be extended to general ACF through appropriate linearization around the sampling points. That is, for the general ACF , (9b) and (9c) can be replaced by (10) 
In addition, though we assume uniform sampling with a sampling period in (3), all the arguments in this paper can be immediately extended to non-uniform sampling.
Remark 2: If we let , the weighting matrix whitens the noise and, therefore, the LS formulation (8) becomes the maximum likelihood (ML) formulation.
III. SOLVING THE LEAST-SQUARES MULTIPATH RESOLUTION PROBLEM
From the LS formulation (8), we can observe that it is linear in given , but nonlinear in due to the dependence of and on . Therefore, to solve the LS problem, a computationally demanding multidimensional search seems inevitable. However, there exists a useful workaround to avoid an exhaustive search-the gradient descent algorithm [25] . The gradient descent algorithm can efficiently find the local minimum of the LS problem in an iterative manner, by shifting the current guess of the LS solution to the direction that decreases the cost function in (8) at every iteration. In the following subsection, we propose a gradient descent algorithm for the LS multipath resolution problem, which will be referred to as the least-squaresbased iterative multipath super-resolution (LIMS) algorithm.
A. LIMS Algorithm
For notational simplicity in the following discussion, let , , , and in (8) . The operation flow of the LIMS algorithm is described as follows. First, at each iteration (say, the -th iteration, where is a positive integer), the intermediate guesses of the channel coefficient and the path delay vectors, and , are passed from the previous -th iteration. Given , a new estimate of the channel coefficient vector, , is computed as (12) Note that the matrix inversion in (12) exists with assumptions that is nonsingular and has full column rank. The new estimate (12) minimizes the cost function in (8a) for a given , but it requires matrix inversion, which may bring computational complexity or numerical stability issues. Therefore, as an alternative, the cost function in (8a) can be iteratively decreased by the gradient descent algorithm, (13) where is a small step size that should be properly selected. The refinement (13) may not cause complexity or stability problems like (12) , but possibly entails slow convergence to the solution.
For the second step, a refinement is computed from and using the gradient descent algorithm, which requires the computation of the gradient of the cost function in (8b) with respect to . However, since the cost function in (8b) is nonlinear and non-analytic in , it is not easy to compute the exact gradient. Therefore, we compute an approximate gradient based on the following assumptions: for a small perturbation vector ,
From (9b)-(9d), the assumptions in (14) are quite reasonable when is sufficiently small, such that . Under these assumptions, it can be assumed that and are constant in small region around . As a result, the gradient descent algorithm for reduces to (15) where is the proper step size. The step size should be small enough to satisfy the assumptions in (14) , i.e., and . However, a criterion for that guarantees the convergence of the LIMS algorithm is not easy to find.
Upon getting using (12) or (13), and using (15), the iteration index is increased by one, and the same computations are repeated for and . In this way, the iteration continues until a specific stop criterion is met. There exists a number of stop criteria for this kind of iterative algorithms, for example, reaching a fixed number of iterations, thresholding the magnitudes of the changes of variables, etc., depending on the applications and requirements of the system. Since the choice of the stop criterion is application-specific, analysis of the stop criteria for the LIMS algorithm is not provided in this paper. A summary of the LIMS algorithm operation flow is presented in Table I .
B. Complexity Issues
The major computational load in running the LIMS algorithm is the matrix inversion in (12) , which has of computations per iteration. The true number of multipaths, , could be large in practice and, hence, the assumed number of multipaths, , should be large, accordingly. However, in previous studies on multipath channel modeling, it has been shown that only a few of the multipaths are dominant in many practical applications [22] , [23] . Therefore, we can assume that is much , and neither the matrix inversion nor the overall LIMS algorithm is so burdensome. In addition, as noted in Section III-A, the matrix inversion can be avoided by using (13) instead, which has of computations per iteration. The total number of iterations is another important factor to estimate the overall complexity. However, as will be discussed in Section III-C, the number of iterations can be considerably small when the channel is not varying fast, and the LIMS algorithm is combined with the tracking function that utilizes estimates from the previous data samples as the initial values for the current estimation.
C. Multipath Tracking
In most wireless ranging and positioning systems, such as GNSS, a new observation of the received signal is obtained periodically. In time-varying channel environments, the current observation may reflect a multipath channel different from that captured in the previous observation. However, when the channel varies slowly enough, it can be assumed that the channels for the successive observations are statistically correlated, and the time varying channel can be efficiently tracked. One of such tracking systems is the delay-locked-loop (DLL) [11] , [12] . In a conventional DLL used for tracking the phase of the PN sequence, the early-late (EL) discriminator, which is designed for single-path tracking, is widely used. To be more specific, the correlator output is sampled at two points, one of which comes earlier and the other later than the previous path delay estimate by a fixed lag. The difference of the energies of the two samples is filtered by the smoothing filter in the tracking loop, and then fed back to the path delay estimator to adjust the current path delay estimate. In this way, the peak of the correlator output, i.e., the estimated path delay, is maintained at midpoint of the early and late samples. Now, instead of the EL discriminator, we consider using the LIMS algorithm in the tracking loop. Suppose that the -th observation of the received signal sample vector is given. At the same time, the previous estimates of the channel coefficient vector and the path delay vector are passed from the previous round of estimation. Then the LIMS algorithm starts iterations for and with initial guess and , respectively. As long as and are sufficiently close to the true channel coefficients and path delays for the -th observation interval, and the channels for the -th and -th observation intervals do not differ much, the new estimates and can be obtained in a small number of iterations.
When the channel is not time-varying but the received signals for different observation intervals are corrupted by independent realizations of noise, applying the LIMS algorithm with a small number of iterations for each observation can be seen as an application of the stochastic gradient method for channel estimation [25] . Thus, as the number of observations increases, the accuracy of channel estimation can be improved until it reaches the steady state.
D. Relationship to the Conventional Early-Late Discriminator
As briefly mentioned in Section III-C, the EL discriminator computes the energy (magnitude square) difference between two samples with different lags at the correlator output. The two samples are called the early and the late samples and are separated by a constant interval. When the peak of an ACF is located between the two samples, the difference between the two energies serves as a feedback signal to adjust the sampling points so that the peak of the ACF comes at the midpoint between the sampling points. Intuitively, this operation provides a valid path delay estimate when the channel has a single path and the correlator output maintains the triangular shape of the ACF in (6) . However, the single path assumption is not valid when the channel has dominant multipaths and the received signal is corrupted by noise.
Basically, the EL discriminator can be regarded as a special case of the LIMS algorithm with the single path assumption, i.e., , and two samples, i.e., . To illustrate this relationship, let us first consider sampling points at , , where . The sampled values of the correlator output at the sampling points are denoted by for and for . Likewise, the sampled values of the scaled and delayed ACF, , are denoted by for and for , as shown in Fig. 1 . Now, suppose that , and thus and . Assuming and the number of paths , the cost function in (8b) is given by
Note that, since the two samples are one chip apart, the two samples have independent noise as found in (7) . Therefore, by Remark 2, (16) is a cost function for the ML estimation as well. From (9) , parameter vectors for the cost function (16) (17c)
Applying the LIMS algorithm to the cost function (16) with the initial value , the first iteration produces (18) from (12) , and from (15), where
As expected, (19) , the gradient with respect to , is the same as the EL discriminator. Similarly, for , it follows that (20) where (21) , and and are defined similarly to (17) , by stating in (9) . Note that, in (20) and (21), noise whitening, i.e., , is applied. Then, (20) can be regarded as a generalized -point discriminator, as an extension of the conventional 2-point discriminator, like the EL discriminator. The discriminator output as a function of the PN sequence phase offset for different values of is evaluated and plotted in Fig. 2 . The discriminator responses of the EL discriminators with sample spacing (wide correlator) and
(narrow correlator) are also plotted in Fig. 2 for comparison. The figure shows that, as decreases, the discriminator has a steeper curve around the zero offset, which implies stronger resistance against perturbation after the DLL is locked at the peak of the ACF [19] .
E. Comparison to the Sage Algorithm
Like the LIMS algorithm, the space alternating generalized expectation-maximization (SAGE) algorithm [16] , [17] is another method that can be used to find the approximate ML or LS estimates of multipath channel parameters. The LIMS and SAGE algorithms look similar in that both calculate the estimates of the channel coefficients and the path delays iteratively. However, the two algorithms are quite different in the computations performed in each iteration. The LIMS algorithm relies on the gradient descent algorithm, which provides simplified linear algebraic expressions to update the channel coefficients and the path delays at once, as in (12) (or (13)) and (15), respectively. However, the SAGE algorithm carries out expectation and maximization (EM) steps for each individual path, which can be nonlinear, in each iteration.
In each iteration of the SAGE algorithm (say the -th iteration, where is a positive integer), a sequence of non-observable complete data is defined as (22) Note that depends only on the parameters of the -th path, i.e., and . In the expectation step, the conditional expectation of is taken such that (23) where and are vectors of intermediate estimates. In the following maximization step, the channel coefficient and path delay of the -th path are computed as ML estimates based on the observation vector :
where . After the EM steps for the -th path, the same procedure is repeated for the -th path. When the EM steps sweep through all paths, the iteration index is increased by one and the EM steps start over from the 0-th path.
Note that, via the SAGE algorithm, the original -dimensional parameter estimation problem (8) is simplified to a series of one-dimensional estimation problems (24) . However, the one-dimensional problems (24) are still nonlinear and require a computationally intensive line search method. On the other hand, as mentioned earlier, the LIMS algorithm uses linear algebraic formulae to update parameter vectors in each iteration, which is much simpler than what the SAGE algorithm does. In practice, the performance of the SAGE algorithm depends on many criteria, such as convergence of the log-likelihood function, goodness-of-fit between the power profile calculated from the measurement data and those reconstructed based on the channel estimates [17] . Therefore, in general, it is hard to state that either the LIMS or SAGE algorithm is always better than the other. In addition, convergence to a globally optimal solution is not guaranteed for either the LIMS or SAGE algorithm. To compare the performance of both algorithms given the same uncertainty of initial guess of parameters and the robustness against noise, simulations are performed in Section IV.
IV. NUMERICAL RESULTS
This section presents simulation results to demonstrate the performance of the LIMS algorithm. For performance comparison, the SAGE algorithm and the super-resolution PN-correlation method (SPM) [10] , which is based on multiple signal classification (MUSIC) [4] , are considered. The root mean square error (RMSE) of the estimated delay of the resolved first arrival path relative to the true first arrival path delay is used as a performance metric in the simulation results. Each point in the simulation results shows RMSE obtained from Monte Carlo trials with independent realizations of noise and channel impulse response. As for the PN sequence, we use the GPS coarse-acquisition (C/A) code [26] , which has 1023 chips per period and 1.023 MHz chip rate; one chip occupies . The received signal is generated by superimposing the attenuated, phase rotated, and delayed replicas of the C/A code sequence according to the multipath channel realization, and by adding white Gaussian noise with the power spectral density . The received carrier power is defined as in (2), where is the expectation over the channel realizations. The carrier power varies so that a range of carrier to noise density ratio ( ) between 20 and 60 is generated. At the receiver, the correlator has integration time , which corresponds to 10 periods of the GPS C/A code sequence. In particular, for the SPM, a sample correlation matrix is generated from 25 consecutive correlator output vectors, in which the channel coefficients vary independently but the path delays are fixed. Therefore, the SPM requires 250 ms of observation to obtain a set of parameter estimates.
In all simulations, it is assumed that a -width window of the correlator output is available for each integration time. The center of the window is defined as the zero lag, i.e.,
. It is also assumed that the coarse acquisition of the PN sequence is performed in advance and, thus, a coarse estimate of the delay of the true first arrival path, , is provided to the receiver within 0.3 chip error, regardless of . That is, the true first arrival path is placed at a random lag uniformly distributed over . The initial guess for the LIMS and SAGE algorithms is given such that , , and ( ) evenly divide the interval . Also, the channel coefficient vector is initialized as . In the simulations, 10 samples per chip, i.e., , and 10 MHz pre-correlation bandwidth (PCBW) are used as reasonable choices for a high performance ranging system. As described in Section III-A, (12) and (15) are used for the channel coefficient and delay updates, respectively, in each iteration of the LIMS algorithm. In particular, to avoid an abrupt change in the delay update, which can impair the stability of the LIMS algorithm, we slightly modify (15) as (25) where is an element-wise unit clip function of a vector defined as ,
, .
For the step size in (25), we use . Starting with and , the final estimates of the channel coefficient vector and the delays vector are obtained by and , respectively. This means that we use a fixed number of iterations as a stop criterion for both the LIMS and SAGE algorithms. Upon completion of the 500 iterations, a simple path validation process is applied to reduce the probability of false alarm: an estimated path is declared to be valid if the estimated power ( ) of the path is larger than a certain threshold. When selecting the threshold, it should be taken into account that there is a tradeoff between the detectability of weak paths and the false alarm probability. In our simulations, we use 1% of the total estimated power ( ) as the threshold.
Finally, noise whitening is employed in the simulations of LIMS and SAGE algorithms. Though noise whitening can be achieved by letting , the whitening matrix is sometimes ill-conditioned. Therefore, to avoid stability impairment, we consider a regularized noise whitening matrix .
A. A Two-Path Non-Fading Channel
The first test channel considered for performance evaluation is a two-path non-fading channel with and , where the first arrival path delay is uniformly distributed over . The performance result, in terms of the RMSE with respect to , is shown in Fig. 3(a) . As a benchmark, the Cramer-Rao bound (CRB) is also plotted in the same figure, and the derivation of the CRB is provided in the Appendix. With this channel, the correlator output has a plateau of -width in the absence of noise. As a result, the conventional EL discriminator, which assumes a single path and a triangular shaped ACF, cannot perform well for the given channel. Therefore, it is obvious that both EL discriminators with wide ( ) and narrow ( ) correlators have RMSE of around 75 m, which corresponds to about delay. On the other hand, the LIMS and SAGE algorithms can handle the two paths simultaneously and outperform the EL discriminators. Between the two algorithms, the LIMS algorithm generally outperforms the SAGE algorithm, especially at low 's. Note that, at high 's, both the LIMS and SAGE algorithms asymptotically achieve the CRB. Interestingly, the low RMSE of the LIMS algorithm is observed to be smaller than the CRB. This does not represent a contradiction, since the LIMS algorithm does not necessarily produce an unbiased estimate of the first arrival path delay, while the CRB has meaning only for unbiased estimators. Moreover, since the globally optimal solution is not guaranteed for either the LIMS or SAGE algorithm, the asymptotic coincidence of the CRB and the performances of the LIMS and SAGE algorithms in this case should not be accepted as a general statement that those algorithms are asymptotically efficient. In Fig. 3(b) , learning curves of the LIMS algorithm for the first arrival path delay estimation are depicted for 50 independent trials at . Note that, even with a relatively large initial deviation, the LIMS algorithm successfully converges to the vicinity of the true first arrival path delay without being trapped in local optimal solutions.
B. Multipath Fading Channels
Two multipath fading channel models, denoted as channels A and B, respectively, are considered for the performance evaluation. Channel A models the situation in which there is a strong line-of-sight (LOS) path and two scattered paths. Therefore, the LOS path is assumed to be a non-fading path, and the others are assumed to be independent Rayleigh fading paths. On the other hand, channel B corresponds to the situation in which there is no LOS path and all four paths are independent Rayleigh fading paths. The power delay profiles of the two channel models are given in Table II . The RMSE performances of the LIMS and SAGE algorithms, and the SPM are plotted in Fig. 4(a) and (b) for channels A and B, respectively. In Fig. 4(a) , it is shown that the LIMS algorithm performs better than the SAGE algorithm and the SPM at low 's. However, for , the performance of the SAGE algorithm is slightly better than that of the LIMS algorithm. Likewise, in 4(b), the LIMS algorithm outperforms the others over a wide range of , though the SPM performs slightly better than the LIMS algorithm for . The effect of PCBW selection should be investigated as well to see the algorithm's practical validity. In practice, the received signal is bandlimited to the PCBW by a band pass filter before the correlator. This filtering is beneficial for removing out-ofband noise, but, as the PCBW decreases, the ACF loses its triangular shape. This causes a mismatch between the assumed and true signal models, and can entail some performance loss. In Fig. 4(a) Another practically important point to be considered is that the assumed number of multipaths may sometimes be different from the true number of multipaths . To see the effect of wrong hypothesis on the number of multipaths, the LIMS and SAGE algorithms and the SPM are tested with various values for channels A and B, and the results are shown in Fig. 5(a) and (b), respectively. It is shown that the performances of all three schemes are highly dependent on the choice of ; therefore, the proper choice of is of particular importance. However, it is also observed that, when , the performances are relatively less sensitive to the choice of . Interestingly, it can be found that the correct hypothesis does not necessarily provide the best performance. For example, though in Fig. 5(a) , the LIMS algorithm performs better with than with over a wide range of . This is a plausible observation since some paths would become negligible due to fading, thus the number of effective multipaths can be smaller than the true number of multipaths. 
C. ITU-R P.681-7 Earth-Space Land Mobile Channel Model
For a performance evaluation with realistic multipath fading channels, we use the Earth-space land mobile channel model, recommended by the international telecommunication union (ITU) for mobile GNSS channels and standardized in ITU-R P.681-7. In this model, virtual urban canyons are randomly constructed with a road in the middle and buildings, trees, and poles on both sides of the road; channels are generated based on the ray-tracing approach. We consider urban and dense urban scenarios for the channel generation; the related parameters are listed in Table III . Note that, statistically, the dense urban scenario assumes taller and more densely spaced buildings and, therefore, the number of paths incurred is generally larger than that of the urban scenario. The RMSE curves with different PCBWs for the urban and dense urban channels are plotted in Fig. 6(a) and (b), respectively. It is observed that, with the same PCBW, the LIMS algorithm generally outperforms the others, except in the case of PCBW 2.046 MHz, where the LIMS and SAGE algorithms show similar performance at high 's. Also, the RMSE curves with various values are shown in Fig. 7(b) and (b) for the urban and dense urban  TABLE II  PARAMETERS OF THE THREE- channels, respectively. It is seen that, depending on the choice of , there are some crossovers between the performances of the LIMS and SAGE algorithms in the range between 40 and 50 . However, at low and high 's, the LIMS algorithm still performs better than the other schemes. Considering the results shown earlier, the results in Figs. 6 and 7 show that the LIMS algorithm generally maintains its superior performance, compared to the SAGE algorithm and the SPM in various test conditions and channels, including the realistic one. V. CONCLUSION
In this paper, the multipath resolution problem for direct sequence spread spectrum signals was investigated. A new technique, referred to as the LIMS algorithm, was proposed for resolving the short delay multipaths. Unlike the SAGE algorithm, which requires nonlinear operations in each iteration, the LIMS algorithm is composed of linear algebraic operations in such a way that the complexity of the LIMS algorithm is considerably lower than that of the SAGE algorithm. It has been shown that the LIMS algorithm is suitable for multipath tracking due to its recursive operation. Also, an algebraic derivation was provided to show that the LIMS algorithm is a generalization of the conventional EL discriminator for PN sequence phase tracking. Through numerical simulations, it has been shown that the LIMS algorithm has superior performance compared to other known techniques, such as the SAGE algorithm and the MUSIC-based SPM, in various channels and test conditions. On the basis of the discussions and observations, we can conclude that the LIMS algorithm can be very effective for applications using spread spectrum signals, such as radio ranging, GNSS, and, possibly, time synchronization and multipath tracking in wireless communication systems.
APPENDIX THE CRAMER-RAO BOUND FOR THE FIRST ARRIVAL PATH DELAY ESTIMATION
From the signal model (3), the CRB matrix [28, (B.3.25) ] for the estimation of the path delays is given by (27) where and are simplified notations for and , respectively. In addition, and are the vectors of true channel coefficients and path delays, and and are defined in (9a) and (9b), respectively. Then the mean square error (MSE) of any unbiased first arrival path delay estimator is lower bounded by the first diagonal element of the CRB matric (27) .
