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Abstract. The bounds for absolute moments of order statistics are established. Let
X1, . . . ,Xn be independent identically distributed real-valued random variables and
let X1:n ≤ · · · ≤ Xn:n be the corresponding order statistics. The absolute moments
E|Xi:n|k, k > 0, are estimated via the absolute moment E|X1|δ, δ > 0, for all i such
that kδ−1 ≤ i ≤ n−kδ−1+1 with order (n2i−1(n−i)−1)kδ−1 in i and n. These estimates
are able to be of some use as a tool to argue in different probability limit theorems.
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Let X1, . . . , Xn be independent identically distributed real-valued random vari-
ables with common distribution function F , and let X1:n ≤ · · · ≤ Xn:n denote the
corresponding order statistics. Let k and δ be arbitrary positive numbers. Put
ρ = kδ−1 and set g(u) = u(1− u).
Theorem 1. For all n ≥ 2ρ + 1 and for all i such that ρ ≤ i ≤ n − ρ + 1 the
following inequality holds
E|Xi:n|k < C(ρ)
{
E|X1|δg−1
( i
n+ 1
)}ρ
, (1)
where one can put C(ρ) = 2
√
ρ exp(ρ+ 7/6).
Consequence. For arbitrary 0 < α < β < 1 and for all n and i such that
ρ ≤ nα < i < nβ ≤ n− ρ+ 1, the following inequality holds
E|Xi:n|k < C(α, β, ρ)
{
E|X1|δ
}ρ
,
where C(α, β, ρ) is constant, and depends only on α, β and ρ.
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Estimate (1) was applied in Gribkova (1989, 1994) for obtaining estimates in
the Central Limit Theorem for L-statistics, and it was applied in Korolyuk and Borovskikh
(1993) for the analysis of the asymptotic behavior of random permanent mea-
sures for L-statistics. It should be noted that many inequalities and other auxil-
iary results for order statistics are included in Helmers (1982), van Zwet (1970),
Shorack and Wellner (1986).
Proof of Theorem 1. To begin with let us note that by Chebyshev’s inequality,(
F−1(u)
)δ
(1− u) ≤ E|X1|δ
for u ≥ F (0) and ∣∣F−1(u)∣∣δ u ≤ E|X1|δ
for u < F (0) where
F−1(u) = inf{x : F (x) ≥ u}.
We first assume that ρ+ 1 ≤ i ≤ n− ρ. Then we obtain
E|Xi:n|k = 1
B(i, n− i+ 1)
∫ 1
0
∣∣F−1(u)∣∣k ui−1(1− u)n−i d u
≤
{
E|X1|δ
}ρ
B(i, n− i+ 1)
(∫ F (0)
0
ui−ρ−1(1− u)n−i d u
+
∫ 1
F (0)
ui−1(1− u)n−ρ−i d u
)
<
{
E|X1|δ
}ρ(B(i− ρ, n− i+ 1)
B(i, n− i+ 1) +
B(i, n− ρ− i+ 1)
B(i, n− i+ 1)
)
. (2)
To evaluate the ratios of beta functions on the right hand side of (2), we apply
the inequalities
√
2pixx+1/2e−x < Γ(1 + x) <
√
2pixx+1/2e−x+1/(12x), (3)
where x ∈ R, x > 0, which follows from Stirling’s expansion. By using (3), we
will prove that for all ρ > 0 and for all i ≥ ρ+ 1
B(i− ρ, n− i+ 1)/B(i, n− i+ 1) < e1+7/6(n/i)ρ. (4)
Relation (4) and the symmetry imply that
B(i, n− ρ− i+ 1)/B(i, n− i+ 1) < e1+7/6(n/(n− i+ 1))ρ (5)
for all ρ > 0 and for all i ≤ n − ρ. Together (2) and bounds (4)-(5) yield (1) in
the case ρ+ 1 ≤ i ≤ n− ρ. Now we will prove (4). We have
B(i− ρ, n− i+ 1)/B(i, n− i+ 1) = Γ(i− ρ) · Γ(n+ 1)
Γ(i) · Γ(n− ρ+ 1) . (6)
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First suppose that i ≥ ρ + 2, so therefore i − ρ − 1 ≥ 1, and applying (3) on
the right hand side of (6), we find that (6) is less than
e1/6
(
(i− ρ− 1)n
(n− ρ)(i− 1)
)1/2(
n
i− 1
)ρ(
n
n− ρ
)n−ρ(
i− ρ− 1
i− 1
)i−ρ−1
. (7)
To continue let us note that(
n
n− ρ
)n−ρ
< eρ,
(
(i− ρ− 1)n
(n− ρ)(i− 1)
)1/2
< 1,
(
i− ρ− 1
i− 1
)i−ρ−1
< e−ρ+ρ
2/(i−1),
so the magnitude (7) is less than
e1/6+ρ
2/(i−1)
(
n
i− 1
)ρ
< eρ+7/6
(n
i
)ρ
. (8)
Now we will estimate (6) for the case
ρ+ 1 ≤ i ≤ ρ+ 2. (9)
Then we have 1 ≤ i− ρ < 2, Γ(i− ρ) ≤ 1, and so the right hand side of (6) is
not larger than
Γ(n + 1)/(Γ(i)Γ(n− ρ+ 1)). (10)
If ρ is an integer, then Γ(n+ 1)/Γ(n− ρ+1) < nρ and i from (9) is i = ρ+ 1.
For such i we have
Γ(n + 1)/(Γ(i)Γ(n− ρ+ 1)) < n
ρeρ√
ρρρ
< eρ+1 (n/i)ρ , (11)
and so (4) follows. And further, if ρ is not an integer, then i from (9) is i = [ρ]+2
(here and further [k] means the whole part of positive k). Suppose at first that
[ρ] = 0. Then i = 2 and (10) is equal to
Γ(n+ 1)/Γ(n− ρ+ 1)) < e1/12nρ
√
1 + ρ < e1/12+ρ/2+1 (n/i)ρ , (12)
and so (4) is true. Now we will suppose that |ρ| ≥ 1, then we have
Γ(n+ 1)/(Γ(i) · Γ(n− ρ+ 1)) < e1/12nρ
√
1 + ρΓ−1([ρ] + 2)
<e1/12
√
1 + ρ
1 + [ρ]
1√
2pi
(
n
1 + [ρ]
)ρ
eρ
(
e
1 + [ρ]
)1+[ρ]−ρ
<
1√
2pi
(
3
2
)3/2
eρ+1/12
(
n
1 + [ρ]
)ρ
<eρ+1(n/i)ρ. (13)
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Together bounds (6)–(8) and (11)–(13) imply (4). Thus we have proved our
theorem for the case ρ+1 ≤ i ≤ n−ρ for all ρ > 0. It still remains to establish (1)
for the extreme values of i. Now let
ρ ≤ i < ρ+ 1. (14)
If ρ ≤ 1 (i.e. k ≤ δ), then i from (14) is i = 1. Now by Ho¨lder’s inequality we
obtain
E|X1:n|k =B−1(1, n)
∫
∞
−∞
|x|k(1− F (x))n−1 dF (x)
≤B−1(1, n)
{∫
∞
−∞
|x|δ d F (x)
}ρ
=nρ
{
E|X1|δ
}ρ
,
and so (1) is true. Now let ρ > 1 (i.e. k > δ). In ρ is an integer, then i from (14)
is i = ρ. Now for that i we have
E|X1:n|k =B−1(ρ, n− ρ+ 1)
∫
∞
−∞
|x|kF ρ−1(x)(1− F (x))n−ρ dF (x)
≤B−1(ρ, n− ρ+ 1){E|X1|δ}ρ−1
∫
∞
−∞
|x|δ(1− F (x))n−2ρ+1 dF (x)
≤B−1(ρ, n− ρ+ 1){E|X1|δ}ρ . (15)
Further,
B−1(ρ, n− ρ+ 1) =Γ(n+ 1)/(Γ(ρ) · Γ(n− ρ+ 1))
<e1/12−1
1√
2pi
√
ρ− 1 n
n
(ρ− 1)ρ(n− ρ)n−ρ
√
n
n− ρ
<e1/12−1
√
ρ− 1√
2pi
(
n
ρ− 1
)ρ
eρ
√
2
<
1√
pi
e1/12+ρ+1
√
ρ− 1(n/i)ρ. (16)
Now we assume that ρ > 1 is not an integer. Then i from (14) is i = [ρ] + 1.
For such i we obtain
E|X1:n|k =B−1([ρ] + 1, n− [ρ])
∫
∞
−∞
|x|kF [ρ](x)(1− F (x))n−[ρ]−1 dF (x)
≤
{
E|X1|δ
}[ρ]
B([ρ] + 1, n− [ρ])
∫
∞
−∞
|x|δ(ρ−[ρ])(1− F (x))n−2[ρ]−1 dF (x). (17)
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By Ho¨lder’s inequality the right hand side of (17) does not exceed
{
E|X1|δ
}[ρ]
B([ρ] + 1, n− [ρ]) ·
{
E|X1|δ
}ρ−[ρ]
{B(1, n− 2[ρ])}ρ−[ρ]−1
=
{
E|X1|δ
}ρ n!(n− 2[ρ])ρ−[ρ]−1
[ρ]!(n− [ρ]− 1)!
≤{E|X1|δ}ρ nρ
[ρ]!
(
n
n− 2[ρ]
)[ρ]+1−ρ
. (18)
If [ρ] = 1, then the right hand side of (18) is equal to
{
E|X1|δ
}ρ
nρ
(
1 +
2
n− 2
)2−ρ
.
Since n− 2 ≥ 2 (because n ≥ 2ρ+ 1 > 3), the latter quantity is less than{
E|X1|δ
}ρ
nρ · 2.
Thus for i = [ρ] + 1 = 2 we have the inequality
{
E|X1|δ
}ρ
nρ · 2 < 2eρ
{
n2
2(n− 2)
}ρ
,
which implies (1). It remains to consider the case [ρ] ≥ 2. In view of (3) the right
hand side of (18) is less than
{
E|X1|δ
}ρ 1√
2pi
e[ρ]
(
n
[ρ]
)ρ√
[ρ]
(
2 +
1
[ρ]
)[ρ]+1−ρ
<
{
E|X1|δ
}ρ√
[ρ] (n/[ρ])ρ e[ρ].
So for i = [ρ] + 1 we get the estimate
E|Xi:n|k <
{
E|X1|δ
}ρ
eρ
√
ρ e
ρ−[ρ]
[ρ]
− (ρ−[ρ])+1
(n
i
)ρ
<eρ+1
√
ρ
{
E|X1|δ
}ρ(
g−1
( i
n+ 1
))ρ
.
Thus, inequality (1) is proved for all i such that ρ ≤ i < ρ + 1 and all ρ > 0,
and in a standard way consisting in the change of the sign of the original random
variables, we obtain that (1) is also valid for all i such that n− ρ < i ≤ n− ρ+ 1
and all ρ > 0. The theorem is proved.
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