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BASIS DIVISORS AND BALANCED METRICS
YANIR A. RUBINSTEIN, GANG TIAN, AND KEWEI ZHANG
Abstract. Using log canonical thresholds and basis divisors Fujita–Odaka introduced purely algebro-
geometric invariants δm whose limit in m is now known to characterize uniform K-stability on a Fano
variety. As shown by Blum–Jonsson this carries over to a general polarization, and together with work
of Berman, Boucksom, and Jonsson, it is now known that the limit of these δm-invariants characterizes
uniform Ding stability. A basic question since Fujita–Odaka’s work has been to find an analytic inter-
pretation of these invariants. We show that each δm is the coercivity threshold of a quantized Ding
functional on the mth Bergman space and thus characterizes the existence of balanced metrics. This
approach has a number of applications. The most basic one is that it provides an alternative way to
compute these invariants, which is new even for Pn. Second, it allows us to introduce algebraically de-
fined invariants that characterize the existence of Ka¨hler–Ricci solitons (and the more general g-solitons
of Berman–Witt Nystro¨m), as well as coupled versions thereof. Third, it leads to approximation results
involving balanced metrics in the presence of automorphisms that extend some results of Donaldson.
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1. Introduction
Complex singularity exponents serve as an important bridge between complex geometry and algebraic
geometry. On the one hand, they measure integrability thresholds for analytic singularities. On the other
hand, as conjectured by Cheltsov and shown by Demailly [13] (see also Shi [44]), they can be interpreted as
log canonical thresholds (lct) of divisors. This link has proven immensely useful in attacking the Ka¨hler–
Einstein problem on a Fano manifold X , going back to [48], see, e.g., [49, 50, 13]. The terminology for
such invariants has become “α-invariants”, and Demailly’s theorem states that the α-invariant from [48]
is the limit of a sequence of thresholds lctm defined using the linear system of m-anticanonical divisors
| −mKX |, which in turn are each equal to an analytically defined invariant αm introduced in [49] that
measures integrability thresholds of Ka¨hler potentials associated to the Kodaira embedding of that linear
system.
Recently, Fujita–Odaka [26] proposed an approach to the Ka¨hler–Einstein problem by studying log
canonical thresholds of a particular class of divisors in | − mKX |, called basis divisors. This approach
yields a sequence of so-called stability thresholds (a common terminology here is “δ-invariants”) denoted
δm(−KX) and their limit, denoted δ(−KX), detects uniform K-stability by op. cit. and work of Blum–
Jonsson [10]. However, missing from this picture is an analytic interpretation of these purely algebraic
Fujita–Odaka invariants. Such an interpretation seems highly desirable, especially given the success in
the α/lct world. In this article we obtain such an analytic interpretation to the Fujita–Odaka approach,
which can also be viewed as an analogue of the Demailly–Tian results in the world of basis divisors.
Our main contribution is to provide an analytic counterpart of the δm-invariant, denoted δ
A
m. Moreover,
as it turns out, the analytic approach in the δ-setting yields a number of useful applications to canonical
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metrics that are new, and completely absent from the α-setting. While each αm-invariant does not have
a clear geometric application, the analytic mth stability threshold δAm that we introduce here turn out to
characterize balanced metrics. Moreover, they serve as coercivity thresholds for certain quantized Ding
functionals. They are very much computable, in some instances more so than their algebraic counterparts
that up until now were unknown even for Pn. Since we show that the two actually coincide,
δAm = δm,
this proves quite useful in a number of situations. Moreover, via the work of Blum–Jonsson [10] this
shows that our analytic invariants converge to the Fujita–Odaka δ, and so this gives via the Yau–Tian–
Donaldson framework a new approach to existence and stability. Once the connection of our invariants to
balanced metrics is proven, one realizes that this framework is quite flexible, and indeed we show it extends
general polarized manifolds X and characterizes twisted Ka¨hler–Einstein metrics, Ka¨hler–Ricci solitons,
coupled Ka¨hler–Einstein metrics, among other canonical metrics. This ties quite neatly with work of
Donaldson, Berman–Boucksom–Guedj–Zeriahi, Berman–Witt Nystro¨m, Berman–Bouckom–Jonsson and
others [22, 6, 7, 3] on relations between balanced metrics, stability, and existence of canonical metrics.
We mention that our analysis also extends to the setting of klt currents, following Berman–Boucksom–
Eyssidieux–Guedj–Zeriahi and Berman–Boucksom–Jonsson.
2. Results
Let L be an ample Q-line bundle over an n-dimensional projective manifold X . We assume throughout
(2.1) m ∈ N is sufficiently divisible and mL is very ample.
Set
dm := dimH
0(X,mL).
The following notion was introduced by Fujita–Odaka.
Definition 2.1. We say that D ∼Q L is a basis divisor if for some m ∈ N,
D =
1
mdm
dm∑
i=0
(si),
where s1, ..., sdm is a basis of H
0(X,mL), and where (si) is the divisor cut out by si. We also say that D
is the m-basis divisor associated to the basis {si}dmi=1.
Following Fujita–Odaka [26, Definition 0.2], set
(2.2) δm(L) := inf
{
lct(X,D) : m-basis divisor D of L
}
,
(see §3.1 for the definition of lct) also referred to as the m-basis log canonical threshold (blctm) or m-
stability threshold [14, 10], and set
(2.3) δ(L) := lim sup
m
δm(L) = lim
m
δm(L),
where the last equality is due to Blum–Jonsson [10, Theorem A].
The following result of Berman–Boucksom–Jonsson says that δ = 1 is a threshold for existence of
solutions of the Ka¨hler–Einstein type equations
(2.4) Ric(ω) = ω + θ,
where θ is a semipositive smooth (1, 1)-form in c1(X) − c1(L). Such ω are sometimes called θ-twisted
Ka¨hler–Einstein, and for brevity we will simply call them θ-Ka¨hler–Einstein.
Theorem 2.2. [3, smooth version of Theorem A] Let L be an ample Q-line bundle on X and let θ be
smooth and semipositive with [θ] = c1(X)− c1(L). Then,
(i) if δ(L) > 1, there exists a solution to (2.4);
(ii) if there exists a solution to (2.4) then δ(L) ≥ 1. If such ω is unique then δ(L) > 1.
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2.1. Algebraic characterization of balanced metrics. One of the main results of this article is a
quantized version of Theorem 2.2. We show that δm = 1 is a threshold for the existence of θ-balanced
metrics of level m (sometimes referred to as twisted balanced metrics); see §4.3 for the precise definition.
Theorem 2.3. (Algebraic characterization of balanced metrics) Let L be an ample Q-line bundle on X
and let θ be smooth with [θ] = c1(X)− c1(L). Then,
(i) if δm(L) > 1, there exists a θ-balanced metric of level m;
(ii) suppose θ is semipositive. If there exists a θ-balanced metric of level m then δm(L) ≥ 1. If such a
metric is unique then δm(L) > 1.
Remark 2.4. Berman–Boucksom–Jonsson prove a more general version of Theorem 2.2 which allows θ
to be a klt current. For conciseness and clarity we assume θ to be smooth throughtout the main body of
this article. As we shall see in Appendix B, Theorem 2.3 also generalizes, inspired by [3], to the setting
where θ is merely a klt current; see Theorem B.7 which can be considered as the quantized version of [3,
Theorem A].
One of the main motivations for studying balanced metrics is Donaldson’s theorem that shows that
balanced metrics, in the case of finite automorphisms, approximate constant scalar curvature metrics [23,
Theorem 3] (see [34] for an alternative proof in the Ka¨hler–Einstein case); we prove in Proposition 5.10
that a θ-Ka¨hler–Einstein metric can be approximated by a sequence of suitably twisted balanced metrics
even when there are possibly non-trivial holomorphic vector fields.
Theorem 2.3 relates the differential geometric notion of a balanced metric with the algebraic geometric
invariant δm(L). To prove this relation we quantize certain analytic δ-invariant, studied in detail by one
of us [55], that we now turn to describe; an outline of the proof of Theorem 2.3 is given at the end of §2.2.
2.2. An analytic construction of the δm- and δ-invariant. The work of Fujita–Odaka, Blum–
Jonsson, and Berman–Boucksom–Jonsson placed at center stage the algberaically defined δ-invariant
by showing it detects the existence of Ka¨hler–Einstein metrics. The latter, of course, can be defined
purely analytically. Thus, and in light of the Demailly–Tian results described in §1, a basic question in
Ka¨hler–Einstein theory is:
Problem 2.5. Can the δm- and δ-invariant be computed/defined analytically?
Partial progress on an analytic definition of the δ-invariant (but not the δm-invariant) was obtained
by Cheltsov–Rubinstein–Zhang [14, Theorem 5.7] and Berman–Boucksom–Jonsson [3, Theorem C] that
proved that when δ is at most 1 it coincides with the greatest Ricci lower bound β going back to [51, 42,
43, 45]. However, it is precisely the regime where δ > 1 that guarantees existence and in that regime an
analytic insight into δ is incomplete. What is more, computing β itself is challenging and provides further
motivation to our study.
We solve Problem 2.5 affirmatively. To explain our approach we introduce some notation first. Given
the polarized pair (X,L) as above, we fix a positively curved smooth Hermitian metric h on L. The
curvature form of h, ω := −ddc log h (where ddc :=
√−1
2π ∂∂¯), defines a space of Ka¨hler potentials,
Hω :=
{
ϕ ∈ C∞(X) : ωϕ := ω + ddcϕ > 0
}
.
The Monge–Ampe`re energy E(ϕ) for ϕ ∈ Hω is then defined by [39, Theorem 2.3]
(2.5) E(ϕ) := Eω(ϕ) :=
1
(n+ 1)
∫
X
ωn
n∑
i=0
∫
X
ϕωn−i ∧ ωiϕ.
Following [55, Definition 3.1], set
(2.6) δA(L) := sup
{
δ > 0 : sup
ϕ∈Hω
∫
X
e−δ(ϕ−E(ϕ))ωn <∞
}
.
In other words, using an identity of Aubin, δA(L) is the optimal constant in the so-called (generalized)
Moser–Trudinger inequality [2]. A conjectural approach to the second part of Problem 2.5 is the following
Conjecture 2.6. δA(L) = δ(L).
4 BASIS DIVISORS AND BALANCED METRICS
In this article, inspired by Problem 2.5 and Conjecture 2.6 we take a quantization approach: First, we
introduce a quantized version of δA(L), that we denote by δAm(L), and that is defined analytically; second,
we show that our invariant δAm(L) coincides with the Fujita–Odaka δm(L). This then solves Problem 2.5
and confirms a quantized version of Conjecture 2.6. Moreover, our quantization approach also provides a
natural way to establish one direction of Conjecture 2.6:
δA(L) ≤ δ(L),
see Proposition 5.3; see also [55, Proposition 3.11] for an alternative proof relying the non-Archimedean
approach in [3].
To describe our invariants δAm(L) we introduce some additional notation. Let Pm denote the space of
all Hermitian inner products on the complex vector space H0(X,mL). As observed by Donaldson [35, p.
198],[23] a fundamental Bott–Chern type functional on Pm × Pm is
(2.7) Em(H,K) :=
1
mdm
log detK−1H.
In practice it is convenient to fix some H in the first slot and, in the second slot, to pull-back via the
isomorphism FS : Pm → Bm [23, 31],
FS(K) :=
1
m
log
dm∑
i=1
|σi|2hm ,
where {σi} is an(y) orthonormal basis of K, and where Bm denotes the image of Pm via FS, also called
the m Bergman space,
Bm :=
{
ϕ =
1
m
log
dm∑
i=1
|σi|2hm : {σi}dmi=1 is a basis of H0(X,mL)
}
.
This yields a functional Em
(
H,FS−1( · )), that we also denote by
Em(H,ϕ) := Em(H,FS
−1(ϕ)) = Em(H,K), for ϕ = FS(K) ∈ Bm.
As shown by Donaldson Em is the natural quantization of E (2.5) [23, §3]. A heuristic way to understand
this is to note that while the gradient of E in the Mabuchi L2 metric on Hω is the constant vector field
1, the gradient of Em in the symmetric space metric on Bm ∼= GL(dm,C)/U(dm) is the left-invariant field
associated to the identity matrix.
Definition 2.7. Let L be an ample Q-line bundle. The mth analytic stability threshold is defined by
δAm(L) := sup
{
δ > 0 : sup
ϕ∈Bm
∫
X
e−δ(ϕ−Em(H,ϕ))ωn <∞
}
.
One should think of δAm(L) as the optimal constant in a quantized Moser–Trudinger inequality. Note
that this definition depends neither on the choice of H (due to the cocyclic nature of Em, i.e., Em(H,K)+
Em(K,N) = Em(H,N)), nor on the choice of h (and hence of ω).
Our next result solves Problem 2.5 and establishes a quantized version of Conjecture 2.6.
Theorem 2.8. Let L be an ample Q-line bundle. Then δAm(L) = δm(L).
In fact we will prove a more precise statement, which says that δm(L) is the coercivity threshold of
a quantized Ding type energy on the Bergman space (Proposition 4.9). Combining Theorem 2.8 with
Blum–Jonsson’s theorem [10, Theorem A] (recall (2.3)), we obtain a purely analytic definition of the
δ-invariant.
Corollary 2.9. Let L be an ample Q-line bundle. Then δ(L) = limm→∞ δAm(L).
The proof of Theorem 2.8 has three key ingredients. First, applying the lower semi-continuity of
complex singularity exponent of Demailly–Kolla´r [21], we show that it suffices to consider basis divisors
associated to H-orthonormal basis of H0(X,mL). Second, it is observed that Donaldson’s Em-functional
can be related to themth expected vanishing order of L along divisors overX (Lemma 3.5), which allows us
to draw connections between Bergman geodesics and divisorial valuations. The third ingredient is a local
computation around the center of a divisorial valuation, from which we obtain a uniform integral control
along Bergman geodesics (Lemma 3.6). We combine these ingredients with the valuative description of
δm(L) to conclude Theorem 2.8. To obtain the more precise version (Proposition 4.9), we need to work
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a bit harder, by observing that supX ϕ for suitable ϕ ∈ Bm can be related to the mth pseudo-effective
threshold of divisorial valuations via Lemma 4.8 and (4.5).
Another corollary of Theorem 2.8 is Theorem 2.3 using the following variational argument. We consider
a certain quantized Ding type functional on the Bergman space Bm, whose critical points turn out to be
balanced metrics in a suitable sense. Using Theorem 2.8 we see that δm(L) serves as the coercivity thresh-
old of this functional. Using Berndtsson’s convexity [8], the coercivity principle of Darvas–Rubinstein [19],
and Proposition 4.9, we then conclude Theorem 2.3.
2.3. A δ-invariant for Ka¨hler–Ricci solitons. The quantization approach in this article intuitively
explains why δ-invariants appear in the Ka¨hler–Einstein problem. It turns out that this viewpoint also
naturally leads us to a weighted version of the δm-invariant (Definition 6.4) for Ka¨hler–Ricci soliton
type metrics, and, moreover, to an associated δ-invariant. This seems to be the first relation between
Ka¨hler–Ricci solitons and log canonical thresholds in algebraic geometry. We show that the weighted
δm-invariant is the stability threshold for quantized soliton metrics introduced by Berman–Witt Nystro¨m
[7]; more precisely, we prove a soliton version of Theorem 2.3 (see Theorem 6.13). Then building on the
recent work of Han–Li [30], an expression of the greatest Bakry–Emery Ricci lower bound in terms of the
weighted δ-invariant is given (see Proposition 6.15). This generalizes [14, Appendix],[3, Theorem C] to
the soliton setting.
Even more generally, in Appendix A, we consider coupled soliton type metrics (cf. Hultgren–Witt
Nystro¨m [33] and Delcroix–Hultgren [20]). We introduce a coupled δm-invariant (Definition A.2), and
show in Theorem A.12 that it serves as the stability threshold for the coupled balanced metrics studied
by Takahashi [47].
2.4. δ-invariants and automorphisms. Finally, we state an interesting byproduct of our quantization
approach. Let TC ∼= (C∗)r be a complex torus acting effectively and holomorphically on X . Assume that
the action of TC lifts to L. By Blum–Jonsson and Golota [10, 28], to compute δ(L) it is enough to only
consider TC-invariant divisorial valuations. However the same fact is not known at level m:
Problem 2.10. Can δm(L) be computed using only TC-invariant divisorial valuations?
In fact, even in the simplest case, X = Pn, it is unclear how to compute δm, the only known case being
n = 2 due to Park–Won. By its definition as an infimum, it follows directly that δm(−KPn) ≤ 1 [40, §3],
but even when n = 2, to show that δm(−KP2) ≥ 1 is quite tricky and involves detailled Newton polygon
computations [40, Theorem 3.1]. An alternative analytic approach is furnished by the following general
result.
Let
(2.8) s(L) := sup{s ∈ R| −KX − sL nef }
denote the nef threshold of L.
Theorem 2.11. Let L be an ample Q-line bundle and assume (2.1). Then,
min{δTCm (L), s(L)} ≤ δm(L) ≤ δTCm (L),
where s(L) is defined in (2.8), and δTCm (L) is defined in (7.1).
In particular, when L = −KX and δm(−KX) ≤ 1, it follows that δm(−KX) = δTCm (−KX). This result
is new already for X = Pn and shows that δm(−KPn) = 1 for all m and n. Quite more generally, in
Corollary 7.1 we use Theorem 2.11 to compute δm(−KX) for any toric Fano X (cf. [10, Section 7] for
an algeraic approach that seemingly only yields the limit in m of these invariants; compare also the very
recent work of Zhuang where an equivariant statement for K-unstable log Fano pairs is obtained using
a completely different approach [57, Theorem 4.4]). Our results emphasize some interesting dichotomies
between α-invariants and δ-invariants. First, while usually it is easier to compute α-invariants using the
algebraic definition, for δ-invariants it turns out that our analytic definition could be more computable,
at least in some cases. Second, while αm-invariants are conjecturally constant for sufficiently large m, one
finds in explicit examples that this is not at all the case for δm-invariants (e.g., when X = BlpP
2).
To prove Theorem 2.11, the first step is to restrict certain suitably twisted quantized Ding functional
onto the T -invariant Bergman space BTm, whose coercivity is determined by δTCm (L). Then using the
equation of balanced metrics and Berndtsson convexity [8] (this is where s(L) comes into play), we
observe that any critical point of this restricted functional in BTm is necessarily a global minimizer in the
entire Bergman space Bm. Then Theorem 2.11 follows from Theorem 2.8.
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2.5. Organization. The rest of this article is organized as follows. In Section 3 we reformulate the
definition of δm(L) using analytic language and prove Theorem 2.8 and Theorem 2.9. The main theme of
this article is presented in Section 4, where the δm-invariant is shown to fit naturally into a variational
picture portraying quantized Ding functionals and balanced metrics, from which we prove Theorem 2.3.
In Section 5, we prove several approximation results regarding the limit behavior of δm(L) and twisted
balanced metrics. In Sections 6 we extend the main body of the article to the soliton setting. Then in
Section 7, we prove Theorem 2.11 and give the formula of δm-invariants for toric Fano manifolds. In
Appendix A, we extend our main results to the coupled setting. Finally, in Appendix B, we extend the
analysis to the setting where θ is a klt current.
3. Analytic reformulation of δm(L)
In this section we prove Theorems 2.8 and 2.9. To that end, we start by recalling the valuative
description of δm(L) [26, 10]. In §3.1 we use this description to prove an upper bound for δm(L), i.e.,
δAm(L) ≥ δm(L). The harder lower bound is established in §3.2 by constructing an optimal destablizing
Bergman geodesic rays from divisors over X .
Let π : Y → X be a proper birational morphism and let F ⊂ Y be a prime divisor F in Y . We say
that F is a divisor over X . Let
(3.1) Sm(F ) :=
1
mdm
∞∑
j=1
dimH0(Y,mπ⋆L− jF )
denote the mth expected vanishing order of L along F (the sum, of course, only runs up to a certain finite
j that will be defined shortly). Also note that one has
Sm(F ) = sup
{
ordF (D) : m-basis divisor D of L
}
,
and this supremum is attained by any m-basis divisor D arising from a basis {si} that is compatible with
the filtration
(3.2) {H0(Y,mπ⋆L− jF )}τm(π⋆L,F )j=0 , where τm(π⋆L, F ) := max{x ∈ N : H0(Y,mπ⋆L− xF ) 6= 0},
i.e., each H0(Y,mπ⋆L− jF ) is spanned by a subset of the {si}dmi=1 [26, Lemma 2.2] (see [14, Lemma 2.7]
for an exposition). Here ordF (D) is the vanishing order of π
⋆D along F . The log discrepancy of F over
X is defined by
(3.3) AX(F ) := 1 + ordF (KY − π⋆KX).
Then by [26, 3],
(3.4) δm(L) = inf
F overX
AX(F )
Sm(F )
.
A well-known fact is that this infimum is attained by some F , see Lemma 6.6 for the proof in a more
general setting. Finally, for any effective R-divisor D ⊂ X , its log canonical threshold is defined by
(3.5) lct(X,D) := inf
F
AX(F )
ordF (D)
.
3.1. Reduction to orthonormal basis and an upper bound. In Proposition 3.1 we show that to
compute δm-invariant, it is enough to consider all the orthonormal basis of H
0(X,mL) with respect to a
fixed Hermitian inner product H ∈ Pm. We apply this to conclude that δm(L) ≤ δAm(L) (Corollary 3.3).
Proposition 3.1. For any H ∈ Pm,
δm(L) = sup
{
δ > 0 : sup
{si}H-o.n.b.
∫
X
ωn∏dm
i=1 |si|
2δ
mdm
hm
<∞
}
.
Remark 3.2. For H ∈ Pm, denote by δm(L;H) the right hand side in the statement. A consequence of
Proposition 3.1 is that it is independent of H , i.e., δm(L;H) = δm(L;K) for any H,K ∈ Pm.
Proof. We claim that, in the notation of Remark 3.2, one has
(3.6) δm(L;H) = sup
{
δ > 0 :
∫
X
ωn∏dm
i=1 |si|
2δ
mdm
hm
<∞, for all H-orthonormal bases {si}dmi=1
}
.
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Indeed, denote the RHS of (3.6) by δ˜(L;H). Then clearly δ(L;H) ≤ δ˜(L;H). If δ(L;H) < δ˜(L;H), then
we can find δ ∈ (δ(L;H), δ˜(L;H)) and a sequence of H-orthonormal bases {s(j)i }dmi=1 such that
lim
j→∞
∫
X
ωn∏dm
i=1 |s(j)i |
2δ
mdm
hm
=∞.
Up to a subsequence, {s(j)i } converges smoothly to an H-orthonormal basis {s(∞)i }. Then by the lower
semi-continuity of complex singularity exponents [21, Theorem 0.2(3)],
lim
j→∞
∫
X
ωn∏dm
i=1 |s(j)i |
2δ
mdm
hm
=
∫
X
ωn∏dm
i=1 |s(∞)i |
2δ
mdm
hm
<∞,
a contradiction. This proves (3.6).
Now for any F over X , we consider the filtration (3.2). Given H ∈ Pm, observe that one can choose
a compatible H-orthonormal basis {si} so Sm(F ) = ordF (π⋆D) with D the basis divisor associated to
{si}dmi=1 (recall Definition 2.1). Namely,
(3.7) Sm(F ) = sup
{
ordF (D) : m-basis divisor D arising from H-orthonormal basis
}
.
Combining (3.5) and (3.7),
δm(L) = inf
{
lct(X,D) : m-basis divisor D arising from H-orthonormal basis
}
.
Thus, by the analytic interpretation of lct [36, §8],
δm(L) = sup
{
δ > 0 :
∫
X
ωn∏dm
i=1 |si|
2δ
mdm
hm
<∞, for all H-orthonormal bases {si}dmi=1
}
.
Combining this with (3.6) concludes the proof. 
Corollary 3.3. δm(L) ≤ δAm(L).
Proof. We first reformulate Definition 2.7. Fix a reference Hermitian inner product H ∈ Pm. Then Em
(2.7) can be expressed by
(3.8) Em(H,ϕ) =
1
mdm
log det
[
H(σi, σj)
]dm
i,j=1
,
for any ϕ = FS(K) = 1m log
∑dm
i=1 |σi|2hm ∈ Bm, where {σi} is K-orthonormal. By linear algebra, for any
basis {σi} of H0(X,mL), after a unitary transformation, one may diagonalize it so that
σi = µ
1/2
i si
for some H-orthonormal basis {si}, with µi > 0. Using such convention, one can also write
(3.9) Em(H,ϕ) =
1
mdm
log
dm∏
i=1
µi.
Note that a different choice of H will only shift Em by a constant. Thus, Definition 2.7 becomes
(3.10) δAm(L) = sup
{
δ > 0 : sup
{si}H-o.n.b.
µi>0
∫
X
∏dm
i=1 µ
δ
mdm
i(∑dm
i=1 µi|si|2hm
) δ
m
ωn <∞
}
.
By the arithmetic mean–geometric mean inequality,
dm∑
i=1
µi|si|2hm ≥ dm
( dm∏
i=1
µi
) 1
dm
( dm∏
i=1
|si|2hm
) 1
dm
,
thus for any H-orthonormal basis {si} and parameters µi > 0,∫
X
∏dm
i=1 µ
δ
mdm
i
(
∑dm
i=1 µi|si|2hm)
δ
m
ωn ≤
(
1
dm
) δ
m
·
∫
X
ωn∏dm
i=1 |si|
2δ
mdm
hm
,
and the statement follows from Proposition 3.1. 
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3.2. Optimal destabilization and a lower bound. We now turn to proving the harder inequality,
(3.11) δm(L) ≥ δAm(L).
Our strategy is as follows. Fix a prime divisor F overX . We find anH-orthogonal basis {si} ofH0(X,mL)
such that the integral
(3.12)
∫
X
∏dm
i=1 µ
δ
mdm
i(∑dm
i=1 µi|si|2hm
) δ
m
ωn
has no uniform upper bound for an appropriate choice of positive numbers {µi}, whenever δ satisfies
δ > AX (F )Sm(F ) . This implies δ
A
m(L) ≤ infF AX(F )Sm(F ) = δm(L), i.e., (3.11), which, when combined with Corollary
3.3 will conclude the proof of Theorem 2.8.
Definition 3.4. Let F be a prime divisor over X and let {si} be an H-orthonormal basis of H0(X,mL)
compatible with the filtration (3.2). The Bergman geodesic ray associated to (F, {si}) is
(3.13) ϕF (t) :=
1
m
log
dm∑
i=1
et ordF (si)|si|2hm ∈ Bm, t ∈ R.
A simple, but key, observation is that the mth expected vanishing can be viewed as the slope of the
Monge–Ampe`re energy.
Lemma 3.5. Let ϕ(t) be defined by (3.13). Then, Em(H,ϕF (t)) = tSm(F ).
Proof. By (3.9), Em(H,ϕF (t)) =
t
mdm
∑dm
i=1 ordF (si). For any basis {si} compatible with the filtration,
dm∑
i=1
ordF (si) =
∞∑
j=0
j
[
dimH0(Y,mπ⋆L− jF )− dimH0(Y,mπ⋆L− (j + 1)F )
]
=
∞∑
j=1
dimH0(Y,mπ⋆L− jF ),
where in the last line we used that H0(Y,mπ⋆L − jF ) vanishes for large enough j (recall (3.2)). Thus,
by (3.1) the proof is complete. 
Fix F ⊂ Y over X and let {si} be a basis as in the proof of Lemma 3.5. We evaluate (3.12) along the
Bergman geodesic ϕF (t) of Definition 3.4, i.e., put µi(t) = e
t ordF (si), and use Lemma 3.5,
(3.14)
(3.12)(t) =
∫
X
etδSm(F )(∑dm
i=1 e
t ordF (si)|si|2hm
) δ
m
ωn
= et(δSm(F )−AX(F ))
∫
X
etAX(F )(∑dm
i=1 e
t ordF (si)|si|2hm
) δ
m
ωn.
Now the key estimate is the following.
Lemma 3.6. There exists C > 0 such that∫
X
etAX(F )(∑dm
i=1 e
t ordF (si)|si|2hm
) δ
m
ωn > C > 0, for all t ≥ 0.
Proof. Let Z := π(F ) denote the center of the divisorial valuation ordF on X . We will show that
the desired estimate follows from a local calculation around Z. More percisely, Let Ω be a tubular
neighborhood around Z. It suffices to find some η > 0 such that∫
Ω
etAX(F )(∑dm
i=1 e
t ordF (si)|si|2hm
) δ
m
ωn ≥ η > 0
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for any t ≥ 0. We will achieve this estimate by pulling back everything to Y . Note,
(3.15) KY = π
⋆KX + (AX(F )− 1)F +D,
where D is some divisor whose support does not contain F . Then we choose a small enough coordinate
chart (
U, (z1, · · · , zn)
)
⊆ Y,
centered around some smooth point of F with the following properties:
(1) U is away from all the other exceptional divisors of π (i.e., U ∩ Supp(D) = ∅);
(2) Over U , one has F = {z1 = 0};
(3) U contains the polydisk D :=
{
(z1, ..., zn) : |zi| ≤ 1, ∀i
}
;
(4) π⋆(mL) is trivialized over D, so that each π⋆si can be represented as π
⋆si = z
ordF (si)
1 gi(z), where
gi(z) is some holomorphic function on D.
(5) In the above trivialization, there exists some constant C > 0 such that hm < C, |gi|2 < C, ∀i.
Using (3.15) and (2), the volume form π⋆ωn can be replaced (up to some bounded factor) by
|z1|2AX(F )−2(
√−1)ndz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn,
since we are working away from D.
Therefore, to finish the proof of Lemma 3.6, it suffices to find some constant c > 0 such that for any
t ≥ 0, ∫
D
etAX(F )|z1|2AX (F )−2(∑dm
i=1 e
t ordF (si)|z1|2ordF (si)|gi|2hm
) δ
m
(
√−1)ndz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn ≥ c > 0.
Using condition (5) above, it suffices to bound
J(t) :=
√−1
∫
|z1|≤1
etAX (F )|z1|2AX(F )−2(∑dm
i=1 |et/2z1|2ordF (si)
) δ
m
dz1 ∧ dz¯1
=
√−1
∫
|w|≤et/2
|w|2(AX (F )−1)(∑dm
i=1 |w|2ordF (si)
) δ
m
dw ∧ dw¯
≥ √−1
∫
|w|≤1
|w|2(AX (F )−1)(∑dm
i=1 |w|2ordF (si)
) δ
m
dw ∧ dw¯,
where in the last inequality we used t ≥ 0. This last integral is some positive quantity depending only on
δ, m, AX(F ) and {ordF (si)}1≤i≤dm . This completes the proof of Lemma 3.6. 
Corollary 3.7. δm(L) ≥ δAm(L).
Proof. By (3.14) and Lemma 3.6, limt→∞ (3.12)(t) = ∞ if δ > AX (F )Sm(F ) . Thus, by (3.10), δAm(L) ≤
AX(F )
Sm(F )
.
Taking the infimum over all F and using (3.4) we conclude. 
Proof of Theorem 2.8. This follows from Corollaries 3.3 and 3.7. 
Remark 3.8. The argument above shows that any divisor F over X naturally induces a basis {si} with
zero locus concentrating around the center π(F ), which destabilizes X along the Bergman geodesic ray
ϕF (t).
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3.3. Local δ-invariant. Note that the previous argument also applies to the local setting. More precisely,
let Ω ⊆ Cn be a domain in Cn. We consider the Bergman space
B(Ω) := O(Ω) ∩ L2(Ω).
Namely B is the linear space consisting of all the square integrable holomorphic functions on Ω. Let
V ⊆ B(Ω)
be a finite dimensional subspace. Then for any point x ∈ Ω, one can define a local δ-invariant by puting
δx(V ) := sup
{
δ > 0 : for ∀ basis {fi} of V, ∃ nbhd. x ∈ U s.t.
∫
U
dµ∏dimV
i=1 |fi|
2δ
dimV
< +∞
}
.
This local invariant also appears in a recent work of Xu–Zhuang [53].
There is a natural L2 inner product on V , given by 〈f, g〉 := ∫
Ω
f g¯dµ, ∀f, g ∈ V. So it is convenient to
consider orthonormal basis of this inner product. We have the following local version of Proposition 3.1.
Proposition 3.9. One has
δx(V ) = sup
{
δ > 0 : ∃ nbhd. x ∈ Uδ, Cδ > 0 s.t.
∫
Uδ
dµ∏dimV
i=1 |fi|
2δ
dim V
< Cδ, ∀ orthonormal {fi}
}
We also have the following local version of Theorem 2.8.
Proposition 3.10. One has
δx(V ) = sup
{
δ > 0 :
∃ nbhd. Uδ ∋ x, Cδ > 0 such that
∫
Uδ
∏dimV
i=1 µ
δ
dim V
i dµ
(
∑dimV
i=1 µi|fi|2)δ
< Cδ
for ∀ orthonormal basis {fi} of V and any positive parameters {µi}
}
4. Quantized Ding energy and balanced metrics
Fix H be some reference Hermitian inner product on H0(X,mL). In this section we show that δm(L)
serves as the coercivity threshold for certain quantized Ding functional, whose critical points correspond
to balanced metrics. This then allows us to conclude Theorem 2.3.
4.1. Variational characterization of balanced metrics.
Definition 4.1. Let f ∈ C∞(X,R) and δ > 0. Define F f,δm : Bm → R by
F f,δm (ϕ) := −
1
δ
log
1
V
∫
X
ef−δϕωn − Em(H,ϕ), ϕ ∈ Bm.
A critical point ϕ of F f,δm (·) is called (f, δ)-balanced.
Similar functionals also appeared in, e.g., [6, 4, 34]. As we will see in Proposition 4.9, this functional
is naturally related to the δm-invariant.
Lemma 4.2. Let H0 ∈ Pm. Then ϕ = FS(H0) ∈ Bm is (f, δ)-balanced if and only if
H0 = Hilb
f,δ(ϕ) :=
dm∫
X e
f−δϕωn
∫
X
hmϕ ( · , · )ef−δϕωn,
where hϕ := he
−ϕ. Namely, H0 = Hilbf,δ ◦FS(H0).
Proof. Let {σi} be an H0-orthonormal basis. By definition, ϕ = FS(H0) = 1m log
∑dm
i=1 |σi|2hm ∈ Bm. A
computation shows that if ϕ is a critical point of F f,δm (·) then
(4.1)
dm∫
X e
f−δϕωn
∫
X
hme−mϕ(σi, σj)ef−δϕωn = δij , ∀ 1 ≤ i, j ≤ dm,
as desired. 
Remark 4.3. One should think of F f,δm as the quantization of the following Ding energy:
(4.2) F f,δ(ϕ) := −1
δ
log
1
V
∫
X
ef−δϕωn − E(ϕ), ϕ ∈ Hω.
Any critical point ϕ of F f,δ must satisfy (after a suitable normalization) (ω + ddcϕ)n = ef−δϕωn. This
means that ωϕ := ω + dd
cϕ solves the twisted Ka¨hler–Einstein equation, Ric(ω)ϕ = δωϕ + θ, where
θ := Ric(ω)− δω − ddcf is a smooth form representing c1(X)− δc1(L) and determined by ω, f and δ.
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Now we introduce the notion of coercivity for functionals on Bm.
Definition 4.4. We say F f,δm (·) is coercive on Bm if there exists ε, C > 0 such that for any ϕ ∈ Bm,
F f,δm (ϕ) ≥ ε(supϕ− Em(H,ϕ))− C.
Remark 4.5. It follows from Definition 4.4 that if F f,δm is coercive then F
f ′,δ
m is coercive for any other
f ′ ∈ C∞(X,R). Also, coercivity does not depend on the choice of the reference Hermitian product H .
The next existence result is standard.
Proposition 4.6. If F f,δm is coercive on Bm there exists a (f, δ)-balanced metric that minimizes it.
For its proof, we prepare two lemmas.
Lemma 4.7. There exists C = C(H) such that for any ϕ = 1m log
∑dm
i=1 µi|si|2hm ∈ Bm, where {si} is
H-orthonormal and µi > 0,
1
mdm
dm∏
i=1
maxi µi
µi
− C ≤ supϕ− Em(H,ϕ) ≤ 1
mdm
dm∏
i=1
maxi µi
µi
+ C.
Proof. We might as well assume that H is the L2 inner product
∫
X h
m( · , · )ωn. Then the assertion follows
from Lemma 4.8. 
The next lemma is implicit in computations in [50].
Lemma 4.8. There exists εm → 0 such that
∣∣ supϕ− 1m logmaxi µi∣∣ ≤ εm, for any ϕ = 1m log∑dmi=1 µi|si|2hm ∈
Bm, where {si} is Hm-orthonormal for Hm :=
∫
X
hm( · , · )ωn ∈ Pm, and µi > 0.
Proof. Let s ∈ H0(X,mL) be any holomorphic section with Hm(s, s) = 1. Then it is clear that
sup |s|2hm ≥
1
V
.
On the other hand ∆|s|2hm = |∇s|2hm−nm|s|2hm [50, (5.1)] (see also [22, Lemma 9]). Then standard Moser
iteration yields a constant C = C(X,ω) > 0 such that
sup |s|2hm ≤ Cmn.
Thus, sup
∣∣ϕ− 1m logmaxi µi∣∣ ≤ C′ logmm , as desired. 
Proof of Proposition 4.6. By coercivity, one can find a minimizing sequence {ϕj}j∈N such that
sup
j
(supϕj − Em(H,ϕj)) <∞, and lim
j
F f,δm (ϕj) = infBm
F f,δm .
Let {µi(j)} be the eigenvalues of FS−1(ϕj) with respect toH . By Lemma 4.7, 0 < C−1 < µi(j)/maxi µi(j) <
C for some uniform C > 0. By normalizing the ϕj so that supϕj = 0, Lemma 4.8 gives that maxi µi(j)
is also uniformly bounded. By compactness, established below in Lemma 4.15 and (4.8), we can then
extract a limit ϕ∞ ∈ Bm such that up to a subsequence,
ϕi
C∞−−→ ϕ∞.
Then ϕ∞ is a minimizer of F f,δm on Bm, which hence is (f, δ)-balanced concluding the proof of Proposition
4.6. 
4.2. Algebraic characterization of coercivity. The main result of this part is the following algebraic
characterization of coercivity.
Proposition 4.9. F f,δm is coercive on Bm if and only if δ ∈ (0, δm(L)). In particular, if δ ∈ (0, δm(L)),
there exists an (f, δ)-balanced metric in Bm for any f ∈ C∞(X).
Proof. The following invariant goes back to [49, §6],
αm(L) := sup
{
α > 0 : sup
ϕ∈Bm
∫
X
e−α(ϕ−supϕ)ωn <∞
}
.
By Remark 4.5, it suffices to consider the case f = 0. We first show that for any δ ∈ (0, δm(L)),
γ ∈ (δ, δm(L)) and α ∈ (0,min{δ, αm(L)}), there exists C > 0 such that
−1
δ
log
1
V
∫
X
e−δϕωn − Em(H,ϕ) ≥ α(γ − δ)
δ(γ − α) (supϕ− Em(H,ϕ)) − C, ∀ϕ ∈ Bm.
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This follows easily from Ho¨lder inequality. Indeed,
1
δ
log
1
V
∫
X
e−δϕωn =
1
δ
log
1
V
∫
X
e−α
γ−δ
γ−αϕ−γ δ−αγ−αϕωn
≤ γ − δ
δ(γ − α) log
1
V
∫
X
e−αϕωn +
δ − α
δ(γ − α) log
1
V
∫
X
e−γϕωn
=
γ − δ
δ(γ − α) log
1
V
∫
X
e−α(ϕ−supϕ)ωn +
δ − α
δ(γ − α) log
1
V
∫
X
e−γ(ϕ−Em(H,ϕ))ωn
− α(γ − δ)
δ(γ − α) supϕ−
γ(δ − α)
δ(γ − α)Em(H,ϕ)
≤ C − α(γ − δ)
δ(γ − α) supϕ−
γ(δ − α)
δ(γ − α)Em(H,ϕ)
= C − α(γ − δ)
δ(γ − α) (supϕ− Em(H,ϕ)) − Em(H,ϕ).
From this we obtain that for any δ ∈ (0, δm(L)), F f,δm (·) is coercive.
Now conversely, suppose that for some δ > 0, there exist ε > 0 and C > 0 such that
(4.3) − 1
δ
log
∫
X
e−δϕωn − Em(H,ϕ) ≥ ε(supϕ− Em(H,ϕ)) − C, ∀ϕ ∈ Bm.
Our goal is to show that δm(L) > δ. The argument will be similar to the one for Theorem 2.8. More
precisely, for any ϕ ∈ Bm, we write ϕ = 1m log
∑dm
i=1 µi|si|2hm for some H-orthonormal basis {si} with
µi > 0. Put
µmax := max
i
{µi}
Then by Lemma 4.7, the coercivity assumption (4.3) is equivalent to
−1
δ
log
∫
X
e−δϕωn − 1
mdm
log
dm∏
i=1
µi ≥ ε
mdm
log
dm∏
i=1
µmax
µi
− C′
for some ε > 0 and C′ > 0. Rearranging, we derive that
(4.4)
∫
X
(∏dm
i=1 µ
δ(1−ε)
mdm
i
)
µ
δε
m
max
(∑dm
i=1 µi|si|2hm
) δ
m
ωn ≤ eδC′
for any H-orthonormal basis {si} and parameters µi > 0. Now for any prime divisor F over X , as in the
proof of Theorem 2.8, we let {si} be compatible with the filtration on H0(X,mL) induced by ordF . Let
t ≥ 0 be a parameter and put
µi := e
t ordF (si).
Moreover, consider the mth pseudo-effective threshold
τm(F ) = max
s∈H0(X,mL)
ordF (s).
Then
(4.5) µmax = e
t τm(F ).
Plugging all these into (4.4), we find that
et
(
δ(1−ε)Sm(F )+δετm(F )/m−AX(F )
) ∫
X
etAX (F )ωn(∑dm
i=1 e
t ordF (si)|si|2hm
) δ
m
≤ eδC′ ,
for any t ≥ 0. Then by Lemma 3.6, we must have
δ(1 − ε)Sm(F ) + δετm(F )/m−AX(F ) ≤ 0, ∀F.
Now further assume that Sm(F ) 6= 0. Then we get
AX(F )
Sm(F )
≥ δ(1− ε) + δε τm(F )
mSm(F )
.
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To finish the proof, it is enough to notice that
Sm(F ) =
1
mdm
τm(F )∑
i=1
dimH0(Y,mπ⋆L− iF ) ≤ 1
mdm
τm(F )∑
i=1
(dm − 1) = dm − 1
mdm
· τm(F ).
Here we used the fact that dimH0(Y,mπ⋆L − iF ) < dimH0(X,mL) for all i > 0, as |mL| is base point
free by (2.1). As a consequence,
δm(L) = inf
F
AX(F )
Sm(F )
≥ δ(1− ε) + δε · dm
dm − 1 = δ +
δε
dm − 1 > δ,
concluding the proof of Proposition 4.9. 
We record the following analytic description of δm(L) alluded to in the Introduction.
Corollary 4.10. Let L be an ample Q-line bundle and assume (2.1). Then,
δm(L) = sup
{
δ > 0 : F f,δm is coercive on Bm
}
.
4.3. θ-balanced metrics. In this part we consider a special kind of (f, δ)-balanced metric, which we will
refer to as the θ-balanced metric. The goal then is to prove Theorem 2.3.
The setup is as follows. Let L be an ample Q-line bundle and assume (2.1). As before, we fix some
smooth Hermitian metric h on L with positive curvature form ω as the background Ka¨hler form on X .
Let θ be a smooth form cohomologous to c1(X) − c1(L). The θ-Ricci potential fθ is the unique smooth
function on X satisfying
(4.6) Ric(ω) = ω + θ + ddcfθ,
∫
X
efθωn =
∫
X
ωn.
Define the quantized θ-Ding energy on Bm:
F θm(ϕ) := − log
1
V
∫
X
efθ−ϕωn − Em(H,ϕ).
Definition 4.11. Any critical point ϕ ∈ Bm of F θm is called θ-balanced of level m, and ωϕ := ω + ddcϕ
is called a θ-balanced metric of level m.
It is straightforward to verify that the definition of θ-balanced metric does not depend on the choice
of the background Ka¨hler form ω representing c1(L). More specifically, if ϕ is θ-balanced with respect to
ω, then given another background Ka¨hler form ω′ := ω + ddcφ, ϕ− φ is θ-balanced with respect to ω′.
Remark 4.12. If ϕ = 1m log
∑dm
i=1 |σi|2hm ∈ Bm is θ-balanced, then ϕ satisfies
dm∫
X e
fθ−ϕωn
∫
X
hmϕ (σi, σj)e
fθ−ϕωn = δij , ∀ 1 ≤ i, j ≤ dm.
where hϕ := he
−ϕ is the Fubini-Study Hermitian metric on L induced by ϕ.
We can now turn to the proof of one of our main results, Theorem 2.3. But before embarking on the
proof we recall the notion of Bergman geodesics. Fixm. Any two elements of Bm ϕ = 1m log
∑dm
i=1 |si|2hm and ψ =
1
m log
∑dm
i=1 |σi|2hm ∈ Bm can be joined by a Bergman geodesic that can be written as follows. Diagonalize
the basis so that σi = e
λi/2si with λi ∈ R. Let T > 0 be some parameter. Then
ϕ(t) :=
1
m
log
dm∑
i=1
eλit/T |si|2hm , t ∈ [0, T ].
Then ϕ(t), connecting ϕ and ψ, is a geodesic segment with respect to the natural Riemannian structure
of the homogeneous space GL(dm,C)/U(dm). Bergman geodesics are sub-geodesics in the pluripotential
theory. More precisely, consider the projection C×X Φ−→ X . Then,
(4.7) Φ∗ω + ddc(ϕRe τ ) ≥ 0,
where τ ∈ C is a complex variable. Another ingredient we shall recall comes from [18], where a well-
behaved metric structure on Bm is defind by the quantizing Darvas’ d1-distance.
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Definition 4.13. For any ϕ1 =
1
m log
∑dm
i=1 |si|2hm , ϕ2 = 1m log
∑dm
i=1 |σi|2hm ∈ Bm, the mth quantum
rooftop envelope Pm(ϕ1, ϕ2) is defined in the following way. Up to unitary transformation, one can
diagonalize the basis so that σi = µisi with µi > 0. Define
Pm(ϕ1, ϕ2) :=
1
m
log
dm∑
i=1
min{1, µi}|si|2hm .
Definition 4.14. For any two ϕ1, ϕ2 ∈ Bm, the m quantum d1-distance between them is given by
d1,m(ϕ1, ϕ2) := Em(H,ϕ1) + Em(H,ϕ2)− 2Em(H,Pm(ϕ1, ϕ2)).
More concretely, diagonalizing
ϕ1 =
1
m
log
dm∑
i=1
|si|2hm , ϕ2 =
1
m
log
dm∑
i=1
µi|si|2hm ∈ Bm,
one has
(4.8) d1,m(ϕ1, ϕ2) =
1
mdm
dm∑
i=1
| logµi|.
From this, one obtains the following compactness principle.
Lemma 4.15. For any ϕ0 ∈ Bm and C > 0, the subset
C :=
{
ϕ ∈ Bm : d1,m(ϕ0, ϕ) ≤ C
}
is compact with respect to the C∞-topology.
Proof. Let H0 := FS
−1(ϕ0). Then any ϕ ∈ Bm can be written as ϕ = 1m log
∑dm
i=1 µi|si|2hm for some
H0-orthonormal basis {si} with µi > 0. The condition d1,m(ϕ0, ϕ) ≤ C then implies that there exists
C′ > 0 such that
1
C′
≤ µi ≤ C′, ∀ 1 ≤ i ≤ dm.
Namely the eigenvalues of FS−1(ϕ) are contained in a compact set in (0,∞). Also note that the set of all
the H0-orthonormal bases is compact. So the assertion follows. 
Lemma 4.16. Given H ∈ Pm, let ϕ0 = FS(H). There exists C = C(H) > 0 such that for any ϕ ∈ Bm
with Em(H,ϕ) = 0,
1
2
d1,m(ϕ0, ϕ)− C ≤ supϕ− Em(H,ϕ) ≤ dm
2
d1,m(ϕ0, ϕ) + C.
Lemma 4.16 suggests that supϕ − Em(H,ϕ), as a scaling invariant function on Bm, behaves like a
distance function. This explains its appearance in the coercivity thresholds on Bm (see, e.g., Definition
4.4).
Proof. Any ϕ ∈ Bm with Em(H,ϕ) = 0 can be written as
ϕ =
1
m
log
dm∑
i=1
µi|si|2hm ,
where {si} is H-orthonormal so that ϕ0 = 1m log
∑dm
i=1 |si|2hm and
∏dm
i=1 µi = 1. Thus,
dm∏
i=1
min{1, µi} = 1∏dm
i=1max{1, µi}
.
Thus by definition,
d1,m(ϕ0, ϕ) = − 2
mdm
log
dm∏
i=1
min{1, µi} = 2
mdm
log
dm∏
i=1
max{1, µi}.
Now observe that
log
dm∏
i=1
max{1, µi} ≥ logµ2max =
1
dm
log
dm∏
i=1
µmax
µi
,
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and also
log
dm∏
i=1
µmax
µi
= log
dm∏
i=1
µ2max ≥ log
dm∏
i=1
max{1, µi}.
So we get that
1
2
d1,m(ϕ0, ϕ) ≤ 1
mdm
log
dm∏
i=1
µmax
µi
≤ dm
2
d1,m(ϕ0, ϕ).
Then the assertion follows from Lemma 4.7. 
Proof of Theorem 2.3. By Proposition 4.6 and 4.9, the first part follows immediately. So it remains to
show the second part. The key property we need to use is the Berndtsson convexity [8, Section 7], which
implies that, under the assumption θ ≥ 0, the functional F θm is convex along Bergman geodesics (this
uses (4.7)). This in particular, implies that θ-balanced metric has to minimize F θm. So the existence of
an θ-balanced metric implies that
F θm(ϕ) ≥ −C, ∀ϕ ∈ Bm
for some C > 0. Then by Definition 2.7, δAm(L) ≥ 1. So δm(L) ≥ 1 by Theorem 2.8.
Now assume further that ϕ0 ∈ Bm is the unique (up to constant) θ-balanced potential. The goal is to
show that δm(L) > 1. By Proposition 4.9, it amounts to proving that F
θ
m is coercive on Bm. To this end,
we use the argument of [19]. We choose the reference Hermitian product H to be
H := FS−1(ϕ0).
Consider the subspace
R :=
{
ϕ ∈ Bm : Em(H,ϕ) = 0
}
⊆ Bm.
So ϕ0 ∈ R and any two elements in R can be connected by a Bergman geodesic that is contained in R.
Moreover, ϕ0 is the unique minimizer of F
θ
m in R. We define
λ := inf
{
F θm(ϕ)− F θm(ϕ0)
d1,m(ϕ0, ϕ)
: ϕ ∈ R, d1,m(ϕ0, ϕ) ≥ 2
}
.
We claim that λ > 0. Assume to the contrary that λ = 0. Then there exists {ϕi}i∈N ⊂ R such that
F θm(ϕi)− F θm(ϕ0)
d1,m(ϕ0, ϕi)
→ 0.
Let [0, d1,m(ϕ0, ϕi)] ∋ t 7→ ϕi,t be the unit speed Bergman geodesic joining ϕ0 to ϕi. Then by convexity,
0 ≤ F θm(ϕi,1)− F θm(ϕ0) ≤
F θm(ϕi)− F θm(ϕ0)
d1,m(ϕ0, ϕi)
→ 0.
Note that d1,m(ϕ0, ϕi,1) = 1. Then by Lemma 4.15, we can extract a limit ϕi,1
C∞−−→ ϕ∞ ∈ R with
F θm(ϕ∞) = F
θ
m(ϕ0) and d1,m(ϕ0, ϕ∞) = 1. This contradicts the uniqueness of the minimizer. So λ > 0 as
claimed.
Then by compactness (see Lemma 4.15), we can find C > 0 such that
F θm(ϕ) ≥ λd1,m(ϕ0, ϕ)− C, ∀ϕ ∈ R.
So by Lemma 4.16, there exist λ′ > 0 and C′ > 0 such that
F θm(ϕ) ≥ λ′(supϕ− Em(H,ϕ)) − C′, ∀ϕ ∈ R.
Note that this inequality is invariant under translation, so it holds for any ϕ ∈ Bm. Therefore δm(L) > 1
by Proposition 4.9. This completes the proof of Theorem 2.3. 
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5. Limiting behavior
Our previous results were concerned with m ∈ N. In this section we study the limit m → ∞. In this
context it is convenient to use the functional
(5.1) Em(ϕ) := Em(Hm, ϕ),
where Hm :=
∫
X h
m( · , · )ωn ∈ Pm is the Hermitian product induced by h. To begin with, we recall the
following approximation result proved by Donaldson [23, §3].
Lemma 5.1. Given any ϕ ∈ Hω, let ϕm := 1m log
∑dm
i=1 |σi|2hm , where {σi} is any orthonormal basis of
the following L2-inner product
∫
X(he
−ϕ)m( · , · )ωnϕ. Then, Em(ϕm)→ E(ϕ) as m→∞.
Also recall the following result (cf. [6, Lemma 7.7]).
Lemma 5.2. There exists εm → 0 such that for all m≫ 1,
supϕ− E(ϕ) ≤ (1 + εm)(supϕ− Em(ϕ)) + εm on Bm.
Proof. For any ϕ ∈ Bm, we may write ϕ = 1m log
∑dm
i=1 e
λi |si|2hm for some Hm-orthonormal basis {si} and
λi ∈ R. Set λmax := maxi{λi} and ϕ(t) := 1m log
∑dm
i=1 e
λit|si|2hm , t ≥ 0. Note that E is convex along
Bergman geodesics (cf. [23, Proposition 1]). Thus
E(ϕ) = E(ϕ1)− E(ϕ0) + E(ϕ0)
≥ d
dt
∣∣∣∣
t=0
E(ϕt) + E(ϕ0)
=
1
V
∫
X
ϕ˙0ω
n
ϕ0 + E(ϕ0)
=
1
mV
∫
X
∑dm
i=1 λi|si|2hm∑dm
i=1 |si|2hm
ωnϕ0 + E(ϕ0)
=
1
mV
∫
X
∑dm
i=1(λi − λmax)|si|2hm
ρm
ωn1
m log ρm
+
λmax
m
+ E(
1
m
log ρm),
where ρm :=
∑dm
i=1 |si|2hm . For each m as in 2.1 let {σi}dmi=1 be an orthonormal basis with respect to
L2 inner product on H0(X,mL) induced by h. By a classical theorem of Catlin, Ruan, Tian, Zelditch
[12, 41, 49, 54],
(5.2)
ρm
dm
C∞−−→ 1
V
,
implying that
(5.3) Bm ∋ 1
m
log ρm
C∞−−→ 0.
Using (5.2) and (5.3), one finds εm → 0 (independent of ϕ ∈ Bm) such that
E(ϕ) ≥ 1 + εm
mdm
∫
X
dm∑
i=1
(λi − λmax)|si|2hmωn +
λmax
m
− εm
=
1 + εm
mdm
dm∑
i=1
(λi − λmax) + λmax
m
− εm
= (1 + εm)
(
Em(ϕ)− λmax
m
)
+
λmax
m
− εm.
Then the desired inequality follows from Lemma 4.8. 
5.1. Estimating δ-invariant. Firstly, we take the opportunity to give a more direct proof of [55, Propo-
sition 3.11] without relying on the non-Archimedean approach of [3].
Proposition 5.3. For any ample Q-line bundle L, one has
δ(L) ≥ δA(L).
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Proof. Applying Ho¨lder inequality as in the proof of Proposition 4.9, we derive that for any δ ∈ (0, δA(L)),
there exist λ ∈ (0, 1) and C > 0 such that
(5.4) − 1
δ
log
∫
X
e−δϕωn − E(ϕ) ≥ λ(supϕ− E(ϕ)) − C, ∀ϕ ∈ Hω.
Then by Lemma 5.2, we can find λ′ > 0 and C′ > 0 such that
−1
δ
log
∫
X
e−δϕωn − Em(ϕ) ≥ λ′(supϕ− Em(ϕ))− C′, ∀ϕ ∈ Bm
for m≫ 1. Then Proposition 4.9 implies that
δm(L) > δ.
Thus [10, Theorem B] implies that δ(L) ≥ δ, finishing the proof. 
The next result, improving Proposition 4.9, provides a more accurate estimate for the δ-invariant.
Proposition 5.4. Assume that there exist δ > 0, λ > 0, mj →∞ and Cj > 0 such that
−1
δ
log
∫
X
e−δϕωn − Emj (ϕ) ≥ λ(supϕ− Emj (ϕ)) − Cj , ∀ϕ ∈ Bmj .
Then one has
δ(L) ≥ δ(1 + λ
n
).
Proof. We proceed as in the proof of Proposition 4.9. For each mj , one has
δ(1 − λ)Smj (F ) + δλτmj (F )/mj −AX(F ) ≤ 0, for all F over X.
Set {
S(F ) := limj Smj (F ),
τ(F ) := limj τmj (F )/mj .
Then we can find εj → 0 such that [10, Corollary 3.6]
Smj (F ) ≤ (1 + εj)S(F ), for all F over X.
Moreover by [10, Theorem 5.1], there exists C > 0 such that
0 ≤ τ(F ) − τmj (F )/mj ≤
CAX(F )
mj
, for all F over X.
Thus we deduce that
δ(1 − λ)Smj (F ) + δλ
(
τ(F ) − CAX(F )
mj
)
−AX(F ) ≤ 0, for all F over X.
Let Fj be the divisor computing δmj (L). Then,(
1 +
Cδλ
mj
)
δmj (L) ≥ δ − δλ+ δλ
τ(Fj)
Smj (Fj)
≥ δ − δλ+ δλ
1 + εj
· τ(Fj)
S(Fj)
.
By [25, Proposition 2.1], τ(F )S(F ) ≥ n+1n , for all F over X, so(
1 +
Cδλ
mj
)
δmj (L) ≥ δ − δλ+
δλ
1 + εj
· n+ 1
n
.
Sending mj to ∞ and εj to 0 concludes the proof. 
A direct consequence is the following estimate of δ(L).
Corollary 5.5. Assume that for some δ > 0, λ > 0 and C > 0, it holds that
−1
δ
log
∫
X
e−δϕωn − E(ϕ) ≥ λ(supϕ− E(ϕ)) − C, ∀ϕ ∈ Hω.
Then we have
δ(L) ≥ δ(1 + λ
n
).
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Proof. Applying Lemma 5.2, we may find mj →∞, λj → λ and Cj → C such that
−1
δ
log
∫
X
e−δϕωn − Emj (ϕ) ≥ λj(supϕ− Emj (ϕ))− Cj , ∀ϕ ∈ Bmj .
Then the previous proof leads us to(
1 +
Cδλj
mj
)
δmj (L) ≥ δ − δλj +
δλj
1 + εj
· n+ 1
n
.
Taking the limit, we complete the proof. 
As a consequence, we have reproduced the following statement in [3], without using non-Archimedean
tools.
Corollary 5.6. If the Ding functional F 0,1 (4.2) is coercive (i.e., (5.4) holds for δ = 1), then δ(L) > 1.
Note that Remark 4.5 is used in Corollary 5.6.
5.2. Approximating twisted Ka¨hler–Einstein metrics. In what follows, we will prove several ap-
proximation results, exploring the relation between θ-balanced metrics and θ-Ka¨hler–Einstein metrics.
We emphasize that the twist term θ is not assumed to be semi-positive (otherwise X would have to be
Fano, which is a very restrictive assumption). The following is an analogue of Donaldson’s result [23,
Theorem 2].
Proposition 5.7. Let L be an ample Q-line bundle and assume (2.1). Let θ be a smooth form in
c1(X) − c1(L). Assume that for some mj → ∞, there exists a sequence of θ-balanced metric ωj in Bmj
converging smoothly to a limit ω∞. Then Ric(ω)∞ = ω∞ + θ.
Proof. Let h∞ be a smooth Hermitian metric on L with ω∞ as its curvature form. Also set f∞ to be the
unique real valued function satisfying
Ric(ω)∞ = ω∞ + θ + ddcf∞,
∫
X
ef∞ωn∞ = V.
Since ωj is θ-balanced, we may write ωj = ω∞ + ddcϕj , where ϕj takes the form
ϕj =
1
mj
log
dmj∑
i=1
|σ(j)i |2hmj∞
for some orthonormal basis {σ(j)i } of the following L2-inner product on H0(X,mjL):
dmj∫
X
ef∞−ϕjωn∞
∫
X
(h∞e−ϕj)mj ( · , · )ef∞−ϕjωn∞.
Since ωj
C∞−−→ ω∞, we may suitably normalize ϕj so that ϕj C
∞
−−→ 0. Now consider the Bergman kernel
ηmj :=
dmj∑
i=1
|σ(j)i |2(h∞e−ϕj )mj .
On the one hand, it is a constant (equal to 1) by the balanced assumption. On the other hand, by
[12, 54],[15, Theorem 1.3] ηmj −→ e−f∞ . This forces f∞ to be zero so that ω∞ satisfies Ric(ω)∞ = ω∞+θ.,
as claimed. 
Next we show that, under certain reasonable assumptions, θ-Ka¨hler–Einstein metrics can be approxi-
mated by θ-balanced metrics. Such kind of result, first appearing in [22], has been studied extensively by
many authors over the years. The version we prove below follows closely the exposition in [6, Section 7],
with some modifications using Darvas’ work [16, 17].
Proposition 5.8. Let L be an ample Q-line bundle and assume (2.1). Assume that δA(L) > 1. Let θ be a
smooth form in c1(X)− c1(L). Assume that ω is the unique Ka¨hler form in c1(L) solving Ric(ω) = ω+ θ.
Then there exists a sequence of θ-balanced ϕj ∈ Bmj for some mj →∞ such that
ϕj → 0 in the d1-topology.
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Proof. Since δA(L) > 1, applying Ho¨lder inequality as in the proof of Proposotion 4.9, we find that
F θ(ϕ) := − log 1
V
∫
X
e−ϕωn − E(ϕ) ≥ λ(supϕ− E(ϕ)) − C, ∀ϕ ∈ Hω ,
for some λ ∈ (0, 1) and C > 0. In other words, the θ-twisted Ding functional is coercive on Hω (in
this setting the θ-twisted Ricci potential fθ defined by (4.6) is equal to 0). So F
θ admits a minimizer
ϕ ∈ Hω, which gives rise to a θ-Ka¨hler–Einstein metric. Then by our uniqueness assumption, one must
have ϕ = const, so that
F θ(ϕ) ≥ F θ(0) = 0, ∀ϕ ∈ Hω.
Let mj →∞ be a sequence of sufficiently divisible integers. Our goal is then to show that there exists a
sequence of θ-balanced ϕj ∈ Bmj such that ϕj → 0 in a suitable sense.
By the coercivity of F θ and Lemma 5.2, there exist λ′ > 0 and C′ > 0 such that,
F θmj (ϕ) = − log
1
V
∫
X
efθ−ϕωn − Emj (ϕ) ≥ λ′(supϕ− Emj (ϕ))− C′, ∀ϕ ∈ Bmj .
So by Proposition 4.6, we can find θ-balanced metric ϕj ∈ Bmj , minimizing F θmj . Thus, using (5.3) and
Lemma 5.1 proven below,
λ′(supϕj − Em(ϕj))− C′ ≤ F θmj (ϕj) ≤ F θmj
(
1
mj
log
dmj∑
i=1
|σi|2hmj
)
mj→∞−−−−−→ F θ(0) = 0.
This implies that
supϕj − Emj (ϕj) < A, ∀mj ≫ 1,
for some A > 0. Then by Lemma 5.2, we derive that supϕj −E(ϕj) < A for mj ≫ 1. We may normalize
each ϕj so that supϕj = 0. Then we have
d1(0, ϕj) = −E(ϕj) < A
for mj ≫ 1. Here we are using the d1-distance of Darvas [17].
Now by Lemma 5.1, Lemma 5.2 and (5.3) again,
0 ≤ F θ(ϕj) = − log 1
V
∫
X
ef−ϕjωn − E(ϕj)
≤ − log 1
V
∫
X
ef−ϕjωn − (1 + εmj )Emj (ϕj) + εmj
= F θmj (ϕj)− εmjEmj (ϕj) + εmj
≤ F θmj (
1
mj
log ρmj ) + εmjA+ εmj
mj→∞−−−−−→ 0.
Therefore, limj F
θ(ϕj) = 0 = inf F
θ. In other words, {ϕj} is a d1-bounded minimizing sequence of the θ-
twisted Ding functional F θ. Then one can extract a subsequence so that ϕj d1-converges to a minimizer of
F θ (cf. the proof of [17, Theorem 4.18]). By regularity theory [46, 5], this yields an θ-twisted KE potential,
which has to be a constant by uniqueness assumption, and hence which has to be 0 as supϕj = 0. Thus,
d1(0, ϕj)→ 0. 
Remark 5.9. A more delicate treatment following [22, 34] can possibly improve the regularity of the
convergence in the above result. We leave this to the interested readers.
Subtlety arises when the θ-twisted KE metric is not unique, which is usually due to the existence
of non-trivial holomorphic vector fields. In this case, it is not expected that one can approximate the
θ-twisted KE by θ-balanced metrics. However, the next result shows that one can still get a satisfactory
approximation if the twist term is allowed to be perturbed.
Proposition 5.10. Let L be an ample Q-line bundle and assume (2.1). Let θ be a smooth form in
c1(X)− c1(L). Assume that ω satisfies Ric(ω) = ω + θ. Moreover, assume that ϕ = 0 is a minimizer of
the following twisted Ding energy
F θ(ϕ) := − log 1
V
∫
X
e−ϕωn − E(ϕ), ϕ ∈ Hω.
Then we can find mj →∞, δj ր 1 and a sequence of (0, δi)-balanced ϕj ∈ Bmj such that
ϕj → 0 in the d1-topology.
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Proof. By our assumption, F θ(ϕ) ≥ F θ(0) = 0, thus δA(L) ≥ 1. Pick any strictly increasing sequence
δj ր 1. Then for each j, applying Ho¨lder inequality as in the proof of Proposition 4.9, we can find
λj ∈ (0, 1) and Cj > 0 such that
− 1
δj
log
1
V
∫
X
e−δjϕωn − E(ϕ) ≥ λj(sup−E(ϕ))− Cj , ∀ϕ ∈ H(X.ω).
Then by Lemma 5.2, after perturbing slightly λj and Cj , we deduce that
F 0,δjm (ϕ) = −
1
δj
log
1
V
∫
X
e−δjϕωn − Em(ϕ) ≥ λj(sup−Em(ϕ)) − Cj , ∀ϕ ∈ Bm
for all sufficiently divisible m≫ 1. Then by Proposition 4.6 and the proof of Proposition 5.8, there exists
(0, δj)-balanced ϕ
j
m ∈ Bm, minimizing F 0,δjm , such that
supϕjm − Em(ϕjm) < Aj ,
for some Aj > 0 (independent of m). So as m→∞, ϕjm − supϕjm is a d1-bounded sequence. Now put
F 0,δj (ϕ) := − 1
δj
log
1
V
∫
X
e−δjϕωn − E(ϕ), ϕ ∈ Hω.
Then we have (by Ho¨lder inequality, Lemma 5.2, 5.1 and (5.3))
0 ≤ F θ(ϕjm) = − log
1
V
∫
X
e−ϕ
j
mωn − E(ϕjm)
≤ − 1
δj
log
1
V
∫
X
e−δjϕ
j
mωn − E(ϕjm)
≤ F 0,δjm (ϕjm) + εm(supϕjm − Em(ϕjm)) + εm
≤ F 0,δjm (
1
m
log ρm) + εmA+ εm
m→∞−−−−→ Fα,δj (0) = 0.
So for each fixed j, {ϕjm − supϕjm}m≫1 is a d1-bounded minimizing sequence of F 0,δj . Then we may
extract a limit ϕj∞ ∈ E1(X,ω) as in the previous proof, such that
0 ≤ F θ(ϕj∞) ≤ F 0,δj (ϕj∞) = 0.
This forces ϕj∞ to be a minimizer of F
θ, so that ϕj∞ ∈ Hω is an θ-twisted KE potential (as in the previous
proof). Moreover, the equality
F θ(ϕj∞) = F
0,δj (ϕj∞)
forces ϕj∞ to be a constant, which hence must be 0 as supϕ
j
∞ = 0. Therefore, we obtain that (up to a
subsequence)
d1(ϕ
j
m − supϕjm, 0)→ 0 as m→∞.
So we can pick a sufficiently divisible mj such that
d1(ϕ
j
mj − supϕjmj , 0) <
1
j
.
Set ϕj := ϕ
j
mj , then ϕj is (0, δj)-balanced and d1(ϕj − supϕj , 0) → 0 as j → ∞. This completes the
proof. 
Remark 5.11. Using the balanced equation of ϕj and the proof of [18, Theorem 4.4], it is not hard to
derive that the above convergence d1(ϕj − supϕj , 0)→ 0 implies that
supϕj − Emj (ϕj) < A
for some uniform A > 0.
It turns out that the converse direction of the previous proposition also holds. The result we state next
can be thought of as the quantization of the classical continuity method.
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Proposition 5.12. Let L be an ample Q-line bundle and assume (2.1). Let θ be a smooth form in
c1(X) − c1(L). Let fθ be the twisted Ricci potential function defined by (4.6). Assume that for some
mj →∞, and δj ր 1, there exists a sequence of (fθ, δj)-twisted balanced ϕj ∈ Bmj , minimizing F fθ,δjmj on
Bmj , such that
supϕj − Emj (ϕj) < A
for some uniform A > 0. Then there exists a Ka¨hler form ω∞ ∈ c1(L) solving Ric(ω)∞ = ω∞ + θ.
Note that ϕj ∈ Bmj being a minimizer of F fθ,δjmj implies that δmj (L) = δAmj (L) ≥ δj (recall Theorem
2.8). Thus δ(L) ≥ 1.
Proof. Consider the Ding functional
F θ(ϕ) := − log 1
V
∫
X
efθ−ϕωn − E(ϕ), ϕ ∈ Hω,
where fθ is defined by (4.6). We first claim that
inf
ϕ∈Hω
F θ(ϕ) > −∞.
Indeed, by Lemma 5.1, the assumption supϕj −Emj (ϕj) < A implies that {ϕj − supϕj} is a d1-bounded
sequence. Then by the Skoda estimate [19, Theorem 5.7], there exists C > 0 such that
1
V
∫
X
e−(ϕj−supϕj)ωn < C.
Therefore,
F θ(ϕj) = − log 1
V
∫
X
efθ−(ϕj−supϕj)ωn + supϕj − E(ϕj)
≥ − sup fθ − logC =: −C′.
We then claim that
inf
ϕ∈Hω
F θ(ϕ) ≥ −C′.
Assume to the contrary that there exists ψ ∈ Hω such that F θ(ψ) < −C′. For each mj ≫ 1, we put
ψj :=
1
mj
log
dmj∑
i=1
|σi|2hmj ,
where {σi} is any orthonormal basis of
∫
X
(he−ψ)mj ( · , · )ωnψ. Then the asymptotic of Bergman kernel
(5.3) implies that
ψj
C∞−−→ ψ, as j →∞.
So using Lemma 5.2, the assumption that ϕj is a minimizer of F
fθ,δj
mj on Bmj and Lemma 5.1, we deduce
that
−C′ ≤ F θ(ϕj) = − log 1
V
∫
X
efθ−ϕjωn − E(ϕj)
≤ − 1
δj
log
1
V
∫
X
efθ−δjϕjωn − E(ϕj)
≤ − 1
δj
log
1
V
∫
X
ef−δjϕjωn − supϕj + (1 + εmj )(supϕj − Emj (ϕj) + εmj
= F fθ,δjmj (ϕj) + εmj (supϕj − Emj (ϕj) + εmj
≤ F fθ,δjmj (ψj) + εmjA+ εmj
j→∞−−−→ F θ(ψ) < −C′,
a contradiction. So inf F θ ≥ −C′, as claimed.
We further claim that
lim
j
F θ(ϕj) = inf
ϕ∈Hω
F θ(ϕ).
This is clear from the above argument. Indeed, for any ε > 0, there exists ψ ∈ Hω such that
F θ(ψ) ≤ inf
ϕ∈Hω
F θ(ϕ) + ε,
22 BASIS DIVISORS AND BALANCED METRICS
Then arguing as above, one obtains that
inf
ϕ∈Hω
F θ(ϕ) ≤ lim inf
j
F θ(ϕj) ≤ lim sup
j
F θ(ϕj) ≤ lim
j
F fθ,δjmj (ψj) ≤ infϕ∈Hω F
θ(ϕ) + ε.
Sending ε→ 0, we find that
lim
j
F θ(ϕj) = inf
ϕ∈Hω
F θ(ϕ).
Therefore {ϕj − supϕj} is a d1-bounded minimizing sequence of F θ. Then one can extract a limit
ϕ∞ ∈ E1(X,ω) such that
F θ(ϕ∞) = inf
ϕ∈Hω
F θ(ϕ).
By regularity theory [46, 5] one further has ϕ∞ ∈ Hω and hence ω∞ := ω + ddcϕ∞ is a twisted KE
metric. 
6. Weighted δ-invariant and soliton type metrics
As we have seen, in the θ-Ka¨hler–Einstein setting, the above framework naturally leads us to the δ-
invariant. In this section, we shall show that the same strategy extends, with some delicate adjustments,
to soliton type metrics. This will lead us to a new, weighted, δ-invariant.
6.1. Ka¨hler Ricci g-soliton. We use the setup of Berman–Witt Nystro¨m [7]. Let (X,L) be an n-
dimensional polarized variety admitting a Hamiltonian T -action, where T ∼= (S1)r is a real torus of
dimension r (with r ≤ n). We denote by TC ∼= (C∗)r the complexification of T . Here we allow L to be
ample Q-line bundle. Assume that TC acts effectively and holomorphically on X . Moreover assume that
the action of TC also lifts to L.
We fix a T -invariant smooth Hermitian metric h on L, whose curvature form will be denoted by ω,
which will be treated as a T -invariant background Ka¨hler form in c1(L). Note that ω induces a moment
map
mω : X → Rr,
whose image is a polytope
P := mω(X) ⊂ Rr,
that is an invariant of the class [ω]. Let
g : P → R>0
be a smooth positive function on P .
Consider
HTω :=
{
ϕ ∈ Hω : ϕ is T -invariant
}
.
Then for each ϕ ∈ HTω , it induces a moment map mϕ := mωϕ : X → P, so one can define the following
weighted Monge-Ampe`re measure:
g ◦mϕ ωnϕ.
Given any T -invariant smooth form θ ∈ (c1(X)−c1(L)), let fθ be the T -invariant θ-twisted Ricci potential
given by (4.6). Then one can consider the following Monge-Ampe`re equation:
(6.1) g ◦mϕ ωnϕ = efθ−ϕωn.
A solution to this equation will give rise to an θ-twisted Ka¨hler-Ricci g-soliton, which satisfies
Ric(ω)ϕ = ωϕ + θ + dd
c log g ◦mϕ .
To study this equation, a natural functional to consider is the following g-weighted θ-Ding functional
(cf. [52, 7, 30])
F θ,g(ϕ) := − log
∫
X
efθ−ϕωn − Eg(ϕ), ϕ ∈ HTω ,
where
(6.2) Eg(ϕ) := Egω(ϕ) :=
1∫
X
g ◦mω ωn
∫ 1
0
∫
X
ϕg ◦msϕ ωnsϕds
is the g-weighted Monge-Ampe`re energy (going back to Zhu [56]). It is straightforward to show that any
critical point of F θ,g satisfies (6.1) (up to a normalization).
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Definition 6.1. Set
δA,g(L) := sup
{
δ > 0 : sup
ϕ∈HTω
∫
X
e−δ(ϕ−E
g(ϕ))ωn <∞
}
.
6.2. Quantization. Following [7, Section 4], one can quantize the above setup as follows. We assume
(2.1) throughout. By assumption, the vector space H0(X,mL) admits a TC-action. Denote by Pm ⊂ Zr
the set of all weights of this TC-action. It is well-known that
1
mPm ⊆ P (see e.g., [37, Lemma 13]). Denote
by Rm,λ the TC-invariant subspace consisting of all the sections of H
0(X,mL) with weight λ ∈ Pm. So
we have
H0(X,mL) =
⊕
λ∈Pm
Rm,λ.
Recall dm := dimH
0(X,mL) and set
dm,λ := dimRm,λ, gm :=
1
dm
∑
λ∈Pm
g(λ/m)dm,λ
Now we further assume that mL is very ample. Then one can consider the T -invariant subspace of
Bm, denoted BTm. Any element in BTm takes the form
ϕ =
1
m
log
∑
λ∈Pm
dm,λ∑
α=1
|s(λ)α |2hm ,
where {s(λ)α }1≤α≤dm,λ is any basis of Rm,λ. Moreover, any Bergman geodesic in BTm takes the form
ϕ(t) =
1
m
log
∑
λ∈Pm
dm,λ∑
α=1
eγ
(λ)
α t|s(λ)α |2hm
for some γ
(λ)
α ∈ R. Also note that BTm inherits the d1,m-distance from the ambient space Bm.
Consider
Hm :=
∫
X
hm( · , · )ωn,
which is a T -invariant Hermitian inner product on H0(X,mL). So in particular, we have
(6.3) Hm(s
(λ1), s(λ2)) = 0, for s(λi) ∈ Em,λi whenever λ1 6= λ2.
(Such orthogonality holds for any T -invariant H ∈ Pm.) We put, as in (5.1),
Em(ϕ) := Em(Hm, ϕ), ϕ ∈ BTm.
The only difference here is that everything is T -invariant.
Following [7], we consider the g-weighted log det functional:
(6.4) Egm(ϕ) :=
1
mdmgm
∑
λ∈Pm
g(λ/m) log det
(∫
X
hm(s(λ)α , s
(λ)
β )ω
n
)
for any ϕ = 1m log
∑
λ∈Pm
∑dm,λ
α=1 |s(λ)α |2hm ∈ BTm. As the notation suggests, Egm is the quntization of Eg
(cf. [7, 37]).
The following estimate follows easily from Lemma 4.8 and Lemma 4.7.
Lemma 6.2. There exists εm → 0 such that
infP g
supP g
(supϕ− Em(ϕ))− εm ≤ (supϕ− Egm(ϕ)) ≤
supP g
infP g
(supϕ− Em(ϕ)) + εm
for any ϕ ∈ BTm.
Now mimicking the definition of δAm(L), we introduce the following
Definition 6.3. Set
δA,gm (L) = sup
{
δ > 0 : sup
ϕ∈BTm
∫
X
e−δ(ϕ−E
g
m(ϕ))ωn <∞
}
.
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In the case when mL is not very ample, one can still make sense of the above definition by considering
instead the following integral
(6.5) I :=
∫
X
∏
λ∈Pm
∏dm,λ
α=1
(
µ
(λ)
α
) δg(λ/m)
mdmgm
(∑
λ∈Pm
∑dm,λ
α=1 µ
(λ)
α |s(λ)α |2hm
) δ
m
ωn,
where {s(λ)α } is any Hm-orthonormal basis and µ(λ)α > 0 are some parameters. Then δA,gm (L) is the
supremum of all the δ > 0 such that I is uniformly bounded from above by some Cδ > 0 for any choice
of {µ(λ)α , s(λ)α }. Notice that applying Young’s inequality (compare Corollary 3.3), we deduce that
(6.6) I ≤
∏
λ∈Pm
(
g(λ/m)
dmgm
) δg(λ/m)dm,λ
mdmgm
∫
X
ωn∏
λ∈Pm
∏dm,λ
α=1
∣∣s(λ)α ∣∣ 2δg(λ/m)mdmgmhm
6.3. Algebraic g-weighted δm-invariant. Inspired by the above inequality, we can now introduce the
algebraic g-weighted δm-invariant as follows. Let m ≥ 1 be any integer such that H0(X,mL) 6= {0}. For
each weight space Rm,λ, we pick a basis, say {s(λ)α }1≤α≤dm,λ . Put
(6.7) D :=
1
mdmgm
∑
λ∈Pm
dm,λ∑
α=1
g(λ/m){s(λ)α = 0}.
Then D is an effective R-divisor that is R-linear equivalent to L. Such a divisor will be called an (m, g)-
basis divisor.
Definition 6.4. Set
δgm(L) := inf
{
lct(X,D) : D is an (m, g)-basis divisor
}
,
and
δg(L) := lim sup
m→∞
δgm(L).
Observe that any (m, g)-basis divisor is TC-invariant. Then its lct can be computed by some TC-
invariant divisor over X (by applying a TC-equivariant log resolution). So in what follows we will only
consider TC-invariant divisors over X .
Let F be a TC-invariant prime divisor over X . For any subspace V ⊆ H0(X,mL), put
FaordF V := {s ∈ V : ordF (s) ≥ a}.
Then we define the g-weighted mth expected vanishing order Sgm(F ) to be
(6.8) Sgm(F ) := S
g
m(L;F ) :=
1
mdmgm
∑
λ∈Pm
∑
a≥1
g(λ/m) dimFaordFRm,λ.
Lemma 6.5. One has
δgm(L) = inf
F
AX(F )
Sgm(F )
,
where F runs through all the TC-invariant prime divisors over X.
Proof. The result follows by applying the argument of [26, Lemma 2.2] to each weight space Rm,λ. 
Lemma 6.6. δgm(L) is computed by some TC-invariant F over X.
Proof. For each m, the coefficients of all the (m, g)-basis divisors are contained in a finite set. In other
words, these divisors lie in a finite combination of linear systems. Even though the coefficients in front
of each linear system is possibly irrational, one can still apply [1] to conclude that the lct of all the
(m, g)-basis divisors can only take finitely many values. So one can find some F computing δgm(L). 
We have the following g-weighted version of Theorem 2.8.
Theorem 6.7. One has δA,gm (L) = δ
g
m(L).
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Proof. We only give an outline. Firstly, following the proof of Proposition 3.1, one sees that to compute
δgm-invariant, it is enough to consider Hm-orthonormal basis {s(λ)α }. Then the direction δA,gm (L) ≥ δgm(L)
follows from (6.6). To show the reverse direction, we consider any TC-invariant prime divisor F over X .
Then we can pick an Hm-orthonormal basis, say {s(λ)α }, which is compatible with the filtration F•ordF on
each Eλ,m. Then for any parameter t ≥ 0, put µ(λ)α := et ordF (s(λ)α ). Plugging these into the integral (6.5),
we find that
I = et
(
δSgm(F )−AX (F )
) ∫
X
etAX (F )ωn(∑
λ∈Pm
∑dm,λ
α=1 e
t ordF (s
(λ)
α )|s(λ)α |2hm
) δ
m
.
Then δA,gm (L) ≤ δgm(L) follows from Lemma 3.6 and 6.5. 
6.4. g-weighted (f, δ)-balanced metrics. Let m be sufficiently divisible and assume that mL is very
ample. For any T -invariant f ∈ C∞(X,R) and δ > 0, we put
F f,δ,gm (ϕ) := −
1
δ
log
1
V
∫
X
ef−δϕωn − Egm(ϕ), ϕ ∈ BTm.
Definition 6.8. Any critical point ϕ of F f,δ,gm is called g-weighted (f, δ)-balanced, and ωϕ := ω+ dd
cϕ is
called an g-weighted (f, δ)-balanced metric.
A computation shows that if ϕ = 1m log
∑
λ∈Pm
∑dm,λ
α=1 |s(λ)α |2hm ∈ BTm is a critical point of F f,δ,gm , then
(6.9)
dmgm
g(λ/m)
∫
X e
f−δϕωn
∫
X
(he−ϕ)m(s(λ)α , s
(λ)
β )e
f−δϕωn = δαβ
for any λ ∈ Pm, 1 ≤ α, β ≤ dm,λ.
Definition 6.9. We say F f,δ,gm is coercive on BTm if there exist γ > 0 and C > 0 such that
F f,δ,gm (ϕ) ≥ γ(supϕ− Egm(ϕ)) − C, ∀ϕ ∈ BTm.
Proposition 6.10. If F f,δ,gm is coercive on BTm, then there exists a g-weighted (f, δ)-balanced ϕ ∈ BTm,
minimizing F f,δ,gm .
Proof. It follows from Lemma 6.2 and the proof of Proposition 4.6. 
The next result is a g-weighted version of Proposition 4.9.
Proposition 6.11. F f,δ,gm is coercive on BTm if and only if 0 < δ < δgm(L).
Proof. The proof is the almost identical to the one for Proposition 4.9. The only thing we need to check
is the following inequality:
Sgm(F0) < Tm(F0),
where F0 is the TC-invariant divisor computing δ
g
m(L) (Lemma 6.6). Suppose otherwise that we have the
equality. Then we must have
dimFaordF0Rm,λ = dimRm,λ, ∀λ ∈ Pm, ∀1 ≤ a ≤ τm(F0).
This implies that
dimFaordF0H
0(X,mL) =
∑
λ∈Pm
dimRm,λ = dimH
0(X,mL), ∀1 ≤ a ≤ τm(F0),
contradicting the base point freeness of |mL|. 
6.5. θ-twisted g-balanced metric. We fix a T -invariant smooth form θ in c1(X)− c1(L). Let fθ be the
T -invariant function defined by (4.6). Consider the following g-weighted quantized θ-Ding functional:
F θ,gm (ϕ) := − log
1
V
∫
X
efθ−ϕωn − Egm(ϕ), ϕ ∈ BTm.
Next we introduce a natural quantization of the θ-twisted Ka¨hler–Ricci g-soliton.
Definition 6.12. Any critical point ϕ ∈ Bm of F θ,gm is called (θ, g)-balanced, and ωϕ := ω+ddcϕ is called
an (θ, g)-balanced metric.
Then we can state the g-weighted version of Theorem 2.3.
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Theorem 6.13. The following statements hold:
(1) If δgm(L) > 1, then there exists an (θ, g)-balanced ϕ in BTm.
(2) Assume further that α ≥ 0. If there exists an (θ, g)-balanced ϕ (resp. a unique (θ, g)-balanced ϕ
up to constant) in BTm, then δgm(L) ≥ 1 (resp. δgm(L) > 1).
Proof. It is enough to notice that when θ ≥ 0, one can still apply [8] to get the convexity of F θ,gm along
Bergman geodesics in BTm. Then, after restricting everything to the T -invariant subspace BTm, the proof
is almost the same as the one for Theorem 2.3. 
In the g-weighted setting, one can also prove analogous approximation results following the lines in §5.
We leave this to the interested readers.
6.6. Further properties. In this part we collect some properties of the δg-invariant.
Following [30, (5.41)], for any TC-invariant F over X and t ≥ 0, put
volg(L− tF ) := lim
m→∞
n!
mn
∑
λ∈Pm
g(λ/m) dimFmtordFRm,λ.
Thus we find that
Sg(F ) := Sg(L;F ) := lim
m→∞
Sgm(F ) =
∫ ∞
0
volg(L− xF )dx.
Then choosing a Newton–Okounkov body that respects the TC-action (cf. [38, Section 3.2.2]) and
extending [10, Section 2] to the weighted setting, one obtains:
Proposition 6.14. The limsup in Definition 6.4 is in fact a limit, and we have
δg(L) = lim
m→∞
δgm(L) = inf
F
AX(F )
Sg(F )
,
where F runs through all the TC-invariant prime divisors over X.
It is interesting to compare Proposition 6.14 with the recent work [30, Section 5.6] that relied on the
non-Archimedean approach.
Finally, we state a result involving the the greatest Bakry–Emery Ricci lower bound. Put
βg(L) := sup
{
β ∈ R : ∃T -invariant ω with[ω] = c1(L) s.t. Ric(ω) ≥ βω + ddc log g(mω)
}
.
Then following [3, 14, 30],[55, Corollary 3.10]:
Proposition 6.15. βg(L) = min{s(L), δg(L)} = min{s(L), δA,g(L)}.
7. δm-invariants associated to torus actions
Let T = (S1)r and denote by TC ∼= (C∗)r its complexification. Suppose that (X,L) admits a holomor-
phic TC-action (extending to the total space of L and preserving fibers). Our goal in this part is to study
the TC-equivariant δm defined by
(7.1) δTCm (L) := inf
F TC-invariant
AX(F )
Sm(F )
,
where a divisor F over X is TC-invariant if ordF (τ · s) = ordF (s) for any s ∈ H0(X,mL), τ ∈ TC.
Somewhat surprisingly, we show that the g-weighted analysis of §6 has some important consequences
already when g ≡ 1. In fact, in that case, δgm(L) coincides with δTCm (L), and Theorem 2.11, that we now
prove, relates δTCm (L) to δm(L).
Proof of Theorem 2.11. We assume that s(L) > 0, otherwise the statement is trivial. It suffices to show
that for any δ ∈ (0,min{δTCm (L), s(L)}),
δm(L) ≥ δ.
To this end, pick a T -invariant smooth form θ ∈ (c1(X)− δc1(L)). We may assume θ to be semi-positive
as δ < s(L). Let fθ be any T -invariant smooth function satisfying
Ric(ω) = δω + θ + ddcfθ.
Consider
F fθ,δ,gm (ϕ) := −
1
δ
log
∫
X
efθ−δϕωn − Egm(ϕ), ϕ ∈ BTm.
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When g ≡ 1, one simply has (recall Definition 4.1, (5.1) and (6.4))
F fθ,δ,gm (ϕ) = F
fθ,δ
m
∣∣
BTm
(ϕ) = −1
δ
log
∫
X
efθ−δϕωn − Em(ϕ), ϕ ∈ BTm.
Since δTCm (L) > δ, Propositions 6.11 and 6.10 then imply that there exists a 1-weighted (fθ, δ)-balanced
ϕ ∈ BTm minimizing F fθ,δm
∣∣
BTm
. Note that this ϕ is nothing but a (fθ, δ)-balanced potential in the sense
of Definition 4.1, only with the additional property that it is T -invariant (compare (4.1) and (6.9); recall
also (6.3)). So it is also a critical point of F fθ,δm on the whole space Bm. Now using the non-negativity
of θ, we see that F fθ,δm is convex along Bergman geodesics in Bm (by [8] again). This shows that ϕ is a
minimizer of F fθ,δm , and hence
F fθ,δm ≥ −C on Bm
for some C > 0. Then by Theorem 2.8, δm(L) = δ
A
m(L) ≥ δ, as desired. 
Applying the above result to the toric Fano setting can give us the precise formula of δm(−KX) for any
m ≥ 1. More precisely, following the terminologies in Fulton [27], let X be a toric Fano manifiold with an
associated fan ∆ in a lattice N ∼= Zn. Let M be the dual lattice of N . Given any ray ρ ∈ ∆, its primitive
generator is denoted by vρ, whose corresponding toric divisor is denoted by Dρ. Then −KX =
∑
ρDρ.
We take TC ∼= (C∗)n to be the maximal torus, then the moment polytope P is given by
P := {u ∈MR | 〈u, vρ〉+ 1 ≥ 0, ∀ρ}.
In this case, each weight space Rm,λ is one-dimensional. So the (m, 1)-basis divisor is uniquely determined
(recall (6.7)), from which we deduce that
δTCm (−KX) = minρ
{
1
〈bm, vρ〉+ 1
}
,
where bm is the quantized barycenter given by bm :=
1
mdm
∑
u∈mP∩M u. By completeness of the fan ∆,
there always exists a ray ρ ∈ ∆ with 〈bm, vρ〉 ≥ 0. So we have δTCm (−KX) ≤ s(−KX) = 1. Thus Theorem
2.11 implies the following
Corollary 7.1. For toric Fano manifold X and m ≥ 1, we have
δm(−KX) = δTCm (−KX) = min
ρ
{
1
〈bm, vρ〉+ 1
}
.
Finally we remark that, even when X = Pn, this gives a new result.
Corollary 7.2. Let X = Pn. Then for any m ≥ 1, we have δm(−KX) = 1.
Appendix A. Extension to coupled metrics
In this part we define a coupled δ-invariant for the coupled system of Monge–Ampe`re equations studied
in [33, 32, 20] and record analogues of our main theorems to this more general setting.
A.1. Coupled Ka¨hler–Ricci g-soliton. We follow the setup of [20]. Let X be a projective manifold.
Fix a positive integer k and take a k-tuple of ample Q-line bundles (L1, · · · , Lk). As in the previous
section, assume that there is an effective and holomorphic TC-action on X . Also assume that this torus
action lifts to each Li. We equip each Li with a positively curved smooth T -invariant Hermitian metric
hi, whose curvature form will be denoted by ωi. Put Vi :=
∫
X
ωni , 1 ≤ i ≤ k. Denote by HTω (X,ωi) the
subspace of H(X,ωi) consisting of T - invariant Ka¨hler potentials and put
H
T := HTω (X,ω1)× · · · × HTω (X,ωk).
Note that each ωi induces a moment map mωi : X → Rr, whose image will be denoted by Pi. Recall
that Pi is a polytope, which does not depend on the choice of ωi ∈ c1(Li). We will fix a smooth positive
function gi : Pi → R>0 for each 1 ≤ i ≤ k. Then for any ϕi ∈ HTω (X,ωi), we have an induced function
gi(ϕi) := gi ◦mωi+ddcϕi : X → R>0. Put
g := (g1, · · · , gk).
To set up the coupled soliton equations, we need also a twist term, by cohomological reason. Pick a
T -invariant smooth form θ in c1(X) −
∑k
i=1 c1(L). Given a k-tuple ϕ := (ϕ1, · · · , ϕk) ∈ HT , we put
ωϕ := (ω1 + dd
cϕ1, · · · , ωi + ddcϕk).
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Definition A.1. [33, 32, 20] We say that ωϕ is an θ-twisted coupled Ka¨hler–Ricci g-soliton if
Ric(ωi + dd
cϕi) =
k∑
j=1
(ωj + dd
cϕj) + θ + dd
c log gi(ϕi), 1 ≤ i ≤ k.
To study the above coupled soliton equations, one needs a coupled Ding function, which we now
describe. For each 1 ≤ i ≤ k, one can find fi ∈ C∞(X,R) satisfying Ric(ω)i =
∑k
i=1 ωi + θ + dd
cfi and∫
X e
fiωni = Vi. Then it is easy to see that as probability measures,
ef1ωn1
V1
= · · · = efkωnkVk . So we can put
µ :=
ef1ωn1
V1
= · · · = e
fkωnk
Vk
.
Note that µ depends on ωi and α. Now, following [20], the g-weighted θ-Ding functional is defined by
Dα,g(ϕ) := − log
∫
X
e−
∑
i ϕidµ−
k∑
i=1
Egiωi(ϕi), ϕ := (ϕ1, · · · , ϕk) ∈HT ,
where Egiωi(ϕi) is the gi-weighted Monge-Ampe`re energy (recall (6.2)). Then it is straightforward to check
that ωϕ is θ-twisted coupled Ka¨hler–Ricci g-soliton if and only if ϕ a critical point of D
α,g.
As shown in [20], there are obstructions to the existence of Ka¨hler–Ricci g-solitons, mainly coming
from the non-coercivity of Dα,g. So we introduce a coupled coercivity threshold as follows:
δA,g(L1, · · · , Lk) := sup
{
δ > 0 : sup
(ϕ1,··· ,ϕk)∈HT
∫
X
e−δ
∑k
i=1(ϕi−E
gi
ωi
(ϕi))dµ <∞
}
.
A.2. Quantization. Following [7, 47], we can quantize the above setup as follows. Choose a k-tuple of
sufficiently divisible integers
m := (m1, · · · ,mk)
such that each miLi is very ample. Consider the Bergman space Bmi(X,ωi) for each pair (Li, ωi). We
denote by BTmi(X,ωi) the subspace of T -invariant Bergman potentials in Bmi(X,ωi) and put
B
T
m
:= BTm1(X,ω1)× · · · × BTmk(X,ωk).
Note that the TC-action induces a weight decomposition for each vector space H
0(X,miLi). Then
proceeding as in §6.2 (especially see (6.4)), Egiωi,mi(·) on BTmi(X,ωi), the mi-th quantized gi-weighted
Monge–Ampe`re energy of the pair (Li, ωi). Then we put
δA,g
m
(L1, · · · , Lk) := sup
{
δ > 0 : sup
(ϕ1,··· ,ϕk)∈BTm
∫
X
e−δ
∑k
i=1(ϕi−E
gi
ωi,mi
(ϕi))dµ <∞
}
.
A.3. Algebraic coupled g-weighted δm-invariant. Motivated by the above formulation, we can now
define the algebraic coupled g-weighted δm in the following way.
Following Section 6.3, choose an (mi, gi)-basis divisor Di ∼R Li for each Li. Summing up, we get a
TC-invariant effective R-divisor D :=
∑k
i=1Di ∼R
∑k
i=1 Li, which will be called an (m, g)-basis divisor
of the k-tuple (L1, · · · , Lk).
Definition A.2. (1) The coupled g-weighted δm-invariant is
δg
m
(L1, · · · , Lk) := inf
{
lct(X,D) : D is an (m, g)-basis divisor of (L1, ..., Lk)
}
.
(2) When g = (1, · · · , 1), set δTC
m
(L1, · · · , Lk) := δgm(L1, · · · , Lk).
(3) When the torus action is trivial, set
δm(L1, · · · , Lk) := inf
{
lct
(
X,
k∑
i=1
Di
)
: each Di is an mi-basis divisor of Li
}
.
Since any (m, g)-basis divisor is TC-invariant, to compute its lct, it suffices to investigate all the TC-
invariant prime divisors F over X . Then (recall (6.8)) one can consider Sgimi(Li;F ), the mi-th gi-weighted
expected vanishing order of Li along F .
Lemma A.3. One has δg
m
(L1, · · · , Lk) = infF AX(F )∑k
i=1 S
gi
mi
(Li;F )
, where F runs through all the TC-invariant
prime divisors over X.
BASIS DIVISORS AND BALANCED METRICS 29
And also, we have the following result.
Lemma A.4. δg
m
is computed by some TC-invariant divisor F over X.
The coupled version of Theorem 6.7 also holds.
Theorem A.5. One has δA,g
m
(L1, · · · , Lk) = δgm(L1, · · · , Lk).
A.4. Coupled g-weighted (f, δ)-balanced metrics. For any δ > 0 and f ∈ C∞(X,R), put
F f,δ,g
m
(ϕ) := −1
δ
log
∫
X
ef−δ
∑k
i=1 ϕidµ−
k∑
i=1
Egiωi,mi(ϕi), ϕ = (ϕ1, ..., ϕk) ∈ BTm.
Definition A.6. Any critical point of F f,δ,g
m
is called coupled g-weighted (f, δ)-balanced.
Remark A.7. One can think of F f,δ,g
m
as the quantization of
F f,δ,g
m
(ϕ) := −1
δ
log
∫
X
ef−δ
∑k
i=1 ϕidµ−
k∑
i=1
Egiωi(ϕi), ϕ = (ϕ1, ..., ϕk) ∈HT ,
with Ric(ωi+dd
cϕi) = δ
∑k
j=1(ωj+dd
cϕj)+(1−δ)
∑k
j=1 ωj+(α−ddcf)+ddc log gi(ϕi), 1 ≤ i ≤ k, being
the critical point equations. Varying δ, this can be seen as a continuity path towards the (θ−ddcf)-twisted
coupled Ka¨hler–Ricci g-soliton metric (cf. [20]).
Definition A.8. We say F f,δ,g
m
is coercive on BT
m
if there exist λ > 0 and C > 0 such that
F f,δ,g
m
(ϕ) ≥ λ
k∑
i=1
(supϕi − Egiωi,mi(ϕi))− C, ∀ϕ = (ϕ1, ..., ϕk) ∈ BTm.
The next result follows from the argument for Propositions 4.6 and 6.10.
Proposition A.9. If F f,δ,g
m
is coercive on BT
m
, then there exists a coupled g-weighted (f, δ)-balanced
ϕ ∈ BT
m
, minimizing F f,δ,g
m
.
The next result is the coupled version of Proposition 4.9.
Proposition A.10. F f,δ,g
m
is coercive on BT
m
if and only if δ ∈ (0, δg
m
(L1, · · · , Lk)).
A.5. θ-twisted coupled g-balanced metric. Recall that we have already chosen a T -invariant smooth
form θ ∈ (c1(X)−
∑k
i=1 c1(Li)) at the begining. Consider
F θ,g
m
(ϕ) := − log
∫
X
e−
∑k
i=1 ϕidµ−
k∑
i=1
Egiωi,mi(ϕi), ϕ = (ϕ1, ..., ϕk) ∈ BTm.
The next definition gives a natural quantization of the θ-twisted coupled Ka¨hler–Ricci g-soliton (see
also [47]).
Definition A.11. Any critical point of Fα,g
m
is called θ-twisted coupled g-balanced.
The next result, as a generalization of Theorem 2.3, shows that the coupled δg
m
-invariant characterizes
the existence of θ-twisted coupled g-balanced metrics.
Theorem A.12. The following statements hold:
(1) If δg
m
(L1, ..., Lk) > 1, then there exists an θ-twisted coupled g-balanced ϕ in B
T
m
.
(2) Assume θ ≥ 0. If there exists an θ-twisted coupled g-balanced ϕ (resp. a unique θ-twisted coupled
g-balanced ϕ up to translation) in BT
m
, then δg
m
(L1, ..., Lk) ≥ 1 (resp. δgm(L1, ..., Lk) > 1).
A.6. Computing coupled δm using TC-invariant divisors. The proof of Theorem 2.11 also works
seamlessly for the coupled case. So we record the following result, without giving the proof.
Theorem A.13. Let X be Ka¨hler manifold, polarized by a k-tuple (L1, · · · , Lk) of ample Q-line bundles,
together with a TC-action. Put s(L1, · · · , Lk) := sup
{
s ∈ R : −KX − s
∑k
i=1 Li is nef
}
. Let m =
(m1, ...,mk) be a k-tuple of positive integers such that each miLi is very ample. Then,
min
{
s(L1, · · · , Lk), δTCm (L1, · · · , Lk)
}
≤ δm(L1, · · · , Lk) ≤ δTCm (L1, · · · , Lk).
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Now we apply the above result to the toric Fano case. Assume that X is toric Fano and that −KX =∑k
i Li. Using the toric setup in §7, we write Li =
∑
ρ a
i
ρDρ, 1 ≤ i ≤ k. Up to linear equivalence, we may
arrange that
∑k
i=1 a
i
ρ = 1, ∀ρ. Each moment polytope Pi is given by Pi := {u ∈MR | 〈u, vρ〉+aiρ ≥ 0, ∀ρ}.
Note that all the weight spaces ofH0(X,miLi) are one-dimensional. Then by definition (recall (6.7)) there
is only one (mi, 1)-basis divisor of each Li. Thus, δ
TC
m
(L1, · · · , Lk) = 1/maxρ
{〈∑ki=1 bmi(Pi), vρ〉+ 1},
where bmi(Pi) denotes themi-th quantized barycenter of Pi. Hence, δ
TC
m
(L1, · · · , Lk) ≤ s(L1, · · · , Lk) = 1.
So by Theorem A.13, we obtain:
Corollary A.14. δm(L1, · · · , Lk) = δTCm (L1, · · · , Lk) = 1/maxρ
{〈∑ki=1 bmi(Pi), vρ〉+ 1}.
Thus, sendingm→ (∞, ...,∞), δ(L1, · · · , Lk) := lim δm(L1, · · · , Lk) = 1/maxρ
{〈∑ki=1 b(Pi), vρ〉+ 1},
where b(Pi) denotes the barycenter of Pi. In particular, one always has δ(L1, · · · , Lk) ≤ 1, with equality
if and only if
∑k
i=1 b(Pi) = 0. Thus, using a result of Hultgren [32, Theorem 2] we obtain the following.
Corollary A.15. A toric Fano manifold X admits a coupled Ka¨hler–Einstein tuple for (L1, · · · , Lk) if
and only if δ(L1, · · · , Lk) = 1.
Appendix B. Extension to klt currents
We use the setup of [3]. Let (X, θ, L) be a triple satisfying:
(1) X is an n-dimensional projective manifold;
(2) θ is a quasi-positive (1, 1)-current, i.e., the sum of a positive current and a smooth form;
(3) θ is klt, i.e., locally writing θ = ddcψ, then e−ψ ∈ Lploc for p ∈ [1, 1 + ǫ) for some ǫ > 0.
(4) L is an ample Q-line bundle such that c1(L) = c1(X)− [θ].
Let π : Y → X be a birational morphism. For any prime divisor F ⊂ Y over X let
ordF (θ)
be the Lelong number of π⋆θ at a very generic point of F (see [24, 11]). By [3, Lemma 3.3], θ being klt
is equivalent to infF
AX(F )
ordF (θ)
> 1. Set
(B.1) Aθ(F ) := AX(F )− ordF (θ).
For any effective R-divisor D on X , put
(B.2) lctθ(X,D) := inf
F
Aθ(F )
ordF (D)
.
Then [11],
lctθ(X,D) = sup{λ > 0 : J (θ + λ[D]) = OX},
where J (θ+ λ[D]) denotes the multiplier ideal sheaf associated to the current θ+ λ[D] (and [D] denotes
the current of integration along D).
Definition B.1. The δm-invariant of (X, θ, L) is δm(L; θ) := inf{lctθ(X,D) : D m-basis divisor of L}.
Equivalenty, one has δm(L; θ) = infF
Aθ(F )
Sm(F )
. In what follows we do not claim nor do we need to know
whether the infimum is attained.
Next, we turn to analytic δ-invariants. As before, fix a positively curved smooth Hermitian metric h
on L and denote by ω its curvature form, with [ω] = c1(L). Let fθ be a function satisfying
Ric(ω) = ω + θ + ddcfθ,
∫
X
efθωn =
∫
X
ωn = V.
More precisely, write θ = θ0+dd
cψ, where θ0 ∈ [θ] is a smooth representative. Let fθ0 ∈ C∞(X,R) satisfy
Ric(ω) = ω+ θ0+ dd
cfθ0 . Then (up to a constant) fθ = fθ0 −ψ. Now define a probability measure on X ,
dµθ :=
efθωn
V
.
Definition B.2. The analytic δ-invariant of (X, θ, L) is defined by
δA(L; θ) := sup
{
δ > 0 : sup
ϕ∈Hω
∫
X
e−δ(ϕ−E(ϕ))dµθ <∞
}
.
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The analytic δm-invariant of (X, θ, L) is defined by
δAm(L; θ) := sup
{
δ > 0 : sup
ϕ∈Bm
∫
X
e−δ(ϕ−Em(ϕ))dµθ <∞
}
.
Theorem B.3. δm(L; θ) = δ
A
m(L; θ).
Proof. The proof parallels that of Theorem 2.8 given in §3. We point out the main differences for the
reader’s convenience.
The proof of Theorem 2.8 amounts to Corollaries 3.3 and 3.7. The analogue of the former, namely,
δm(L; θ) ≤ δAm(L; θ), is proven in much the same way as Corollary 3.3 with two key differences. First,
one needs to replace the volume form ωn by the measure dµθ, and AX(F ) by Aθ(F ). Second, to apply
Demailly–Kolla´r’s theorem [21] as in the proof of Proposition 3.1, one also needs to invoke the openness
[9, 29]. The analogue of Corollary 3.7, namely, δm(L; θ) ≥ δAm(L; θ) requires an extension of Lemma 3.6
to the setting of non-zero Lelong number, given by Lemma B.4 below. 
Lemma B.4. Let F ⊂ Y π−→ X be a prime divisor over X. Assume that ordF θ > 0. Then for any δ > 0,
ε ∈ (0, ordF θ), and any basis {si} of H0(X,mL), there exists Cε > 0 such that for any parameter t ≥ 0,∫
X
et(Aθ(F )+ε)(∑dm
i=1 e
t ordF (si)|si|2hm
) δ
m
dµθ ≥ Cε > 0.
Proof. We follow the proof of Lemma 3.6, by using a local calculation around a generic point of F , the
only difference being that in the presence of the current θ, one should take into account the contribution
coming from Lelong numbers.
More precisely, write θ = θ0 + dd
cψ, where θ0 ∈ [θ] is a smooth representative. Then it amounts to
bounding the integral ∫
X
et(Aθ(F )+ε)e−ψ(∑dm
i=1 e
t ordF (si)|si|2hm
) δ
m
ωn
from below for any t ≥ 0. We pull back everything to Y and work in a polydisc D around a very generic
point of F , as in the proof of Lemma 3.6. By definition of ordF θ, we may further assume that
π⋆ψ ≤ (ordF (θ)− ε) log |z1|2 + Cε on D
for some Cε > 0. Recalling (B.1), it suffices to bound
J(t) :=
√−1
∫
|z1|≤1
et(Aθ(F )+ε)|z1|2Aθ(F )+2ε−2(∑dm
i=1 e
t ordF (si)|z1|2ordF (si)
) δ
m
dz1 ∧ dz¯1
≥ √−1
∫
|w|≤1
|w|2Aθ(F )+2ε−2(∑dm
i=1 |w|2ordF (si)
) δ
m
dw ∧ dw¯,
which is a positive quantity only depending on δ, m, Aθ(F ), ε and {ordF (si)}. 
Now we turn to balanced metrics. For any δ > 0, put
F θ,δm (ϕ) := −
1
δ
log
∫
X
e−δϕdµθ − Em(ϕ), ϕ ∈ Bm.
Definition B.5. A critical point of F θ,δm is called (θ, δ)-balanced of level m.
One can also define coercivity for F θ,δm as in Definition 4.4. And as in Proposition 4.6, F
θ,δ
m being
coercive implies the existence of (θ, δ)-balanced metrics of level m.
Proposition B.6. F θ,δm is coercive on Bm if and only if 0 < δ < δm(L; θ).
Proof. After replacing the volume form ωn by the measure dµθ and αm(L) by
αm(L; θ) := sup
{
λ > 0 : sup
ϕ∈Bm
∫
X
e−λ(ϕ−supϕ)dµθ <∞
}
,
the proof goes through following the one for Proposition 4.9. 
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When δ = 1, we put F θm := F
θ,1
m for simplicity and any critical point of F
θ
m is called θ-balanced of level
m. Then using Proposition B.6, Berndtsson convexity [8] and Darvas–Rubinstein principle [19], we get
the following quantized version of [3, Theorem A].
Theorem B.7. (Algebraic characterization of θ-balanced metrics) One has
(i) if δm(L; θ) > 1 there exists a θ-balanced metric of level m;
(ii) suppose θ is semipositive. If there exists a θ-balanced metric of level m then δm(L; θ) ≥ 1. If such a
metric is unique then δm(L; θ) > 1.
Finally we remark that, with the help of [18, 9, 29], all the results in §5 (except Proposition 5.7) and
§7 can be established in the current setting. One can also extend the above discussions to soliton type
metrics, as in §6, and even to coupled soliton metrics, as in Appendix A. But we shall not pursue such
generality here.
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