A Study of the Properties of Parametric Programming by Batr, Arjun Kumar
South Dakota State University 
Open PRAIRIE: Open Public Research Access Institutional 
Repository and Information Exchange 
Electronic Theses and Dissertations 
1971 
A Study of the Properties of Parametric Programming 
Arjun Kumar Batr 
Follow this and additional works at: https://openprairie.sdstate.edu/etd 
A STUDY OF TI-IE PROPERTIES OF 
PARAMETRIC PROGRAMMING 
BY 
ARJUN KUMAR BATRA 
A thesis sul:mitted 
in partial fulfillment of the requirements for the 
degree Master of S_cience, Major in 
Mechanical Engineering, 
South Dakota State University 
197i 
A SlUDY OF THE PROPERTIES OF 
PARAMETRIC PROGRAMMING 
This thesis is approved as a creditable and independent investi­
gation by a candidate for the degree, Master of Science, and is 
acceptable as meeting the thesis requirements for this degree, but 
without implying that the conclusions reached by the candidate are 
necessarily the conclusions of the major department. 
Thesis Adviser/ 
Head, MechanicaJ Engineering 
Department 
Uate 
Date 
ACKNOWLEDGMENTS 
I wish to express my sincere gratitude to Dr. Richard P . Covert 
for his excellent guidance and many valuable suggestions which led 
to the completion of the work presented here. 
Professor John Sandfort, Head of Mechanical Engineering Depart­
ment, is gratefully acknowledged for providing the opportunity for 
graduate study. 
AKB 
Chapter 
I. INTRODUCTION 
TABLE OF CONTENTS 
II. PARAMEIBIC PROGRAMMING AND SENSITIVITY ANALYSIS WITI-I 
Page 
1 
ONE PARAMETER IN OBJECTIVE FUNCTION • • • . • 5 
III. PARAMETRIC PRCGRAMMING AND SENSITIVITY ANALYSIS 
ON CONSTRAINTS • . • • • . • • • • • • • • • • 
IV. PARAMETRIC PROGRAMMING AND SENSITIVITY ANALYSIS 
WITH TWO PARAMETERS IN OBJECTIVE FUNCTION 
V. CONCLUSIONS AND RECOMMENDATIONS 
BIBLIOGRAPHY • • • . • • • • • • . . . 
24 
40 
53 . 
56 
LIST OF TABLES 
Tables 
2-1. Output table for a maximizing function 
2-2. Output table'for a minimizing function 
3-1. Output table of the primal solution 
3-2 . Output table of the dual solution 
4-1. Output table for a parametric model with two parameters 
in objective function when solved as a single parameter 
case 
Page 
16 
16 
33 
37 
52 
LIST OF FIGURES 
Figure Page 
2-1. Graph showing variation of the value of the 
parameter for a maximizing function. • • • • • • • 17 
2 -2. Graph showing variation of the value of the 
parameter for a minimizing function • • • • • • • • 18 
4-1. Graph showing first characteristic region in 
A, µ..-plane -. • • • .• • • • • • • • • • • 4 4  
4-2. Graph with two characteristic regions in 
A, J,A, plane • • • • • • • • • • • • • 46 
4-3. Graph with three characteristic regions in 
4 -4 . 
4 -5 . 
A, ?'plane • • • • • . • •••••• 
Graph showing complete solution of a parametric 
model with two parameters in objective function 
Solution technique for solving a parametric model 
with two parameters in objective function as a 
single parameter problem • , • • • • • • ·• • • • 
48 
49 
50 
CHAPTER I · 
INTRODUCTION 
Programming is defined as the planning of activities for the sake 
of optimization (2 ). When linear constraints are ·assumed, together with 
a linear objective function, the optimization is defined as solving a 
linear programming problem (6). 
Linear programming was originally developed by Dantzig, Wood and ( 
others for the u. S. Air Force (3 ). Since it was first published in 
1947, it has been used widely in industrial as well as military situa-
tions. Examples of specific exotic and straight forward applications 
of the linear programming technique can be found in tex�books, mono-
graphs and technical papers in the several fields in which it has been 
used (3 ,5,6,11,12 , 14). 
The simplex procedure is the most powerful and efficient tech­
nique in existence for the solution of linear programming problems. 
It is assumed that the reader is familiar with the basic simplex pro­
cedure and nomenclature. Within the generalized simplex method, there 
are several specialized techniques that are superior for specific 
problem areas. It is desirable to review some of these techniques. 
Integer Programming 
Integer programming involves linear programming problems in which 
the solution values must all be integers. Obviously any linear pro­
gramming solution can be reduced to integer values, but this will not 
necessarily be an optimum solution. 
2 
The prima ry solution procedure utilizes the concept of "cutting 
pla nes''. To describe this briefly, it is necessary to introduce a few 
more concepts, the first being the function known as a n integral pa rt. 
The integral pa rt of a rea l number 'a ' is denoted by [ a] and is 
the greatest integer which satisfies 
[a]� a 
The fractiona l pa rt of a rea l number 'a ' is the quantity 
{ a - [a]}. 
If this difference is denoted by 't', the fra ctiona l part ha s 
the range 
Further, if one of the given inequa lities is 
then the cutting plane belonging to this inequa lity is the inequa lity 
in which the non-negative numbers t1,t2,···,tn' t are the fractiona l 
parts of the coefficients a 1,a2,···,an, b. 
This cutting plane inequa lity replaces the rela ted inequality 
for the determina tion of the next optimum solution. If this new 
3 
optimum solution is not completely integral, this step is repeated and 
an optimal solution in integers is obtained in this way in a f inite 
number of steps. 
This theory was first developed by Gom6ry (8 ) in 1958 and has al­
so been used to construct an optimal tour for a salesman visiting 
different cities (1 4 ). · 
Many other approaches to integer programming have been considered 
and all have been applied successfully to the solution of real problems 
but none has been found to be reliable enough to give the optimurn·so­
lution in a reasonable length of time even if the number of variables 
is restricted to fifty (1 ). 
Quadratic Programming 
Quadratic programming is .the technique of finding a minimum or 
maximum solution when the objective function is a quadratic relation 
subject to linear inequality constraints. Mathematically this is the 
first extension beyond the purely linear programming concept. 
One of the techniques suggested for solving such problems makes 
use of Kuhn-Tucker conditions and Lagrange multipliers. It modifies 
the problem to a linear_form for further computation. A better and 
simpler approach has been suggested by Beale (1). His approach in­
volves partitioning the variables into basic and non-basic variables 
at each stage and writing the objective function in terms of the non­
basic variables. This procedure is repeated until no improvements 
4 
in the objective function can be obtained by increasing one of the non­
basic variables. �onvergence is obtained in a finite number of steps. 
Sensitivity Analysis and Parametric Programming 
Sometimes when a linear programming problem is formulated, the 
values given to the coefficients in the objective function, the con­
straint constants and the input-out coefficients are only estimates. 
It is important to study the effects of their variation because any 
variation in their values may affect the optimum solution. 
Sensitivity analysis is the technique that determines the range 
of values of the coefficients and constraints in an optimum solution of 
a linear programming problem without changing the optimum solution. 
Sensitivity analysis suggests that a small change in the value of 
one coefficient in objective function shall change the relationship 
between the objective function and the constraint equations. At some 
value, the change shall be enough to create a different optimal sol u­
tion. This is true for other coefficients and constraints also • 
. When the coefficients in the objective function or the constraint 
column are expressed in terms of a variable parameter, and the optimal 
solutions are found for the compl ete range of that parameter, the tech­
nique is called parametric programming. 
The area of sensitivity analysis and parametric programming ap­
pears to be less developed than the other advanced techniques. Al­
though several separate theorems and procedures exist, they have not 
been unified. It is therefore proposed that this area be exposed in 
depth and the various procedures unified. 
CHAPTER II 
PARAMETRIC PROGRAMMING AND SENSITIVITY ANALYSIS 
WITH ONE PARAMETER IN OBJECTIVE FUNCTION 
The formulation of a linear programming problem sometimes involves 
the estimation of the objective function coefficients, constraint con­
stants and matrix coefficients. When these coefficients are estimated, 
it is important to know the ranges of these values for which the solu­
tion is still optimum. The investigation of these ranges is called 
sensitivity analysis. 
If sensitivity analysis investigates the range of v·alues on which 
the coefficients in the problem may vary without changing the optimal 
solution, then parametric programming may be thought of as investiga­
ting the total range of coefficients, which will obviously then provide 
the ranges for a variety of optimal solutions. 
Parametric programming and sensitivity analysis will be discussed 
in terms of the procedures for determining their values. 
Parametric Programming 
Parametric programming investigates those situations in which one 
or more parameters replace the coefficients in the objective function 
or the constraint column. In single parameter problems, � will be de­
fined by Manne [ 1 3]: "The parameter (A) is a coefficient that is held 
constant while performing_ one part of an analysis, but that is con­
sidered to be a variable for purposes of analysis as a whole. "  The 
theoretical range of interest in the values of A is along the entire 
line of real numbers, that is, -� � A � +P<>. 
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In some special cases A may be defined ·over a more restricted range. 
For example Gass (7) defined A as the ratio of the cost of a unit in­
crease in production to the cost of storing a unit for one period of 
time in a production scheduling program. In this case, the range of 
interest is O to + oO since negative values of A do not have meaning. 
It may be hypothesized that A has a range of values for every ba­
sic feasible solution. However deeper consideration suggests that for 
any given objective function, there must be a point that is the anti­
thesis of the objective function. That is, if the objection function 
is to maximize, there is always a basic feasible solution that is mini­
mal and vice versa. This will be demonstrated later in the chapter. 
The ranges of values of·A for each solution that make that solution 
optimal are described as the characteristic intervals for that solution. 
Therefore, each optimal solution has associated with it a characteris­
tic interval. Lanbda may have both point and finite solutions. These 
characteristic intervals form a connected set which is the real line. 
Once an optimum solution has been found for any value of A, parametric. 
programming can be used to determine-the end points of the interval. 
From each end point, the neighboring characteristic interval can be 
found in a similar manner until the complete real line has been found. 
All such values of A can be associated with their optimum solutions. 
All ranges of A can be determined in a finite number of iterations, 
usually between two to three times the range of the matrix (6). 
The procedure for finding the values for a parameter in the ob­
jective function shall be derived first. Once this has been found, 
the procedure for finding values for parameters in the constraint 
column follows logically. 
Derivation of Parametric Relations 
A linear parametric problem can be stated as follows: 
n 
Minimize � (cj + Ac� )xj J 
j=l 
7 
Subject to � aijxj = b· [ 2.1] 
j=l 
X � 0 (i = 1,2, ... ,m) 
(j = 1,2, . .. ,n) 
where 
C is the coefficient of the jth variable in objective function. 
Ac! is the parametric change in the value of C • • 
J J 
a • • l.J is a coefficient in the simplex matrix in ith row and 
jth column. 
b- is a constraint constant for the ith equation. 
X· 
J 
is the jth variable. 
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It is assumed that the problem is nondegenerate and that a basic 
feasible solution is available. The parameter A is bounded by limits 
band� where band� may be either finite or infinite. If they are 
finite then� for one solution is equal to¢ for the next. If they are 
infinite, then no finite limit exists for that objective function. 
It is obvious that the presence of A in the objective function 
will result in A appearing in the (zj - cj) row. The (zj - cj) row can 
* 
be expressed as (oC_j + APj ) and for a minimizing function, the solution 
is optimum only if 
ti(. + A A. <. 0 for all j 
J rJ -
o<. and Af.>• can either be zero, positive or negative in [ 2.2].  
J J 
There are six possibilities. 
1. �- is negative; A,j is zero. J 
2. o(. 1S 
J. 
zero; Afj is negative. 
3. o(. is zero; A�j 
is zero. 
. J 
4. o(. 
J 
is negative; APj is positive. 
5. o(. is positive; A�j is negative. J 
6. o(. is negative; A /J· is negative. 
J J 
Each possibility must be discussed separately. 
Case # 1. 
[2.2] 
If c<j is negative and A Pj is zero, then A does not appear in that 
column in the (z. - c. ) row. Further if all p. are zero, then the 
J J J 
*An initial tableau with� andf-;, values in the (zj-cj) row is found 
on page 13. 
parameter A does not affect the problem at all and the problem is not 
capable of parametric analysis. 
Case # 2. 
If o<j is zero and A /1j i-s negative, then A. can vary from + A pj 
to -�, without changing the optimum solution. 
Cas.e # 3. 
9 
�j = "-Pj 
= 0 is true for those j for which the co�responding vari­
able is in solution. 
Case# 4. 
If c<. is negative and A�- is positive, then 
J J 
A !'j can vary from + o< j to - 'bo. 
Equation [ 2. 2] can be stated as 
or 
for o<. < 0 
J 
�- > 0 
J r--- [ 2.3] 
It is obvious from [ 2.3] that as f>j approaches zero, A approaches 
+to and hence is unbounded in that direction. Therefore if no > • > 0 J 
and�- is negative, the value of A would be unbounded. 
J 
10 
Case # 5. 
If o(j is pos1 tive and A f,j is negative, then 
A /J
j 
can vary from - o< j to -lx:> •. 
Equation [ 2. 2] can be stated as 
or 
or 
Po( • 
A. � - _.:J_ for o(. > 0 
114j I J 
�-J <O 
- - - [ 2. 4] 
It is obvious from [ 2. 4] that as J,sj} approaches zero, A approaches 
minus infinity. Therefore if no Pj < 0 and �j is positive, the value 
of A is unbounded in that direction. 
Case # 6. 
If j, is negative and A j is n�gative, then Case# 5 is a special 
case of Case# 6 ,  in that when �j becomes negative, Case# 5 and Case 
# 6 are identical. 
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Since it is assumed that A is bounded by £ and ,1, relations [ 2. 3] 
and [2.4 ] can be written as 
and 
= 
( - I�; I 
) for ,s j <a 
r,(. > 0 
J 
rx, if all /3j > 0 
for f,
j 
> 0 
.(. < 0 
J 
= + c;,o if all foj � 0 
---- [2. 5] 
_ -. _. _ [ 2.6] 
Relations.[ 2.5] and [ 2.6] provide a multiplicity of ranges and in 
them, there is only one correct range. It is obvious that if limits 
other than the most restrictive ones are used, the initial condition 
(G(
j 
+ "-P
j
) � 0 is violated for at least one element in the (zj - c) 
row. Therefore the 
max 
f., . 
J 
.(. 0 
o{. > 0 J 
or 
correct limits 
( c(. ) - _,L < · f Pjl -
- rx, if all fi
j 
� 0 
are 
"A � 
the most restrictive limits; or 
(�) min 
. />J 
�-J > 0 
p(. < 0  - [ 2. 7] J 
or + ,:;(J if all /3j < 
12 
A new solution for A = [ can be obtained by introducing ·that vari­
able in solution for which (oCj +£t,j) = O. Thus the lower limit for 
one solution is the upper limit for the next interval and a new lower 
limit can be found. In  the same way, by substituting for ·the solution 
at the upper limit, the current upper limit becomes lower limit for 
the next interval and a new upper limit may be detennined. Thus all 
possible values of A can be found from the basic feasible solutions 
that satisfy the objective function. 
If, in the process of finding a new feasible solution for A =6, 
the variable chosen to go into solution satisfies <j +! /!>j = 0 but can­
not enter the basis because all the column elements (aij) in the simplex 
matrix are less than or equal to zero, there will be no finite minimum 
solution for A = b. The parameter A shall, in that case, lie between 
Similar argument can be applied for a new solution for A 
by the same reasoning 
¢, and 
If the objective function is a maximizing function, then A, by 
the same procedure, has a range of variation given by 
max ( l.t�I ) < A � min 
(W\) . �J 
�j > 0 ,. < 0 J 
- - -[ 2. 8] "'. < 0 oc'j > 0 J 
or or 
- l1J if all �j <. 0 + 00 if all />j > 0 
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The single parameter programming concept is demonstrated by solving 
an example for m�ximizing as-well as minimizing objective functions. 
Given the following linear programming problem: 
Maximize Z 
= 
(2 + A )x1 + (3 - A )x2 - A 
Subject to - x1 + 2x2 = 4 
xl + x2 S 5 
2x1 - x2 � 8 
x. > 0 
J -
By the normal procedure, the initial tableau is established: 
Objective Row 
Objective 
Column 
0 
0 
0 
(z- c•) J J 
261058 
row 
Basis 
P3 
P4 
P5 
t
mt-
1
) 
(m+2) 
- A 
Po 
4 
5 
8 
0 
+ A 
Initial Tableau 
+ (2+t..). {3- ,J o ·  0 0 
pl p2 p3 p4 p5 
-1 2 1 0 0 
1 1 0 1 0 
2 -1  0 0 1 
-2 -3 0 0 0 
-"- + A 0 0 0 
Remarks 
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This is a basic feasible solution. Nevertheless., applying the 
·parametric programming formula does· not give a characteristic interval 
and there are no values� of A for the solution x1=0, xz=O for this 
maximizing function. 
Pivoting on vector P1 gives Tableau 2: 
Tableau 2 
Objective Row -:\, (2+A) (3-:\.) 0 0 0 Remarks 
Objective Basis Pa pl p2 P3 P4 P5 
Column 
0 P3 8 0 3/2 1 0 1 /2 
0 P4 1 0 3/2 0 1 -1/2 
(2 +11.) P1 4 1 -1/2 0 0 1/2 
(m+l) 8 0 -4 0 0 1 
(m+2) 5:\, 0 :\,/2 0 0 :\,/2 
Applying parametric programming formula for finding the character­
istic intervals of "A for this solution, 
( 1-t•f) max-� ,(_ "A <· min (-1;;1) 
/J. J >0 l!>j < 0 
,(_ . J <o -<j > 0 
or or 
- oo if all ,. � 0 + ti() if all fi. >- 0 J 
or 
or 
max 
( - 1/� ; '." 1/2 ) 
<- A < + P9 
1 5  
Because the P2 vector comprises the-lower limit of the characteristic 
range, this vector is inserted into the solution giving Tableau 3. 
Tableau 3 
Objective Row -A_ (2+ A) ( 3 -11. ) 0 0 0 Remarks 
Objective Basis Po P1 P2 P3 P 4 P 5 
Column 
0 P3 7 .o 0 1 - 1  1 
( 3- A) p2 
2/3 0 1 0 2/3 - 1/3 
.( 2+ A) pl 
1 · 0 0 1 /3 1 /3 
(m+l) 3 2/3 0 0 0 8/3 - 1/3 
(m+ 2) 1 4/3A 0 0 o· � A/3 2/3 A 
or thus 1 /2 � A < 8 
In a similar manner, the remaining intervals can ·be determined and are 
shown in Table 2-1 . 
Values of real 
Variables 
4 .0 0 
4 .33 0.67 
· 2.0 3 .0 
0 2.0 
TABLE '2-1 
. OUTPUT TABLE FOR A MAXIMIZING FUNCTION 
Objective 
function value 
48 
13 
13 
13 
6 - A 
16 
Characteristic 
Intervals For 
A 
A > 8 
A = 8 
1/2 <. A � 8 
A =  1/2 
- 7 < A .c 1/2 
A= - 7 
If the same problem is treated as a minimization problem by taking 
the negative of the objective function, a similar set of solutions can 
be found as shown in Table 2-2. 
TABLE 2-2 
OUTPUT TABLE FOR A MINIMIZING FUNCTION 
Values of real Objective Characteristic 
Variables function value Intervals For 
xl X2 
Z (A) A 
0 2. 0 6 - A A >3 
"-, 
3 A = 3 
0 0 A - 2<A< 3 
- 2 A = - 2 
4.0 Q. 8 + 5A A <. - 2 
sol: ( 0,2) 
- 7 
sol: (2,3 ) 
0.67) 
sol: (4 .33 , 
1/2 
A = 8 
Figure 2- 1. Graph showing variation of the value of the parameter 
for a maximizing function. 
17 
18 
A = 3 
sol: (0,2) A = + oo 
sol: (O, O) 
(0,2) 
(4 .33 ,  0. 6 7) 
0 
sol: (4,0) 
Figure 2-2. Graph showing variation of the value of the parameter 
for a minimizing function. 
19 
The characteristic ranges for the two problems can also be shONn 
graphically. In Figure 2-1; the limiting objective functions for the 
various maximizing solutions are shown. The arrows indicate·the di­
rection of the driving force. In Figure 2-2, the min imizing function 
is shown the same way. 
In Figure 2-1;· it can be noted that no value of A w ill provide an 
optimal solution for th� basic feasible solution of x1 = O, x2 = O. 
In Figure 2-2, there is -no optimal solution for extreme points (2,3 ) 
and (4 .33 ,  0. 67). These, of course, are the antithesis points that 
were suggested at the beginning of the chapter and can be recognized 
by the inability to find a real characteristic interval. 
Sensitivity Analysis 
Sensitivity analysis is the determination of the range over which 
the coefficients and constraints can vary before a solution changes. 
Within the sensitivity range of a given coefficient or constraint, the 
optimum value of performance may change but the variables which are 
not in the solution do not enter the solution. 
From this definition, it is obvious that sensitivity analysis is 
parametric programming over a single range of values for A• In para­
metric programming, the range is foiind-for each solution that will 
make it optimal. In sensitivity_analysis, the optimal solution is 
found first and the range of values computed to not change that 
optimality. 
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Gass and . Saaty (7 ) found the sensitivity range as 
max � min 
[2 .9] 
or or 
- oo if all akj ::> 0 + OQ if a 11 a kj � 0 
It _is only necessary to relate their terminology to that used in 
parametric programming to satisfy the unifying concept. 
Ac5 is defined as the change in the value of the jth coefficient 
in the objective function. In equation [2. 1], this charyge was called 
A. Further in equation [ 2. 1] ,- (zj � cj) was described as ( g(j + A 
J!,j) 
by separation of the constant. Since zj = fcj· aij' for Pj in the 
solution, AC/A )  will appear in z k only. If P j is not in the solution, 
ACj(A) will occur in cj only. Each possibility is considered separately. 
and 
or 
If pj is in the solution, then for the kth column 
Ile· = J 
�ci • aik - ck 
- ajk 
21 
but ( �ci aik - ck) is the o( term and ajk the p,term. Also the values 
of ajk may be either positive or negative in jth row of the simplex 
matrix of.the optimum solution, thereby giving 
o(. A= �Cj = ..:.J. for either limit. . foj 
Gass and Saaty do not consider the case where Pj is not in the solu­
tion. However 
Z • - C • = Z . - ·( C .· + � C . ) 
J J J J J 
·where (zj - cj) is now the� term and �cj is A• The critical limit is 
when 
or 
J.. = A 
that is, p has the value of unity. 
SENSITIVI1Y ANALYSIS ON THE ANALOG COMPUTER 
Analog Computers have been programmed for solving linear program­
ming problems. They provide an efficient tool for the evaluation of 
parametric changes in a linear pro_gramming model. Once a solution has 
been obtained on an Analog Computer, further solutions can be obtained 
quickly for different values of the parameters [3,9] . 
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The Analog Computer consists of a number of electronic units 
called operational amplifiers used in conjunction with simple resistor­
capacitor circuits. In addition, specialized devices like diodes, 
potentiometers, relays, function generators are used as auxillary 
equipment. The Analog Computer establishes the relations through 
analogy of the mathematical relations and the circuits. 
The parameters in a linear programming problem are represented 
by potentiometer settings on a Analog Computer. Any variation in 
parameters can be accomplished by the manipulation of the appropriate 
potentiometer. The ability to manipulate the parameters of a problem 
implies that the Analog Computer is ideally suited for sensitivity 
analysis and parametric programming. 
In linear programming on an Analog Computer the size of the prob­
lem that can be solved is restricted by the number of computing ampli­
fiers available and the number of inputs to each amplifier. The number 
of required amplifiers is bowed between (m + 2n) and (2m + 3n) where 
m equals the number of constraint equations and n equals the number of 
variables. Analog Computers work well on small problems. The limita­
tion on amplifiers prevents their use in large problems. 
Prepared Digital Computer Program for Sensitivity Analysis and 
Parametric Programming 
Because of the interest in parametric programming, IBM has in­
cluded procedures in its macrolanguage program LPS-360 to provide this 
form of solution. 
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LPS-3 60 has subroutines for sensitivity analysis and for solving 
parametric programm1ng_p�oblems, with one parameter in the objective 
function. LPS-3 60 system can process problems of 1 500 equations and 
an arbitrary large number of variables on the 6 4 k version computer (8). 
Parametric programming problems with a single parameter in the 
objective function and sensitivity analysis of the cost coefficients 
of a linear programming problem have been derived.· Sensitivity analy­
sis has been presented as a special case of_parametric programming in 
which the parameter A replaces only one cost coefficient in the ob­
jective function. 
In the following chapter, parametric programming when the para­
meter is located in the constraint constants will be derived and 
discussed. 
· Finally, parametric programming where there are two or more para­
meters in the objective function will be.derived and a generalized 
approach for a two parameter problem shall also be presented. 
CHAPTER III 
PARAMETRIC PROGRAMMING AND SENSITIVITY ANALYSIS ON CONSTRAINTS 
A linear progr�mrning problem with a parameter in the constraint 
constant can ba sica 11 y be solved in the same manner as a parametric 
problem with a single parameter in the objective function. 
To apply the simplex comput�tional procedure to a linear pro­
gramming problem, the problem is assumed to be· feasible and nondegen­
erate for every basic feasible solution. For a linear programming 
problem to stay feasible, it is necessary that the constraint con­
stants are either zero or positive. 
It will be remembered that the constraint column (pi) is used in 
the determination of the variable to leave the basis. That is, for a 
minimizing problem, if the condition (z. - c-) > O holds and if there J · J 
is at least.one aij > 0 for (i = 1,2, • • • • ,m), then 
b-
g = _i_ > 0 for a ij > 0, and a •. 
l.J 
that variable is eliminated from the basis for which 9 is minimum. 
The new basis can be manipulated similarly to the previous one. This 
process continues either until all _(zj - cj) � 0 or until for some 
(z. - c-) > O, all a-• �  O • 
. J J - 1J 
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In general, a linear parametric programming problem with the para­
meter in the constraint column can be stated as 
where 
minimize 
j= l 
subject to - � 
j=l 
C · • X • J J 
a . .  • X • 
J.J J 
( i  
b .  + Ab �  
1. J. 
1 , 2 ,  • . • •  ,m )  
( j 1 , 2 ,  • • . .  , n ) ' 
b .  is the constraint constant for the ith equation. 
J. 
Abi is the parametric change in the value of bi. 
All other variables are as previously defined. 
[ 3 . 1]  
It is assumed that the parameter A is bounded by finite limits £ 
and % except for the final characteristic regions which may not be 
bounded . Once an optimum solution has been obtained for a range of 
values of A, the selection of next variable to·be introduced into the 
basis and the variable to be eliminated that would keep the constant 
· column of the transformed equations non- negative and maintain the 
optimality of the solution is determined by formula proved by Gass ( 6 ) . 
zk - ck =  min 
alk alk < O 
2 · - C • J J 
alk 
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,,/ 
in the case where variable x 1 corresponding to A =  ( or %  is eliminated 
from the basis and variable xk is introduced into the basis, then the 
new solution is minimum for at least one value of A• 
It is obvious t�at for an optimum solution with the values of the 
variables in the basis X = (a 10, a2 0, •••  , arn0
) to stay feasible, the 
constant column must be non- negative, that is for the problem when 
A = y5, 
a i o = Q( i + % A > 0 for a 1 1  i 
[3 . 2] can be expressed as 
a · 0 = � • + A P.· > 0 for a 1 1  i l 1. 1. -
o( . and tli can 
possibilities . 
1 .  � -1. is 
2 .  11( • 1. is 
3 .  o( .  is 
4 .  ,{ .  l is 
5. c( . l is 
6. o(. .  is l 
either be 
positive; 
zero; 
zero; 
positive; 
positive_; 
negative; 
Each possibility must be 
zero, positive or negative . 
A �· l. is zero. 
"'- pi is positive .  
t-.. !• l. is zero . 
'A. p.  l. is negative . 
A I .  1. is positive. 
1.. P· J. is positive . 
discussed separately . 
[3 .2] 
[3 .3] 
There are six 
27 
Case # 1 
If «i is positive and APi is zero, then A does not app�ar in the 
constant column. Further if all Pi  are zero, the parameter A does not 
affect the problem and the problem is not capable of parametric 
analysis. 
Case # 2 
If t.(i is zero and A/Ji is positive, then A can vary from O to + ro. 
Case # 3 
If o(
i 
= 0 and �i = O, is true for one -or more elements in the con­
straint column, the problem is degenerate. Degeneration violates the 
basic assumption of non- degeneration. 
Case# 4 
If �i is positive and APi is negative, then, �i can vary from 
+ A,. to + 00 and equation [ 3 .  3] can be written 
l. 
or 
for �i > 0 
[ 3 . 4] 
It is obvious from [3. 4 ] that as lf
i
\ approaches zero, A approaches 
+ oo and hence is unbounded in that direction. Therefore if no �i < O, 
the value of A would be unbounded. 
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Case # 5 
If �i is positive and A fli is positive , then equation [
3 . 3 ] remains 
or 
ol. + A A. > 0 
l. 'l -
for o(_. > 0 
l [ 3 . 5] 
It is noted from [ 3 . 5] that as /3, approaches zero, A approaches 
minus infinity. Therefore if no �i > O, value of A is unbounded in 
that direction . 
Case # 6 
If «i is negative and ,B i is positive, then °' i can vary from 
- Afi · to + rx1 .  Case # 6 is a spec ial case of Case # 5, in that as -< .  l l. 
becomes more positive, Case # 5 and Case # 6 are identical. 
Since it is assumed_ that A is bounded by [ and r5 ,  relations 
(3 . 4] and [3 . 5] can be expressed as 
f! 
= 
( 1: ii ) for °'i > 0 
/J i < 0 
= + OC if all J ·  > 0 l -
- - - [ 3.6] 
and 
b = ( - ;� ) for o<i > o 
P i > o 
- otJ if all /J ·  <. 0 l. -
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- [ 3 . 7] 
Relations [ 3 . 6] and [ 3 . 7] pr�vide a multiplicity of ranges of A 
and in them there is only one correct range. It is obvious that if 
limits other than most restrictive are used, the initial condition 
(� - + A A.) > 0 is violated for at least one case in the constant column. 
l. r1. -
Therefore the correct limits are the most restrictive of the limits, 
or 
max ( - ;�) ,(_ A 
� min ( I;� , ) 
/Ji > 0 /Ji <. 0 
c,{ • > 0  ti(_ .  > 0  
[ 3 .8] 
l. 
or or 
- bO if all p .  < 0 + 00 if all /J
i
� 0 
l. -
Relation [ 3.8] is also applicable to a maximizing function . The 
computation differs during optimizing procedure because, in maximizing, 
a solution is optimum only when all (zj - cj) � O. The feasibility 
�ondition, that is, (�i + Af i) ? 0  is �he same in both cases. 
Also, as A is increased, the solution may remain optimum but it 
may not stay feasible. 
An Example 
Maximize 
Subject to 
x = x1 + x2 . 
- Xl + 2x2 _::: 10 
2xl + X2 � 30 
X • ..> 0 J -
The initial tableau can be established by the normal procedure. 
I nitial Tableau 
Objective Row 
Objective Basis 
Column 
0 P3 
0 P4 
0 P5 
(z. - c .) 
J J 
0 
Po 
1 0  
30 
(2 4 -2 11.) 
0 
Pivoting on column P 1 gives 
Objective Row 0 
Objective Basis Po 
Column 
0 P3 2 5  
1 pl 
1 5  
0 P5 (9 - 2 11.) 
1 5  
1 1 0 
pl p2 p3 
-1  2 1 
2 1 0 
1 1 0 
-1 -1 0 
2nd tableau. 
2nd Tableau 
1 1 0 
pl 
P2 P3 
0 5/2 l 
1 . 1 / 2 0 
0 1/2 0 
0 -1/2 0 
0 0 Remarks 
p4 p5  This 
0 0 solution 
1 0 is 
·not 
0 1 
optimum 
0 0 
0 0 Remarks 
P4 P5 This 
1 /2 0 solution 
1/2 0 is not 
-1/2 1 optimum 
1/2 0 
30 
P ivoting on column P2 gives 3 rd tableau. 
3 rd Ta.bleau 
Objective Row 0 1 1 0 0 0 Remarks 
Objective Basis P o pl p2 p3 p4 p5 This Column 
1 P2 
I 10 0 1 2/5 1 /5 0 is an 
1 P 1 10 1 0 -1 /5 2/5 0 
optimum 
0 P 5 ( 4 - 2 A) 0 -0 -1 /5 -3 / 5  1 
solution 
20 0 0 1 /5 3 /5 0 
· Third iteration gives an optimum solution. To determine the 
range of A for this solution, ( 4 - 2 A) 2- 0 or A -<. 2. 
To choose the next variable to enter the solution, . following 
formula is used. 
min 
a
lk 
0 
This formula is applicable only to vector P 5 in the ·solution 
because 
p5 
has the corresponding value (4 - 2 A). 
Therefore, 
3 1  
Thus either vector P3 or P 4 can enter the solution and the pivot 
element shall be the corresponding a1k · 
Vector P3 is selected arbitrarily and 
·objective Row 0 
Objective Basis P
o Column 
1 
p2 ( 1a - 4:d 
1 
pl 
( 6 + 2 �J 
0 
p3 
(-20 +  10 ;\. ) 
( z . 
J 
- C . )  
J (24 - 2.
A) 
Therefore 
18 - 4A � 0 
6 + 2A > 0 
-20 + 10 A > 0 
4th Tableau 
1 1 0 
P
l p2 p3 
0 . 1 0 
1 0 0 
0 - 0 1 
0 0 0 
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4th tableau is obtained. 
0 0 Remarks 
p4 p5 This 
- 1  2 is an 
1 -1 optimum 
3 -5 solution 
0 1 
Relation [ 3. 8] as given below ,  when applied to iteration 4 gives 
the characteristic region for this solution. 
or 
max � A < min 
,,( i > 0 
or 
- oa i f  a l l A .  < o r-1 -
or 
+ DO i f  a l l f\ > 0 
Pivoting now on column P4 
Objective Row -
Objective Basis 
Column 
0 P4 
1 P1 
0 p 
(z .  - c. ) 3 .:r 
6 
Po 
(- 18+4A )  
(24 - 2 A) 
(34 - 2 ,J 
(24 - 2 ,J 
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gives 5th tableau. 
5th Tableau 
i 1 0 o · 0 Remarks 
P1 P2 P3 P4 P5 This 
0 -1  0 1 -2 is an 
1 1 0 0 1 optimum 
0 3 1 0 1 solution 
0 0 0 0 1 
Applying the routine formula for calculating the characteristic range 
Since there is no a1k < 0 in the row corresponding to P1 in the 
solution, therefore no feasible solution exists for A > 12. 
In tabulated form, 
TABLE 3-1 
OU1PUT TABLE OF THE PRIMAL SOLUTION 
Values of rea 1 Objective Characteristic 
Variables Function Value Interval For 
xl X2 
Z ( A ) A 
10 10 20 - CD s: A s: 2 
(6 + 2A ) (18 - 4A )  (24 - 2 A ) 2 s: A s: 4. 5 
(24 - 2A)  0 (24 - 2A ) 4. 5 s: A s: 12 
No feasible solution exists A > 12 
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Application of Dual Algorithm to Solve P arametric Model 
A linear programming problem in which the parameter is contained 
in the constraints can also be solved by using the concept of duality 
and the technique previously developed for solving one parameter ob­
jective function problems. 
Since the theory of duality is well known and the objective 
function parameter technique has been discussed, it is adequate to 
move directly to an example. The same example as used earlier in the 
chapter sha 11 be s_ol ved by this - technique. 
Maximize z = x
1 
+ x2 
Subject to - x
1 
+ 2 x2 � 10 
2 xl + X2 5 3 0 
X l + X2 � ( 2 4  - 2 A ) 
X ·  > 0 
J - . 
When [ 3 .9] is put in dual form, the redefined function is to 
Minimize z = lOz 1 + 3 0z2 + (2 4 - 2 A )  z3 
Subject to - z 1 + 2 z 2 + 23 ? 1 
2 21 + 22 + 23 � 1 
2 . >- 0 J -
- - [ 3 . 10] 
Since this problem is a symmetrical primal dual problem, the con­
dition restricting the variables to be non- negative remains. 
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Making the necessary changes for maximizing the objective function 
in [ 3. 10J , the inequations and objective function can be written and 
placed in the initial tableau. 
Tableau 1 
Objective Row 0 - 10 - 30 -(24 + 2 ,J 0 0 -M -M Remarks 
Objective Basis P O pl p2 P3 p4 p5 p6 p7 
This 
Column 
-M 
p 6 
1 -1 2 1 -1  0 1 0 is not a 
-M P7 1 2 1 1 0 - 1  0 1 
feasible 
solution 
(m + 1 )  0 +10 +30 + 24 0 0 0 0 
(m + 2) 0 0 0 -2 A. 0 0 0 0 
(m + 3) -2M -M - 3M -2M +M + M ·o 0 
P ivoting on vector P2 leads to second tableau and a second pivot 
✓-
on pl will · give a feasible 
solution in third tableau. 
Tableau 3 
Objective Row 0 - 10 - 30 - (24 + 2 11.) 0 0 Remarks 
Obj ective Basis P
o pl p2 p3 p4 p5 This is Column 
-30 
p2 
3/ 5 1 0 3/ 5  - 2/5 -1 / 5  a feasible 
- 10 pl 1 /5 
0 1 1/ 5 1 / 5 -2 / 5  optimal 
(m + 1 )  -20 0 0 +4 +1 0 + 10 
solution 
(m + 2) 0 0 0 -2 11. . 0 0 
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The parametric programming routine finds the characteristic region 
for this feasible optimal solution. 
or 
d .  > 0 l. 
or 
60 if all A .  <: 0 ri -
- f>O < A < 4/2 
or 
+ l)(J if all pi >0 
P ivoting on P3 will give the next range of solutions in tableau 4 .  
Tableau 4 
Obj ective Row 0 -10  -30 (24 +  2A ) 0 
Objective Basis Po pl P2 
P3 · p 4 
Column 
- 30 P2 0 -3 1 0 - 1  
+ ( 24 - 2A ) P3 1 5 0 1 1 
( m  + 1) -24 -20 0 0 + 6  
( m  + 2) +2 A +lO A 0 0 + 2 A 
Again the parametric programming technique gives 
region 
max ( -
-20 _ _§ 
) 
� 
10 ' 2 -
A � - ( 1:) 
2 � A � 4. 5 
0 Remarks 
P5 This is 
1 a feasible 
2 - optimal 
solution 
+ 18 
- 4 A 
the characteristic 
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In the same manner, pivoting on P5 will give a range 4 . 5 s A s 12 
and the final pivot on P5 is not possible since all ai5 are negative. 
In tabulated form, 
TABLE 3-2 
OUTPUT TABLE OF THE DUAL SOLUTION 
Values of Real Objective Characteristic 
Variables Functron Value Interval For 
xl X2 2 ( A ) A 
10  10  - 20 - a, s A s +  2 
(6  + 2A) ( 18 - 4 A )  - ( -24 + 2A ) 2 s A s 4 . 5  
(24 - 2A) ( -24 + 2A) ( -24 + 2A )  4 . 5  s A s 12 
No feasible solution exists A > 12 
It will be noted that both procedures give the same answers. 
Sensitivity Analysis 
Sensitivity analysis of constraint constants in a linear program­
mi�g problem, measures the magnitude of change in the value of the con­
straint constant while maintaining the feasibility of optimum solution. 
Sensitivity analysis is, in fact, a special case of parametric 
programming. When in a parametric model, a single constraint constant 
is replaced by A ,  the problem can be analyzed for sensitivity. 
The derivation for sensitivity analysis with one single parameter 
in the constraints, follows the same procedure as that for parametric 
programming. Thus for a minimizing function 
max 
ail > 
(X •  l. 
> 
or 
- CD i f  
0 :!) 
0 
0 
all an s 0 
s A s min ( �!1 ) 
ail < 0 
(X • > 0 
[ 3 . 11] 
l. 
or 
+ CD i f  all ail ::2:: 0 
where ail is the element in the ith row and 1th column of inverse 
matrix A-1 • 
Gass (6) found the sensitivity range of the constraints as 
max < min 
3 8  
- [ 3. 12] 
or 
- t><> if all ail -< 0 
or 
+ c,0 if all ail > 0 
where aio is the value of the constraint con�nt in an optimum solution. 
The terminology used in [ 3. 11] and [ 3.12] can be related to each 
other to satisfy the unifying concept. 
�bl is defined as the change in the value of 1th constraint in 
the constant column. In [ 3.11] , this change is called A . 
In an optimum solution, before any change is made in the constraint 
constant; 
where 
for a 1 1  a . 0 � 0 .  1 -
[ 3 . 13] 
39 
I f � change � b1 (A ) is  made in the va lue of  1 th c onstant , then 
[ 3 . 13] changes to 
-1 -x0 = A b = ( a . O + � b .  a . 1 ) > 0 1 · 1 1 - [ 3 .14] 
for a l l  i in the ba sis  a nd where a i l i s  the element in  the i th row and 
1 th column of A - 1 . 
From [ 3. 1 4] , 
[ 3 . 15] 
but a iO i s  c:,( term and a i l i s  fl term , therefore 
. [3. 1 6] 
In  [ 3. 15] and fina l ly in [ 3. 1 6] , a i O wa s pos itive to sta rt with , 
but a i 1 can ei ther be positive or nega tive . The var i a t i on o f  a il (.f3 )  
thus determines either l imi t .  
Therefore re la ti on s  [ 3 .  l l] and [ 3 . 12] are s imilar  a nd have . been 
rela ted in terminol ogy. 
CHAPTER IV 
PARAMETRIC PROGRAMMING AND SENSITIVITY ANALYSIS 
WITH 1WO PARAMETERS IN OBJECTIVE FUNCTION 
The_ case of one parameter in the objective function of a para-
. metric programming has been studied and a technique of generating 
additional solutions developed. The solution of a parametric problem 
,_,.,-
tends to get more complex with the increase in the number of para-
meters in the objective function or constraint constants. A para­
metrix model with two parameters in the objective function is to be 
considered. 
A two parameter objective function problem can either be solved 
as a _two parameter case or can be reduced to a series of single . para­
meter problems by fixing one parameter at a series of constant values. 
Both these cases will be discussed separately. 
A two parameter objective function problem is stated as 
Minimize 
Subject to 
� ( C .  + A C �  + jtC ' ') xJ. 
j= l J J 
� 
j= l 
a .  . • x . = b .  
lJ J 1 
( i  = 1 , 2 ,  • . . •  ,m ) 
( j  = 1 , 2 ,  . . . .  , n )  
- - - [ 4 . 1] 
where 
c. is the coefficient of the jth variable in the objective 
J 
function. 
is the first parametric change in the value of C .  • 
J 
� ': is the second pararnetri� change in the value of c . • 
J J 
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In [ 4.1] the objective function is expressed as a linear function 
of A and ,!{ • In order to find a minimum feasible solution, it is· neces­
sary to determine intervals of values of A and ;>-· As usual, for a 
minimizing objective function, the necessary precondition is 
[ 4 . 2] 
Further, the presence of A and ,,.t.A-in . the objective function shall 
result in A and f'- appearing in the (zj - c) row. The (zj - cj) row 
can be expressed as 
from [ 4 .2] 
o( .  + ).f_. +;-1_. J J J 
11(. + A 9. + ,q h -<:. 0 for a 1 1  j 
J ' J  / J 
[ 4.3] 
Each iteration will give a set of linear functions in A and p. 
These can be plotted in the A ,# plane, and a characteristic region 
can be determined. Since the number of basic feasible solutions is 
finite, the number of characteristic regions is finite also. 
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If CR1 is the characteristic region corresponding to the first 
minimum feasible solution, to find CR2, it is necessary to enter a 
new variable in the solution. The new minimum feasible solution so 
obtained shall be minimum for at least those points of the correspon­
ding inequality which bound CR1 , that is, there shall be a common 
boundary between CR1 and CR2. Any points on the common boundary shall 
satisfy both solutions. 
The solution is complete when the procedure has systematically 
exhausted the characteristic regions in A, � plane. 
It can be noted that the same sort of derivation could be made 
for the two- dimensional problem as the one- dimensional problem in 
Chapter II. If values of A and/ or JJ- appear in more than two columns 
in the (z . - c -) row, only the most restrictive pair_ of constraints 
J J 
can be used. 
It is adequate again to precede directly to an example. 
Minimize 
Subject to - Xl  + 2x2 5 4 
x1 + x2 ::- 5 
2x1 - x2 � 8 
x .  > 0 
J 
Following the normal procedure , the initial tableau can be 
developed. 
Tableau 1 
Objective Row 0 (2 + A ). (�+ A ) 0 0 0 
Objective Basis Po pl p2 p3 p4 p5 Column 
0 P3 ., 4 -1 2 1 0 0 
0 P4 5 1 . 1 0 1 0 
0 P5 8 2 -1 0 0 1 
(rn + 1 ) 0 +2 0 0 0 0 
(rn + 2 )  0 + A -A 0 0 0 
(rn + 3 )  0 0 - P-- 0 0 0 
In this case, the P 1 and P 2 
vectors have values o:f A and JJ,-. 
Therefore the boundaries are expressed by the lines in the (zj - cj) 
rows, that is, 
43 
(2 + A )  = 0 
(- A - J,'-) = O 
[ 4 . 4] 
The area (in the A,  ,u.space) for the initial solution is 
in Figure 4- 1 ._ 
shown 
Selecting the P
2 
vector as the pivot, the second tableau is, 
,... 
t' 
...., ,, 
0 
CR1 
xl = 
X == 2 
.A 
0 
0 
Figure 4- 1. Graph showing first characteristic region in A, }A- plane. 
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Tableau 2 
Objective Row 
Objective Basis 
Column 
2 
3 
1 0  
(m + 1 ) 0 
(m + 2 ) +2 11. 
. (m + 3 ) +2 p., 
. and the boundarfes are 
2 + 11./2 - JJ../2 = 0 
11./2 + JJ-/2 = 0 
The new area is - shown in Figure 4 -b. 
1 
0 
0 
0 
0 
0 
0 
1/2 
- 1/2 
1/2 
0 
0 
0 
1 
0 
0 
0 
0 
0 
b 
0 
1 
0 
0 
0 
_ In a like manner, when P 1 is the pivot, the third tableau is 
determined. 
Objective Row 
Objective Basis 
Column 
( + 11.) p2 
- ( 2 + 11. ) p l  
0 P5 
(m + 1 )  
(m + 2 ) 
(m + 3 ) 
3 
2 
7 
· Tableau 3 
0 
1 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
1/3 
- 1/3 
1 
2/3 
+2/3 11. 
+P/3 
0 
1/3 
2 /3 
- 1  
0 
0 
0 
1 
0 
0 
0 
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[ 4 . 5] 
-4-
")' 
IJ 
o CR1 
x1 = 
0 
· X = 0 2 
_ _ CR2 
x1 = 
0 
x2 = 
2 
Figure 4-2. · Graph with two characteristic regions in A ,)A plane. 
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. 
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giving a solution of x1 
by 
2, x2 = 3 and characteristic region bounded 
2/3 + 2/3 + �3 = 0 
I 4 /3 - "A./ 3 +P,/3 , = 0 
Again Figure 4 -3 gives the g!aphical representation. 
The f inal boundaries are found by pivoting on P 4 and then P 5, 
resulting in Figure 4-4. 
[ 4 . 6] 
From the procedure developed, it would seem that an ' n ' parameter 
problem would require a solution of the boundary hyperplanes in n­
dimensions. This has not been further investigated. 
The second procedure calls for successiv� solutions of single di­
mensional parameter problems. 
Effectively, if one of the two parameters in the objective function 
of a parametric programming is fixed at a constant value, the two para­
meter case reduces to a series of  single parameter problems. The 
problem is then solved for characteristic intervals for one parameter 
corresponding to a constant value of the other. These intervals when 
plotted on a "A.,  p. plane, lie o.n the boundaries of a characteristic 
region. 
When this procedure is repeated for another nearby value of f, 
where ,.,_ = � , another set of values is also defined on the boundaries of 
the same characteristic region. If these points are located on the ,.,_, 
f- plane and if the line containing the related end points are drawn, 
the l ines L and M form the boundaries of the characteristic region for 
the real variables as shown in Figure 4 -5. 
CR2 
x1 
= 
X2 ·
= 2 
Figure 4-3. Graph with three characteristic regions in A ,µ., plane. 
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CR4 
Xl = 4 .33 
x
2 = 
0.67 
CR5 
X = 1 
4 
X = 
2 
o . 
II 
0 
1iJ 
r; 
T 
;( 
ti 
0 
· CR 1 r1-
xl 
= 
0 � '  
1-J X2 = 0 � 
0 
Figure 4-4 • Graph showing complete solution of a parametric model 
with two parameters in objective function. 
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M 
Figure 4-5. Solution technique for solving a parametri c  model 
with two parameters in objective function as a single 
parameter problem. 
5 0  
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If the complete real line for A and a given })- has more than three 
characteristic intervals, then a point on the boundary lines between 
more than three characteristic regions has been found. Any given - line 
may not intersect all characteristic regions. At least two character­
istic interval lines in A (i. e. two different fixed values off,(,) and 
two characteristic interval lines- in p. are needed to establish all of 
the characteristic regions in the A, P., plane. If properly selected, 
they will, in fact, provide two points on the boundary between each 
characteristic region. This process leads to the determination of all 
characteristic regions in a systematic manner. Since the number of 
characteristic regions is finite, the computation shall terminate in 
a finite number of steps. 
Since the range of values of the parameters is from __ oo to + �, 
most of the characteristic regions are unbounded and convex. This does 
not eliminate either the possibility of point solutions or bounded 
regions depending on the number of variables in the problem. 
The same problem has been solved again to illustrate this proce­
dure and the values of the parameters have been tabulated. The graph 
of the A, µ plane thus obtained by adopting two different procedures 
is the same and is shown in Figure .4 -4 . 
A 
10 
9 
-2 
-6 
-7 
TABLE 4-1 
OUlPUT TABLE FOR A PARAMETRIC 1-i0DEL WITH nro PARAMETERS IN 
OBJECTIVE FUNCTION WHEN SOLVED AS A SINGLE PARAMETER CASE 
Parameters Va lues of Rea l Variables 
I-'- Xl X2 Remarks 
- � � p..� - 10 0 0 
- 10 � P. :5 + 14 0 2 
+ 14 .:! p. �  + � 2 3 
- '° :{ 11� - 9 0 0 
- 9 � µ �  + 13 0 2 
+ 13 :!:; µ  � + 04 2 3 
- 0<1 � � � 2 0 0 This  is  
· 2 � J-l .5  2 0 2 obvious ly a point 
2 � p 5.  + 2 3" solution 
at which 
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2 � p.. 5- 2 4 .33 0 . 67 a l l  solutions 
- c,, � µ � 2 4 0 
occur. 
- 11' .S p. � 4  
4 0 
4 � JJ. � 10 4 . 33 0.67 
10 �µ. � + 00 2 3 
- 00 1:. p- � 4 • 25 4 0 
4 . 25 � p !:. 12 4 .33 0. 67 
12 � f-
!:. + otJ 2 3 
CHAPTER V 
CONCLUSIONS AND RECOMMENDATIONS 
A parametric model is obtained when one or more known coefficients 
in a linear programming problem are replaced by parameters. 
When the single parameter is- in the objective function in program­
ming problems, the range of values of the parameter A can be determined 
for every basic feasible solution. Every basic feasible solution might 
be expected to be optimum for at least one value of A, but there always 
is a point that is antithesis of the objective function. Once an op­
timum solution is obtained for a given value of A, the solution of the 
ranges of A can be systematically obtained. 
Sensitivity analysis has been demonstrated as a special case of 
parametric programming in which the parameter A replaces only one cost 
coefficient in the objective function. 
A parametric model with a parameter in the constraint constants, 
can be solved by means of specific comparisons from the (zj - cj ) row 
or can be converted, via the dual form, to a one parameter obj ective 
function problem and can be solved as such for all values of the para­
meter . 
Certain other properties of A, the parameter, are given below. 
1 .  Each range of values of A establishes an optimum solution. 
2 .  The values of A corresponding to a solution may be either a point 
or an interval. The interval may be closed or unbounded in 
either direction. 
3 .  The number of intervals is finite. 
4. Two intervals must always. meet at a point. 
5. The collection of intervals forms a connected set. 
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A parametric problem gets increasingly complex with the increase 
in the number of parameters. A procedure has been developed for sol­
ving a problem with two parameters in the objective function. It is 
suggested that it can be generalized to n parameters. 
Specific Conclusions 
1 .  For a given objective function, there always is a point that is 
the antithesis of the objective function. 
2. Sensitivity analysis has been demonstrated as a special case of 
parametric programming where the parameter replaces only one co­
efficient in the objective function. 
3. A parametric problem with a parameter in the constraints when 
written in dua 1 f onn, is a one. parameter objective function problem 
and can be solved as such. 
4. It is possible to solve a two parameter problem by using the 
single parameter procedure and the range of total solution can be 
graphically demonstrated on the plane of the parame�ers. 
5. In the two dimensional parametric programming the parameters are 
!�nearly related to each other. 
6. Since the number of basic feasibl_e solutions is finite, the number 
of characteristic regions is finite too. All characteristic 
regions represent convex sets and two characteristic regions have 
at most a boundary in common. 
7. Since the range of interest in the values of A and IJ,-is - 1)(1 to 
+ oo , all the characteristic regions may be unbounded in a two 
variable problem. 
Recommendations 
1 .  Solution of a parametric model with two parameters in the con­
straints should be possible if the model is written in dual form 
and solved as _a two parameter objective function model. 
2. A generalized procedure for an n- dimensional parametric problem 
should be deve loped. The two dimensional procedure can be ex­
tended, at least theoretically, to include procedure for 
n- dimensional model, but has not been proven. 
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