In this paper, we define the generalized linear models (GLM) based on the observed data with incomplete information and random censorship under the case that the regressors are stochastic. Under the given conditions, we obtain a law of iterated logarithm and a Chung type law of iterated logarithm for the maximum likelihood estimator (MLE) ˆn  in the present model.
Introduction
The generalized linear model(GLM) was put forward by Nelder and Wedderburn [1] in 1970s and has been studied widely since then. The maximum likelihood estimator (MLE) ˆn  of the parameter vector  in GLM was given and its strong consistency and asymptotic normality were discussed by Fahrmeir and Kaufmann [2] in 1985.The randomly censored model with the incomplete information was presented by Elperin and Gertsbakin [3] in 1988.The analysis of the randomly censored data with incomplete information has become a new branch of the Mathematical Statistics. Xiao and Liu [4] in 2008 discussed the strong consistency and the asymptotic normality of MLE ˆn  of GLM based on the data with random censorship and incomplete information. Xiao and Liu [5] discussed laws of iterated logarithm for quasi-maximum likelihood estimator of GLM in 2008, meanwhile, Xiao and Liu [6] in 2009 discussed laws of iterated logarithm for maximum likelihood estimator of generalized linear model randomly censored with incomplete information under the regressors given. However, Lai and Wei [8] , Zeger and Karim [9] have studied the linear regression model under the case that the regressors are stochastic. In the practical application, especially in the biomedical social sciences, the regressors in GLM are often stochastic, Fahrmeir [10] investigated GLM with the regressors 1 , , n X X  which are independent and identically distributed and gave MLE of matrix parameter without proof under the given conditions. Ding and Chen [11] in 2006 gave asymptotic properties of MLE in GLM with stochastic regressors. So, in the present paper, we will investigate the law of iterated logarithm and the Chung type law of iterated logarithm for maximum likelihood estimator of generalized linear model randomly censored with incomplete information under the case that regressive variables , 1 i X i  are independent but not necessarily identically distributed.
From a statistical perspective, the importance of those laws stem from the fact that the first one gives in an asymptotic sense the smallest 100% confidence interval for the parameter, while the second one gives an almost sure lower bound on the accuracy that the estimator can achieve. 
Model with the Random Regressor
where 0 1 p   . This assumption came from T. Elperin and I. Gertsbak, [3] . In the reliability study, the instant of an item's failure is observed if it occurs before a randomly chosen inspection time and the failure is signaled. Otherwise, the experiment is terminated at the instant of inspection during which the true state of the item is discovered. T. Elperin and I. Gertsbak, assumed that the failure time of every item was signaled randomly with probability p before the randomly chosen inspection time. Then, we have
Without loss of generality, assuming that i X is discrete, we have
We first give the following propositions. Proposition 2.1. Under the regular assumptions above, we have
; .
Proof. We only show (2.6) for the discrete case, the continuous case can be shown in the way similar to that of the discrete case. 
We easily get the following proposition.
Proposition 2.2. For all
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The conditional probability measure corresponding to (2.13) is written as , , , , , , , ,
The probability measure (unconditional) corresponding to (2.14) is denoted as
 
Var   denote the expectation and variance under the probability measure   P   , respectively. For notational simplicity, let
It is that the parameters in (2.14) are studied by us.
Main Results
Furthermore, from (2.14) we get the likelihood function of
Taking the logarithm to (3.1) and dropping the terms ; , , , , , , , , , ; , , , , , , , ,
is the logarithm likelihood function defined in Xiao and Liu [8] . It is also easy to see that the conditions in the present paper imply the conditions (C1), (C2), (C3) and (C4) given in Xiao and Liu [8] . So, there almost sure exists the maximum likelihood estimator of 0  . Hence, our first result states a law of the iterated logarithm for the maximum likelihood estimator of 0  . 
