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Abstract. Reputation systems are employed to provide users with advice on the 
quality of items on the Web, based on the aggregated value of user-based rat-
ings. Recommender systems are used online to suggest items to users according 
to the users, expressed preferences. Yet, recommender systems will endorse an 
item regardless of its reputation value. In this paper, we report the incorporation 
of reputation models into recommender systems to enhance the accuracy of rec-
ommendations. The proposed method separates the implementation of recom-
mender and reputation systems for generality. Our experiment showed that the 
proposed method could enhance the accuracy of existing recommender systems. 
Keywords: Recommender System, Reputation System, Personalization, User 
profile, Enrichment, Merging Ranked Lists 
1 Introduction 
Today, recommender systems are an essential part of many Web 2.0 sites. Therefore, 
enhancing the accuracy of current recommender systems can significantly improve 
services provided by these websites and positively affect customer satisfaction [1]. 
Recommender systems suggest a list of items that are personalized based on the opin-
ions of similar members in a target user's local community, while reputation systems 
provide the opinions of the whole community. The systems are similar in that they 
both collect user item data [2]. However, to our knowledge, only modest efforts have 
been made to incorporate item reputations in the recommendation process [2]. We 
suggest that combining item reputations with recommendations can enhance the accu-
racy of recommender systems. 
Recommender systems use two main filtering methods to generate lists. These are 
collaborative filtering and content-based filtering. The collaborative filtering (CF) 
method exploits user ratings to identify other users with similar tastes to the target 
user, and then predicts items the target user might like based on the similar-user pref-
erences. An item-to-item correlation system is applied in content-based filtering 
(CBF). Thus, the system recommends an item to the target user if the item content is 
similar to the content of an item the target user has previously liked or viewed. Re-
cently, a third, hybrid system which combines both methods has emerged. In this 
paper, we made use of the user-based CF recommendation method for evaluation. 
However, the proposed method was designed to be general and can be combined with 
other recommendation methods. 
User-based CF recommender systems assume that people have similar tastes and 
will respond similarly to various items. Therefore, data from similar users is em-
ployed to generate recommendations for the target user. Item-based CF is a different 
approach that uses item similarities. This method detects similar items, rather than 
similar users. Similar items are those the system expects groups of users to prefer. In 
general, the CF method depends on the accuracy of the similarity functions to find the 
most similar users or items. A lack of sufficient data about users or items (e.g., in the 
case of cold start situations or sparse datasets) can negatively affect the accuracy of 
the recommendation. In these cases, the predicted items generated by CF may not 
reflect the relevance of the predicted items to the target user. This means that an item 
with no relevance to the target user may still earn high prediction value. 
An item's reputation is calculated by a specific aggregation method based on rat-
ings given by many users. The final aggregated value reflects the opinions of the 
whole community toward a specific item. High item-reputation scores can indeed 
reflect the quality of an item in the view of the whole community. Consequently, 
these scores can predict whether more (interested) users will like the item. However, 
if applied alone, reputation scores do not predict whether an individual user will like 
an item with high accuracy. This is because the reputation score does not consider the 
individual's specific preference; therefore, reputation scores are not personalized. This 
means that the individual user may not like a highly reputed item. 
In this paper, we introduce a method to combine the two separate systems and en-
hance the accuracy of the top-N recommendations generated by a CF recommender 
system. We conducted experiments to evaluate our method using a real dataset with 
different sparsity levels. The resulting accuracy of the proposed system was consist-
ently better than the system that used only the CF method. The generality is one of the 
advantages of the proposed method, as any recommendation or reputation method can 
be used in conjunction. We employed a user-based CF method [4] and the Dirichlet 
reputation model [8]. Previous work in recommender and reputation systems is dis-
cussed in section 2. The detailed method is introduced in section 3. Section 4 de-
scribes the experiment and presents a discussion of the results. 
2 Related Work 
Recommender systems represent an essential component of many websites. Resnick 
and Varian suggested that recommender systems work similarly to word-of-mouth 
recommendations [9]. Resnick et al. introduced GroupLens, a system for the CF of 
net-news, in 1994 [10]. They defined the CF system as the one that helps people make 
choices based on the opinions of others. It worked, they said, by detecting users with 
similar tastes (neighbors) and then offering recommendations to the target user based 
on this neighbor data. 
The CF approaches are classified into model-based, memory-based, and hybrid ap-
proaches. Memory-based algorithms depend on user profiles to predict ratings or to 
generate the top-N recommended items. The memory-based CF approaches can be 
classified into user-based and item-based approaches. The user-based approach gen-
erates a neighborhood of like-minded users (K-Nearest Neighbor [KNN]) based on 
profile similarity measures. Common similarity measures include the Pearson correla-
tion coefficient (PCC) and the cosine similarity. These measures calculate predictions 
using weighted averages of the ratings given by other users in the neighborhood, 
where the weight is proportional to the similarity value between the target user and 
the neighborhood users. The same method can be applied for the item-based approach 
[9][11]. 
Model-based CF algorithms apply the user's earlier ratings to develop a model, 
which is then used to predict ratings for unrated items. The approaches used with the 
model-based CF include k-means clustering [12], the multiple multiplicative factor 
model [13], the Markov decision process [14], the restricted Boltzmann machine 
model [15], and the latent factor models based on the matrix factorization technique 
(i.e., singular value decomposition [SVD]) [16]. 
Reputation models use different methods to generate aggregated values that repre-
sent reputation scores; the Naïve model uses the average of the ratings of an item to 
measure the item's reputation, while many other models use the weighted average 
method as an aggregator to calculate item reputations based on item ratings. The 
weight can represent the user's reputation score, the time when the rating was given, 
or the distance between the current reputation score and the rating received [6,7]. 
Abdel-Hafez et al. [20,21] used the normal-distribution to generate weighted average 
reputation model which explicitly reflects the distribution of ratings of items. 
The reputation model we used in our research was introduced by Jøsang and Haller 
and based on the Dirichlet probability distribution [8]. The authors used a cumulative 
vector  ⃑   to represent the aggregated ratings for agent  .  ⃑                      
and       is the number of ratings of the level  . They added a decay factor to calcu-
late the aggregate ratings, assuming that human agents change their behavior over 
time. They then calculated a single reputation score based on the multinomial proba-
bilities derived from the aggregated ratings, which is defined in equation (1).       is 
the probability of rating   that other agents give to agent  . The overall reputation is 
calculated by equation (2), which is the weighted sum of the rating probabilities with 
weights      evenly distributed in the range [0,1]. 
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where   represents the overall reputation value,  ⃗  represents the score vector of each 
rating level,   is a constant value, and      is the base rate, which is equal to   ⁄ . 
Recently, research has focused on improving the accuracy of recommender sys-
tems by combining the traditional recommendation methods with reputation systems 
[2]. Ku and Tai [17] proposed an exploratory framework to investigate the effects of 
recommendation and reputation systems on user purchase intentions toward recom-
mended products. Their results showed that the opinions of other consumers influ-
enced consumer attitudes about purchasing the recommended product through norma-
tive social influence. This revealed the effectiveness of recommendation systems that 
considered online reviews to influence consumers. Jøsang et al. [2] suggested that 
combining reputation scores with recommendation scores would provide more accu-
rate recommendations. They used the same belief model they had introduced in a 
previous work [18] to calculate reputation scores. The authors mentioned different 
methods for combining resulted scores, but they adopted the Cascading Minimum 
Common Belief Fusion (CasMin) method. This method ensured that the values from 
the recommender and reputation systems would need to be both high to produce a 
high value in the CasMin fusion method. 
3 A Reputation-Enhanced Recommender System 
Our goal was to introduce a new reputation-aware recommender system that could 
enhance the accuracy of recommendations by filtering low-quality items based on 
reputation. The proposed method uses two ranked lists of items; the first list is gener-
ated by a recommender system, such as the user-based CF recommender system [4], 
and the second list is generated based on item reputations calculated using a reputa-
tion model, such as the Dirichlet reputation model [8]. The two ranked lists are then 
combined to enhance the accuracy of the recommendations. The proposed method is 
general, as it separates the implementation of the recommender system, the reputation 
system, and the merging process. In other words, we can apply any other recommen-
dation method to generate the first list of items, and any other reputation model to 
generate the second list. 
3.1 Definitions 
The input of the proposed item reputation-aware recommender system is user ratings. 
To make this model generalizable and applicable for any website, we intentionally did 
not use any other content information. The reputation and recommendation scores are 
generated from the available ratings and are considered input data. The following 
definitions for the input data are used throughout the paper. 
 Users:   {            } is a set of users who have rated at least one item. 
 Items:   {            } is a set of items that are rated at least one time by a 
user in  . 
 Users-Ratings: This is a user-rating matrix defined as a mapping        
     . If the user    has rated the item    with rating a, then            ; other-
wise,             such that       , and   is the maximum rating. 
 Item-Reputation Score:   {            }, where    is the reputation score for 
item   . 
 Item Recommendation Score:   {            } where    is the recommendation 
score for item   . This value is used to generate the candidate list of top-M recom-
mendation using equation (3). 
             
   
                                                          
3.2 Generating Recommendations by Merging the Two Ranked Lists 
We propose two methods, the re-sorting and the weighted Borda-count methods, to 
combine the recommendation and reputation scores in order to generate the final top-
N recommendations. Before discussing the merging methods, we want to emphasize 
the differences between the two lists, as this was the justification behind the selection 
of the two methods. The recommender-generated lists represent personalized item 
recommendations for users. The reputation lists reflect the community opinion about 
items and are not related to individual user preferences. Therefore, we assumed that 
recommendation lists would be more accurate than would be using only impersonal-
ized reputation lists. Thus, we prioritized the use of the recommender-generated lists 
over the use of the reputation-based lists and chose recommendation lists as the pri-
mary candidate recommendations. 
 Re-sorting Method. In this method, we used the top-M recommendation list as the 
primary candidate recommendations for the target user. In the next step, we sorted the 
candidate list of items according to their reputation scores. In this case, we guaranteed 
that all the recommended items were personalized and that all the candidate recom-
mendations were related to the user. We wanted to recommend the items with the best 
quality, measured by the reputation model, assuming that a higher-quality item would 
have a greater influence on consumer behaviors. Finally, we recommended the Top-N 
in the final list,     . 
Fig. 1 shows an example of the re-sorting method. It reveals that any item in the 
top-M recommendation list is a candidate for recommendation, and the final list is 
selected based on the reputation scores. This method has the advantages of both rec-
ommender and reputation systems for two primary reasons. First, all the candidate 
items are personalized and related to the user tastes, since they have been generated 
by a recommender system. Afterward, sorting items based on reputation elevates the 
Fig. 1. Re-sorting method example 
highly reputed items. In other words, the final recommended items will be more high-
ly reputed and more closely related to the user preferences. 
The value of M in this method has a great impact on the accuracy of the resulted 
recommendation. In this paper, we consistently use      , this value is selected 
based on the experiment. The value of M will be tested further in section 5.4. 
 Weighted Borda-Count Method. The Borda-count (BC) [19] method is a popular 
voting method that uses points to represent the multiple selections of a candidate; that 
is, if the list contains   items, the top ranked item is given the score   and the next 
one is    , and so on. Every item that is outside the Top-N list will receive a score 
of zero. This score is the BC. Two ranked lists are merged by summing up the two 
BCs of the same item in the two lists. The final ranked list is sorted based on the BC 
sums of items. For an item    , the sum of the BCs for this item is denoted 
      . The items with the highest     will appear at the top of the list. We adopted 
the BC method to merge a recommendation list and a reputation list. For a user u and 
an item    , let          be the BC of   in the recommendation list and          
the BC of   in the reputation list. Then, the sum BC was                   
        . The Top-N recommendation for the user u is defined in equation (4). 
     
            
                                                           
As mentioned, the recommendation list had a higher priority than the reputation list 
because the recommendation list was personalized. To distinguish the difference be-
tween the two lists and to emphasize the importance of the recommendation list, we 
proposed a weighted Borda-count (WBC) method by introducing a weight in the BC 
method. The weighted sum of BC     and the top-N recommendations are defined 
below, where 0 <   < 1: 
                                                                  
     
             
                                                      
Based on the experiment, we set      . This value will give higher weight for the 
recommender system generated list. The example provided in Fig. 2 shows how this 
method works. 
Fig. 2. Weighted Borda-count method example 
4 Personalized Item Reputation 
An item's reputation is the global community opinion about it. At a specific time, the 
ranking of items based on item reputation is the same for all users. This means that 
the top ranked items on the reputation-based list are not necessarily the items that a 
particular user likes. If the item recommendation is determined only based on item 
reputation, then the same items with the highest reputations will be recommended for 
all users. Similarly, when this list is combined with the recommender-generated list, 
the items at the top of the reputation list will dictate the recommendation list and will 
always have advantages over all other items for all users. 
The other major problem with using the reputation-ranked list in recommendation 
systems is that items with high reputations can appear in the recommendation list 
despite that they are outside the scope of the individual user's preferences. This causes 
a drop in system accuracy. Therefore, we propose a personalized reputation for the 
items to tackle this problem. The idea was to build a user-preference profile based on 
previous user ratings, and then to use this profile to filter the items that were outside 
the preference scope. 
4.1 Implicit Item Category 
To produce the personalized reputation-based item list, we needed to cluster items 
based on user ratings. Items that were rated by similar users are grouped in the same 
cluster. Each item cluster reflected certain common features shared by users with 
similar interests, and each was called an "implicit item category". In many application 
domains, the ontologies or taxonomies of the item/product categories are available; in 
such cases, we could use the provided ontology directly instead of undertaking a clus-
tering method.  
In the experiment, we assumed that each implicit item category reflected a certain 
user preference for items. We could build an individual user's preferences by collect-
ing the categories of items the user had rated. We used only the positive ratings, as the 
items with negative ratings were not preferred. The implicit item category and user 
item preference are defined below: 
 Implicit Item Categories   {            } is the set of categories wherein items 
in   belong to    {     } and        . 
 User Item Preference    {              
     
 
}    is the maximum rating 
and contains all the user's preferred items. 
A user item preference    is a set of items that the user has rated positively. Ratings 
that are larger than or equal to 
     
 
 were considered positive ratings, where   was the 
maximum rating. Based on user item preferences, we defined user category prefer-
ence as described below: 
 User Category Preference    {                 } contains item categories 
in which the user's preferred or positively rated items belong. A user category pref-
erence   is a set of categories that are preferred by the user u. 
The personalized reputation was defined as the degrading process for all the items in 
the reputation-ranked list that did not belong to the user preference. To apply the per-
sonalization to the reputation model, we degraded the reputation of all the items that 
belong to those categories which are not in the user preference. This step ensured that 
the items which are outside user's interest scope will not be recommended. The pur-
pose of using reputation systems remained, as we did not change the reputation values 
of the other items, but kept the global community opinion. We only preserved or de-
graded the items based on the user's individual preferences. The derived resulting list 
is called personalized item reputation (PIR). The use of PIR guaranteed that the repu-
tation-based ranked list was different for each group of users, which meant that a 
greater variety of items would be considered compared to the number of items con-
sidered using reputation without personalization. Equation (7) shows      calculation 
where    is the reputation for the item  . 
      {
                   
                     
                                                
4.2 User Preferences Enrichment 
Using the PIR method raised a new concern regarding sparse datasets. Specifically, 
this was because it is common for a user to rate only a very small number of items. In 
this case, the number of categories in the user profile is low and, consequently, every 
item that belongs to other categories is degraded. We solved this problem by "enrich-
ing" the user preferences for those users whose profiles have less number of catego-
ries than the predefined minimum number. The minimum number of categories 
should be related to the average of ratings for a user. We enriched the profile with 
other categories that appeared in neighbors' profiles until the threshold number is 
reached. Then, we began to add categories according to the number of times they 
appeared in the neighbor' profiles. The result was an enriched personalized item repu-
tation (EPIR) which was calculated exactly as the PIR but after performing the en-
richment process described in algorithm 1. The user neighborhood is defined below. 
 User Neighborhood     {          {   (     )}}       is the set of nearest 
neighbors of user     :, where     {} is required to obtain the top K large val-
ues.  
5 Experiment 
We conducted the top-N recommender system experiment. We aimed to demonstrate 
that combining item reputation with user-based CF could enhance the accuracy of the 
top-N recommendations. 
Algorithm 1. Enrichment Process 
1. for all users        
2.   for all categories      
3.     if        
4.                                           
5. while |   |      //min is the minimum number of categories per user profile 
6.   find                         
7.   add    to     
8.                   
5.1 Dataset 
We used the MovieLens movie ratings dataset extracted from Grouplens.org. The 
dataset contained around 100,000 ratings on 1,682 movies provided by 943 users. We 
used this dataset in three different ways: 1) using all 2) using only 10%, and 3) using 
only 5% of the ratings. The purpose of the three tests was to observe the effects of this 
method on recommendation accuracy over dense and sparse datasets. The numbers of 
users and movies did not change in the three datasets; the only factor that changed 
was the number of ratings. Table 1 presents some of the statistics for each dataset. 
For each of the generated datasets, the ratings were selected randomly per user. 
However, we defined the minimum number of ratings selected for any user at 10 for 
the ML10 dataset and five for the ML5 dataset. This was because, when we split the 
dataset into training and testing sets, we wanted to ensure that there was at least two 
items in testing for the ML10 dataset and 1 item for the ML5 dataset. For both da-
tasets (ML10 and ML5), we generated 10 randomly selected additional subsets using 
the same method to perform a 10-fold experiment. We split each dataset into training 
and testing sets by randomly selecting 80% of each user's ratings into a training da-
taset and the rest into a testing dataset. For the MLC dataset, we performed a 5-fold 
experiment, where each time a different 20% of the dataset was selected for testing. 
We calculated the average of the results at the end. The sparsity for the datasets was 
calculated using equation (8). 
           
            
                      
                                       
5.2 Evaluation Metrics 
We evaluated the top-N recommendation experiment with the globally used precision 
and recall metrics. The recommended item was considered a hit if it appeared in the 
user-testing dataset and the user has granted the item a           . We used the 
value of   because any rating    in a 5-star scale system employed by this system 
indicates that the user did not like the item. Finally, we used the F1-score metric to 
represent the results of both precision and recall.  
Table 1. Datasets statistics 
 
MovieLens 5% 
(ML5) 
MovieLens 10% 
(ML10) 
MovieLens Com-
plete (MLC)  
Number of ratings 6,515 13,077 100,000 
Sparsity 0.99589 0.99175 0.93695 
Min ratings per user 5 10 20 
Max ratings per user 36 73 737 
Average ratings per user 6.849 13.867 106.044 
Min ratings per movie 59 114 583 
Max ratings per movie 0 0 1 
Average ratings per movie 3.840 7.774 59.453 
 
 
The three metrics were calculated during the experiment for each user. At the end, we 
used the average to provide one score for the recommender system. The higher the 
metrics result, the better the top-N recommendations. 
5.3 Experiment Settings 
We conducted the experiment in three runs for each dataset using the values of the 
recommendation list    -    , the candidate list    -    , and the nearest 
neighbors     . The experiment comprised three parts: 1) the user-based CF, 2) 
the Dirichlet reputation model, and 3) the ranked lists proposed merging methods. 
User-Based CF. We implemented the user-based recommender system introduced in 
[4] based on the best choices mentioned in the work. We first calculated the similari-
ties between users [4] using the PCC method. After we obtained the similarity data, 
we generated the neighborhood of size k for each user by simply selecting the k users 
with the highest similarity values. 
In addition, we noticed that adding a threshold value for the minimum number of 
common items between any two users could dramatically enhance the accuracy. 
Hence, we punished the user similarities between users who shared fewer than the 
predetermined value. We set threshold to 30,   and   for the MLC dataset, ML10 and 
ML5, respectively. The selection of these values is based upon the average ratings per 
user, which are presented in Table 1. 
Next, we generated the item predictions to select the top-N items. According to [4], 
the best results for the top-N recommendations were achieved using the most frequent 
items in the neighborhood. If items had similar frequencies, we sorted them using the 
prediction value. At the end of this stage, we had developed a ranked list of recom-
mended items. 
Personalized Item's Reputation. The second part of the experiment comprised gen-
erating a ranked list of items using the personalized items reputation. We implement-
ed and tested the Dirichlet reputation model, which was calculated using equations (1, 
2) [8]. We chose this model because it added uncertainty to the reputation score, 
which can provide better results when the number of ratings per item is low. It is 
worth mentioning that the implemented reputation model affected the final result at 
this stage. 
We used the movie categories provided with the MovieLens dataset to generate us-
er category preferences. Then, the ranked list was generated after enriching the user 
preferences and personalizing the item reputation-ranked list. The personalization and 
enrichment processes are explained in details in section 4. 
Combining Two Ranked Lists. We implemented the two proposed merging-ranked-
lists methods. Each one of these methods was used with four reputation-generated 
ranked lists. The reputation methods tested were: 
1. DIR: the Dirichlet reputation model 
2. PIR: the personalized item reputation; we used the (DIR) method as the basic repu-
tation method 
3. EPIR: an enriched version of the PIR. We first checked the number of categories 
rated by the user, and if the number was less than the determined number, we pro-
ceeded to the enrichment process. Based on the experiment we used           as 
minimum numbers of categories for the ML5, ML10, and MLC datasets, respec-
tively. 
5.4 Results and Discussion 
Table 2 shows the precision, recall, and F1-scores for each of the implemented meth-
ods over the three tested datasets. It also includes the results from the CasMin method 
proposed by Jøsang et al.  in [2]. First, we will discuss the effects of the merging 
method adopted on the CF accuracy. Afterwards, we will examine the effects of the 
different reputation methods used. 
Discussion of Merging Methods Results. The first thing we noticed from the results 
was that the re-sorting method produced the best results among all the merging meth-
ods when the personalized reputation scores were combined. It is because the re-
sorting incorporated the CF candidate list's top-M as the basic list, all the candidate 
movies were personalized for the user. Surprisingly, when we sorted them according 
to reputation, the final recommended items were more relevant if the reputation was 
personalized; otherwise, the recommended items were less relevant. The only expla-
nation was that the items in the top-M list generated by the CF did not belong to the 
set of categories that the user preferred. However, the personalized reputation system 
was able to filter those items so that better results could be obtained. From this obser-
vation, we can say that items’ reputation can have a positive impact on recommenda-
tion accuracy if they were personalized. 
In contrast, the WBC method obtained best performance with the non-personalized 
reputation scores, although its results were still not good as the re-sorting method. The 
WBC method often incorporated items with high reputation scores even if they did 
not appear in the recommendation-candidate list's top-M. Thus, when the reputation 
was personalized, the WBC results were better than the CF method results. This was 
because even the high reputation items populated outside the CF list remained within 
the categories of items the user preferred. However, the re-sorting method still per-
formed better than the WBC. 
We noticed that most of the implemented methods had lower F1-scores than the 
CF method; this proved that reputation itself was not an important factor which is 
associated with the recommendation accuracy. In contrast, using personalized ver-
sions of reputation lists could significantly enhance the reputation accuracy. We 
found that the two methods (re-sorting and WBC) enhanced CF accuracy when the 
PIR and EPIR reputations were used.  
Discussion of Reputation Methods Used. It is now clear that the proposed personal-
ized methods of reputation model generated better results than did the original reputa-
tion lists. We had two versions of this kind of reputation: the PIR and the EPIR. Using 
the ML5 and ML10 datasets, the EPIR produced slightly better results than did the 
PIR method. This meant that the neighbor categories could be used to enrich the user 
categories by increasing the diversity of recommendations, while still producing more 
accurate results. 
When we used the MLC dataset, both methods produced exactly the same results. 
This was because no enrichment was required for these dense datasets. Moreover, the 
Dirichlet reputation model produced results different from those of the Naïve method, 
which indicated that the reputation method should be carefully selected to enhance 
results. 
 
Table 2. Results of top-N recommendation accuracy using three datasets 
Method 
Merging 
Method 
ML5 ML10 MLC 
Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 
CF N/A 0.0061 0.0684 0.0112 0.0079 0.0723 0.0142 0.0283 0.0229 0.0253 
CF - DIR 
CasMin 
[2] 
0.0004 0.0032 0.0007 0.0004 0.0034 0.0007 0.0063 0.0087 0.0073 
CF - DIR  
Re-
sorting 
0.0077 0.0611 0.0137 0.0089 0.0785 0.0160 0.0472 0.0431 0.0451 
CF - PIR 0.0182 0.1661 0.0328 0.0259 0.0903 0.0402 0.0598 0.0602 0.0600 
CF - EPIR  0.0201 0.1812 0.0362 0.0259 0.0920 0.0404 0.0598 0.0602 0.0600 
CF - DIR  
Weighted 
Borda 
Count 
0.0075 0.0665 0.0134 0.0079 0.0729 0.0143 0.0336 0.0283 0.0308 
CF - PIR 0.0131 0.1249 0.0237 0.0146 0.0858 0.0249 0.0465 0.0448 0.0456 
CF - EPIR  0.0136 0.1301 0.0246 0.0149 0.0885 0.0255 0.0465 0. 0448 0.0456 
 
Impact of Varying Top-M Value. The size of the candidate recommendation list's 
top-M had a huge effect on the accuracy of the results using the re-sorting merging 
method. In this test, we varied the values of M to compare the accuracy of the results 
and to choose the best value of M. Fig. 3 displays the results, starting with the size of 
   , which behaved exactly as the CF method. 
We noticed that the system accuracy was better when we increased the size of the 
candidate list to a certain level. After that, the curve began declining until the results 
were worse than those of the CF method. These results made sense, as when     
the effect of the reputation system became stronger than the CF system, the accuracy 
was low. Selecting the optimal size for M was important to obtain the best results; in 
our experiment,      is chosen for the ML10 dataset. 
 
 
Fig. 3. Re-sorting method F1-scores with different top-M values using ML10 dataset 
6 Conclusions  
In this paper, we presented a new method for enhancing the accuracy of top-N rec-
ommendations using reputation systems. We introduced a personalized reputation 
method to render the utility of using reputation to improve the performance of rec-
ommender systems. Based upon the evaluations, we have important findings to share. 
First, reputation models do not necessarily produce better results when they are incor-
porated with recommender systems. On the contrary, reputation models without per-
sonalization can reduce the accuracy of the recommendations. The second significant 
finding is that personalized reputation scores can be very helpful for improving the 
accuracy of recommender systems. 
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