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Introduction
Let D 1 , D 2 be bounded Reinhardt domains in C 2 and f : D 1 → D 2 a proper holomorphic map. Such maps are often elementary algebraic, that is, have the "monomial" form
where z, w denote variables in C 2 , and a, b, c, d are integers such that ad−bc = 0. For brevity we shall call such maps elementary maps. All elementary maps are well-defined outside I, the union of the coordinate complex lines, but not necessarily at points in I. The question of the existence of an elementary proper holomorphic map between two given domains is resolved by passing to the logarithmic diagrams of the domains. Several classes of domains between which only elementary proper holomorphic maps are possible have been described in [Sp] . The aim of the present paper is to identify situations in which f is not elementary and to explicitly describe all forms that the map f and the domains D 1 , D 2 may have in such cases. If f is biholomorphic, then it can be represented as the composition of an elementary biholomorphism between D 1 , D 2 and automorphisms of these domains (see [Kr] , [Sh] ). Therefore, nonelementary biholomorphisms can occur only between domains equivalent by means of an elementary map and having non-elementary automorphisms, and hence are straightforward to determine.
Proper maps that are not biholomorphic are harder to deal with. Nonelementary maps may occur, for example, if both D 1 and D 2 are bidiscs in which case at least one component of f contains a Blaschke product with a zero away from the origin. In [BP] , [LS] the problem of describing nonelementary proper holomorphic maps was studied for complete Reinhardt domains, and it turns out that, apart from the example of bidiscs, such maps can only arise if D 1 and D 2 are certain pseudoellipsoids. On the other hand, all proper holomorphic maps between pseudoellipsoids in C n for n ≥ 2 can be found using arguments from [D-SP] . All proper holomorphic maps for another special class of domains (a generalization to higher dimensions of domains of the form (0.2) below) were determined in [Lan] . Similarly to bidiscs, the only non-elementary maps for this class are expressed in terms of Blaschke products with at least one zero away from the origin.
In this paper we describe all non-elementary proper holomorphic maps between Reinhardt domains in C 2 , as well as the corresponding pairs of domains. First of all, the map f can be extended to a proper holomorphic map between the envelopes of holomorphyD 1 andD 2 of D 1 and D 2 , respectively. Further, f extends holomorphically to a neighborhood of ∂D 1 \ I. Next, one can show that f can be non-elementary only if ∂D 1 \ I either consists of two or three Levi-flat pieces or is a connected spherical hypersurface (see Section 1).
The Levi-flat and spherical cases are considered in Sections 2 and 3, respectively, and the results are summarized in Theorem 0.1 below. In the spherical case (see (iv)-(vi) of Theorem 0.1) the map f can be represented as the composition of three maps of special forms: two elementary maps and an automorphism of an intermediate Reinhardt domain. We note that a factorization result of a different kind for proper maps into the unit ball was obtained in [KLS] . In the case when D 1 is a strongly pseudoconvex smoothly bounded Reinhardt domain in C n for n ≥ 2 not intersecting the coordinate hyperplanes (while D 2 is not necessarily Reinhardt), another factorization theorem was proved in [BD] . We also observe that the non-elementary proper holomorphic map between pseudoellipsoids in the example given in [D-SP] factors as in (vi) of Theorem 0.1.
Our results immediately imply that if there exists a proper holomorphic map between two bounded Reinhardt domains, then there also exists an elementary proper map between the domains (Corollary 0.2). Another consequence of our classification is that the domains described in (i)-(iii) of
(v) The map f is a composition f = g • f • h, where h is an elementary map from D 1 into the domain Ω α := {(z, w) ∈ C 2 : |z| 2 + |w| α < 1}, for some α > 0, g is an elementary map from a subdomain of Ω α onto D 2 , and f is an automorphism of Ω α . Up to permutation of the variables, the map h has the form
where a 1 , b 1 , c 1 ∈ Z, a 1 > 0, b 1 ≥ 0, c 1 > 0; the map f has the form
where |a| < 1, a = 0, t 1 , t 2 ∈ R; up to permutation of its components, the map g has the form z → const z a 2 w b 2 , w → const w c 2 , (0.5)
where a 2 , b 2 , c 2 ∈ Z, a 2 > 0, b 2 ≥ 0, c 2 > 0. In this case the domains have either the forms for some C 1 > 0, C 2 > 0, 0 ≤ E ′ 1 < E 1 , 0 ≤ E ′ 2 < E 2 (in the first case in (0.4), (0.5) we have b 1 = 0, b 2 = 0).
(vi) The map f is a composition f = g • f • h, where h is an elementary map from D 1 onto the unit ball B 2 := {(z, w) ∈ C 2 : |z| 2 + |w| 2 < 1}, f is an automorphism of B 2 , and g is an elementary map from B 2 onto D 2 . Up to permutation of the variables, the map h has the form
where a 2 , b 2 ∈ N. In this case the domains have the forms
We will now state two corollaries of Theorem 0.1 mentioned earlier.
Corollary 0.2 If D 1 and D 1 are bounded Reinhardt domains in C 2 , and there exists a proper holomorphic map from D 1 onto D 2 , then there also exists an elementary proper map from D 1 onto D 2 . Corollary 0.3 Let D be a bounded Reinhardt domain in C 2 that admits a non-elementary proper holomorphic self-map. Then up to permutation of the variables D either has one of the forms (0.2), (0.3), or is a bidisc.
Before proceeding, we would like to acknowledge that this work started while the second author was visiting the Department of Mathematics, Australian National University.
Preliminaries
As we pointed out in the introduction, f can be extended to a proper holomorphic map (that we also denote by f ) between the envelopes of holomorphŷ D 1 ,D 2 of D 1 , D 2 , respectively (see [Ke] ). Further, it follows from [B] (see also [Lan] ) that f extends holomorphically to a neighborhood of ∂D 1 \ I,
For every p = (z, w) ∈ C 2 let T(p) be the torus {(e iα z, e iβ w) ∈ C 2 : α, β ∈ R} and let T be the standard torus T((1, 1)). We shall think of T as a group acting on C 2 . Next, for j = 1, 2 we denote by H j the union of all locally holomorphically homogeneous real-analytic hypersurfaces lying in ∂D j \ I and set S j := ∂D j \ (H j ∪ I). Further, denote by J f the zero set of the Jacobian of f in ∂D 1 \ I and let C f := f −1 f (∂D 1 \ I) ∩ I . We shall start with the following lemma (see also [LS] and [Sp] ).
Proof: Assume that f (T(p)) ⊂ T(f (p)) and let p ′ ∈ T(p) be a point close to p such that p ′ ∈ C f ∪ J f and f (T(p ′ )) = f (T(p)) is not tangent to T(f (p ′ )). Choose a neighborhood U of p ′ in which f is biholomorphic and let V := f (U). We may assume that f (T(q)) ⊂ T(f (p ′ )) for all q ∈ U. Let T := V ∩ T(f (p ′ )) and let γ ⊂ f (T(p ′ )) be the image of the orbit of p ′ on T(p ′ ) under the action of a 1-parameter subgroup of T such that γ is not tangent to T . Consider now the set Γ := ∪ s∈γ T(s). This is clearly a realanalytic hypersurface in ∂D 2 , which is, moreover, locally holomorphically homogeneous because we have on it actions of a 2-dimensional torus and a 1-parameter group, and the orbits of one action are transversal to those of the other. Thus, f (p ′ ) ∈ H 2 , and therefore p ′ ∈ H 1 . This means that p ∈ H 1 , which contradicts the assumptions of the lemma. Hence f (T(p)) ⊂ T(f (p)), as required.
2
By Lemma 4.4 of [Sp] and Lemma 1.1, if S 1 contains at least three distinct tori, the map f is elementary. Therefore, from now on we assume that S 1 contains no more than two distinct tori.
Hypersurfaces making up H j are either strongly pseudoconvex or Levi flat, and we denote by H spher j , H non-spher j and H flat j the unions of all spherical (that is, locally biholomorphically equivalent to the unit sphere in C 2 ), nonspherical and Levi flat hypersurfaces from H j , respectively, for j = 1, 2.
We shall deal with the case H non-spher 1 = ∅ first. Note that locally holomorphically homogeneous non-spherical Reinhardt hypersurfaces do exist and Lemma 3.3 of [Sp] stating otherwise is incorrect. Consider, for example, the non-spherical tube hypersurface
The base of T is an affinely homogeneous curve, and hence T is holomorphically homogeneous. The map Π : (z, w) → (e z , e w ) takes suitable portions of T to locally holomorphically homogeneous non-spherical Reinhardt hypersurfaces.
As the following proposition shows, if H non-spher 1 = ∅, the map f is elementary.
Proof: A Reinhardt hypersurface N ⊂ C 2 \ I is locally biholomorphically equivalent to the tube hypersurface T N := log(N) + iR 2 the base of which is the logarithmic diagram log(N) ⊂ R 2 of N (cf. the example above). If N is real-analytic, strongly pseudoconvex, non-spherical and homogeneous, infinitesimal CR-transformations of T N form a 3-dimensional Lie algebra g T N (see, e.g., [C] ). Further, it follows from [Lob] that the curve log(N) is locally affinely homogeneous. Taking into account that translations in the imaginary directions form a two-dimensional subalgebra h T N in g T N , we see that g T N is generated by h T N and a one-dimensional algebra of local affine transformations of log(N). Hence h T N is an ideal in g T N , and it is straightforward to observe that there are no other ideals in g T N . Let h N be the ideal corresponding to h T N in the Lie algebra g N of all infinitesimal CR-transformations of N. The ideal h N consists of infinitesimal transformations corresponding to the action of T on N. It follows from Lemma 4.4 of [Sp] and Proposition 1.2 that f is elementary, if H non-spher 1 = ∅. Thus from now on we shall assume that H non-spher 1 = ∅. Assume now that H spher 1 = ∅ and let M be a spherical hypersurface in H 1 . It follows from the proof of Proposition 3.2 of [Sp] that f (T(p)) ⊂ T(f (p)) for all p ∈ M, if the closure of M intersects S 1 . In this case f is again elementary by Lemma 4.4 of [Sp] .
To summarize, non-elementary proper holomorphic maps can only exist in the following two cases: either H 1 = H flat 1 and S 1 consists of one or two distinct tori, or ∂D 1 \ I is a connected spherical hypersurface. These cases are considered in Sections 2 and 3, respectively.
Levi Flat Case
In this section we assume that H 1 = H flat 1 . Note that in this case the logarithmic diagram ofD 1 is an unbounded polygon with either one or two vertices, depending on the number (one or two) of tori in S 1 .
The case of a single torus. Let f 1 , f 2 be the components of f and assume first that S 1 is a single torus T 1 . Let log(D 1 ) be the logarithmic diagram ofD 1 . The set H 1 can be represented as the union of two distinct Levi flat hypersurfaces L 1 1 , L 2 1 whose boundaries in C 2 \ I coincide with T 1 . Further, sinceD 1 is bounded, log(D 1 ) is a sector lying in the interior of a right angle of the form {(x, y) ∈ R 2 : x < x 0 , y < y 0 } for some (x 0 , y 0 ) ∈ R 2 . We can describe it as follows
where a 1 ≥ 0, d 1 ≤ 0, a 1 d 1 > −1 and A, C > 0. Note thatD 1 can contain the origin only if a 1 = d 1 = 0.
Each of L 1 1 and L 2 1 is foliated by complex curves, and every such curve intersects T 1 along a real-analytic curve. Hence, we obtain two distinct families of curves C j 1 , j = 1, 2, on T 1 . If ψ 1 : R 2 → T 1 is the covering map, the inverse images of C j 1 under ψ 1 are two distinct families of parallel lines L j 1 in R 2 , j = 1, 2.
For p ∈ T 1 \ J f consider the torus T 2 := T(f (p)). By Lemma 1.1 we obtain f (T 1 ) ⊂ T 2 and T 2 ⊂ I. Clearly, if U is a small neighborhood of p, then in a neighborhood of f (p) the torus T 2 lies in the boundaries of two distinct Levi flat hypersurfaces f (L 1 1 ∩ U) and f (L 2 1 ∩ U). Hence T 2 entirely lies in the boundaries of two distinct Levi flat hypersurfaces L j 2 , j = 1, 2. The hypersurfaces L j 2 produce two distinct families of curves C j 2 on T 2 , and f (C j 1 ) ⊂ C j 2 , j = 1, 2. Each C j 2 is invariant under the action of T on T 2 , and therefore, if ψ 2 : R 2 → T 2 is the covering map, the inverse images of C j 2 under ψ 2 are two distinct families of parallel lines L j 2 in R 2 , j = 1, 2. Further, if f = (f 1 ,f 2 ) : R 2 → R 2 is the real-analytic covering map for f | T 1 : T 1 → T 2 , thenf (L j 1 ) ⊂ L j 2 for j = 1, 2. Let g be a linear transformation of R 2 mapping L 1 1 and L 2 1 into the families of horizontal and vertical lines, respectively, and let h be a similar transformation for the families L j 2 , j = 1, 2. Considerf = h •f • g −1 . Clearly, f = (f 1 ,f 2 ) is a real-analytic map such thatf 1 is constant on every vertical line andf 2 is constant on every horizontal line in R 2 . Hencef 1 is a function of x andf 2 is a function of y alone. We choose g to be the linear transformation with the matrix
and let the matrix of h be a 2 b 2 c 2 d 2 .
Since h •f =f • g, it follows that
This implies that there exist holomorphic functions of one variable F and G such that in a neighborhood U of p ∈ T 1 we have
We shall consider the case a 1 , d 1 ∈ Q first. Let a 1 = a ′ 1 /a ′′ 1 , where a ′ 1 ≥ 0, a ′′ 1 > 0 are relatively prime integers. For a fixed α 1 = 0 consider the curve P α 1 1 with the equation z a ′ 1 w −a ′′ 1 = α 1 . The logarithmic diagram log(P α 1 1 ) of P α 1 1 is a straight line parallel to one side of log(D 1 ). We choose α 1 such that P α 1 1 ∩D 1 ∩ U = ∅. The intersection P α 1 1 ∩D 1 is biholomorphically equivalent to either a disc or a punctured disc, and the equivalence is given by
where ζ 1 is the variable in a disc of a suitable radius, and µ
is obtained by the analytic continuation of a connected component of the analytic set defined by the equation
, and therefore f (P α 1 1 ∩D 1 ) = P α 2 2 ∩D 2 , and a 2 , b 2 are rationally dependent. Changing the function F if necessary, we can assume that either a 2 ∈ Q, a 2 ≥ 0 and b 2 = −1, or a 2 = 1 and b 2 = 0. Clearly, the restriction of f to P α 1 1 ∩D 1 is proper. Furthermore, P α 2 2 ∩D 2 is equivalent to either a disc or a punctured disc. If b 2 = −1 and a 2 = a ′ 2 /a ′′ 2 for some relatively prime integers a ′ 2 ≥ 0, a ′′ 2 > 0, then this equivalence has the form ζ
2 ), where ζ 2 is the variable in a disc of a suitable radius, and µ
Assume first that for some α 1 such that P α 1 1 ∩D 1 ∩U = ∅, the intersections P α 1 1 ∩D 1 and P α 2 2 ∩D 2 are equivalent to punctured discs r 1 • ∆ and r 2 • ∆, respectively (we denote by ∆ and • ∆ the unit disc and the punctured unit disc, respectively). A proper holomorphic map between r 1 • ∆ and r 2 • ∆ has the form ζ 2 = const ζ k 1 , where k is a positive integer. Hence from the second equation in (2.1) we obtain
Assume next that for some α 1 such that P α 1 1 ∩D 1 ∩U = ∅, the intersections P α 1 1 ∩D 1 and P α 2 2 ∩D 2 are equivalent to discs r 1 ∆ and r 2 ∆, respectively (in this case a ′ 1 = 0, a ′′ 1 = 1). A proper holomorphic map between r 1 ∆ and r 2 ∆ has the form ζ 2 = r 2 B(ζ 1 /r 1 ), where B is a Blaschke product in the unit disc. Hence from the second equation in (2.1) we obtain
for all ζ in an open subset of the unit disc ∆ and some non-zero τ, µ ∈ R. This means that
In a similar way, considering the curves Q β 1 1 and Q β 2 2 with the equations
1 ∩D 1 and Q β 2 2 ∩D 2 are equivalent to punctured discs, and
is a Blaschke product in the unit disc with a zero away from 0. In this case a ′ 1 = 0, a ′′ 1 = 1. It now follows from (2.1) that f has either the form
where a, b, d ∈ Z andB is a non-constant Blaschke product in the unit disc non-vanishing at 0, or the form
where a, b, c, d ∈ Z,B is a non-constant Blaschke product in the unit disc non-vanishing at 0,B is either a Blaschke product in the unit disc with the same zeroes asB or a constant, and a may be nonzero only ifB is nonconstant. Forms (2.2) and (2.3) correspond to the cases a 2 = 0 and a 2 = 0, respectively.
We shall now show that form (2.3) can be simplified. Assume first that B is non-constant. ThenD 2 contains the origin, and f −1 (0) contains the intersection of a curve of the form z d ′′ 1 w d ′ 1 = const withD 1 . Hence f −1 (0) is not compact which contradicts the assumption that f is proper. Thus, B ≡ const, and therefore a = 0. Hence (2.3) in fact only differs from (2.2) by permutation of the components of the maps.
We shall now study form (2.2) of proper maps and the domainsD 1 ,D 2 in more detail. For every α 1 such that |α 1 | > 1/C we have f (P α 1 1 ∩D 1 ) = P α 2 2 ∩D 2 , where α 2 := F (α 1 ), and each of the curves P α 1 1 ∩D 1 , P α 2 2 ∩D 2 is equivalent to either a disc or a punctured disc. However,B has a zero away from 0, and therefore P α 2 2 ∩D 2 is in fact equivalent to a disc, and hence so is P α 1 1 ∩D 1 . This shows that either
. Further, f of the form (2.2) is a proper map fromD 1 onto a bounded Reinhardt domain only if d > 0 and ad ′ 1 − bd ′′ 1 ≤ 0. It is straightforward to observe that there exists no proper subdomain ofD 1 mapped properly by f onto a bounded Reinhardt domain and whose envelope of holomorphy coincides withD 1 . Thus, D 1 =D 1 , and hence D 2 =D 2 . If (2.4) holds, then we have
If D 1 is the bidisc, then f can only be proper if b = 0, and in this case D 2 is also a bidisc. We have thus obtained (i) of Theorem 0.1.
The case F (t) = const B(const t η ) ρ , G(t) = const t τ , where B is a Blaschke product in the unit disc with a zero away from 0, leads to the same description of f , D 1 , D 2 up to permutation of the components of f and the variables.
Let B 2 are Blaschke products in the unit disc with zeroes away from 0. In this
where a, b, d ∈ Z,B 1 ,B 2 are non-constant Blaschke products in the unit disc non-vanishing at 0,B 1 is either a Blaschke product in the unit disc with the same zeroes asB 2 or a constant, and b can be non-zero only ifB 1 is non-constant, or f has the form
where a, b, c, d ∈ Z,B 1 andB 2 are non-constant Blaschke products in the unit disc non-vanishing at 0,B 1 is either a Blaschke product in the unit disc with the same zeroes asB 2 or a constant,B 2 is either a Blaschke product in the unit disc with the same zeroes asB 1 or a constant, a can be non-zero only ifB 1 is non-constant, d can be non-zero only ifB 2 is non-constant. Forms (2.5) and (2.6) correspond to the cases a 2 = 0 and a 2 = 0, respectively.
We shall now show that forms (2.5) and (2.6) can be simplified. Assume that in (2.5)B 1 is non-constant. ThenD 2 contains the origin and f −1 (0) contains the intersection of a complex line of the form w = const withD 1 . Hence f −1 (0) is not compact which contradicts the assumption that f is proper. ThereforeB 1 ≡ const, and hence b = 0. A similar argument shows that in formula (2.6) we haveB 1 ≡ const andB 2 ≡ const, and therefore a = d = 0. Hence (2.5) reduces to
where a, d ∈ Z, a ≥ 0, d ≥ 0,B 1 ,B 2 are non-constant Blaschke products in the unit disc non-vanishing at 0, and (2.6) reduces to (2.7) up to permutation of the components of the maps. Further, repeating the argument preceding formula (2.4) we see that for every α 1 , β 1 with |α 1 | > 1/C, |β 1 | < 1/A the intersections P α 1 1 ∩D 1 , Q β 1 1 ∩D 1 are equivalent to discs, and thereforê
Again, there exists no proper subdomain ofD 1 mapped properly by f onto a bounded Reinhardt domain and whose envelope of holomorphy coincides withD 1 . Thus, D 1 =D 1 , and hence D 2 =D 2 . Therefore, D 1 and D 2 are bidiscs, and we have obtained (iii) of Theorem 0.1.
Assume now that a 1 , d 1 ∈ Q. For a suitable α 1 = 0 consider the curve P α 1 1 obtained by the analytic continuation of the curve defined by the equation
As before, we choose α 1 to ensure that P α 1 1 ∩D 1 ∩ U = ∅. The intersection P α 1 1 ∩D 1 is not closed inD 1 and is biholomorphically equivalent to to a half-plane; the equivalence is given by
As before, we observe that f (P α 1 1 ∩D 1 ) lies in P α 2 2 ∩D 2 , where P α 2 2 for α 2 := F (α 1 ) is obtained by the analytic continuation of a connected component of the set given by z a 2 w b 2 = α 2 near f (p). If a 2 , b 2 were rationally dependent, the intersection P α 2 2 ∩D 2 would be closed inD 2 . Therefore
1 | is the Levi flat hypersurface with the equation |z| a 1 |w| −1 = |α 1 |. Therefore, a 2 , b 2 are in fact rationally independent, and P α 2 2 ∩D 2 is biholomorphically equivalent to either a half-plane or a strip, with the equivalence map σ 2 :
Changing the function F if necessary, we can assume that in the first case we have a 2 > 0, b 2 < 0.
It is now straightforward to show that f (P α 1 1 ∩D 1 ) = P α 2 2 ∩D 2 and the restriction of f to P α 1 1 ∩D 1 is proper. This restriction gives rise to a proper holomorphic map ϕ := σ −1 2 • f • σ 1 either between R 1 and R 2 , or between R 1 and R ′ 2 . We shall now show that ϕ is one-to-one. Assume the contrary and let l 1 be the line given by the equation Re ζ 1 = s 1 . Since ϕ is not one-toone, ϕ −1 (∞) contains a point ξ ∈ l 1 . Note that σ −1 1 P α 1 1 ∩ (∂D 1 \ I) = l 1 , and therefore σ 1 (ξ) ∈ ∂D 1 \ I. In particular, f is defined near σ 1 (ξ) and f (σ 1 (ξ)) ∈ ∂D 2 . On the other hand, consider in either R 2 or R ′ 2 a sequence {ξ n } converging to ∞, such that the sequence {σ 2 (ξ n )} converges to a point inD 2 . Let {ξ ′ n } be a sequence in R 1 converging to ξ such that ϕ(ξ ′ n ) = ξ n for all n. Then {f (σ 1 (ξ ′ n ))} converges to a point inD 2 which is impossible. Hence ϕ is one-to-one. The above argument also shows that either ϕ(l 1 ) = l 2 , or ϕ(l 1 ) = l ′ 2 , where l 2 , l ′ 2 are the lines given by the equations Re ζ 2 = s 2 and Re ζ 2 = s ′ 2 , respectively. It follows that P α 2 2 ∩D 2 is in fact equivalent to R 2 , ϕ(l 1 ) = l 2 , and ϕ(ζ 1 ) = rζ 1 + q, where r > 0 and q ∈ iR.
Then from the second equation in (2.1) we obtain const exp(σζ 1 ) = G const exp(µζ 1 ) for all ζ 1 in an open subset of R 1 and some non-zero σ, µ ∈ R. Hence G(t) = const t τ for some τ ∈ R. Similarly, F (t) = const t ρ for some ρ ∈ R. It now follows from (2.1) that f is elementary.
We shall now assume that a 1 ∈ Q and d 1 ∈ Q. Repeating the preceding arguments we obtain that G(t) = const t τ for some τ ∈ R and either F (t) = const t ρ or F (t) = const B(const t η ) ρ for some η, ρ ∈ R, where B is a Blaschke product in the unit disc with a zero away from 0. In the first case we can show similarly to the above that f is elementary. In the second case it is easy to see using (2.1) that f is necessarily a multi-valued map. This shows that the formula for F does not actually contain a Blaschke product with a zero away from 0, and hence f is elementary. Similarly, if a 1 ∈ Q and d 1 ∈ Q, f is elementary.
The case of two tori. Assume now that S 1 is a union of two tori. In this case log(D 1 ) has the following form
and A, C, E > 0. Note that u 1 and v 1 are not arbitrary: the line u 1 x + v 1 y = 0 must intersect the other two "to the left" of their intersection point.
The logarithmic diagram log(D 1 ) has two vertices, and we shall concentrate on the one made by the lines a 1 x + b 1 y = − ln C and u 1 x + v 1 y = − ln E first. Let T 1 be the torus in S 1 corresponding to this vertex. As before, we can show that there exist holomorphic functions of one variable F and G such that in a neighborhood U of p ∈ T 1
Assume first that both pairs a 1 , b 1 and u 1 , v 1 are rationally dependent. As before, we obtain that either G(t) = const t τ , or G(t) = const B(const t σ ) τ , where B is a Blaschke product in the unit disc with a zero away from 0, and σ, τ ∈ R (in the second case either a 1 = 0 or b 1 = 0). Similarly, considering the intersections Q β 1 1 ∩D 1 , where Q β 1 1 is the curve with the equation z u 1 w v 1 = β 1 , we see F (t) = const t ρ for some ρ ∈ R. For the proof one must note that every connected component of Q β 1 1 ∩D 1 is biholomorphically equivalent to an annulus with non-zero inner radius and that every proper map between two such annuli has the form ζ → const ζ k , where k ∈ Z \ 0. For G(t) = const t τ it follows from (2.8) that f is elementary, and therefore we shall assume that G(t) = const B(const t σ ) τ , where B is a Blaschke product in the unit disc with a zero away from 0 (in this case either a 1 = 0 or b 1 = 0). Now (2.8) implies that up to permutation of its components, f has either the form
where a, b, c ∈ Z andB is a non-constant Blaschke product in the unit disc non-vanishing at 0. These forms correspond to the cases a 1 = 0 and b 1 = 0, respectively. In the first case u 1 > 0, and u ′ 1 > 0, v ′ 1 are relatively prime integers such that v 1 /u 1 = v ′ 1 /u ′ 1 . In the second case v 1 > 0, and u ′ 1 , v ′ 1 > 0 are relatively prime integers such that u 1 /v 1 = u ′ 1 /v ′ 1 . The above forms are obtained from one another by permutation of the variables, and we shall assume that (2.9) holds.
For a 1 = 0 the image ofD 1 under a map of the form (2.9) is a Reinhardt domain only if c 1 = 0, and we obtain
A map of the form (2.9) is a proper map fromD 1 onto a Reinhardt domain only if d = 0 and a ≥ 0. As before, there exists no proper subdomain ofD 1 mapped properly by f onto a bounded Reinhardt domain and whose envelope of holomorphy coincides withD 1 . Thus, D 1 =D 1 , and hence D 2 =D 2 . Then we have
We have thus obtained (ii) of Theorem 0.1.
Assume now that a 1 , b 1 are rationally dependent and u 1 , v 1 are rationally independent. Then, as before, either G(t) = const t τ , or G(t) = const B(const t σ ) τ , where B is a Blaschke product in the unit disc with a zero away from 0, and σ, τ ∈ R. Considering the intersections Q β 1 1 ∩D 1 , where Q β 1 1 is the curve with the equation z u 1 w v 1 = β 1 , we see that F (t) = const t ρ for some ρ ∈ R. For the proof one must note that every connected component of Q β 1 1 ∩D 1 is equivalent to a strip, with the equivalence map of the form ζ → (exp(−v 1 ζ + µ 1 ), exp(u 1 ζ + ν 1 )) with exp(µ 1 u 1 + ν 1 v 1 ) = β 1 , and every proper map between two strips has the form ζ → rζ + q, where r = 0 and q ∈ iR. If G(t) = const t τ for some τ ∈ R, then it follows from (2.8) that f is elementary. If G(t) = const B(const t σ ) τ , where B is a Blaschke product in the unit disc with a zero away from 0, then it is easy to see from (2.8) that f is necessarily a multi-valued map. This shows that the formula for G does not actually contain a Blaschke product with a zero away from 0, and hence f is elementary.
If a 1 , b 1 are rationally independent, we obtain F (t) = const t ρ , G(t) = const t τ , with ρ, τ ∈ R. In this case (2.8) shows that f is elementary.
Spherical Case
Assume now that U 1 := ∂D 1 \ I is a connected real-analytic spherical hypersurface. Consider the logarithmic diagram log(D 1 ) ofD 1 and the tube domain T 1 ⊂ C 2 with base log(D 1 ) ⊂ R 2 , that is, T 1 = log(D 1 ) + iR 2 . The domain T 1 coversD 1 \ I by means of the map Π : (z, w) → (e z , e w ). Clearly, for every p ∈D 1 \ I, the fiber Π −1 (p) is preserved by the Abelian group G of translations of C 2 of the form (z, w) → (z + i2πn, w + i2πm), n, m ∈ Z. The group G has two generators: (z, w) → (z + i2π, w) and (z, w) → (z, w + i2π). We denote these maps by Λ z and Λ w , respectively.
Since L 1 := ∂T 1 is a closed spherical tube hypersurface, it follows from [DY] that there exists an affine transformation F 1 of the form (3.2)
LetT 1 := F 1 (T 1 ). Clearly,T 1 coversD 1 \I by means of the map Π 1 := Π•F −1 1 , and for each p ∈D 1 \ I the group G 1 := F 1 • G • F −1 1 preserves the fiber Π −1 1 (p). Further, for each hypersurface listed in (3.2) one can explicitly write a corresponding locally biholomorphic map onto a portion of the unit sphere S 3 respectively as follows (see [DY] )
In formulas (3.3), S 3 punctured at a point is realized as the hypersurface with the equation Re w = |z| 2 . The deleted point in this realization is at infinity and we denote it by p ∞ . LetL 1 := ∂T 1 and let θ 1 be the map from list (3.3) corresponding tõ L 1 . In case (1)L 1 is mapped by
. We also point out that in case (1) the map θ 1 takesT 1 onto the unit ball B 2 realized as {(z, w) ∈ C 2 : Re w > |z| 2 }, in cases (2), (3) onto B 2 \ L z , and in case (4) onto B 2 \ (L z ∪ {w = 1}).
For h ∈ G 1 consider now the locally defined map θ 1 • h • θ −1 1 from S 3 into itself. It extends to an automorphismĥ of B 2 , and hence G 1 gives rise to a subgroupĜ 1 of the group Aut(B 2 ) of holomorphic automorphisms of B 2 . The groupĜ 1 is clearly Abelian and has at most two generators. Formulas (3.3) yield the following descriptions of transformations in the groupĜ 1 in each of the four cases. In the expressions below the vector (α 1 , α 2 ) varies over a lattice in R 2 .
(
( 3.4) Next, since f is locally biholomorphic at the points of U 1 \ J f , the set H 2 contains the real-analytic spherical hypersurface U 2 := f (U 1 \ (C f ∪ J f )). Let T 2 be the covering tube domain forD 2 \ I and L 2 := Π −1 (U 2 ) the portion of ∂T 2 covering U 2 . By [DY] there is an affine transformation F 2 of the form (3.1) mapping L 2 onto an open tube subset of one of hypersurfaces (3.2). Let L 2 := F 2 (L 2 ). Clearly,L 2 covers U 2 by means of the map Π 2 := Π • F −1 2 , and for every p ∈ U 2 the group G 2 := F 2 • G • F −1 2 preserves the fiber Π −1 2 (p). Let θ 2 be the map from list (3.3) corresponding toL 2 . As for the group G 1 , from every h ∈ G 2 by using the map θ 2 we can produceĥ ∈ Aut(B 2 ), and therefore G 2 gives rise to a Abelian subgroupĜ 2 ⊂ Aut(B 2 ) with at most two generators. In each of the four casesĜ 2 is described by formulas (3.4).
The map f induces a homomorphism fromĜ 1 intoĜ 2 as follows. We fix p 1 ∈ U 1 \ (C f ∪ J f ) and let p 2 := f (p 1 ). Clearly, p 2 ∈ U 2 . For g 1 ∈ G 1 we choose p ′ 1 , p ′′ 1 ∈ Π −1 1 (p 1 ) such that g 1 (p ′ 1 ) = p ′′ 1 (note that g 1 is fully determined by this condition). Now fix a curveγ 1 ⊂ Π −1
and let γ 1 := Π 1 (γ 1 ). Clearly, γ 1 is a closed curve in U 1 \ (C f ∪ J f ) passing through p 1 and γ 2 := f (γ 1 ) is a closed curve in U 2 passing through p 2 . For a fixed p ′ 2 ∈ Π −1 2 (p 2 ) we now consider a curveγ 2 ⊂L 2 originating at p ′ 2 such that Π 2 (γ 2 ) = γ 2 . Let p ′′ 2 ∈ Π −1 2 (p 2 ) be the other endpoint ofγ 2 and g 2 ∈ G 2 be the map such that g 2 (p ′ 2 ) = p ′′ 2 . The correspondence g 1 → g 2 defines a map from G 1 into G 2 which induces a map Φ :Ĝ 1 →Ĝ 2 , Φ(ĝ 1 ) =ĝ 2 (we show in the next paragraph that Φ is indeed a well-defined map).
Denote by ψ an analytic element of θ −1 1 defined nearp 1 := θ 1 (p ′ 1 ) such that ψ(p 1 ) = p ′ 1 , and by π an analytic element of Π −1 2 defined near p 2 such that π(p 2 ) = p ′ 2 . Consider the map θ 2 • π • f • Π 1 • ψ mapping biholomorphically a neighborhood ofp 1 in S 3 onto a neighborhood ofp 2 := θ 2 (p ′ 2 ) in S 3 . This map extends to an automorphism ϕ of B 2 , and one immediately observes that Φ(ĝ 1 ) = ϕ •ĝ 1 • ϕ −1 for allĝ 1 ∈Ĝ 1 . This shows, in particular, that Φ is independent of the choice of the curvesγ 1 and is single-valued. Clearly, Φ is a homomorphism.
We now require the following result.
Proof: Since f is proper, f −1 (p 2 ) consists of finitely many points, say,
. . , k, are closed curves in U 2 passing through p 2 . As before, each curve Γ j 2 gives rise to an element g j 2 of G 2 and, consequently, to an elementĝ j 2 ofĜ 2 . Fix g 2 ∈ G 2 and let p ′′ 2 := g 2 (p ′ 2 ). LetΓ 2 ⊂L 2 be a curve from p ′ 2 to p ′′ 2 and let Γ 2 := Π 2 (Γ 2 ). Clearly, Γ 2 is a closed curve in U 2 passing through p 2 .
If Γ 1 is closed, it gives rise to an elementĝ 1 ofĜ 1 , and we obviously havê g 2 = Φ(ĝ 1 ). Henceĝ 2 ∈ Φ(Ĝ 1 ) in this case.
Assume now that Γ 1 is not closed and let q s , for some 1 ≤ s ≤ k, be its other endpoint. Let g 1 be the element of G 1 corresponding to the closed curve obtained by joining Γ 1 and Γ s 1 . Then we clearly have Φ(ĝ 1 ) =ĝ 2 +ĝ s 2 , and henceĝ 2 ∈ −ĝ s 2 + Φ(Ĝ 1 ). We have thus shown that forĝ 2 ∈Ĝ 2 we either haveĝ 2 ∈ Φ(Ĝ 1 ), or g 2 ∈ −ĝ s 2 + Φ(Ĝ 1 ) for some 1 ≤ s ≤ k. Therefore, Φ(Ĝ 1 ) is of finite index in G 2 .
The proof of the lemma is complete. 2
The following result imposes constraints on the possible forms ofL 1 and L 2 .
Proposition 3.2 We haveL 2 ⊂L 1 , and the map f is elementary unlessL 1 is either hypersurface (2) or hypersurface (4) of (3.2).
Proof: First of all, we shall prove the first assertion. Assume thatL 2 ⊂L 1 . Then we shall show that the groupĜ 1 either cannot be conjugate in Aut (B 2 ) to a subgroup ofĜ 2 or can only be conjugate to a subgroup ofĜ 2 of infinite index. It will therefore follow from Lemma 3.1 that there exists no proper holomorphic map fromD 1 ontoD 2 , contradicting our assumptions. Below we consider all possibilities forĜ 1 ,Ĝ 2 (see (3.4)).
Assume thatL 1 is hypersurface (1) andL 2 lies in hypersurface (2). In this case the only fixed point of each ofĜ 1 andĜ 2 in B 2 is the point p ∞ ∈ S 3 at infinity. If ϕ •Ĝ 1 • ϕ −1 ⊂Ĝ 2 for some ϕ ∈ Aut(B 2 ), then ϕ(p ∞ ) = p ∞ , i.e. ϕ is affine. The general form of affine automorphisms of B 2 is as follows
It is now straightforward to show thatĜ 1 cannot be conjugate to a subgroup ofĜ 2 by means of an automorphism of the form (3.5). The same argument works for the case whenL 1 is hypersurface (2) andL 2 lies in hypersurface (1).
Further, ifL 1 is one of hypersurfaces (1), (2) andL 2 lies in hypersurface (3), the groupĜ 1 cannot be conjugate to a subgroup ofĜ 2 sinceĜ 1 has only one fixed point in S 3 (the point p ∞ ), whereasĜ 2 has two (0 and p ∞ ).
LetL 1 be hypersurface (3) and assume thatL 2 lies in one of hypersurfaces (1), (2). ThenĜ 1 has two fixed points in S 3 (0 and p ∞ ), and the only fixed point ofĜ 2 is p ∞ . It is clear from formula (3.4) thatĜ 2 contains non-trivial elements fixing a point in S 3 other than p ∞ only ifL 2 lies in hypersurface (2); for such elements α 2 = 0. However, a subgroup ofĜ 2 containing only elements satisfying this condition has infinite index inĜ 2 . Hence,Ĝ 1 cannot be conjugate to a finite-index subgroup ofĜ 2 .
Next, ifL 1 is one of hypersurfaces (1), (2), (3) andL 2 lies in hypersurface (4), the groupĜ 1 cannot be conjugate to a subgroup ofĜ 2 sinceĜ 1 does not have any fixed points in B 2 , whereasĜ 2 fixes the point (0, 1) ∈ B 2 .
Finally, letL 1 be hypersurface (4) and assume thatL 2 lies in one of hypersurfaces (1), (2), (3). ThenĜ 1 has a fixed point in B 2 andĜ 2 fixes no point in B 2 . It is clear from formula (3.4) thatĜ 2 contains non-trivial elements fixing a point in B 2 only ifL 2 lies in either hypersurface (2) or hypersurface (3); for such elements α 2 = 0. However, a subgroup ofĜ 2 containing only elements satisfying this condition has infinite index inĜ 2 . Hence,Ĝ 1 cannot be conjugate to a finite-index subgroup ofĜ 2 .
We thus have shown thatL 2 ⊂L 1 . We shall now consider the two possibilities forL 1 . In what follows we denote the map θ 1 = θ 2 by θ.
LetL 1 be hypersurface (1) and Λ z j :
Consider the mapsΛ z
We shall now introduce an intermediate domain D through which the map f can be factored. Let T := F (T 1 ) and D := Π(T ). Clearly, D is a Reinhardt domain. We define a biholomorphic map f fromD 1 \ I onto D as follows: for
. By the construction of F , this definition is independent of the choice of p ′ . It is straightforward to prove that f is a biholomorphic map betweenD 1 \ I and D. The domain D is Kobayashi-hyperbolic as a biholomorphic image of the bounded domainD 1 \ I.
It is shown in [Kr] that a biholomorphic map between two hyperbolic Reinhardt domains in C n can be represented as the composition of their automorphisms and an elementary biholomorphic map between them. Sincê D 1 \ I and D do not intersect I, it follows from [Kr] that all automorphisms of these domain are elementary. Therefore, f is an elementary map.
Further, F −1 2 = G • F , where G is an affine transformation of the form (3.1) with
Hence V := Π(F (L 2 )) is mapped onto U 2 by an elementary map g of the form
It is straightforward to verify that
, and therefore f is an elementary map. Assume now thatL 1 is hypersurface (3). Then each ofĜ 1 andĜ 2 has exactly two fixed points: 0 and p ∞ . Therefore either ϕ(0) = 0, ϕ(p ∞ ) = p ∞ , or ϕ(0) = p ∞ , ϕ(p ∞ ) = 0. Hence ϕ preserves B 2 ∩L z and thus can be lifted to a holomorphic automorphism ofT 1 , that is, there exists a mapφ ∈ Aut(T 1 ) such that θ •φ = ϕ • θ. The mapφ is also defined onL 1 and can be chosen to satisfy the conditionφ(p ′ 1 ) = p ′ 2 which yieldsφ • G 1 •φ −1 ⊂ G 2 . Hence, as before, we can construct an intermediate hyperbolic domain D, a biholomorphic map f fromD 1 \ I onto D that, as before, turns out to be elementary, and an elementary map g from a portion of ∂D into U 2 such that f = g • f on a portion of U 1 . Thus, we again obtain that f is elementary.
The proof of the proposition is complete. 2
It now remains to consider the cases whenL 2 ⊂L 1 andL 1 is either hypersurface (2) or hypersurface (4) of (3.2). As in the proof of Proposition 3.2, we denote the map θ 1 = θ 2 by θ.
Let firstL 1 be hypersurface (2). Then the only fixed point of each ofĜ 1 andĜ 2 in B 2 is p ∞ , and therefore ϕ has the form (3.5). Assume that the groupĜ 1 contains an elementĝ 1 changing the z-coordinate. Then the only complex line preserved byĝ 1 is L z (see (3.4) ). The map ϕ •ĝ 1 • ϕ −1 also preserves a unique complex line and it follows from (3.4) that this line is also L z . Therefore, ϕ preserves L z (that is, we have ζ = 0). Arguing as in the last paragraph of the proof of Proposition 3.2, we obtain that f in this case is elementary.
Assume now that none of the elements ofĜ 1 changes the z-coordinate, i.e.,Ĝ 1 consists of transformations of the form z → z, w → w + iα 1 n + iβ 1 m, n, m ∈ Z, (3.6) for some α 1 , β 1 ≥ 0, α 1 + β 1 > 0. If in formula (3.5) we have ζ = 0, then ϕ preserves L z and we again obtain that f is elementary. Therefore, we shall assume that ζ = 0. We shall show first of all that the groupĜ 1 has only one generator. for some α 0 > 0.
Proof: Let γ := L z ∩ S 3 and γ ′ := ϕ −1 (γ). Clearly, γ ′ = {z = −1/λe −it ζ} ∩ S 3 . Let γ ′ k := z = ln 0 (−1/λe −it ζ) + i2πk ∩L 1 , for k ∈ Z, be the curves inL 1 forming the set θ −1 (γ ′ ) (here ln 0 denotes the principal branch of the logarithm). For some k 0 ∈ Z, c ∈ R and sufficiently small ε > 0 the circlẽ
where η is some analytic element of θ −1 . The map in the right-hand side is well-defined everywhere onL 1 , therefore, the analytic continuation of the map in the left-hand side alongγ produces a single-valued map. Clearly, after the analytic continuation of η • ϕ • θ alongγ, its value changes by (±2π, 0). Hence G 2 contains the map Λ z (defined at the beginning of this section). Transformations in G 2 have the form
for some linearly independent vectors (α ′ 2 , α 2 ), (β ′ 2 , β 2 ) ∈ R 2 . Since the map Λ z is contained in G 2 , for some n 0 , m 0 ∈ Z, it follows that α ′ 2 n 0 + β ′ 2 m 0 = 2π, α 2 n 0 + β 2 m 0 = 0.
Hence α 2 and β 2 are rationally dependent.
Next, a straightforward calculation shows that the subgroup ϕ •Ĝ 1 • ϕ −1 ofĜ 2 consists of the maps
Taking into account that the general form of an element ofĜ 2 is
we see that α 1 and β 1 are rationally dependent, and therefore transformations fromĜ 1 have the form (3.7) for some α 0 > 0, as required. 2
Let D := {(z, w) ∈ C 2 : |w| > exp (|z| 2 )}. We shall now construct a locally biholomorphic map h fromD 1 \ I onto D \ I = D \ L z . Obviously, the tube domain over the logarithmic diagram of D is preciselyT 1 , and thusT 1 covers D \ I by means of the map Π. We now use the map θ to construct a subgroupĜ ⊂ Aut(B 2 ) from the group G acting onT 1 similarly to the way the groupsĜ 1 ,Ĝ 2 were derived from G 1 , G 2 . Clearly,Ĝ consists of the transformations z → z, w → w + i2πn, n ∈ Z.
Consider the following automorphism of B 2
, and set h(p) := Π(q). Clearly, this definition is independent of the choices of p ′ and q, and the map so defined is locally biholomorphic. Further, since ϕ 1 preserves L z , arguing as in the last paragraph of the proof of Proposition 3.2, we can show that h is elementary.
We shall now pause to describe the general form of a bounded domain whose complement to I can be mapped onto D \I by means of an elementary map, as well as such elementary maps. For a 1 , b 1 , c 1 , d 1 ∈ Z, a 1 > 0, b 1 > 0, c 1 ≥ 0, d 1 > 0, such that a 1 d 1 − b 1 c 1 > 0, and C 1 > 0, E 1 > 0 consider the domain
The general form of an elementary map from R(a 1 , b 1 , c 1 , d 1 ,
(3.10)
where τ 1 , τ 2 ∈ R. We observe that R(a 1 , b 1 , c 1 , d 1 , C 1 , E 1 )∩L z = ∅ only if c 1 = 0. It is straightforward to show that a bounded domain whose complements to I can be mapped onto D \ I by an elementary map, up to permutation of the variables, is some R(a 1 , b 1 , c 1 , d 1 , C 1 , E 1 ) minus a closed subset of L z . SinceD 1 is pseudoconvex, up to permutation of the variables, we have either
We shall now construct a biholomorphic map f : D → D λ , where D λ := (z, w) ∈ C 2 : |w| λ 2 > exp (|z| 2 ) . The tube domain
covers D λ \ I by means of Π and is mapped into B 2 by the map
Denote byĜ λ ⊂ Aut(B 2 ) the subgroup obtained by means of θ λ from the group G acting on T λ . Clearly,Ĝ λ consists of the transformations
Let ϕ 2 be the following automorphism of B 2
, and set f(p) := Π(q). This definition is clearly independent of the choices of p ′ and q. It is straightforward to verify that f maps D \ (L z ∪ L ′ ) biholomorphically onto D λ \ (L z ∪ L ′′ ), where L ′′ := {z = δ 0 ζ}. Since D and D λ have bounded realizations, f extends to a map (also denoted by f) from D onto D λ . This map is biholomorphic and
and f 2 ∈ Aut(D). The map f 2 has the form (see [Kr] , [Sh] )
Finally, we define a locally biholomorphic map g from D λ \ I = D λ \ L z onto Ω := Π 2 (T 1 ). It is constructed similarly to the map h. Consider the following automorphism of B 2
It follows from (3.7), (3.9) that
, and set g(p) := Π 2 (q). As before, this definition is independent of the choices of p ′ and q (recall that G 2 contains the transformation Λ z ), and the map so defined is locally biholomorphic. Since ϕ 3 preserves L z , arguing again as in the last paragraph of the proof of Proposition 3.2, we obtain that g is elementary.
The
If U = ∅, then f (D 1 ) is not a Reinhardt domain, because s = 0 in formula (3.11). This shows that in fact U = ∅, that is,D 1 ∩ I = ∅ which implies that, up to permutation of the variables,D 1 = R(a 1 , b 1 , 0, d 1 , C 1 , E 1 ) for some a 1 , b 1 , c 1 , d 1 , C 1 , E 1 , and h has the form (3.10).
Further, Ω is a bounded Reinhardt domain not intersecting I, and D λ \ I is mapped onto Ω by an elementary map. It is not difficult to describe all such domains and the corresponding elementary maps. A domain of this kind has the form
The general form of an elementary map from D λ \ I onto the above domain is
(3.12)
In particular, Ω and g must have these forms.
Since U = ∅, we obtainD 2 = Ω ∪ g L z ∩ D λ . If a 2 > 0 and c 2 < 0, it follows from (3.12) that g L z ∩ D λ = {0}. However, Ω ∪ {0} is not an open set in this case, and therefore either a 2 = 0 or c 2 = 0. If a 2 = 0, then c 2 < 0 and we havê
for some E ′ 2 > 0; if c 2 = 0, then a 2 > 0 and we havê
for some E ′′ 2 > 0. The above two classes of domains are obtained from one another by permutation of the variables.
It is clear that every subdomain ofD 1 mapped properly by f onto a bounded Reinhardt domain and whose envelope of holomorphy coincides witĥ D 1 up to permutation of the variables has the form (z, w) ∈ C 2 :
for some 0 ≤ C * 1 < C 1 , and hence D 1 is of this form. We thus have obtained (iv) of Theorem 0.1.
Let nowL 1 be hypersurface (4) of (3.2). For the purposes of this case we realize S 3 as {(z, w) ∈ C 2 : |z| 2 + |w| 2 = 1} and B 2 as {(z, w) ∈ C 2 : |z| 2 + |w| 2 < 1}. Then we have θ = Π, θ(T 1 ) = B 2 \ I, and each ofĜ 1 ,Ĝ 2 consists of transformations of the form
where the vector (α 1 , α 2 ) varies over a lattice in R 2 .
Assume first that ϕ(B 2 ∩ I) = B 2 ∩ I. In this case ϕ can be lifted to an automorphismφ ofT 1 such thatφ • G 1 •φ −1 ⊂ G 2 . Then, arguing as in the last paragraph of the proof of Proposition 3.2, we see that f is elementary.
The group G α 0 constructed from D α 0 in the same way as G 1 and G 2 were constructed fromD 1 andD 2 , consists of the following transformations
For p ∈D 1 \ I consider a point p ′ ∈ Π −1 1 (p) and set h(p) := Π α 0 (p ′ ). Clearly, this definition is independent of the choice of p ′ , and the map so defined is locally biholomorphic. The automorphism of B 2 that corresponds to h is the identity, and therefore preserves I. Arguing as in the last paragraph of the proof of Proposition 3.2, we see that h is elementary.
It is straightforward to describe the general form of a bounded domain not intersecting I that can be mapped onto D α 0 \ I by an elementary map, as well as such elementary maps. Such a domain must have the following form
Thus,D 1 \ I and h must have the forms described above. SinceD 1 is pseudoconvex, it is either domain (3.15) or, up to permutation of the variables, one of the following domains
We shall now construct f ∈ Aut(D α 0 ). Let L ′ := {z = a} and L ′′ := {z = −e it 1 a}. It is straightforward to observe thatG α 0 =G 1 . In particular, elements ofG α 0 commute withφ, which yieldsφ
, and set f(p) := Π α 0 (q). Clearly, this definition is independent of the choices of p ′ and q. It is straightforward to verify that f maps D α 0 \ (I ∪ L ′ ) biholomorphically onto D α 0 \ (I ∪ L ′′ ). Since D α 0 is bounded, f extends to a map (that we also denote by f) from D α 0 onto itself. This map is biholomorphic and
Finally, we define a locally biholomorphic map g from D α 0 \ I onto Ω := Π 2 (T 1 ). It is constructed similarly to the map h. For p ∈D α 0 \ I consider a point p ′ ∈ Π α −1 0 (p) and set g(p) := Π 2 (p ′ ). SinceG 1 ⊂G 2 and the map Λ z belongs to G 2 , the map z → z, w → w + iα 0 , belongs to G 2 as well. Therefore, the above definition of g is independent of the choice of p ′ . The map so defined is locally biholomorphic. The automorphism of B 2 corresponding to g is the identity, and therefore preserves I. Arguing as in the last paragraph of the proof of Proposition 3.2, we see that g is elementary.
. Clearly, f mapsD 1 \ h −1 (L ′ ∪ L w ) onto Ω \ U, where either U = ∅, or U = g(D α 0 ∩ L ′′ ).
If U = ∅, then f (D 1 ) is not a Reinhardt domain, since a = 0 in formula (3.18). Hence in fact U = ∅, that is, h(D 1 ) ∩ L z contains the punctured disc {z = 0, 0 < |w| < 1}, and therefore, up to permutation of the variables,D 1 has one of the forms (3.16), (3.17).
Further, Ω is a bounded Reinhardt domain not intersecting I, and D α 0 \ I can be mapped onto Ω by an elementary map. It is not hard to describe the general form of such domains and elementary maps. A domain of this kind has the form (z, w) ∈ C 2 : C 2 |z| 2d 2 ∆ |w| − 2b 2 ∆ + E 2 |z| − α 0 c 2 π∆ |w| α 0 a 2 π∆ < 1, z = 0, w = 0 , (3.19) where ∆ := a 2 d 2 − b 2 c 2 , ∆ = 0, a 2 , b 2 , c 2 , d 2 ∈ Z, a 2 ≥ 0, b 2 ≥ 0, c 2 ≥ 0, d 2 ≥ 0, C 2 > 0, E 2 > 0. An elementary map taking D α 0 \ I onto this domain is of the form z → const z a 2 w b 2 , w → const z c 2 w d 2 .
(3.20)
Assume thatD 1 has the form (3.17). Since U = ∅, we obtainD 2 = Ω ∪ g (D α 0 ∩ I). If either a 2 > 0 and c 2 > 0, or b 2 > 0 and d 2 > 0, it follows from (3.20) that g (D α 0 ∩ I) = {0}. However, Ω ∪ {0} is not an open set in this case, and hence either a 2 = 0, d 2 = 0, or b 2 = 0, c 2 = 0. In the first case b 2 > 0, c 2 > 0 and D 2 = (z, w) ∈ C 2 : C 2 |w| 2 c 2 + E 2 |z| α 0 πb 2 < 1 .
(3.21)
We then have either D 1 =D 1 , D 2 =D 2 , or D 1 = (z, w) ∈ C 2 : C 1 |z| 2a 1 < 1, E * − π α 0 d 1
1
(1 − C 1 |z| 2a 1 )
Similarly, in the second case a 2 > 0, d 2 > 0, andD 2 = (z, w) ∈ C 2 : C 2 |z| 2 a 2 + E 2 |w| α 0 πd 2 < 1 .
(3.23) d 2 = 0, or b 2 = 0, c 2 = 0. Thuŝ
where a ′ 2 , b ′ 2 ∈ N, C ′ 2 > 0, E ′ 2 > 0 (cf. (3.21) and (3.23)), and g up to permutation of the variables has the form
This description shows that transformations in G 2 have the form (3.8) with α ′ 2 = 2π/a ′ 2 , α 2 = 0, β ′ 2 = 0, β 2 = 2π/b ′ 2 . It is straightforward to observe that, since ϕ •Ĝ 1 • ϕ −1 ⊂Ĝ 2 and ϕ(B 2 ∩ L z ) ⊂ I, ϕ(B 2 ∩ L w ) ⊂ I, every transformation inĜ 1 has the form z → e iα z, w → e iα w, (3.25) for α ∈ R. SinceD 1 is a bounded Reinhardt domain intersecting I with logarithmic diagram affinely equivalent to that of B 2 , either up to permutation of the variables it has the form (z, w) ∈ C 2 : C 1 |z| 2a 1 |w| 2c 1 + E 1 |w| 2b 1 < 1, w = 0 , (3.26) or it has the form (z, w) ∈ C 2 : C 1 |z| 2a 1 + E 1 |w| 2b 1 < 1, ,
where a 1 , b 1 , c 1 ∈ R, a 1 > 0, b 1 > 0, c 1 ≤ 0 and C 1 > 0, E 1 > 0 (cf. (3.15)). Assume first thatD 1 is a domain of the form (3.26). Then the group G 1 consists of transformations (3.14) with α ′ 1 = 2πa 1 , α 1 = 0, β ′ 1 = 2πc 1 , β 1 = 2πb 1 . Since all transformations inĜ 1 are of the form (3.25), it follows that a 1 ∈ N. Thus, the matrix A corresponding to the map F 1 (see (3.1)) up to permutation of the rows is a 1 c 1 0 b 1 .
For an appropriate choice of an element of θ −1 , the locally defined map ϕ•F 1 •θ −1 fromD 1 \I intoD 2 coincides with f , and hence extends to all ofD 1 .
It then follows from this representation of f that either f (D 1 ∩ I) = g (L ′′ z ) or f (D 1 ∩ I) = g (L ′′ w ), and therefore g (L ′′ z ∪ L ′′ w ) \ I ⊂ f (D 1 ∩ I), in contradiction to what we established above. This shows that in factD 1 has the form (3.27).
Since all transformations inĜ 1 are of the form (3.25), it follows that a 1 , b 1 ∈ N. Hence the locally defined map θ • Π −1 1 fromD 1 \ I into B 2 \ I extends to an elementary map h fromD 1 onto B 2 . Clearly, up to permutation of its components, the map h has the following form z → const z a 1 , w → const w b 1 , and we have f = g • ϕ • h. It is straightforward to see that there exists no proper subdomain ofD 1 mapped properly by f onto a bounded Reinhardt domain and whose envelope of holomorphy coincides withD 1 . Therefore, D 1 =D 1 , and hence D 2 =D 2 .
We thus have obtained (vi) of Theorem 0.1. The proof of the theorem is now complete. 
