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Over the past few years, data transfer rate has been increasing significantly as a response
to the growing demands of a better multimedia experience. This has led to technological
revolution such as the emergence of high-speed data transfer interfaces that can deliver
data in order of Gigabit per second (Gbps) and above. Figure 1.1 shows the maximum
data transfer rate in selected serial interface standards and their year of introduction. In
this figure, the maximum data transfer rate accommodated by a serial interface in 1998 is
limited at around 1.5 Gbps, while a newer generation of serial interfaces released in 2008
extends the limit to 6 Gbps. This is equivalent to a four-fold improvement of data rate in
serial interfaces within a decade.
In line with the rapid development of serial data transfer rate, measurement device
makers are continuously improving the performance of their device. As the measured device
is now able to deliver data in order of Gbps, measurement devices (digital oscilloscopes,
spectrum analyzer, logic analyzer, protocol analyzer, etc.) need to operate at much higher
frequency in order to provide a correct measurement. As an illustrative example, measuring
a 100 MHz clock signal (which is equivalent with measuring a serial data with alternating
1-0-1-0 pattern transfered at 200 Mbps) requires an oscilloscope with a bandwidth higher
than 100 MHz. This is because the bandwidth of the input signal is not determined by the
clock frequency, but by the fastest rise time of the input signal. Now if the clock signal has a
rise time of 1 ns (20% of one unit interval – the time required for transferring one bit), then
by using the relationship between rise time and bandwidth [2, 3], trise ≈ 0.35/bandwidth,
the bandwidth of the input signal is around 350 MHz. Thus the signal should be measured
using an oscilloscope that is able to operate at higher than this frequency. By using similar
relationship, a serial interface with maximum data transfer rate of 8 Gbps needs to be




































Fig. 1.1 The growth of maximum data transfer rate that can be accommodated by various
serial interfaces. Modified from [1].
It is also usually necessary to measure higher harmonics of the input signal. The higher
harmonics that are captured, the more faithful the signal is represented on the measurement
device. The harmonic frequencies are calculated from the the fundamental frequency when
the input signal is alternating in 1-0-1-0 pattern, that is a square wave with frequency
1/2 of the bit rate. For example, an 8-Gbps PCIExpress has a fundamental frequency at
4 GHz, and thus the third harmonic and the fifth harmonic is located at frequencies 12
GHz and 20 GHz, respectively. Therefore to observe an 8-Gbps PCIExpress signal up to
the fifth harmonic, the measurement devices need to support a bandwidth higher than 20
GHz. Table 1 lists the harmonic frequencies of selected serial interface technologies. In
practice, it is usually sufficient to measure the input signal up to the third harmonic [4]. If
the rise time of the input serial data is larger than 20% of one unit interval, then the third
harmonic can be captured using a measurement device with bandwidth 1.8× the input
signal’s bit rate [4]. Thus the bandwidth requirement for correctly measuring serial data
is much higher than the actual bit rate of the serial data.
One solution for satisfying the bandwidth requirement of measuring high-speed serial
data is by pushing the ADC’s bandwidth of the measurement devices. A standard approach
is by developing new ADCs with bandwidth in order of Gigahertz (GHz) and with sampling
rate in order of Gigasamples-per-second (GSps). Using state-of-the-art technology, now it
is possible to build a single 6-bit ADC with a bandwidth of 2.5 GHz and sampling rate of 5
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Bit rate Fundamental 3rd harmonic 5th harmonic
frequency
PCIExpress 8 Gbps 4 GHz 12 GHz 20 GHz
SATA 6 Gbps 3 GHz 9 GHz 15 GHz
USB 4.8 Gbps 2.4 GHz 7.2 GHz 12 GHz
IEEE1394 3.2 Gbps 1.6 GHz 4.8 GHz 8 GHz
Table 1.1 Bit rate and harmonic frequencies of selected serial interface technologies.
GSps [5]. It is obvious that even this ADC does not have enough bandwidth for measuring
the current generation serial data. Furthermore, by comparing the development of single
ADC’s bandwidth in Figure 1.2 and the serial interface’s maximum data transfer rate
(Figure 1.1), we observe that serial data transfer rate is growing at much faster rate than
the ADC’s bandwidth. If this trend continues, it is unlikely that the bandwidth of a single
ADC can match the bandwidth requirement for measuring the fastest serial interface.
The limitation (cost and technology) for developing a single high-speed ADC has forced
measurement device makers to develop various novel methods. One approach is to combine
several ADCs together to obtain a higher ADC performance. The conventional methods
for combining several ADCs usually works in time-domain where several ADCs are set to
capture different time instants. The output of each ADCs are then combined together
to produce higher resolution, or equivalently higher sampling rate of the input signal.
This approach is known as the time-interleaving method [6]. Although this approach can
multiply the sampling rate, it does not extend the bandwidth of the ADC. This is because
the bandwidth of the ADCs (whether it is time-interleaved or not) is determined by the
input buffer circuitry [7], and is not dependent on the sampling rate of the ADCs. Thus
the maximum frequency can be tackled with time-interleaving techniques is limited by the
bandwidth of the input circuitry of the ADCs, and the actual sampling rate can be much
higher than the bandwidth of the input circuitry.
We believe that the bandwidth limitation of the ADC’s input buffer circuitry can be
circumvented by introducing the interleaving technique in frequency domain. By using
the frequency-interleaving techniques [4, 9], each ADCs can be set to capture different
frequency subbands where one subband is designed to match the individual ADC’s
bandwidth. Unfortunately subband splitting process introduces some offsets (delay and
























Fig. 1.2 Bandwidth of single ADCs with resolution higher than 5 bit that have been
presented in International Solid-State Circuit Conference (ISSCC) 1997-2008 and VLSI
Conference 1997-2008. Modified from [8] to exclude time-interleaved ADCs and ADCs
with resolution less than 6 bit.
in order to perform the frequency-interleaving technique correctly, these offsets need to be
compensated for prior the reconstruction process.
In the past the these offsets have been compensated using a combination of hardware
and digital calibration [4]. Hardware calibration compensates the integer delay, while
digital calibration adjusts the remaining fractional delay and the phase offset. This
approach is less favorable as it requires a considerable amount of additional hardware
for detecting and compensating the delay and phase offsets.
In this thesis we propose a novel compensation technique that uses the information
from the overlap band of two adjacent subbands for estimating delay and phase offsets [9].
We require that the overlap band contains line spectra so that the relative delay and phase
offsets between two adjacent channels can be estimated. Although this requirement will
rule out the possibility of measuring a single-frequency input signal such as a clock signal,
there are a broad range of input signals that will benefit from our approach. One of which
is a serial data signal that has frequency response covering a very broad frequency band.
Therefore in this thesis we will focus on the reconstruction of such signals.
Figure 1.3 shows the general stages of the proposed method. In the first stage (analog
stage), we divide the input signal into several frequency subbands where two adjacent
9
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Split input signal into partially overlapped channels
Step 1: Finding overlap data
Output: Reconstructed signal
Input: High-bandwidth input signal
Step 4: Reconstruction
Step 3: Delay and phase compensation
Step 2: Delay and phase estimation
Stage 2
Stage 1
Fig. 1.3 The proposed high-bandwidth signal measurement technique using partially
overlapped spectra.
frequency subbands are slightly overlapping. Then, we perform digital compensation and
reconstruction in the second stage. In the first step of the second stage, we locate the
frequency components that are common to two overlapping subbands. Coherence [10] is
used here for estimating highly correlated data in the overlap band. The second step
estimates the delay and phase offsets from the phase difference of these two overlapping
frequency subbands. Depending on the number of highly correlated samples available in
the overlap, we develop several methods for estimating delay and phase offsets. The third
step compensates the delay and phase offsets using the values estimated from the previous
step. Finally, the fourth step merges the compensated spectra to reproduce the original
signal. After reconstruction, we obtain a reconstructed signal that faithfully represents the
original signal.
The contribution of this thesis is as follows: 1) among the first who use overlap between
two frequency subbands for estimating delay and phase offsets in a frequency-interleaved
system, 2) introducing a novel algorithm for finding correlated data in the overlap band and
using those data for compensating the delay and phase offsets in a frequency-interleaved
system.
The structure of this thesis is as follows: Chapter 2 covers the fundamentals of high-
bandwidth signal measurement techniques using interleaving techniques. Time-interleaving
and frequency-interleaving as well as their comparison are presented in deeper detail in
10
this chapter. Chapter 3 discusses about the delay and phase offset correction required
by the frequency-interleaving technique, and develops the algorithm for compensating
those offsets. Chapter 4 deals with simulation of a frequency-interleaved system, and
also contains the experiment using an ADC prototype board. Chapter 5 summarizes the
important points covered in previous chapters and addresses possible improvement to the
proposed method.
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Chapter 2
Fundamentals of High-Bandwidth Signal
Measurement Techniques
In this chapter we provide a small survey on high bandwidth signal measurement
techniques using multiple ADCs and present the general ideas behind the most common
techniques. We also show how these previous works are related to our present work.
2.1 Introduction
The basic idea behind high-bandwidth signal measurement technique is to use several
ADCs to digitize the input signal. There are two major approaches of doing this. The
first is known as time-interleaving [6], where several ADCs are operated in time-interleaved
fashion to achieve higher aggregate sampling rate. An illustration of time-interleaving
technique is shown in Figure 2.1(a). The second method is known as frequency-interleaving,
or sometimes bandwidth-interleaving [4]. In this method, the interleaving is done in
frequency-domain where each ADCs are assigned to capture different frequency subbands,
as illustrated in Figure 2.1(b).
These two interleaving approaches have different objectives that are complementary to
each other. Time-interleaving is usually used for achieving higher sampling rate, while
frequency-interleaving is used for expanding the bandwidth of the ADCs. In a practical
application, both interleaving approaches are usually used together. Time-interleaving is
used for multiplexing an array of ADCs to produce an ADC chip with very high sampling
rate [7]. Frequency-interleaving is then used for combining several of this ADC chip to
produce a converter with a higher bandwidth [4]. Using a combination of these two










Fig. 2.1 An illustration of two-channel ADCs operated in interleaving fashion in: (a) time
domain, (b) frequency domain.
In the following sections, we will consider time-interleaving and frequency-interleaving
in a deeper detail. The development of these two interleaving techniques will also be
provided by citing some related papers.
2.2 Time-Interleaving
In a high-bandwidth signal measurement, time-interleaving technique is necessary for
pushing the sampling rate beyond the bandwidth the ADC. The bandwidth of the ADC is
usually determined by the bandwidth of the input circuitry or the track-and-hold (T/H)
circuitry of the ADC [11]. Fortunately in most ADCs, T/H circuitry usually has much
higher bandwidth than the Nyquist Rate of the ADC, thus it is worth to perform time-
interleaving here to achieve an aggregate sampling rate higher than the ADC bandwidth.
As examples, state-of-the-art Maxim 8-bit, 2.2 GSps MAX109 has an analog bandwidth
of 2.8 GHz [12]. National Semiconductor 8-bit, 3 GSps ADC08B3000 has an analog
bandwidth of 3 GHz [13]. Analog Devices 12-bit, 400 MSps AD12401 has an analog
bandwidth of 480 MHz [14]. Thus, the analog bandwidth in state-of-the-art ADCs are at
least two times higher than the Nyquist rate of the converter, and can be exploited by
employing time-interleaving techniques.
It is also common to have sampling rate four times higher than the bandwidth of the
13
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ADC in a real-time oscilloscope1 for providing a detailed measurement [16]. By pushing
the Nyquist Rate (half of the sampling frequency) at much higher frequency than the ADC’s
bandwidth, we can ensure that the alias frequency components are well suppressed [16].
Time-interleaving of M -ADCs allows the sampling rate to be increased by the factor
of M . It is usually implemented by driving each constituent ADCs using clock signals








where M is the number of ADCs and m = 1, ...,M is the index of the corresponding ADC.
For a two-channel ADC (M = 2) the phase offsets for each ADCs are 0◦ and 180◦ as
illustrated by Figure 2.2
However there are several problems in integrating the output of each ADCs. Black et
al. [6] who devised time-interleaving method in 1980 found that time-interleaved ADCs
suffer from gain, offset, and timing (phase) mismatches. These non-idealities will cause
distortion on the reconstructed signal and subsequently reduce the signal-to-noise-and-
distortion (SINAD) ratio of the output signal [19]. For improving the interleaving results,
mismatches need to be corrected using either hardware calibration (e.g. laser trimming,
precision reference) [11,18] or Digital Signal Processing (DSP) [18].
Using hardware calibration, it is currently possible to combine 80 ADCs into a single die
using time-interleaving technique [7, 20]. In [7], the constituent ADC has a bandwidth of
6 GHz and runs at sampling rate of 250 MSps. By operating 80 ADCs in time-interleaved
fashion, Poulton et al. produce an ADC with an aggregate sampling rate of 20 GSps and
bandwidth 6 GHz.
Digital calibration of time-interleaved ADCs is also possible. However it is usually
limited up to ten of ADCs in order to achieve satisfactory result. Furthermore digital
post-calibration using DSP for a large number of ADCs tends to be resource consuming
and involving a large number of optimization problems [21, 22]. For this reason, digital
post-calibration is not feasible for a large number of ADCs.
1There is another type of oscilloscope known as sampling oscilloscopes (equivalent-time oscilloscopes)
that is able to accommodate high bandwidth with much lower sampling rate [15]. However the input signal





























Fig. 2.2 An example of two-channel, time-interleaved ADCs: (a) the block diagram,
(b) the timing diagram that shows how a master clock is halved and phased out by φm,
m = 1, 2. The resulting data out is a repeated sequence of ADC 1 and ADC 2. Adapted
from [18].
15
Chapter 2 Fundamentals of High-Bandwidth Signal Measurement Techniques
H1 2 ADC1 2 F1
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Fig. 2.3 Block diagram of a two-channel frequency-interleaving that is based on filter bank
theory. Here each channels are sampled at half sampling rate, and the aliasing noise due
to undersampling is compensated by employing perfectly matched analysis and synthesis
filterbanks.
2.3 Frequency-Interleaving
As previously mentioned, time-interleaved ADCs suffers from gain, offset, and timing
mismatches between constituent ADCs. In particular it is difficult to adjust two or more
ADCs to sample at closely separated adjacent points. For example to achieve a 4 GSps
time-interleaved ADC described in [23], 32-channel ADCs with sampling period of 250 ps
needs to be synchronized with a timing error at least 1.2 ps rms. This kind of constraint
is very difficult to achieve. In order to alleviate the timing constraint of time-interleaving
technique, it was proposed to perform interleaving in frequency domain [4, 24–26].
Petraglia et al. [24] was one of the early researchers who studied frequency-interleaving
for high-speed ADC. He proposed a frequency-interleaving approach that decomposes the
input signal into several contiguous frequency bands (subbands) using a quadrature mirror
filter (QMF) bank [27]. By decomposing (analyzing) the input signal using a QMF-bank,
the input signal can be perfectly reconstructed (synthesized) using a perfectly matched
filter bank [27, 28]. Furthermore the input to one ADC can be isolated from the others,
and thus reducing the aliasing effect2 .
Figure 2.3 illustrates the block diagram of this interleaving technique. The block Hm
and Fm where m = 1, 2 denote the analysis and the synthesis filter banks, respectively.
The block with the symbol ↓ 2 and ↑ 2 represent downsampling and upsampling by
2However the analysis filter bank needs to have enough attenuation and a sharp cutoff frequency [29].
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two, respectively. After decomposing the input signal into two frequency subbands, each
subbands are digitized at half of the Nyquist rate of the input signal, that is we have
a maximally-decimated system [28]. Here we achieve the same objective for sampling a
high bandwidth signal using slower ADCs as in time-interleaving. However in filter bank
approach, the reconstruction is done by using a matched synthesis filter bank, instead of
by simply arranging the output of the ADCs as in time-interleaving.
One issue with Petraglia’s approach is that the analysis filter and the synthesis filter
banks need to be perfectly matched. If the analysis and the synthesis filter banks are not
matching, part of the aliasing noise due to undersampling will occur in the output [28].
The solution to this issue is not easy and requires analog filters in the analysis bank
that is perfectly matched to the digital filters in the synthesis bank. Petraglia solves this
issue by implementing a digital filter that can be implemented in analog-domain using
switch-capacitor circuits [24]. Since switch capacitor circuits work in discrete time, it can
implement the required perfectly-matched analysis bank. But unfortunately, the operation
of switch capacitor circuits are limited in order of hundreds of kHz [25], thus it is not
applicable for high-speed ADC applications. Furthermore the switching noise of switch
capacitor circuits also limits the achievable signal-to-noise ratio (SNR).
It was not until Advanced Filter Bank (AFB) [25] introduced in 1994, high-speed
conversion using filter bank has become possible. In this approach Velazquez et al. use
a hybrid filter bank (analog filters for the analysis filter bank and digital filters for the
synthesis filter bank) method. For making this possible, a novel z-domain to s-domain
transform was proposed and opened the possibility of designing an analog filter bank that
is (almost) perfectly matched to digital filter bank to ensure a perfect reconstruction [29].
This approach was successfully implemented in one of Analog Devices’s ADCs, AD12401
[14], and it was shown that the approach provides a better Spurious-Free Dynamic Range
(SFDR)3 [14, 18] compared to the conventional time-interleaving technique.
Although providing a better SFDR, the methods based on filter banks are still limited
by the bandwidth of the constituent ADCs. This is because the input signal is still directly
connected to the ADC (see Figure 2.3), and thus the bandwidth limitation of the ADC
will be imposed to the input signal as well.
One improvement to this conventional filter bank method is by introducing a
downconversion process [4, 26] to each constituent frequency subbands. By including a
3SFDR is another measure of wanted part to unwanted part ratio which is similar to SNR. It takes
deterministic noise into account in addition to random noise that is commonly expressed using SNR.
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Fig. 2.4 Frequency-interleaving that includes a downconversion process: (a) illustration,
(b) block diagram. Compared to the traditional frequency-interleaving technique, an
additional local oscillator and analog multiplier is required for each channel in the analog
front-end.
downconverter, each subband can be brought down to baseband and thus guaranteeing
it to fall within the ADC’s bandwidth. Applying this process for all subbands, we can
theoretically convert a very high bandwidth input signal using several ADCs.
Additionally, frequency-interleaving with downconversion process does not require
perfectly-matched synthesis filter-bank. By setting the passband of the analysis filter
matched to the bandwidth of the ADC and applying downconversion afterward, the
subband can be securely captured using the ADC and no aliasing noise occurs in this
method. Thus the analysis filters can be implemented using off-the-shelf filters which
eventually alleviate the requirement of filters with specific frequency response in the analog
front-end.
This approach is illustrated in Figure 2.4. A two-channel frequency interleaving system
as illustrated this figure captures the low frequency component using a low pass filter














































Fig. 2.5 LeCroy’s implementation of frequency-interleaving with downconversion [4]: (a)
illustration, (b) block diagram. In this approach, delay is compensated through delay
correction filters (shown in red), and phase offset is corrected by detecting the phase of
pilot signal (shown in blue) and generating the appropriate upconversion clock (shown in
green).
high frequency component is then downconverted using a local oscillator to baseband. An
additional LPF is used to remove the alias components that occur due to downconversion
process. Finally both channels are digitized and fed into a DSP processor to be digitally
compensated and reconstructed.
The usage of filtering and downconversion process as in Figure 2.4(b) has major
drawbacks that they introduce unwanted delay and phase offsets to each channels. Delay
is a direct consequence of the usage of filtering for capturing each subbands and also due to
electrical path length differences. Phase offset is introduced by frequency shifting operation
using a local oscillator. These differences must be compensated for prior further processing.
LeCroy [4] implemented delay and phase offset compensation as depicted in Figure 2.5.
19
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Delay in each channels are digitally compensated using integer and fractional delay filters.
The filter coefficients of these filters are determined from calibration during manufacturing
[30]. The phase offset is estimated by inserting a pilot tone oscillating at half of the local
oscillator frequency to the output of each subband. Then this phase is detected using
Goertzel’s Algorithm [31] to generate a digital clock with correct phase. This clock is used
for upconverting each subband to the appropriate frequency band before summing the first
and second channels.
As shown in Figure 2.5, LeCroy’s implementation requires additional frequency divider
and adder for each channel in the analog front-end for inserting the pilot tone. This
introduces additional hardware cost, and is likely to incur extra maintenance cost in the
future. Moreover such an approach also introduces a non-linear group delay issue into the
system, which can severely alter the original input signal [4].
Furthermore the delay compensation process implemented in LeCroy’s approach is less
efficient. Separate delay correction filters for each channels are required for compensating
the delay. In particular the required correction is obtained from hardware calibration during
manufacturing process. This value is likely to vary with environment change, especially
temperature change. Therefore, an on-line calibration is required to adjust the fractional
delay in the system. This adds the complexity of the hardware and software to implement
LeCroy’s method.
To reduce the hardware and software complexity of LeCroy’s method, we introduce
overlap between two adjacent frequency subbands, and uses the information from the
overlap to estimate delay and phase offsets [9]. Figure 2.6 illustrates our approach where
two adjacent subbands are set to be slightly overlapped. After downconversion the high
frequency band is brought down to baseband, and the relative delay and phase offsets
between the first and the second channels can be estimated from the overlap. By using this
approach we do not require any pilot tone or additional hardware calibration to compensate
the delay and phase offsets in a frequency-interleaved system.
In our present knowledge, the proposed method is much simpler than previous methods
[4,26]. In our proposed method, frequency divider and analog adder are not necessary and
as a result, we obtain a simpler analog front-end compared to [4]. Only the relative delay
is corrected and thus reducing the requirement of knowing the exact delay of the system.
Moreover in this approach delay and phase offset compensation are done simultaneously.
This saves us from designing a digital clock for performing upconversion (cf. Figure 2.5(b)).































Fig. 2.6 Illustration of proposed method for compensating delay and phase offsets in a
frequency-interleaving system using the overlap band of two adjacent channels.
approach [4], we merge these two channels in frequency domain. All of these result in a
more compact analog front-end and much simpler DSP block. Furthermore, the proposed
method can be applied to any kind of ADC topologies, and is suitable to extend the
bandwidth of time-interleaved ADCs.
2.4 Summary
In this chapter we already covered the basic idea behind time-interleaving and
frequency-interleaving techniques. The issues behind each methods and their proposed
solutions were also discussed. In the following chapter, we will talk about our proposed
method in more detail, where delay and phase offset compensation in a frequency-
interleaved system is done by introducing a partial overlap between two adjacent frequency
subbands.
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Chapter 3
A Novel Frequency-Interleaving System
In this chapter we introduce a novel frequency-interleaving technique that uses a
partial overlap between two adjacent frequency subbands for compensating delay and phase
offsets [9]. As it will be discussed throughout of this chapter, this approach removes the
requirement of pilot signal and on-line calibration for compensating delay and phase offsets,
which are essential in conventional method [4].
This chapter mainly discusses: (1) the basic principles of the proposed frequency
interleaving technique, and (2) the delay and phase compensation methods for the proposed
frequency-interleaving technique. The basic principles of frequency-interleaving with
downconversion is given in Section 3.1. The compensation method is outlined in Section
3.2. The explanation of each steps in the compensation algorithm are given in Section 3.3 to
Section 3.6. In particular, three delay and phase offset estimation methods are developed
in this chapter: three-point method in Section 3.4.1, robust-fitting in Section 3.4.2, and
phase-only correlation in Section 3.4.3.
With no loss of generality, in this thesis we only consider frequency interleaving between
two-channel ADCs. Using similar approach, we can extend the method to the general N -
channel case.
3.1 Basic Principles of Frequency Interleaving
In this section we describe the basic principles of our new phase alignment method
which estimates linear phase misalignment from two overlapped frequency band. As we will
demonstrate, if the frequency spectra of two channels are overlapped, then the relative delay
(δ) and the phase offsets (φ) can both be estimated from the gradient and the intercept
of the phase difference in the overlapped band respectively. Hence, the simultaneous and
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Fig. 3.1 Analog front-end model of two-channel frequency interleaving system.
consistent estimation of both δ and φ is possible with this approach.
First, we develop a model of the analog front-end as a basis for the mathematical
derivation of our method. Figure 3.1 shows the block diagram used in our derivation. In
this model we assume that all of the filters have a linear phase response in their passband1 .
By having a linear phase response, these filters have same group delay in all frequencies
in the passband. We also assume that the analog multiplier is ideal, that is it does not
introduce any nonlinearities nor delay. The oscillator is also assumed to be ideal2 with
amplitude 1 and can produce a pure tone at frequency ωc.
In Figure 3.1, the input signal xa(t) is divided into several frequency subbands using
a combination of LPF and BPF. As already mentioned before, the proposed method
introduces a small overlapped in frequency-domain between these two filters as illustrated
by Figure 3.2 for estimating the linear phase misalignment. Now let h11(t) and h21(t)
denote the time-domain impulse response of the analysis filters for the first and the second
channels, respectively. After applying the analysis filters we obtain
x1(t) = h11(t) ∗ xa(t), (3.1a)
x2f (t) = h21(t) ∗ xa(t) (3.1b)
where the operator ∗ denotes convolution operation which is defined by f(t) ∗ g(t) :=∫ ∞
−∞ f(τ)g(t− τ)dτ , and xa(t) represents the input signal. Taking the Fourier transform of
1Bessel filter is one of analog filter that has linear phase response and thus has maximally flat group
delay [32]. Furthermore, a linear phase filter can be designed by adding all-pass filter to correct the
non-linear phase response.
2A real oscillator is a nonlinear devices. It introduces undesired harmonics in frequency spectrum.
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Fig. 3.2 The illustration of analysis filters that capture baseband and high-frequency band
of the high-bandwidth signal respectively. The analysis filters have overlapping region,
which is shaded in gray in this figure.
(3.1b) and (3.1b), we have
X1(ω) = H11(ω)Xa(ω), (3.2a)
X2f (ω) = H21(ω)Xa(ω) (3.2b)
with H11(ω) and H21(ω) represent the frequency response of h11(t) and h21(t). Xa(ω),
X1(ω), and X2f (ω) denote the frequency domain representation of xa(t), x1(t), and x2f (t),
respectively.
After the filtering process, the second channel proceeds to another step to downconvert
the filtered band to baseband. This step is crucial to ensure all of the subbands are within
the bandwidth capability of the ADCs. The downconversion process is done by multiplying
the input signal with a sinusoidal signal as described below
x2d(t) = x2f (t) cos(ωct + φ). (3.3)




ejφX2f (ω − ωc) +
1
2
e−jφX2f (ω + ωc) (3.4)
where X2f (ω) and X2d(ω) represent the frequency-domain representation of x2d(t) and
x2f (t). In the above equation we observe that downconversion operation splits the energy
of the original signal into two components at frequencies ω−ωc and ω +ωc, each with half
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0 ωrf+ωcωrf ωc-ωrf+ωcωrf-ωc-ωc -ωrf-ωrf-ωc
(b) High-side insertion
Fig. 3.3 Illustration of downconversion process. The local oscillator signal is represented
with impulse signal (shown in blue arrow). There are two types of downconversion: (a)
low-side insertion where the oscillator frequency is lower than the input signal band, (b)
high-side insertion where the oscillator frequency is higher than the input signal band.
of the energy of the original signal [33]. So if we have input signal with frequency response
shown with dotted lines in Figure 3.3(a), after downconversion process we will have four
frequency components (two from the positive frequency component, and the other two
from the negative component).
Depending on the frequency of the local oscillator (ωc), we can categorize downconver-
sion process into two categories: (1) low-side insertion, and (2) high-side insertion. In case
of (1), the local oscillator frequency ωc is set lower than the low passband frequency of the
BPF, and the input signal is downconverted to baseband without introducing any frequency
flipping (see Figure 3.3(a)). In case of (2), ωc is set higher than the high passband of the
BPF. Because of this, the positive frequency component is downconverted to negative
frequency, while the negative frequency component is brought to the positive frequency
band. As a result, the original signal after downconversion process is flipped in baseband
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Removed alias Removed alias
Fig. 3.4 Post filter to remove the unwanted aliases created by downconversion process.
(see Figure 3.3(b)). In this thesis we will use (2) high-side insertion since it makes the
reconstruction task easier.
In Figure 3.3, downconversion process introduces unwanted aliases in high frequency
band. These aliases need to be removed using an LPF as illustrated in Figure 3.4. In
Figure 3.1, this function is performed by filter h22(t) as follows
x2(t) = h22(t) ∗ x2d(t). (3.5)
Taking the Fourier transform we have
X2(ω) = H22(ω)X2d(ω). (3.6)
Finally, the output of each channels before digitizing process using ADCs are
summarized below








In frequency-domain these two signals are represented by








e−jφH21(ω + ωc)H22(ω)Xa(ω + ωc).
(3.8b)
By using these results, we will describe how the relative delay and phase offsets can be
estimated from the overlap.
The relative delay between the first and second channels is introduced by the difference
of filter’s group delay in each channels. As we can observe from Eq. (3.8), channel 1
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Fig. 3.5 Modified analog front-end model of two-channel frequency interleaving system
that assumes ideal filters with zero phase delays and integrates the relative delay between
the first and the second channel into single delay element.
is affected by filter H11(ω)’s group delay, while channel 2 is delayed by the group delays
introduced from filters H21(ω) and H22(ω). If we assume linear phase filters, we have the

















Note that we only consider the second term in Eq. (3.8b), since we will use only the
negative frequency components in our estimation method. In Figure 3.4, the negative
frequency components have the center frequency at frequency ωrf −ωc. Now we can define
the relative delay as the group delay difference between the first and second channels
δ = |δ2 − δ1|. (3.10)
Using this result we modify our model by lumping the relative group delay between channel
1 and 2 into a delay element e−jωδ and setting all of group delay of the filters to zero. Figure
3.5 shows our modified model. The relative delay element is put on the second channel
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Fig. 3.6 Illustration of phase difference ∆θ between two signals in the overlapped frequency
range. Delay is estimated from the slope of the unwrapped phase, while phase-offset is
calculated from the ∆θ-axis intercept.
since the second channel has longer electric path length (two filters in channel 2 vs. one
filter in channel 1).
After including noise in both channels of our model as shown in Figure 3.5 and digitizing
the signals, we have the outputs of the ADCs in the first and second channel given by
x1[n] = x1(nTs) + w1(nTs), (3.11a)
x2[n] = x2(nTs − δ) ∗ e−jφ + w2(nTs) (3.11b)
where δ and φ represent the relative delay and phase of the local oscillator respectively.
The term e−jφ is contributed from the second term in Eq. (3.8b), and require convolution
operation since it is a multiplication operation in the frequency domain. The sampling
frequency 1/Ts is assumed to be higher than the Nyquist rate of the measured signals
(oversampling). Moreover, the noise portions of the two signals, w1(t) and w2(t), are
assumed to be uncorrelated with each other. Here we distinguish discrete-time signal with
square brackets x[·] and continuous-time signal with parentheses x(·).
We are interested in finding the relative delay and phase offsets between the first and
the second channels. The relative delay and phase offsets between two channels can be
computed from the cross-spectrum. By taking discrete Fourier transform (DFT), we obtain
28
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the frequency-domain representation of both channels in the overlapped frequency band as




kδ−jφ + W2[k] (3.12b)
where X[k] denotes the common frequency components in the overlap. Then, the cross-
spectrum Gx1x2 [k] := X1[k]X
∗
2 [k] between x1[n] and x2[n] in the overlapped frequency band
is computed as follows [34]
Gx1x2 [k] = Gxx[k]e
j 2π
N
kδ+jφ + Gxw2 [k] + Gw1x[k] + Gw1w2 [k]. (3.13)
with Gxx[k] represents autospectrum in the overlapped frequency band, and Gw1w2 [k]
represents the cross-spectrum between noise w1[n] and w2[n], which is zero in case of
uncorrelated noise. The input signal and its additive noise components are assumed to be




contains both the unknown delay and phase offsets which need to be estimated. Accounting
all of this assumptions, Eq. (3.13) can be simplified into




which demonstrates that cross-spectrum is not affected by the uncorrelated noise portion
of the input signals. From Eq. (3.14), we define phase difference ∆θ as the argument of












k + φ. (3.15)
Here we observe that the phase difference ∆θ is a linear function of the k-th spectral line
(or bin number k) with gradient (or slope) 2π
N
δ. Eq. (3.15) clearly shows that the delay δ
can be estimated from the slope of the phase difference data, while the phase-offset φ is
estimated from the intercept of the ∆θ-axis. Figure 3.6 illustrates this idea. The detail of
finding phase difference, delay and phase-offset estimation, and signal reconstruction are
covered in the following sections.
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3.2 Alignment Algorithm in Frequency-Interleaving
System
In this section, we describe a four-step algorithm for removing misalignment from two
channels based on the concept introduced in Section 3.1. The proposed algorithm consists
of four steps which are outlined as follows:
Step 1. Find correlated line spectra,
Step 2. Compute delay and phase estimate,
Step 3. Compensate delay and phase, and
Step 4. Merge channel 1 and 2.
In brief, the algorithm performs the following tasks. Step 1 is required to find correlated
line spectra in the first and the second channels. Since there is no guarantee that all of the
line spectra in channel 1 has counterparts in channel 2, this step is essential. By using this
step, we can distinguish the parts of channel 1 and 2 that are common to both channels,
and thus can indicate the common frequency bins. After having determined the location of
the correlated line spectra, in Step 2 we find the phase difference of both channels at the
frequency bin indicated by the first step. From the phase difference data we can estimate
the slope and the intercept to obtain δ and φ respectively. However as we will see, the
estimation cannot be directly computed as the phase difference is wrapped around −π to
π (illustrated in Figure 3.6). In Step 3 we compensate the delay and phase of the second
channel using the value estimated in previous step. Step 4 merges together the spectra of
the first channel and the compensated version of the second channel.
In the following sections, we will describe each step of our proposed algorithm in more
detail. Section 3.3 will cover Step 1 of our algorithm. Section 3.4 deals with Step 2.
Step 3 is discussed in Section 3.5. The final step of our algorithm, Step 4, is provided in
Section 3.6.
3.3 Finding Correlated Line Spectra
As already mentioned in Section 3.2, it is important to find line spectra that are common
to both channels. There are basically two approaches for finding the correlated line spectra
in this situation. The first approach is by using a threshold to find spectra with highest
peaks in one channel and then finding the corresponding peaks in the other channel. The
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Fig. 3.7 An example of finding non-empty bins using threshold.
second method uses coherence [10] to compare the similarity between the first and second
channels. Each method has its own pros and cons which are covered below.
3.3.1 Search Using Threshold
The main reason for finding correlated line spectra is to avoid the frequency bins that
do not contain any common information. Since we know that first and second channels
are overlapped, the information in the overlap should be the same. Thus we can simplify
the problem by finding non-empty bins that have high peaks in the power spectrum. This
is because high peaks usually represent the true frequency components of the input signal,
while low peaks can be considered as noise of the input signal.
Thresholding works by setting a threshold level in one channel and lowering this value
until the required number of peaks in the power spectrum are found as illustrated in Figure
3.7. After a certain number of peaks is found, the frequency location of those peaks are
listed and saved for future comparison. The process is then repeated for the other channel.
By comparing the frequency location of the peaks in these two channels, we can find the
common peaks between these two channels.
Unfortunately there is a problem with a naive thresholding approach. This approach
only finds line spectra that have values higher than the threshold, and there is no guarantee
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a
b
c b is peak if b > a and b > c
Fig. 3.8 One possible solution to distinguish peaks from other points that have high
amplitude.
that all of these values come from distinct peaks. The example in Figure 3.7 illustrates
this situation. Here we want to find three peaks at frequencies: 800 MHz, 1200 MHz, and
1600 MHz in both channels. By setting a threshold to find three highest points, we will
end up with three points at frequencies around 1200 MHz. This situation is not favorable
since only one line spectrum should represent frequency component at 1200 MHz, and the
other two points should come from the other frequency components (800 MHz and 1600
MHz). The other line spectra surrounding the 1200 MHz frequency component is due to
DFT leakage phenomena [33], where the frequency component cannot perfectly fit into one
frequency bin and thus it is spread to the whole spectrum.
A solution to address this issue is by distinguishing the peaks from the other high-
magnitude bins. Figure 3.8 shows the approach to detect peaks. By comparing the previous
and the next values of each points in the overlap area, we can decide whether the point is
a peak or not. If the previous value is lower than the current point, and the next value is
also lower, then the current point can be considered as a peak. Repeating the process for
all points in the overlap, we can find all peaks.
Therefore by combining a simple threshold method with a peak finder algorithm, we
can find the correlated line spectra in both channels. However it is important to note that
the existence of peaks in one channel do not guarantee that the same peaks also exist
in the other channel. There are many factors that determine whether the peaks can be
considered as signal or as noise, although in general, high-valued peaks are usually part of
the signal.
3.3.2 Search Using Coherence
One fundamental issue with thresholding is that high peaks in one channels do not
necessarily exist in the other channel. Since two measurements for obtaining channel 1
and 2 are independent, it is possible that noise or spurious harmonics enter one channel
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but not the other channel. In thresholding approach, this issue is addressed by comparing
the peak estimation results in channel 1 to channel 2, which is less-efficient and error-prone.
There is an efficient method for finding highly correlated frequency components using
coherence [10]. Coherence is basically a measure of similarity between two signals. It has
values between 0 and 1; if the value is equal to 1 then these two signals must be linearly
related. As an illustration, consider two distinct measurement results of same input signal
shown in Figure 3.9(a) and (b). The first channel measurement contains five frequency
components (excluding the dc component), while the second channel measurement only
contains four components. By using coherence, we can estimate the similarity between
these two input input signal as shown in Figure 3.9(c). It is clear that the fifth peak does
not appear on the coherence function. This simple example indicates that the method can
be used for finding highly correlated spectra between two signals, and thus it is applicable
for finding highly correlated spectra in overlapping frequency band. Moreover as we will
demonstrate, the estimation result produced by coherence are not affected by filtering. For
these two features (ability to measure similarity and filtering invariant), coherence is a very
effective method for finding highly correlated line spectra in partially overlapped spectrum.
Now we will proceed with the mathematical description of the coherence function. The





where Gx1x2 [k], Gx1x1 [k] and Gx2x2 [k] denote the cross-spectrum of x1[n] and x2[n], the
autospectrum of x1[n] and the autospectrum of x2[n], respectively.
Since we usually only have access to limited length of the input sequences, the power





with the hat symbol denotes power spectrum estimate. Note that if we compute the
coherence directly using single segment DFT, we will end up with |γ[k]| = 1 for all k
since Gx1x2 [k] =
√
Gx1x1 [k]Gx2x2 [k]. This shows that DFT is not a good power spectrum
estimator [35].
In literature [35,36] there are several methods for computing power spectrum estimate.
Generally it can be grouped into two categories: (1) parametric method, and (2) non-
parametric method. In parametric method, a model (e.g. autoregressive moving average
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(a) power spectrum of channel 1.
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frequency [π rad]
(c) Coherence estimation from channel 1 and 2.
Fig. 3.9 An example of coherence estimation. The input signal is captured from
two different measurements: (a) channel 1 and (b) channel 2. Based on these two
measurements, we can estimate the similarity between these two signals as shown in (c).
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(ARMA) model) is developed for a certain input signal. The parameters of this model
are then estimated from the input signal. The second method is known as non-parametric
methods, which are based on periodogram and correlogram. In these methods, the power
spectrum is estimated directly from the periodogram or correlation of the input signal.
For estimating power spectrum in Eq. (3.16), we use the modified-periodogram method
which is known as Welch’s method [35–37]. This approach is relatively simple to implement
and does not require any specific model. In this approach the finite-length input signals
are partitioned into several segments (usually 8) with overlap (usually 50%) between
each adjacent segments. Furthermore each segment is windowed (usually using Hanning
window) to remove discontinuities at the beginning and end of the segment as illustrated by
Figure 3.10. The DFT of individual segments are then computed, and the final estimation
is obtained by averaging the results from each segment’s power spectrum.
By introducing overlap between data segments, we get more periodograms to average
and hence decrease the variance of the estimated power spectrum. By introducing window
in the periodogram computation, we get more control over the bias/resolution properties of
the estimated power spectrum. Additionally window gives less weight to the data samples
at the ends of each segments, hence making the consecutive segments less correlated to one
another, even though they are overlapping. Finally averaging reduces the variance of the
power spectrum estimation.
To mathematically describe Welch’s method, we partition the input signal s[n] into
sl[m] as follows
sl[m] = s[(l − 1)K + m] (3.18)
where m = 1, ...,M denotes the length of each partition, K represents the number of
overlap, and l = 1, ..., L indicates the l-th segment. Therefore the starting point for the l-
th segment can be defined as (l−1)K. If K = M then two adjacent segments do not overlap
(but are contiguous). The recommended value for K in Welch’s method is K = M/2 (50%
overlap) in which L ≈ 2N/M data segments are obtained (N is the total sample length).











where v[m] is a window function. It is usually implemented using Hanning window (squared
cosine window) which is defined as

















Fig. 3.10 Illustration of input signal partitioning into L-segments, each with length
M -samples and overlap K-samples. Adapted from [10].







which is a mean-squared value of the window. The Welch estimate is found by averaging


































x1x1 [k] and Ĝ
(il
x2x2 [k] with l = 1, ..., L denote the cross-spectrum of x1[n]
and x2[n], autospectrum of x1[n], and autospectrum of x2[n] of the l-th segment of the
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The power spectrum in Eq. (3.24) can be effectively computed using N -point Fast Fourier
Transform (FFT) in which the partition is appended with zeros.
After estimating the complex coherence function, we can find the correlated frequency
components using a combination of thresholding and peak finder, which are described in
previous section. Threshold sets the minimum level in which a frequency component is
considered as highly correlated or not. Peak finder in Figure 3.8 then distinguishes the
peaks from their surrounding. Thus we can find the location of highly correlated peaks by
using this approach.
***
In addition to estimating the similarity between two signals, coherence function can
estimate SNR of the input signal. The SNR in each frequency bin is formulated as
ˆSNR[k] =
|γ̂x1x2 [k]|
1 − |γ̂x1x2 [k]|
(3.25)
where |γ̂x1x2 [k]| is the magnitude of the complex coherence estimate. As we will see in next
section, the SNR estimate can be used as an optional weighting function for estimating the
delay and phase offsets, or as a measure of the input signal’s quality.
Proof. Here we will demonstrate how SNR shown in Eq. (3.25) is derived. For sake of
notation simplicity, we will refer the diagram shown in Figure 3.11. Although in this
diagram, x1[n] and x2[n] are completely overlapping, the same result also applies to the
partially overlapping case. Assuming the noise in both channels (w1[n] and w2[n]) have
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Fig. 3.11 A two-channel system evaluated for SNR computation.
same distribution, the signal in the first and the second channels can be described as follows
x1[n] = h1[n] ∗ (s[n] + w1[n]), (3.26a)
x2[n] = h2[n] ∗ (s[n] + w2[n]) (3.26b)
where s[n] represent the original input signal and x1[n] and x2[n] denote the input signals
corrupted by noise w1[n] and w2[n] respectively. The blocks hi, i = 1, 2 denote the time-
domain impulse response of the filtering blocks in the system.





where the cross-spectrum between x1[n] and x2[n] is defined as
Gx1x2 [k] := X1[k]X
∗
2 [k]. (3.28)
with X1[k], X2[k] denote DFT of x1[n] and x2[n] respectively. Taking DFT of Eq. (3.26)
and putting the results into Eq. (3.28) we obtain the cross-spectrum between x1[n] and
x2[n] given by




Gss[k] + Gsw2 [k] + Gw1s[k] + Gw1w2 [k]
)
. (3.29)
Since the input signal s[n] and noise (w1[n], w2[n]) are uncorrelated, then Gsw2 [k] = 0
and Gw1s[k] = 0. Similarly w1[n] and w2[n] are also uncorrelated (but follows the same
distribution), and we have Gw1w2 [k] = 0. Putting all back into Eq. (3.29) we obtain




3.4 Delay and Phase Offset Estimation
Using similar approach we can also find the autospectrum of x1[n] and x2[n] as follows
Gx1x1 [k] = |H1|2[k](Gss[k] + Gw1w1 [k]), (3.31)
Gx2x2 [k] = |H2|2[k](Gss[k] + Gw2w2 [k]). (3.32)






(Gss[k] + Gw1w1 [k])(Gss[k] + Gw2w2 [k])
. (3.33)
Due to our assumption that w1[n] and w2[n] have the same noise spectrum (or noise





Eq. (3.34) and Eq. (3.33) verify the claim that MSC is filtering invariant, that is filtering
stage will not change the estimation result, and only input signal and its additive noise in
each channel affect the coherence estimation result.
Next we want to use the coherence in Eq. (3.34), to estimate the SNR of the input





Combining Eq. (3.34) and Eq. (3.35) through some algebraic manipulations we have
SNR[k] =
|γx1x2 [k]|
1 − |γx1x2 [k]|
which is Eq. (3.25).
Therefore by using coherence function in the overlap band we can estimate the mutual
frequency components of the first and the second bands, as well as estimate the SNR of
each frequency band. As we will see in next section, the benefit of estimating SNR is
twofold: (1) for estimating the common frequency components, and (2) as a weighting
function for estimating the slope of phase difference plot.
3.4 Delay and Phase Offset Estimation
In this section we will talk about delay and phase offsets estimation. Before continuing
any further, we want to emphasize the importance of obtaining information about the
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location of non-empty bins of frequency spectrum by using coherence as described in Eq.
(3.23). Figure 3.12(a) shows the SNR of the example in Figure 3.9(a-b), which is estimated
using Eq. (3.25). As we can see in Figure 3.12(b), only the phase difference samples of
high SNR frequency components form a straight line as described by Eq. (3.15). Therefore
only phase difference points with high SNR should be used for the purpose of delay and
phase offset estimation. All of the methods described in this section will work correctly as
long as the inputs (phase difference samples) are from non-empty frequency bins in overlap
band.
Depending on the number of available line spectra in the overlap we develop three
delay and phase offset estimation methods. The first one (Section 3.4.1) uses three phase
difference samples to estimate the delay directly from the phase difference plot, the second
method (Section 3.4.2) accommodates more samples in which delay is estimated by fitting
a straight line to the unwrapped phase difference samples. The third method (Section
3.4.3) estimates the delay indirectly by taking inverse discrete Fourier transform (IDFT)
of the normalized cross-spectrum (or the complex exponent of the phase difference) and
estimating the peak location of the phase-only correlation function.
3.4.1 Estimation Using Three Points
In three-point method, we find three highest peaks using coherence as described in
Section 3.3. Then, we find the phase difference of these peaks. In principle only two
of three phase difference samples are sufficient for estimating the delay (the slope of the
phase difference). However due to the periodicity of tangent function, the phase difference
is wrapped around the range −π to π as illustrated in Figure 3.13. For this purpose we
require one additional phase difference sample to perform unwrapping process. The idea
is to use the third sample for deduce whether the second sample is wrapped around, and
if so, how many multiples of 2π should be added to unwrap it.
Three-point method is described as follows. Let ∆θ̃ denote the unwrapped phase
difference and ∆θ as the principal value (wrapped phase difference). The unwrapped
phase difference can be written as
∆θ̃i = ∆θi + mi2π (3.36)
where i = 1, 2, 3, and mi ∈ N denotes how many multiples of 2π need to be added to
unwrap the principal value of the phase difference samples. We also define three phase
40
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(b) phase difference
Fig. 3.12 Only the phase difference samples with high SNR (hence high coherence)
have linear phase difference plot: (a) estimated SNR of the input signal from two noisy
measurements shown in Figure 3.9(a-b), (b) the phase difference between Figure 3.9(a-b)
where the delay is 1 sample. The red line shows the fitted line of four phase difference
samples with high SNR, which enables us to estimate the relative delay.
difference samples located using coherence as (k1, ∆θ1), (k2, ∆θ2) and (k3, ∆θ3). Using the




∆θ2 − ∆θ1 + m22π
k2 − k1
(3.37)
where we assume that no multiples of 2π need to be added to the first phase difference,
i.e. m1 = 0, as we only need to calculate the gradient and not the exact unwrapped phase
difference. Since (k1, ∆θ1) and (k2, ∆θ2) are readily available from measurement, the only
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Fig. 3.13 Phase unwrapping by adding multiples of 2π to the principal value of the
phase difference samples. After a correct unwrapping process, all of the unwrapped phase
difference samples have same the same gradient.
remaining variable to estimate is m2. The multiples of 2π to be added to the second phase
difference sample is estimated using the third pair. Here we note that the gradient of the
line (k1, ∆θ1) - (k2, ∆θ2) and the line (k1, ∆θ1) - (k3, ∆θ3) are same, thus using the slope







By inserting Eq. (3.36) into Eq. (3.38) and rearranging the variables we obtain





((k2 − k1)(∆θ3 − ∆θ1) − (k3 − k1)(∆θ2 − ∆θ1)). (3.40)
By solving Eq. (3.39) we can find the correct number of multiples to be added to the
second and third samples. But unfortunately solving Eq. (3.39) requires integer linear
programming which is NP-hard [38] as there is no known polynomial-time algorithms.
However since m2 and m3 are usually small integers, we can use enumerative techniques
[39] which enumerates all finitely many possibilities. For example, we can try all of the
combinations m1,m2 ∈ {1, 2, 3}.
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As an alternative, we can reduce the problem into a modular equation, and use a linear
modular equation solver [38] to solve it. This is simply because k1, k2, k3, m2,m3, and C in
Eq. (3.39) are integers. Although it is not obvious that C in Eq. (3.40) is also an integer,
we can conclude from Eq. (3.39) that C is an integer since (k3 − k1)m2 and (k3 − k1)m3
are integers. Basically a linear modular equation solves
ax ≡ b (mod n) (3.41)
with x is the unknown integer, and a, b, n are the known integers. The integer x should
satisfy
ax = b + cn (3.42)
for some integer c. Note the similarity between Eq. (3.42) and Eq. (3.39): In Eq. (3.42),
the unknown integers are x, c, while in Eq. (3.39), the unknown integers are m1,m2.
Therefore we can rewrite Eq. (3.39) as
(k3 − k1)m2 ≡ C (mod k2 − k1) (3.43)
which we need to solve for finding the value of m2.
To solve Eq. (3.43), we use a linear modular equation solver which is based on
the extended Euclidean algorithm [38]. The linear modular equation solver finds d =
gcd ((k3 − k1), (k2 − k1)) number of solutions. If (k3 − k1) and (k2 − k1) is co-prime, i.e.
d = 1, then the solver will find a single solution in modulo (k2−k1). In general the solution
has the form of [38]
m2 = m2,0 + i(k2 − k1)/d (3.44)
for i = 0, 1, ..., d − 1, where
m2,0 = a(C/d) (mod k2 − k1). (3.45)
The integer a is the integer coefficient generated from the extended Euclidean algorithm
such that
d = a(k3 − k1) + b(k2 − k1), (3.46)
with a, b are some integers. Please refer to [38] for an extended discussion about the
extended Euclidean algorithm to find a, b as well as more information about the linear
modular equation solver.
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From Eq. (3.15) and Eq. (3.47), the phase-offset (φ) estimate is then computed as follows
φ = ∆θ1 −
2π
N
δ × k1. (3.48)
3.4.2 Estimation Using Robust Fitting
Instead of using only three samples for estimating delay, we can use multiple samples for
estimating the slope of the phase difference plot. For this purpose we fit a straight-line to
the unwrapped phase difference samples using an M-estimator [40]. M-estimator is robust
against outliers, in a sense that it excludes the outliers3 from the fitting process.
There are two main steps in this method: (1) phase unwrapping, and (2) line fitting
using an M-estimator. Phase unwrapping is required to remove phase discontinuities due
to periodicity of tangent function. M-estimator is used to remove the outliers and to
find best-fitted line which leads to a robust delay and phase offset estimation. Figure
3.14 illustrates these two steps for estimating delay and phase offsets using robust fitting.
Figure 3.14(a-b) illustrates noisy phase difference samples and their high coherence phase
difference samples, respectively. Robust fitting takes the input shown in Figure 3.14(b) and
perform phase unwrapping, which is followed with line-fitting using M-estimator. Figure
3.14(c) shows the unwrapped phase difference samples and their fitted line.
Phase Unwrapping
For unwrapping the phase difference samples we use the method described in [41, 42].
In this method, we find and remove differences between adjacent samples of the phase
difference that are greater than π in magnitude.
Let ∆θ denote the principal value (wrapped phase difference) of ∆θ̃ as defined in Section
3.4.1. To unwrap the principal-value of the phase difference samples, we use the relation
∆θ̃[k] = ∆θ[k] + 2πL[k] (3.49)
where L[k] is the integer sequence that determine the appropriate multiple of 2π to add to
the principal value of the phase difference at the overlap band. If we define the parameter
ε as a magnitude difference tolerance between adjacent samples of ∆θ[k], the algorithm to
find L[k] can be described as follows:
3Note that outliers are usually caused by non-linear group delay at the ends of filter’s passband, which
leads to non-linear phase difference plot at those frequencies.
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(a) principal value of noise phase difference samples























(b) high coherence phase difference from (a)


























(c) unwrapped phase difference
Fig. 3.14 An illustration of robust fitting: the principal value of phase difference obtained
using arctangent function is shown in (a), high coherence phase difference samples which is
located using complex coherence function is shown in (b), the unwrapped phase difference
is shown in (c) with the fitted line shown in green.
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1. Define L[k0] = 0, where k0 is the first index in the overlap band,
2. If ∆θ[k] − ∆θ[k − 1] > π − ε, then L[k] = L[k − 1] − 1,
3. If ∆θ[k] − ∆θ[k − 1] < −(π − ε), then L[k] = L[k − 1] + 1,
4. Otherwise L[k] = L[k − 1],
5. Repeat steps 2-4 for all k in the overlap.
The limitation of this method is that it only uses samples of the principal value of the
phase to perform unwrapping4 . It also assumes that there is at most a change of π in
the unwrapped phase difference from one sample to the next sample. This assumption
fails when the phase difference varies rapidly or two adjacent phase difference samples are
widely separated.
Line Fitting
After performing phase unwrapping, the next step is to fit a line to the unwrapped
phase difference samples. Here we use robust regression which is based on an M-estimator
to find a robust slope estimate of the phase difference samples. The estimate is found by






subject to e[i] = ∆θ̃[ki] − (
2π
N
δ × ki + φ)
where M is the number of phase difference samples found using coherence, and ρ(e) is the
M-estimator’s objective function.
For ordinary least-squares (LSQ) method we have ρ(e) := e2. One problem with LSQ,
the objective function ρ(e) increases too rapidly as e moves away from 0 (See Figure
3.15(a)), and outliers are given same weight as inliers. In this thesis we are using Tukey’s
bisquare [40] as the objective function defined by
4Instead of using this simple method there are more sophisticated algorithms. A good survey of other
phase estimation methods, including the iterative phase unwrapping algorithm can be found in [43] and [41].
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objective function











































(a) Least-squares (b) Bisquare















where c is the tuning constant. Figure 3.15(b) illustrates the objective function of bisquare,
where the objective function does not increase when the residual |e| ≥ 4.6851, that is the
outliers with absolute error |e| ≥ 4.6851 are given zero weight.
The tuning constant c determines the robustness of the estimator to outlier and the
efficiency of the estimator in the absence of outliers. Robustness refers to the performance
over a range of error distributions. Efficiency refers to how well the method performs when
the errors do have a normal distribution. For bisquare objective function, the smaller
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the tuning constant, the more robust the model is, and the less efficiency the model has.
The bigger the tuning constant, the less robust the model is, and the more efficiency the
model has. The tuning constant is generally chosen to give reasonably high efficiency in
the normal case. In particular, the tuning constant c is usually chosen as c = 4.6851σ ,
where σ is the standard deviation of errors, to produce 95% efficiency relative to the LSQ
estimate when the errors are normal. The standard deviation is usually estimated from




and MAD is computed using
MAD = MED{|e[i] − MED{e[i]}|} (3.53)
for all i. The constant 0.6745 is required since MAD estimates 0.75 quantile of the standard
normal distribution and thus it needs to be rescaled by probability z0.75 = 0.6745 [40].
Similar to LSQ, M-estimator is found by taking the first derivative of the objective
function Eq. (3.51). By taking the derivative, we transform the optimization problem into





we[i] × e[i]2 (3.54)
subject to e[i] = ∆θ̃[ki] − (
2π
N
δ × ki + φ)
where the bisquare weight we(e) is given by [44]
we(e) =
{ [




if |e| < c
0 elsewhere
(3.55)
The illustration of bisquare weight is shown in Figure 3.15(d).
Since bisquare requires an initial estimate to find the objective function, it is usually
implemented as iteratively re-weighted least squares as shown in Figure 3.16. Here we
begin with initial estimate of (δ, φ) which is obtained using ordinary least squares. Next,
we compute the tuning constant from MAD of the data and the initial estimate. After that
we compute the weighting function we(e[i]) for the next weighted least squares estimation.
Using the new weight we compute the next estimate (δ̂, φ̂). We repeat the process until the
estimated variables convergent. The exit condition can be defined as a certain number of
iterations, or after the estimated variables does not change after several iterations (which
is adjustable by defining a certain level of threshold).
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Calculate residuals










Update the estimate by performing a weighted 





Fig. 3.16 Flowchart of line fitting using iteratively re-weighted least squares.
3.4.3 Estimation Using Phase-Only Correlation
The previous two methods estimate the delay and phase offsets directly from the phase
difference data by estimating the slope and the intercept. This direct approach relies on
phase unwrapping technique which does not always correctly provide unwrapped phase
difference. There is another method to estimate the delay between two overlapped signals
without requiring any phase unwrapping step. This method is known as Phase-Only
Correlation (POC) [45], in which the delay is estimated by determining the peak location
of the correlation function.
POC without Spectral Weighting
We find the correlation function by taking IDFT of the normalized cross-spectrum









After taking IDFT of Eq. (3.56) we have
r[n] ≈ ejφsinc(n + δ). (3.57)
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) 1 − ej2π(n+δ)
1 − ej 2πN (n+δ)
(3.59)
Now we want to transform the complex exponent terms in Eq. (3.59) into their equivalent











































































= e−jφsinc(n + δ)
which is Eq. (3.57).
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Fig. 3.17 Illustration of POC peak that is located between two highest peaks, which
indicates the estimated delay.
The delay is found by finding the peak of sinc function in the absolute correlation
function as follows
|r[n]| ≈ sinc(n + δ). (3.63)
In Figure 3.17, we observe that the actual delay is located between two highest samples
of the absolute correlation function. To find the actual peak, we can fit a sinc function
given in Eq. (3.63), or more efficiently use a peak evaluation formula (PEF) that directly
estimate the peak location using only three points. The PEF for Eq. (3.63) is given by
δ′ = − |r[−1]| − |r[1]|
|r[−1]| + 2|r[0]| + |r[1]|
(3.64)
where r[0] is the correlation function at the highest sample, r[−1] and r[1] are the
correlation function of the point before and after the highest sample, respectively. Since
we assume that r[0] contains the highest sample of the correlation function, we can find
the actual delay using
δ = δ′ + highest sample location. (3.65)
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Proof. From Eq. (3.62), we define the absolute value of the correlation function at p, p−d,
and p + d, with p, d ∈ Z as follows
|r[p]| = sin(π(p + δ))
π(p + δ)
, (3.66a)
|r[p − d]| = sin(π((p − d) + δ))
π((p − d) + δ)
, and (3.66b)
|r[p + d]| = sin(π((p + d) + δ))
π((p + d) + δ)
. (3.66c)
Combining Eq. (3.66b) and Eq. (3.66c), we have
π((p − d) + δ)|r[p − d]| + π((p + d) + δ)|r[p + d]|
= 2 sin(π(p + δ)) cos(πd). (3.67)
From Eq. (3.66a) we have
π(p + δ)|r[p]| = sin(π(p + δ)). (3.68)
Inserting Eq. (3.68) into Eq. (3.67)
π((p − d) + δ)|r[p − d]| + π((p + d) + δ)|r[p + d]|
= 2π(p + δ)|r[p]| cos(πd). (3.69)
Dividing the common term π from both sides and re-arranging the terms we obtain
δ = −(p − d)r[p − d] − 2p cos(πd) + (p + d)r[p + d]
r[p − d] − 2 cos(πd)r[p] + r[p + d]
= d
r[p − d] − r[p + d]
r[p − d] − 2 cos(πd)r[p] + r[p + d]
− p (3.70)
Eq. (3.70) can be simplified by setting p = 0, d = 1, and noting cos(π) = −1,
δ =
|r[−1]| − |r[1]|
|r[−1]| + 2|r[0]| + |r[1]|
which is Eq. (3.64).
In Eq. (3.64), we observe that any points in the absolute correlation function can be
used for estimation purpose. But due to noise effect, we suggest that only samples with high
magnitude should be used in PEF, that is the highest magnitude correlation function and
the two samples surrounding it. This is done by shifting the highest magnitude correlation
function from p to 0, and the actual delay is obtained by adding the same amount of shift
to Eq. (3.64) as given by Eq. (3.65).
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After estimating the delay, we can estimate the local oscillator’s phase φ using Eq.
(3.48), which is the same function as three-point method. Therefore the only different
between three point method and POC is the delay estimation part.
POC with Gaussian Window as Spectral Weighting
At the edge of the passband, a real filter usually has a non-linear group delay. Such
a non-linearity will be seen as outliers when we compute the phase difference. In robust
fitting, these outliers are removed using M-estimator. When estimating using POC, we
can take the same approach to remove those outliers, or similarly we can suppress those
outliers by applying a spectral weighting. Since outliers tend to occur at the beginning and
at the end of phase difference samples, we can reduce their effect by applying a Gaussian
window that has a bell-like shape.
By applying a Gaussian window to the normalized cross-spectrum in Eq. (3.56), we
obtain
R1[k] = H[k]e
j( 2πN δk+φ) (3.71)
where H[k] = e−2π
2σ2 k
2
N2 is a Gaussian window with its shaped determined by its standard
deviation σ. σ is usually taken as 1
2
√







which is also a Gaussian function.
















































as shown in Eq. (3.72).
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Fig. 3.18 Illustration of POC peak of correlation function that has been windowed using
a Gaussian window with σ = 2.5/π. The actual peak which indicates the time delay is
located between two highest peaks.
Since we apply window to the cross-spectrum, the correlation function does not have
the sinc-like shape anymore. Instead, the correlation function has a bell-like shape as
illustrated in Figure 3.18. Similar to the POC function without spectral weighting, we can







and fit a first-order Gaussian function. As an alternative we can also take the logarithm
of Eq. (3.74) and perform a least-squares fitting to Eq. (3.77).
For an effective estimation, a PEF for Gaussian window can be used and is defined by
δ′ =
log |r1[−1]| − log |r1[1]|
2 log |r1[−1]| − 4 log |r1[0]| + 2 log |r1[1]|
(3.75)
where r1[0] denotes the correlation function at the highest sample, and r1[−1], r1[1] denote
the correlation function before and after the highest sample, respectively. As in the case
of sinc-like correlation function, the actual delay can be found using Eq. (3.65).
Proof. Taking natural logarithm of the absolute value of Eq. (3.72) we have






Multiplying both sides by −2σ2 we have
−2σ2 log |r1[n]| = n2 + 2δn + C (3.77)
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where C = δ2 + 2σ2 log
√
2πσ. Finding the value at n = 0, n = −1, and n = 1 we obtain
−2σ2 log |r1[0]| = C, (3.78a)
−2σ2 log |r1[−1]| = 1 + 2δ + C, and (3.78b)
−2σ2 log |r1[1]| = 1 − 2δ + C. (3.78c)
Summing Eq. (3.78b) and Eq. (3.78c), and inserting Eq. (3.78a) we find
−2σ2(log |r1[−1]| + log |r1[1]|)
= 2 + 2C
= 2 − 4σ2 log |r1[0]| (3.79)
which gives us
−σ2 = 1
log |r1[−1]| − 2σ2 log |r1[0]| + log |r1[1]|
. (3.80)
Taking the difference between Eq. (3.78b) and Eq. (3.78c) we get
−2σ2(log |r1[−1]| − log |r1[1]|) = 4δ. (3.81)
By inserting Eq. (3.80) into Eq. (3.81) and performing an algebraic manipulation we have
δ =
log |r1[−1]| − log |r1[1]|
2 log |r1[−1]| − 4 log |r1[0]| + 2 log |r1[1]|
as required by Eq. (3.75).
***
Table 3.1 summarized the delay estimation methods described in this section. These
methods should be used in appropriate situation depending on the situation and the
availability of the phase difference samples. For example in case of three phase difference
samples we are forced to used three-point method. If we have a lot of phase difference
we can use either three-point method, robust fitting or POC. However if we have a lot of
discontinuities and the phase unwrapping algorithm does not work properly, then POC or
three-point method are preferred. The comparison between these methods will be covered
in more detail in the next chapter of this thesis.
55
Chapter 3 A Novel Frequency-Interleaving System
Approach Detailed Steps
Three points Given three pairs (k1, ∆θ1), (k2, ∆θ2) and (k3, ∆θ3)
Solve (k3 − k1)m2 ≡ C (mod k2 − k1)
where C = 1
2π
((k2 − k1)(∆θ3 − ∆θ1) − (k3 − k1)(∆θ2 − ∆θ1))




Find phase using φ = ∆θ2 − 2πN δ × k2
Robust fitting Given M -pairs (ki, ∆θi), i = 1, ...,M
Find (δ, φ) by optimizing
minδ,φ
∑M
i=0 we[i] × e[i]2








if |e[i]| < c
0 elsewhere
c = 4.6851σ
σ ≈ MED{|e[i] − MED{e[i]}|}/0.6745
POC Given M -pairs (ki, ∆θi), i = 1, ...,M







window) Shift the the highest peak in r1[n] to r1[0]
Find delay using δ = log |r1[−1]|−log |r1[1]|
2 log |r1[−1]|−4 log |r1[0]|+2 log |r1[1]| + peak location
Find phase using φ = ∆θM/2 − 2πN δ × kM/2
Table 3.1 Summary of delay and phase offsets estimation method.
3.5 Delay and Phase Compensation
In this section we describe the offset compensation using the delay and phase offsets
estimated in Section 3.4. Since in previous step of our algorithm we already obtained the
DFT of the input signals, we perform the compensation in frequency domain instead of
time domain.
To compensate the misalignment in the second channel with respect to the first channel





where δ and φ are delay and phase offsets estimated in previous step of our algorithm.
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Fig. 3.19 Bin number in second channel should be a continuity of the first channel in
order to ensure the second channel is correctly compensated.
signal in the second channel, respectively.
Although the compensation in Eq. (3.82) seems straightforward, we should take an
extra precaution with the index k of the second channel. The index of the second channel
after DFT will be in the range of −(N/2 − 1) to N/2 when N is even, or −N/2 to N/2
when N is odd. However when we perform the delay estimation in previous step of our
algorithm, we are comparing the phase difference of the positive frequency components
of the first channel and the negative frequency components of the second channel. The
reference index used in this step is the index of the first channel, which is positive. Thus,
in order to correctly perform the compensation we need to resume the continuity of the





where k′, k′′ denote the index in the first and second channels, should be satisfied for all
i = 1, ...,M (M is the total number of non-empty phase difference samples in the overlap
band).
3.6 Signal Reconstruction
In the final step of our proposed algorithm, we merge together the spectra of the first
channel and the compensated version of the second channel in frequency domain. The
reconstructed time domain signal is then obtained by taking the IDFT of the merged
spectra.
One method to reconstruct the original signal from two frequency subbands is by
merging those subbands directly in frequency domain. The merging process assumes that
the filters in the analog front-end has flat frequency responses. So that two channels can
be merged together without the needs of compensating the filter effects. Furthermore the
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Fig. 3.20 Illustration of merging two overlapping channels to generate a single channel
without using any upconversion.
merging process also does not include any upconversion process since upconversion process
introduce unwanted distortion (especially in phase) to the input signal.
The procedure can be explained as follows. First the first channel is upsampled by two
to provide enough bins for the second channel to be inserted. The second channel is then
placed at the correct frequency bin as illustrated by Figure 3.20.
When merging process takes place, we have several options about which part of the
overlap should be used in compensation. Since in our proposed method we introduce
overlap, the frequency components in the overlap can be used either from the first or second
bands or a mixture between the first and the second bands. However considering the fact
that the first channel goes through less filtering stage and thus contains less imperfections,
we use the overlap component from the first channel for compensation.
3.7 Summary
In this chapter, we described our approach for estimating and compensating delay and
phase offsets in a frequency-interleaving system. Simulation and experiments that verify




This chapter discusses simulation and experiment to show the feasibility of our proposed
method. First we simulate the performance of our algorithm using PRBS signal obtained
from an experiment. Various delay and phase offset estimations are applied and compared.
In the second half we discuss the experiment results using an ADC experiment board that
perform frequency interleaving on hardware. In this experiment, two channels of partially
overlapped spectra of an RF pulse are obtained and reconstructed using our proposed
algorithm. Various estimation methods are also applied to this experimental data.
4.1 Algorithm Evaluation Using PRBS Signal
In this section we perform simulation of our proposed method using a PRBS (Pseudo-
Random Binary Sequence) as the input signal. This kind of input signal is used since: (1)
it is a wideband signal, (2) it represents the actual digital signal captured using digital
oscilloscope. Thus a simulation using a PRBS signal will provide many valuable insights
about the performance of our algorithm.
The PRBS signal used in this simulation was obtained from [46]. In this work the PRBS
input signal was generated from a 15-stage M-sequence which was transmitted through a
coaxial cable with length 75 cm. The transmitted signal was digitized using a digital
oscilloscope. The properties of the digitized signal are summarized in Table 4.1, and the
frequency response of this signal is shown in Figure 4.1.
For the purpose of evaluating our algorithm, we developed a simulation model using
Matlab. The model, as illustrated in Figure 4.2, consists of filters, a delay element, a
downconverter (mixer and oscillator), and ADCs. In this model analog filters are replaced
by digital FIR filters since the input signal is already in digital form. The filters were
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Fig. 4.1 PRBS signal.
Type 15-stage M-sequence
Bit rate 2.48832 Gbps
Sampling rate 20 GSps
No of sample 400 000 samples
Table 4.1 PRBS input signal used in this experiment
designed using Parks-McClellan algorithm 1 . The filtering process are performed using
a simultaneous forward and backward convolution 2 between the input signal and the
impulse response of the filter. By using this simultaneous convolution, we can perform
a zero-phase filtering in which the input signal can be filtered without introducing any
additional group delay to the input signal. Since all of the filters in channel one and two
do not introduce additional delays, we modeled the difference of group delay between both
channels using an adjustable delay-element block. This delay element is adjustable using
the parameter δ. The downconverter block is modeled as a multiplier and a local oscillator
that produces a discrete-time sinusoidal wave with frequency flocal and phase φ. The ADC
is modeled as an ideal ADC which performs downsampling.
1This can be done using firpm command in Matlab.
2This can be done using filtfilt command in Matlab.
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xprbs[n]
xr[n]




1.1 – 2.5 GHz
2.54375 GHz






Fig. 4.2 Model of the analog front-end to perform simulations with PRBS signal.
Channel 1 frequency range 0 - 1300 MHz
(baseband) sampling rate 5 GSps
No of samples 100 000 samples
Channel 2 frequency range 1200 - 2500 MHz
(IF-band) sampling rate 5 GSps
No of samples 100 000 samples
Downconverter frequency (flocal) 2534.75 MHz
phase (φ) π/3
Delay block delay (δ) 10 samples
Table 4.2 The PRBS experiment parameters
By using the above model, we aimed at reconstructing the PRBS signal only from its
main lobe. This is because PRBS signal can be fully represented by only using the main
lobe. Since our PRBS signal has a bit rate of 2.48832 Gbps, then the main lobe is located
from dc to 2.48832 GHz. Therefore for this experiment, we captured the main lobe of
the PRBS signal using two channels. The first channel captured the frequency band 0
- 1300 MHz, while the second channel captures the frequencies from 1200 MHz to 2500
MHz. Thus the bandwidth of each channels is 1300 MHz. This is illustrated in Figure 4.1,
where the main lobe is captured using two overlapping frequency subbands in frequencies
1200 MHz to 1300 MHz. The local oscillator was set at flocal = 2534.75 MHz to shift the
second channel to baseband. After that we downsampled each channels to one-fourth of
the sampling frequency of the original PRBS signal. The resulting signals have sampling
rate of 5 GSps and sample length of 100 000 samples.
In this experiment we set the delay (δ) of 10 samples and the phase offset (φ) of π/3.
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This delay and phase offset are to be estimated and compensated using the algorithm
described in Section 3.2. The input signals and the true value of the parameters to be
estimated in this experiment are summarized in Table 4.2.
For evaluating their performance of our algorithm we are using Mean-Squared Error






(xrec[i] − xref[i])2 (4.1)
where xrec[i] is the reconstructed signal and xref[i] is the reference signal. The reference
signal used for the MSE evaluation is not the original PRBS signal but only the main lobe
of this signal. The reference signal is obtained by applying a low-pass filter with cutoff
frequency 2.5 GHz to the PRBS signal and downsampling the filtered signal by factor of
two. This reference signal then has length of 200 000 samples and sampling rate of 10
GSps.
Now we are ready to estimate the time-delay and phase-offset and to reconstruct the
original signal. We start with three-point method. As described in Section 3.4.1, we use
three phase difference samples that have highest SNR. These three samples are shown
using circles in Figure 4.3(a). Using these three samples, we perform phase unwrapping
and estimate its corresponding slope and intercept. By solving Eq. (3.43), we find that
m2, the number of multiples of 2π to be added to the second phase difference sample, is
zero. Thus the slope can be estimated by drawing a straight line between the first two
phase difference samples. The slope was found to be 0.0006239, which corresponds to the
estimated delay δ = 9.93 samples. Using Eq. (3.48), the phase offset was found to be
φ = −11.42 rad, or equivalently 1.15 rad. Thus the error is 0.7% and 9.5% for delay
and phase offset estimates, respectively. The reconstruction result with the delay and
phase estimated using three-point method is shown in Figure 4.4(b). As can be observed
in this figure, the compensated signal is significantly better than the uncompensated one
appeared in Figure 4.4(a). Numerically, the compensated signal has MSE three order lower
in magnitude than the uncompensated one. Table 4.3 lists the MSE of the compensated
and the uncompensated signals.
Before continuing the discussion to the other time-delay estimation methods, we want
to emphasize the importance of finding the good phase difference samples if we want to use
three-point method. As already discussed, three samples for this method are found from
highest peak in the power spectrum or by using coherence. Now what would happen if
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(b) Random three points
Fig. 4.3 Good and bad three phase difference samples.
we choose three samples in random. Three-point method uses only the first two samples3
for estimating the slope, therefore a slight error in any of these two samples will result in
wrong estimation. This can be seen in Figure 4.3(b) where the bad samples were used for
estimation. Since the bad samples lead to wrong delay and phase estimation, the phase
difference of the compensated signals are not turning into zero. Table 4.3 compares the
MSE of the compensated signal using the parameter estimated in Figure 4.4(a) and in
Figure 4.4(b), respectively. The MSE of the reconstructed signal using the parameters
estimated from bad samples is in same order as the uncompensated one.
Now we will consider the POC result which is described in Section 3.4.3. POC provides
a relatively good estimation result with delay estimation error around 1.2% (See Table
3The third sample is used for unwrapping the phase difference.
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Fig. 4.4 PRBS reconstruction results.
Delay Phase MSE
[samples] [rad] [×10−6]
Uncorrected N/A N/A 19698.402
POC 9.883137 -17.628876 (=1.220679) 29.059
(-1.17%) (-16.566%)
Three-point 9.928862 -11.419935 (=1.146436) 17.2167
(-0.711%) (+9.477%)
Robust-fitting 10.000503 -11.519894 (=1.046477) 5.77135
(+0.005%) (-0.069%)
True value 10 1.05 N/A
Table 4.3 The PRBS experiment results
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Fig. 4.5 Block diagram of the two-channel system being evaluated in this thesis.
4.3). Although the MSE is worse than that of the three-point method, the reconstruction
result in time-domain is not much different from the reference signal. This can be observed
in Figure 4.4(d). It is important to note that POC is usually said to have resolution of
0.001 samples (or pixel in case of image matching) [45]. But since we had to scale the POC
function by factor of N/N ′ = 105/704 = 142 where N is the sample length of one channel
and N ′ is the overlap length, the resulting resolution drops to 0.1 samples. This is because
the error is also scaled by a factor of 142.
In our experiment robust fitting (Section 3.4.2) provides the best estimation result
with time-delay estimation error of 0.005%. In Figure 4.4(c), we can observe that the
reconstructed signal is perfectly matched with the reference signal with MSE = 0.00000577.
This is simply because robust fitting takes all of the available phase difference samples into
account and does not require any IDFT nor PEF for obtaining the estimated delay and
phase offsets.
4.2 Experiment Using ADC Evaluation Board
We evaluate the performance of the proposed method in a real environment by
reconstructing an RF pulse that was captured using a prototype of two-channel system
as shown in Figure 4.5. First, the input pulse is split into two pulses using a power splitter,
and then fed into two channels. The first channel captures the signal in the baseband
(0, 550MHz) using an analog LPF. The second channel is passed through an analog BPF
with frequency band (450 MHz, 800 MHz) to capture the intermediate frequency (IF)
signal. A local oscillator with a frequency of 843.75 MHz downconverts the filtered IF-
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Fig. 4.6 National Semiconductor’S ADC08D1500 ADC Evaluation Board used in this
experiment.
band signal to a baseband signal. Finally an analog LPF filters out the unwanted images
above 393.75 MHz. An ADC evaluation board (National Semiconductor ADC08D1500
evaluation board [47] which contains dual 8-bit 1.5-GSps ADCs) was used to digitize the
pulses from each input channels. This board is shown in Figure 4.6.
The RF pulse was generated by gating a 503.90625 MHz sinusoidal wave with a
switching rate of 5.859375 MHz and a pulse width of 30 ns. The resulting pulse is a
wideband signal consisting of distinct line spectra as shown in Figure 4.7(a). Using the
prototype board with the previously described setup, 2048 samples of each ADC channel
were captured. The spectra of the digitized signal are shown in Figure 4.7(b) & 4.7(c).
These sampled signals were used to reconstruct an RF pulse using Matlab.
In this experiment, we want to estimate time-delay and phase offset between two
channels of our experiment. Since we split the input signal using hardware, we do not
have any prior information about the true value of the time-delay nor the phase offset.
We also do not have the information about the original signal other than the spectrum
analyzer measurement result shown in Figure 4.7(a). However based on the principal that
there is only one correct value, we try to estimate the delay and the phase using various
methods that we already devised in previous section, and hope that those estimation results
converge to a single value.
Figure 4.8(a) shows the phase difference of the high SNR cross-spectrum. The SNR in
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(c) IF-band signal (Channel-2)
Fig. 4.7 Spectrum of RF pulse with frequency 503.90625 MHz, pulse rate 5.859375 MHz,
and pulse width 30 ns: (a) full spectrum, (b) baseband spectrum, (c) IF-band spectrum.
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Fig. 4.8 Phase difference and SNR in the overlapped frequency range.
the overlapped band is shown in Figure 4.8(b). As expected from Eq. (3.15), the phase
difference samples form a straight line which enables us to estimate δ and φ values from
the phase difference. Note that the phase difference samples are slightly bent at both ends
due to group-delay non-linearities near the low and high band edges.
First we use Three Point Method described in Section 3.4.1 to estimate delay and
phase offsets. Three peaks with highest SNR were found in frequencies: 498.7793MHz,
504.6387MHz, and 510.4980 MHz for which the phase difference were computed. They are
shown in blue circles in Figure 4.8(a). The slope is 0.0246 and the intercept is 16.16. Thus
the time-delay is δ = 8.02 samples = 5.35 ns and the phase-offset is φ = −16.16 rad. The
second channel was then compensated using the calculated δ and φ. The reconstruction
results are shown in Figure 4.9(a-b). Figure 4.9(a) shows that reconstruction from an
uncompensated signal does not produce a satisfactory result due to phase misalignment
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Fig. 4.9 RF pulse reconstruction results using the proposed method.
between the two channels. When both the time-delay and the phase-offset are correctly
compensated, an accurate reconstructed pulse is obtained, as shown by Figure 4.9(b).
Next, we use robust fitting (Section 3.4.2) for estimating the delay and phase offsets.
By fitting a straight line to the phase difference samples in Figure 4.8(a), the estimated
slope was 0.02428, slightly different from the estimation result using three-point method.
This slope corresponds to δ = 7.92 samples and φ = −15.98. The reconstruction result
using these values are shown in Figure 4.9(c).
For comparison purpose, we also include the curve fitting using ordinary least squares.
The slope is 0.02430, which corresponds to δ = 7.92 samples and φ = −15.98. The results
are very similar to that of the robust fitting results.
Next we use POC method (Section 3.4.3) for estimating delay and phase offsets. Here
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Delay Phase
[samples] [rad]
Three-point 8.026509 -16.161803 (=2.6878)
Robust-fitting 7.915633 -15.978500 (=2.87106)
Least-squares 7.921291 -15.994361 (=2.85520)
POC 8.019207 -16.146391 (=2.70312)
Table 4.4 The RF pulse experiment results
we take the complex exponent of the phase difference samples that has high coherence in
Figure 4.8(a) (marked with black dots). After performing IDFT, we obtain the phase-
correlation function. By detecting the peak location of the peak correlation function using
PEF from Eq. (3.75) we can find the delay between two channels. In this experiment the
delay was 8.02 samples, while the mixer phase was -16.15 rad. The reconstructed signal is
shown in Figure 4.9(d). This result is very similar to three-point method which estimate
delay and phase offsets using three highest peaks.
Since a numerical evaluation is not available in this experiment, we can only compare
the delay and phase offset estimation result. The estimated delay and phase offsets
(summarized in Table 4.4) are different for each methods, but they are around 7.9 8
samples for delay and -16.1 16.0 rad for phase offsets. Although we do not know the
correct value, we know that the true value is around those values.
By using visual comparison of the reconstruction results in Figure 4.9, we observe that
the difference between each methods are negligible. The lack of visual differences are due
to the fact delay and phase offset are related to each other – a larger estimated delay will
produce a smaller phase offset and vice versa. Since our approach does not separate the
delay and phase offset estimation, a small error in delay estimation will be automatically
adjusted by the estimated phase offset. This shows the benefit of our integrated approach
compared to conventional methods that estimate delay and phase separately.
4.3 Summary
In this chapter we discussed about simulation and experiment results of our proposed




Conclusion and Future Plan
In this thesis, we presented a new phase alignment method for a two-channel frequency-
interleaved system with partially overlapped spectra. The method only requires line spectra
in the overlap band, and does not require a pilot tone or any additional hardware in order
to estimate linear phase misalignment. Simulation and experimental results demonstrated
the effectiveness of the algorithm for reconstructing high bandwidth signal from multiple
channels of narrowband signal. Experiment results using an RF pulse validated our
proposed method. The experimental results show that by using high SNR spectral lines of
data, both time-delay and phase-offset can be simultaneously estimated, and used to align
two signals from different channels.
In this chapter, we first present a summary of the main points discussed in previous
chapters and then conclude the thesis with future work plan.
In chapter 1, we covered the background and objective of this research. We introduced
the requirement of high bandwidth signal measurement for measuring high-speed digital
signal in real lime, and we also covered the limitation of ADC, which is the core of a
measurement device, for measuring high speed signals. In this chapter we also introduced
our proposed method for overcoming the limitation of the ADC. Its main challenges and
their proposed solution is briefly covered in this chapter.
In chapter 2, we discussed the previous works to overcome the limitation of ADC’s
bandwidth, which are largely divided into two categories: time-interleaving and frequency-
interleaving. In this chapter, the limitation of the conventional method, time-interleaving,
is also discussed. Frequency-interleaving and its variants are also covered in this chapter.
This chapter is concluded with a particular type of frequency-interleaving that includes a
downconversion process.
In chapter 3, we covered the details of frequency-interleaving that includes a frequency
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downconversion process. First its basic principles and related delay and phase offset issue
are discussed in detail. In the later half of this chapter, we discussed the detail of our
proposed algorithm to detect and compensate those offsets. The algorithm consists of
four steps: (1) finding correlated line spectra, (2) estimating delay and phase offset,
(3) compensating delay and phase, and (4) reconstructing the input signal from the
compensated signals. A great deal of effort is given in delay and phase offset estimation,
in which we developed several methods depending on the availability of line spectra in the
overlap band. In brief, we developed three-point method that estimate the time-delay and
phase offset using only three line spectra in the overlap. We also devised an algorithm that
estimate delay and phase offset by fitting a straight line to the unwrapped phase difference
samples using robust fitting. An algorithm which is based on Phase-Only Correlation is also
described in this chapter. In total, we developed three difference methods for estimating
delay and phase offsets. The situation when a particular method of delay and phase offset
estimation is summarized in Table 3.1.
In chapter 4, we covered the simulation and the experimental results using the proposed
method. This chapter starts with the simulation using Pseudo-Random Binary Sequence
that is split into two channels with a partial overlap between those two channels. The
reconstruction results using various delay estimation techniques of the proposed method
are described afterward, and their performance in term of mean-squared error and time-
domain reconstruction results are given and discussed. In the next half of this chapter we
discussed the the experimental results using an ADC evaluation board and analog filters
to reconstruct a high-bandwidth RF pulse. The experimental result using this evaluation
board shows the applicability of our proposed method. The estimation and reconstruction
results using all of the delay estimation methods are also given and compared.
As a possible improvement for the algorithm presented in this thesis, we could replace
the downconvertor with sampling mixer in which bandpass sampling is used to downconvert
the second band into baseband. Furthermore, as it was already indicated in basic principles
of frequency interleaving in Chapter 3, we could take into account the non-linearity of the
analog filters and perform a similar analysis to that of filter bank’s perfect reconstruction.
A generalization of this approach to N -channel and its performance evaluation should also
be done to verify the applicability of the proposed approach in a more general situation.
Another experiment using ADC evaluation board with various signals is highly suggested,




[1] 蓬田宏樹, “姿を現した「USB 3.0」5Gビット/秒で機器を接続,” Nikkei Electronics,
pp.83–92, October 2008.
[2] Wikipedia, “Rise time — wikipedia, the free encyclopedia.” http://en.wikipedia.
org/w/index.php?title=Rise time&oldid=242974325, 2008. [Online; accessed 21-
November-2008].
[3] H.W. Johnson and M. Graham, High-speed digital design: a handbook of black magic,
Prentice-Hall, Inc., Upper Saddle River, NJ, USA, 1993.
[4] P. Pupalaikis, “An 18 GHz bandwidth, 60 GS/s sample rate real-time waveform
digitizing system,” Microwave Symposium, 2007. IEEE/MTT-S International, pp.195–
198, June 2007.
[5] M. Choi, J. Lee, J. Lee, and H. Son, “A 6-bit 5-GSample/s nyquist A/D converter in
65nm CMOS,” VLSI Circuits, 2008 IEEE Symposium on, pp.16–17, June 2008.
[6] W. Black and D. Hodges, “Time interleaved converter arrays,” Solid-State Circuits,
IEEE Journal of, vol.15, no.6, pp.1022–1029, December 1980.
[7] K. Poulton, R. Neff, B. Setterberg, B. Wuppermann, T. Kopley, R. Jewett, J. Pernillo,
C. Tan, and A. Montijo, “A 20 GS/s 8b ADC with a 1 MB memory in 0.18 μ m
CMOS,” Solid-State Circuits Conference, 2003. Digest of Technical Papers. ISSCC.
2003 IEEE International, pp.318–496 vol.1, February 2003.
[8] B. Murmann, “ADC performance survey 1997-2008.” http://www.stanford.edu/
∼murmann/adcsurvey.html, 2008. [Online; accessed 21-November-2008].
[9] A. Tumewu, K. Miyazawa, T. Aoki, T.J. Yamaguchi, K. Degawa, and T. Akita,
“Phase-based alignment of two signals having partially overlapped spectra,” Acoustics,
Speech and Signal Processing, 2009. ICASSP 2009. IEEE International Conference on
(to appear), April 2009.
73
References
[10] G. Carter, C. Knapp, and A. Nuttall, “Estimation of the magnitude-squared coherence
function via overlapped fast fourier transform processing,” Audio and Electroacoustics,
IEEE Transactions on, vol.21, no.4, pp.337–344, August 1973.
[11] Maxim, “Multiply your sampling rate with time-interleaved data converters.” http://
www.maxim-ic.com/appnotes.cfm/an pk/989, 2001. [Online; accessed 25-November-
2008].
[12] Maxim, “MAX109 datasheet.” http://datasheets.maxim-ic.com/en/ds/MAX109.
pdf, 2008. [Online; accessed 1-December-2008].
[13] National Semiconductor, “ADC08B3000 datasheet.” http://www.national.com/ds/
DC/ADC08B3000.pdf, 2008. [Online; accessed 1-December-2008].
[14] Analog Devices, “AD12401 datasheet.” http://www.analog.com/
en/other/multi-chip/ad12401/products/product.html, 2006. [Online; accessed
26-November-2008].
[15] M. Kahrs, “50 years of RF and microwave sampling,” Microwave Theory and
Techniques, IEEE Transactions on, vol.51, no.6, pp.1787–1805, June 2003.
[16] Agilent, “Evaluating oscilloscope sample rates vs. sampling fidelity: How to make
the most accurate digital measurements.” http://cp.literature.agilent.com/
litweb/pdf/5989-5732EN.pdf, 2008. [Online; accessed 21-November-2008].
[17] B. Reeder, M. Looney, and J. Hand, “Pushing the state of the art with
multichannel A/D converters.” http://www.analog.com/library/analogDialogue/
archives/39-05/multichannel.html, 2005. [Online; accessed 25-November-2008].
[18] M. Looney, “Advanced digital post-processing techniques enhance
performance in time-interleaved ADC system.” http://www.analog.com/library/
analogDialogue/archives/37-08/post processing.pdf, 2003. [Online; accessed
26-November-2008].
[19] C. Vogel, “Comprehensive, error analysis of combined channel mismatch effects in
time-interleaved ADCs,” Instrumentation and Measurement Technology Conference,
2003. IMTC ’03. Proceedings of the 20th IEEE, vol.1, pp.733–738, May 2003.
74
References
[20] Agilent, “Faster than you can say A-to-D.” http://www.agilent.co.jp/labs/
features/2003 adc.html, 2003. [Online; accessed 25-November-2008].
[21] M. Seo, M. Rodwell, and U. Madhow, “Generalized blind mismatch correction for two-
channel time-interleaved A-to-D converters,” Acoustics, Speech and Signal Processing,
2007. ICASSP 2007. IEEE International Conference on, vol.3, pp.III–1505–III–1508,
April 2007.
[22] V. Divi and G. Wornell, “Signal recovery in time-interleaved analog-to-digital
converters,” Acoustics, Speech, and Signal Processing, 2004. Proceedings. (ICASSP
’04). IEEE International Conference on, vol.2, pp.ii–593–6 vol.2, May 2004.
[23] K. Poulton, R. Neff, A. Muto, W. Liu, A. Burstein, and M. Heshami, “A 4 Gsample/s
8b ADC in 0.35 œ.fœnlm CMOS,” Solid-State Circuits Conference, 2002. Digest of
Technical Papers. ISSCC. 2002 IEEE International, vol.1, pp.166–457 vol.1, 2002.
[24] A. Petraglia and S. Mitra, “High speed A/D conversion using QMF banks,” Circuits
and Systems, 1990., IEEE International Symposium on, pp.2797–2800 vol.4, May
1990.
[25] S. Velazquez, T. Nguyen, S. Broadstone, and J. Roberge, “A hybrid filter bank
approach to analog-to-digital conversion,” Time-Frequency and Time-Scale Analysis,
1994., Proceedings of the IEEE-SP International Symposium on, pp.116–119, Oct
1994.
[26] G. Ding, C. Dehollain, M. Declercq, and K. Azadet, “Frequency-interleaving technique
for high-speed A/D conversion,” Circuits and Systems, 2003. ISCAS ’03. Proceedings
of the 2003 International Symposium on, vol.1, pp.I–857–I–860 vol.1, May 2003.
[27] M. Smith and I. Barnwell, T., “Exact reconstruction techniques for tree-structured
subband coders,” Acoustics, Speech and Signal Processing, IEEE Transactions on,
vol.34, no.3, pp.434–441, June 1986.
[28] P. Vaidyanathan, Multirate systems and filter banks, Prentice Hall, Englewood Cliffs,
NJ, USA, 1993.
[29] S.R. Velazquez, Hybrid Filter Banks for Analog/Digital Conversion, Ph.D. thesis,
Massachusetts Institute of Technology, June 1997.
75
References
[30] J.J. Pickerd, “DSP in high performance oscilloscopes.” http://www2.tek.com/
cmsreplive/tirep/2757/2007.10.15.18.33.03 2757 EN.pdf, 2005. [Online; ac-
cessed 25-November-2008].
[31] A.V. Oppenheim, R.W. Schafer, and J.R. Buck, Discrete-time signal processing (2nd
ed.), Prentice-Hall, Inc., Upper Saddle River, NJ, USA, 1999.
[32] A. Antoniou, Digital Signal Processing: Signals, Systems, and Filters, McGraw-Hill,
New York, NY, USA, 2005.
[33] R.G. Lyons, Understanding Digital Signal Processing (2nd Edition), Prentice Hall
PTR, Upper Saddle River, NJ, USA, 2004.
[34] J.S. Bendat and A.G. Piersol, Random Data: Analysis and Measurement Procedures,
John Wiley & Sons, Inc., New York, NY, USA, 2000.
[35] P. Stoica and R. Moses, Spectral Analysis of Signals, Prentice-Hall, Upper Saddle
River, NJ, USA, 2005.
[36] S.L. Marple, Digital spectral analysis: with applications, Prentice-Hall, Inc., Upper
Saddle River, NJ, USA, 1986.
[37] P. Welch, “The use of fast Fourier transform for the estimation of power spectra:
A method based on time averaging over short, modified periodograms,” Audio and
Electroacoustics, IEEE Transactions on, vol.15, no.2, pp.70–73, June 1967.
[38] T.H. Cormen, C.E. Leiserson, R.L. Rivest, and C. Stein, Introduction to Algorithms,
Second Edition, The MIT Press, September 2001.
[39] Karla Hoffman and Manfred Padberg, “Combinatorial and integer optimization.”
http://iris.gmu.edu/∼khoffman/papers/newcomb1.html, 1996. [Online; accessed
6-February-2009].
[40] R.R. Wilcox, Introduction to Robust Estimation and Hypothesis Testing, Second
Edition, Elsevier Academic Press, San Diego, CA, USA, 2005.
[41] A.V. Oppenheim and R.W. Schafer, “Cepstrum analysis and homomorphic
deconvolution,” in Discrete-time signal processing (1st ed.), pp.768–834, Prentice-
Hall, Inc., Upper Saddle River, NJ, USA, 1989.
76
References
[42] J.O. Smith, “Spectral audio signal processing, october 2008 draft.” http://ccrma.
stanford.edu/∼jos/sasp/, 2008. [Online; accessed 24-December-2008].
[43] Z.N. Karam, “Computation of the one-dimensional unwrapped phase,” Master’s
thesis, Massachusetts Institute of Technology, January 2006.
[44] John Fox, “Robust regression: Appendix to an R and S-PLUS companion
to applied regression.” http://cran.r-project.org/doc/contrib/Fox-Companion/
appendix-robust-regression.pdf, January 2002. [Online; accessed 19-December-
2008].
[45] K. Takita, M. Muquit, T. Aoki, and T. Higuchi, “A sub-pixel correspondence search
technique for computer vision applications,” IEICE Trans. Fundamentals, vol.E87-A,
no.8, pp.1913–1923, August 2004.
[46] T. Yamaguchi, M. Soma, M. Ishidal, M. Kurosawa, and H. Musha, “Effects of
deterministic jitter in a cable on jitter tolerance measurements,” Test Conference,
2003. Proceedings. ITC 2003. International, vol.1, pp.58–66, October 2003.




First, I would like to express my heartfelt gratitude to my advisor Prof. Takafumi Aoki
for his unfailing enthusiasm towards our research and his guidance throughout the course
of my master studies.
I would also like to acknowledge the other members of the thesis examination committee,
Prof. Masayuki Kawamata and Prof. Hideaki Sone, for their valuable comments and much-
appreciated suggestions during the examination of this thesis.
I would like to extend my deepest appreciation to Dr. Takahiro J. Yamaguchi and
Dr. Katsuhiko Degawa of the Advantest Laboratories Co., Ltd. for their comments and
suggestions during our monthly discussion. I sincerely appreciate their continuous support
in developing new ideas regarding the various aspects of the problem on this research. In
particular, I am indebted to Dr. Yamaguchi for his unfailing help during the preparation
of our joint article.
Likewise, I would like to express my sincere gratitude to Dr. Naofumi Homma for his
support throughout my study in Japan, from scholarship application to proof-reading my
thesis and my paper. My gratitude also goes to Dr. Koichi Ito for reading this work and
for his meticulous suggestions during the seminar.
I would like to thank my friendly colleagues in the Aoki Laboratory who have made my
daily life more interesting and comfortable. In particular, I am grateful to Jeffry Nainggolan
for his unfailing help during my master studies, especially in the beginning of my study in
Tohoku University. I also acknowledge Kazuyuki Miyazawa, my senior in the laboratory,
for his insightful suggestions throughout the course of this work.
Last but not least, I want to say thank you to my family, my parents Willy and Lanny,
and my sister Elma, for their unconditional love, support, encouragement and advice during
my study in Japan.
I acknowledge the NTT DOCOMO, Inc. for the scholarship grant.
This study was carried out in the Computer Structures Laboratory, Department of
Computer and Mathematical Sciences, Graduate School of Information Sciences, Tohoku
University in conjunction with Advantest Laboratories Co., Ltd.
78
