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On Unknown-Input Functional Observability of Linear Systems
Reza Mohajerpoor1 and Hamid Abdi 1 and Saeid Nahavandi 1
Abstract—Finding the least possible order of a stable
Unknown-Input Functional Observer (UIFO) has always been
a challenge in observer design theory. A practical recursive
algorithm is proposed in this technical note to design a minimal
multi-functional observer for multi-input multi-output (MIMO)
linear time-invariant (LTI) systems with unknown-inputs. The
concept of unknown-input functional observability is introduced,
and it is used as a certificate of the convergence of our algorithm.
The proposed procedure looks for a number of additional
auxiliary functions to be augmented to the original functions
desired for reconstruction. The resulting UIFO is proper, and
minimal (of minimum possible order). Moreover, the algorithm
does not need the system to be unknown-input observable.
A numerical example shows the procedure as well as the
effectiveness of the proposed algorithm.
Keywords: Unknown-input functional observers, functional
observability, invariant zeros and transmission zeros, null space
and range space
I. INTRODUCTION
Functional observers are used for the reconstruction of one
or multiple functions of states of a system without necessarily
estimating all of its states. Special cases of these observers
are full order state observers and reduced order Luenberger
observers. This subject has significant importance and appli-
cations in system monitoring, fault detection, and observer-
based controller design for dynamic systems ([1], [2], [3]).
Unknown-input functional observers are the extension of
functional observers to dynamic systems subject to unknown-
inputs/disturbances. The observer is independent of the val-
ues of the unknown-inputs. UIFOs have even more impor-
tance than regular observers due to their wide range of
applications and designing robust observers ([4], [5], [6], [7],
[8]).
Functional observers have been investigated in differ-
ent systems including: linear time-invariant systems ([9],
[10]), linear time-varying systems ([11]), nonlinear systems
([12]), time-delay systems ([13], [14]), and systems with
unknown-inputs/ disturbances ([15], [16]). In general, the
main challenge in all of the above subjects is to solve a
set of interconnected algebraic matrix equations that usually
either have an infinite number of solutions, or no solution.
Different observer design techniques have been developed
and implemented so far to solve those equations (e.g. [17],
[10], [18], [19]). However, the main question in all of
these schemes is to find whether there exists an asymptotic
functional observer for the system.
Darouach in [19] and [15], proposes the necessary and
sufficient conditions of the existence of a stable functional
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observer, and an unknown-input functional observer, re-
spectively. However, those conditions are for the minimum
order functional observer, i.e the order equal to the number
of functions to be estimated. In many cases when these
conditions are not satisfied, it is still possible to increase the
order of the observer in order to design a stable functional
observer for the system ([20], [21], [22]). For such cases,
two interesting questions would be as follows: 1) when is
it possible to design a functional observer by increasing
its order, and 2) how to design a functional observer with
the minimum possible order. For ordinary functional ob-
servers, these questions have been answered in [21], [22]
by introducing the concept of functional observability using
the theorems presented in [23]. It is shown that by creating
some auxiliary functions, and augmenting them to the desired
functions, Darouach’s necessary and sufficient conditions
could be satisfied, in case the system is functional observable
(for designing an asymptotic observer with arbitrary poles
locations) or at least functional detectable.
For the case of UIFOs, this problem has been a challenge
and has not been addressed yet. Due to the presence of the
unknown-inputs, there are more constraints that should be
satisfied and the observer design is thus more complicated
and can be more conservative ([24], [15], [25]). As far as
the authors know, only two algorithms are available that
attempt to find a reduced order UIFO for a system that
does not satisfy Darouach’s conditions ([16], [7]). However,
these methods do not necessarily lead to the design of the
minimum possible order UIFO.
In this technical note we introduce the concept of
unknown-input functional observability and present the
necessary and sufficient conditions for the existence of
an asymptotically stable UIFO. Moreover, we propose a
methodology to increase the order of the observer such that
a minimal UIFO can be designed. The latter is the main
contribution of our paper. It is noted that the term minimal
refers to the minimum possible order.
The paper is organized as follows: the problem is illus-
trated and notations are described in Section II. The concept
of unknown-input functional observability is introduced and
described in Section III, and our algorithm to find the
minimal proper UIFO for the system is reported in Section
IV. Section V demonstrates a numerical example, and the
paper is concluded in Section VI.
A. Notations
We have used standard notations of this field of research.
Throughout the paper N (X) is the null space of the matrix
X , and R(X) is the range space of the matrix X . Moreover,
Y = X? is the space orthogonal to subspace X , and [[X ]] is
a matrix made by the row basis vectors of the subspace X .
In addition, [X;Y ] means

X
Y

, rows(X) is the number
of rows of the matrix X , and eig(X) is the vector of
eigenvalues of a square matrix X . Furthermore, R is the
set of real numbers, C is the set of complex numbers, and
C+ is the set of complex numbers with positive real parts.
II. PROBLEM STATEMENT AND PRELIMINARIES
Linear Time-Invariant (LTI) systems with unknown-inputs
are considered, described by the following dynamic equa-
tions,
_x(t) = Ax(t) +Bu(t) +Dd(t)
y(t) = Cx(t)
z0(t) = L0x(t)
(1)
where x 2 Rn is the state vector, u 2 Rm is the input
vector, y 2 Rp is the output vector, z0 2 Rl0 is the vector of
functions of states to be observed, and d 2 R d is the vector
of unknown-inputs. In addition A 2 Rnn, B 2 Rnm,
C 2 Rpn, D 2 Rn d, and L0 2 Rl0n are known constant
coefficient matrices. Without loss of generality, it is assumed
that rank(C) = p, rank(L0) = l0, rank

C
L0

=
l0 + p, and rank(D) = d.
Minimal unknown-input functional observer design is
aimed at constructing a proper observer of minimum possible
order, independent of the disturbance vector, d(t), such
that the error vector e(t) := z^0(t)   z0(t) asymptotically
approaches to the zero vector as t! +1. Here, z^0(t) is the
output of the UIFO. The UIFO considered in this paper is
of order l  l0, and has the following dynamics,
_!(t) = F!(t) +Gu(t) +Hy(t)
z^ = !(t) + V y(t)
(2)
where ! 2 Rl is the observer’s state vector, and F;G;H;
and V are constant matrices of appropriate dimensions
that should be designed appropriately to reach the desired
performance in reconstruction of the vector z0. It is noted
that z := Lx, where L = [L0;R1;R2]. Here R1 2 Rn1n,
and R2 2 Rn2n could be any (even empty) matrices, such
that l = rank(L) = l0 + n1 + n2. The main role of
R1 and R2 will be explained later. To find the unknown
observer gains (F;G;H; and V ), a set of interconnected
Sylvester equations, which are algebraic matrix equations,
have to be solved ([10], [15], [24]). Different approaches
and algorithms have been proposed to solve these equations
in general, and specifically for functional observer design
([18], [16], [26], [20]). However, to make sure that each
of these methodologies (possibly) leads to a valid solution,
it is essential to show that there exists a solution to the
problem. For this purpose, two conditions are provided in
the following theorem.
Theorem II.1 ([16], [15]). There exists an l’th order
asymptotically stable and proper unknown-input functional
observer of the form (2) for the system (1) if and only if the
following conditions are satisfied:
Condition 1
rank
2664
LA LD
CA CD
C 0
L 0
3775 = rank
24 CA CDC 0
L 0
35 (3)
Condition 2
rank
24 sL  LA LDCA CD
C 0
35 = rank
24 CA CDC 0
L 0
358s 2 C+
(4)
In addition, if Condition 2 is satisfied for each s 2 C,
then any arbitrary convergence rate can be assigned by
the observer (2). This is done by arbitrarily assigning the
eigenvalues of the observer dynamics.
An important point that must be mentioned at this stage
is the following: it is possible that Conditions 1 and 2
are not satisfied, but there exists a UIFO for the system
(1). This observer is apparently not of minimum order.
However, by increasing the order of the observer (2) through
appending some auxiliary rows to the functional parameter,
L0, Conditions 1 and 2 might be satisfied. To be more
specific, the (independent) rows of R1 are added to satisfy
Condition 1, and those of R2 are added to satisfy Condition
2.
The main challenge and the major contribution of this
work is to find the minimum number of rows in R1 and R2 to
satisfy Conditions 1 and 2, respectively. For this, we need to
make sure that there exists a higher order functional observer.
This is where the concept of functional observability can be
usefully applied.
III. UNKNOWN-INPUT FUNCTIONAL
OBSERVABILITY
In order to find out whether a UIFO with structure (2) can
be designed, the following theorem, which we call unknown-
input functional detectability criterion is proposed.
Definition 1. The quartet (A;C;L0; D) is unknown-input
functional detectable if the following conditions are satisfied,
Condition I
rank
24 sIn  A DC 0
L0 0
35 = rank  sIn  A D
C 0

; 8s 2 C+
(5)
Condition II
rank(CD) = rank

CD
L0D

(6)
Moreover, if Condition I is satisfied for all s 2 C, then
the quartet is unknown-input functional observable.
Theorem III.1. There exists an asymptotic proper UIFO
with the structure (2) for the system (1) if and only if
the quartet (A;C;L0; D) is unknown-input functional de-
tectable. In addition, the convergence rate of the observer
can be freely assigned if and only if the quartet (A;C;L0; D)
is unknown-input functional observable.
Proof: The proof can be found in [23], [27].
Remark 1. The matrix S =

sIn  A D
C 0

is called
the system’s matrix or the Rosenbrock’s matrix. Any value
of s 2 C that reduces the normal rank of this matrix is
called an invariant zero of the system (1) with y(t) as the
output, and the unknown-input d(t) as the input. The zeros
of the transfer function between the unknown-input d(t)
and the output y(t) are called the transmission zeros of the
system. If the system is completely observable and excitable
(similar to controllability but with d(t) as the input), then
the transmission zeros and the invariant zeros of the system
are the same [28]. If the system does not have any positive
transmission zeros, then it is of minimum phase, or strongly
detectable [25].
Remark 2. The matrix [sIn   A;C] is called the observ-
ability matrix. Any unobservable eigenvalue of the system
reduces the normal rank of this matrix. Similarly, the matrix
[sIn A;C;L0] is called the functional observability matrix
[22], i.e. any eigenvalue of the system that is not functional
observable reduces the normal rank of this matrix. It can be
shown that the invariant zeros of the Rosenbrock’s matrix,
S, in general are the union of the unobservable eigenval-
ues, un-excitable eigenvalues, and the transmission zeros of
the system (1) with unknown-inputs d(t) and output y(t).
Apparently, un-excitable eigenvalues of the system do not
have any effect on the controllability and observability of
the system, and have no importance here. However, positive
transmission zeros degrade the system’s performance and can
lead to instability of the system, which would be of non-
minimum phase. For this reason both columns of the system’s
matrix must be considered when checking the unknown-input
observability of the system.
In a special case, where L0 = In, definition 1 can show the
conditions of the unknown-input observability of the system.
Theorem III.2. ([23], [25]) There exists an asymptotic
proper unknown-input observer (UIO) for the system (1), if
and only if the following conditions are satisfied,
rank

sIn  A D
C 0

= n+ r; 8s 2 C+ (7)
where r = minfp; dg.
rank(CD) = rank(D) = d (8)
Remark 3. Condition (8) of Theorem III.2, and in the same
way Condition II of definition 1 are the necessary conditions
of the properness of the designed observer. When not limited
to designing proper UIOs or UIFOs, these conditions can be
relaxed ([29], [4], [27]). The condition (8) briefly explains
that the number of independent outputs must be larger than
or equal to the number of independent unknown-inputs. The
conditions (6) and (8) are also called matching conditions.
The problem of designing improper UIOs and UIFOs have
been considered in [27], [4], [29].
Remark 4. Comparing Theorems III.1 and III.2, it is clear
that conditions of Theorem III.2 are more restricting than
those of Definition 1. Conditions I and II imply that the
system could be undetectable, and even of minimum phase,
but it is still possible to design an unknown-input functional
observer for the system. The only restrictions that are implied
by conditions of Definition 1 are that the matrix L0 should
not see more space than what the matrix C can see, and it
should not also add or reduce the transmission zeros of the
system’s matrix.
IV. MAIN RESULTS
Now, we are at the stage of finding the minimum appro-
priate rows of matrices R1 and R2, if one or both of the
conditions of theorem II.1 are not satisfied but the conditions
of definition 1 are satisfied. First, suppose that Condition
1 (equation (3)) is not satisfied. Then, we have to find
auxiliary rows to append to the matrix L0 as R1 to satisfy
this condition. Let us define matrices H01 , and H
0
2 as below
(here i = 0),
Hi1 :=
2424R
0@24 CA CDC 0
Li 0
351A3535 (9)
Hi2 :=
2424R
0@24 Hi1    
LiA LiD
351A3535 (10)
In addition define ai = rank(Hi1) and bi = rank(H
i
2).
Since Condition 1 is not satisfied, definitely we have a0 < b0.
Hence we are looking for rows in the space spanned by H02 ,
such that by appending each of them to the matrix L0, the
rank of H01 increases by one. Hence, any row vector q that
is going to be added to L0 must be in the space spanned
by H02 , and perpendicular to the space spanned by H
0
1 . To
satisfy the first requirement, we define

i 	i

:=

N

Hi2

A D

Hi2

(11)
where Hi2 and H
i
1 are any n independent columns (preferably
the first n columns) of Hi2 and H
i
1, respectively. In addition,
to make sure that the selected row vector is in the range
space of H02 , the below operators are also defined,

i 	i

:=

N

i H
i
2

In 0nd

Hi2

(12)
To satisfy the second requirement, we define

i  i

:=

N
 
ii H
i
2; 0d

Hi1

(13)
where  := rows(i). The key point in this notation is
that if

X1 X2

=

N

Y1
Y2

, then we have
X1Y1 + X2Y2 = 0. As a result the new row vector of the
matrix L must be in
R(ii Hi2) \R(i ii Hi2)? =R(i)? ii Hi2. On the other hand, qD must be in the
row space of CD (Condition II). For this reason, we define

i i

:=

N
 R(i)? ii Hi2D
CD

(14)
and
i = i
R(i)? ii Hi2 (15)
Hence, each row vector q 2 0, when appended to
the matrix L0 will increase a0 by one, whilst b0 remains
unchanged. If adding all the rows of 0 was not sufficient
to satisfy Condition 1, then all the remaining rows in the
space of R( H02 ) that are orthogonal to R([ H01 ; 0]) are
appended to L. Each of these rows will increase both a0
and b0. However, again we should also restrict qD to be in
the row space of CD, for each row vector q 2 i, where i
is defined as below (here i=0) :
i :=
""
R( Hi2) \R

Hi1
i
?##
(16)
Then the procedure is repeated for i = 1, and so on until
a matrix Li+1 is found that satisfies the rank condition and
we call it as L , and set i = .
Remark 5. If the row space of the matrixR(i)? ii Hi2 is already in the orthogonal space of
the disturbance distribution matrix, D, then the matrix i
should be redefined as i =:
R(i)? ii Hi2. This is
because the matrix
R(i)? ii Hi2D is a zero matrix,
and consequently in the range space of the matrix CD.
Next, we can check if Condition 2 is satisfied for L = L .
If it is not satisfied, it can be shown that adding a row vector
from the row space of H1 (or equivalently H

2 ) to L such
that Condition 1 is not violated, does not cause Condition 2
to be satisfied. This is simply due to the fact that the left-
hand-side (LHS) of (4) is less than its right-hand-side (RHS)
for some values of s 2 C. By choosing a row vector from the
orthogonal space of H1 and appending it to L , the RHS of
(4) will definitely increase by one, while the LHS of it can
at most be increased by one. Hence, in this way Condition 2
will not be satisfied. Consequently, only row vectors in the
range space of CA can be added to L in order to satisfy
Condition 2. Let us define,

 

:=

N

CA

A D

H1

(17)
Moreover, define
~ ~

:=

N

CAD
CD

(18)
Then, according to the above descriptions, appending from
the rows of  := [[R(~CA)]] to the matrix L can increase
the LHS of (4), while not altering its RHS.
Remark 6. Analogous to the statement of Remark 5, if CA
is orthogonal to the row space of the matrix D, then CAD
is a null matrix and automatically in the row space of CD.
It is thus not required to search in the range space of ~CA.
In this case  is redefined as  := [[R(CA)]].
Now, a recursive algorithm summarizes our searching
procedure as follows.
Algorithm 1
1) Check if Conditions I and II of Definition 1 are
satisfied. If both of these conditions are satisfied, then
set i = 0 and go to the next step. Otherwise there is
no stable and proper UIFO, and the algorithm stops.
2) Check Condition 1 of Theorem II.1 for L = Li. If it
is satisfied, then set  = i, L = Li, and go to Step
5. Otherwise proceed to the next step.
3) Construct the matrix i, using equations (9)-(15), and
granting Remark 5. For j = [1; rows(i)] define L
j
i =
[Lj 1i ; qj ], with L
1
i = [Li; q1], where qj is the j
0th row
of i. If L
j
i satisfies Condition 1, then set L = L
j
i
and proceed to step 5. Otherwise if appending all of
the rows of i was not sufficient to satisfy Condition
1, then go to the next step.
4) Construct the matrix i using (16), and define
i i

:=

N

iD
CD

. Then set Li+1 =
[Li; i; ii], and i = i+ 1. Next go back to step 3.
5) Check if L satisfies Condition 2. If this condition
is satisfied, then let L = L and the algorithm stops
successfully. Otherwise, calculate the matrix  defined
previously, using (17) and (18), and noting remark 6.
Now, for j = [1; rows()] define Lj = [L
j 1
 ; qj ],
with L1 = [L ; q1]. Suppose that Condition 2 is
satisfied by setting L = Lj . Then, the algorithm stops
successfully.
Remark 7. The matrix L obtained from Algorithm 1, leads
to the design of the minimal UIFO for the system (1).
Generally speaking, the rows of R1 are found through
steps 2-4, and the rows of R2 are found in step 5 of the
algorithm if necessary. However, it might be still possible to
increase the order of the UIFO to achieve better performance.
Specifically, suppose that Condition 2 is satisfied for all
s 2 C+, but it is not satisfied for some s with negative real
parts (this assumption excludes transmission zeros). Then,
although the minimal order UIFO can be designed using the
matrix L obtained from Algorithm 1, some stable eigenvalues
of the observer dynamics must be fixed corresponding to the
unobservable (but detectable) poles of the system. Now, if
Condition I is satisfied for those values of s, then increasing
the order of the observer through appending required rows
to L such that Condition 2 is satisfied for all values of s
in the complex plane, resolves this issue. That is desired
convergence rates can be achieved by arbitrarily assigning
of all of the eigenvalues of the UIFO. Obviously, this
modification can be readily done through Algorithm 1.
Remark 8. Although the procedure illustrated in Algorithm
1 might look complex at the first glance, it can be converted
to any matrix programming code like MATLAB codes with
no difficulties. This property makes our algorithm practical
in dealing with different real problems of observer design,
specially large scale problems. This is a huge advantage
comparing to the methodology proposed in [27], [23], which
uses a special coordinate transformation described in [28]
that is very difficult to follow and also not easy to code.
Remark 9. Comparing our methodology with the algorithm
proposed by Fernando et al. [16], we find that their method
does not necessarily result in the minimum possible order
UIFO. This is illustrated as follows.
In summary, the method of [16] looks for the matrices R1
and R2 in the null space of [C;CD], such that R1 will get
X1 independent rows and R2 will have X2 independent rows
(also independent of R1). By definition
X1 = n+ rank(CD)  rank
 
H01

;
and
X2 = n+rank(CD)  mins 2 eig()
0B@rank
264 sL0   L0A  L0DsR1  R1A  R1DCA CD
C 0
375
1CA
where  is defined as in [15]. Apparently, this method
attempts to satisfy the conditions of theorem III.2, which is
regarded to the unknown input observability of the system.
However, the quartet (A;C;L0; D) could be unknown-input
functional observable, while not unknown-input observable.
It is concluded that the method of [16] is more conservative
than ours, and does not necessarily result in the minimal
observer design. It is noteworthy that the paper [16] does not
have any claim on the minimality of the observer designed
by their scheme.
V. NUMERICAL EXAMPLE
An example from [16] is presented. The system is the
NASA HiMAT aircraft model [30]. It represents a system that
both of Conditions 1 and 2 of theorem II.1 are not satisfied,
but Conditions I and II are fulfilled. Hence, to design the
minimal observer using our approach we need to find the
minimum number of required rows both in R1 and R2. The
system is described by the following matrices,
A =
2666664
 0:0226  36:617  18:8970  32:09 3:2509  0:7626
0:0001  1:8997 0:9831  0:0007  0:1708  0:005
0:0123 11:72  2:6316 0:0009  31:6040 22:3960
0 0 1 0 0 0
0 0 0 0  30 0
0 0 0 0 0  30
3777775
C =

0 1 0 0 0 0
0 0 0 1 0 0

;
D =

0 0 0 0 1  1 T
L0 =

0 1 1 1 1 1

Considering L = L0, we have a0 = 5 but b0 = 6. Going
through the steps 2 and 3 of Algorithm 1, a row vector q1 =
0:1141  1:2594 0:0215 1:7255 0:0051 0:0051 
was obtained. Appending this row to L0, forms L = [L0; q1]
that satisfies Condition 1. Next, substituting L = L in
(4), it is found that Condition 2 is not satisfied. Hence,
using step 5 of Algorithm 1, a row vector was found as
q2 =

0 0  0:0247 0 0 0 . It is easy to show
that L = [L ; q2] satisfies both Conditions 1 and 2, and the
algorithm stops successfully. Now, the observer parameters
F;G;H , and V can be found using different methods
available for solving this problem (see for example [31],
[10], [16], [18], [15]).
VI. CONCLUSIONS
Designing minimal unknown-input multi-functional ob-
servers for MIMO linear systems has been addressed. The
concept of unknown-input functional observability, as an
extension to functional observability has been introduced
as the necessary and sufficient condition of the existence
of a stable and proper UIFO for the system (1). This
concept acts as a certificate for the convergence of our
searching algorithm. The algorithm effectively searches for
the minimum number of additional rows to be added to the
transformation matrix L0, such that the new system satisfies
the necessary and sufficient conditions of the existence of a
stable UIFO described in theorem II.1. A recursive algorithm
for this aim has been proposed and illustrated. Moreover, its
effectiveness has been demonstrated by a numerical example.
Future works will be focused on the methods for solving
the system of interconnected Sylvester equations raised in the
UIFO design procedure. Our aim will be on comparing the
available methods and improving different aspects of them
by proposing new design methodologies. The algorithm and
concepts proposed in this paper will be an important step in
those analysis and designs.
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