Let G=(V,E) be a graph, a subset X of V is an interval of G whenever for a, bEX and xE V -X, (a,x)EE (resp. (x,a)EE) if and only if (b,x)EE (resp. (x,b)EE). For instance, 0, {x}, where x E V, and V are intervals of G, called trivial intervals. A graph G is then said to be indecomposable when all of its intervals are trivial. In the opposite case, we will say that G is decomposable. We now introduce the minimal indecomposable graphs in the following way.
Introduction
A (directed) graph G consists of a finite set V of vertices together with a prescribed collection E of ordered pairs of distinct vertices called the set of edges of G. Such a graph G will be denoted by (V,E) . With 
each subset X of V, is associated the (induced) subgraph G(X)=(X,E A (X × X)) of G. A graph G=(V,E) is symmetric (resp. G = ( V, E ) is a tournament) whenever for x ¢ y E V, ( x, y) ~ E ¢e~ ( y, x ) E E (resp. (x, y)E E ¢e~ (y,x)(~ E).
For instance, the complete graph (V, (V × V)-{(x,x); x E V}) and the empty graph (V, 13) are symmetric graphs. On the other hand, a graph G = (V, E) is a poset whenever for xCyE V, ( 
x,y)EE~(y,x)$E and for x,y, zE V, (x,y), (y,z)EE~(x,z)EE
in such a way that a poset G=(V,E) is a linear ordering when for xCy, (x,y)EE or (y,x)EE. Finally, given a graph G=(V,E), the dual (resp. the complement) graph of G is the graph G* =(V,E*) (resp. t~=(V,/~)) defined as follows: let xCyE V, (x,y)EE* (resp. (x,y) E/T) when (y,x)~E (resp. (y,x)~E).
In the continuum, we will use the following notations. Given a graph G = (V,E) and x ~k y E V, x ---~ y signifies (x, y ) E E and (y,x ) q~ E, x--y signifies (x, y ), (y,x ) E E and x ---y signifies (x, y), (y,x) q~ E. Consequently, for x ¢ y E V, -~(x ~ y) signifies (x, y) ~ E or (y,x) E E, ~(x--y) signifies (x, y) ~ E or (y,x) f~ E and -~(x ---y) signifies (x,y)EE or (y,x)EE. Let xE V, N+(x) is the set of yE V such that x--y, N-(x) is the set of y E V such that x ---y, Succ(x) is the set of y E V such that x---~ y and Pred(x) is the set of y E V such that y---~x. Finally, given ordered pairs (x, y) and (x', y') of distinct vertices of G, (x, y) and (x', y~) are equivalent, denoted by (x,y) ~-(x',y), when either x--y and x~--y ~, or x---y and x ~---J, or x ~ y and xt--~ J, or y ~ x and y~---~x ~. Otherwise, we will denote this by (x, y)~ (x ~, y').
Let G --(V,E) be a graph, a subset X of V is an interval [5, 9, 13] (or an autonomous subset [11] or a clan [4] or an homogeneous subset [7] or a module [12] or a partitive subset [14] ) of G whenever for a, bEX and xE V-X, (a,x) ~- (b,x) . For example, this notion is the classic notion of interval when G is a linear ordering. Given a graph G = (V,E), 0, V and {x}, where x E V, are clearly intervals of G, called trivial intervals. A graph is then said to be indecomposable [9, 13] (or prime [2] or primitive [4] ) whenever all of its intervals are trivial. Otherwise, a graph G=(V,E), which admits at least an interval X such that 2 ~< IXI < IvI, is said to be decomposable. Finally, we introduce the notion of quotient. Given a graph G=(V,E), a partition P of V is an interval partition of G when all of the elements of P are intervals of G. For such a partition P, we may define the quotient G/P=(P,E/P) of G by P as follows: let 
X¢YEP, (X,Y)EE/P whenever for xEX and for yEY, (x,y)EE.
The aim of this paper is to characterize the minimal indecomposable graphs for one or for two vertices. An indecomposable graph G= (V,E) is minimal for elements Xl .... ,xk of V when for each YC V (Y¢ V) such that {xl ..... xk} C_ y and IYl~>3, G(Y) is decomposable. In a similar type of problem, Schmerl and Trotter [13] examined critically indecomposable graphs which are indecomposable graphs G= (V,E), with IV[ ~>4, such that for x E V, G(V -{x}) is decomposable.
The indecomposable graphs
In this section, we will recall some of the properties of indecomposable graphs which will be used in what follows. We commence with a review of the properties of the intervals of a graph as obtained in the papers concerning the decomposability of graphs. 
Given intervals X and Y of G, if X M Y ~ ~, then X U Y is an interval of G. 4. Let X and Y be intervals of G, if X -Y ¢O, where X -Y= {xEX]xf~ Y}, then
Y -X is an interval of G.
Given a subset W of V, if X is an interval of G, then X N W is an interval of G(W).
The next propositions allow for the examination of the indecomposable subgraphs of an indecomposable graph.
Proposition 2 (Sumner [14] ). Given an indecomposable graph G=(V,E), with IVl
>>.3, there is a subset X of V such that IX I --3 or 4 and G(X) is indecomposable.
In order to construct indecomposable subgraphs of a larger size, we use the following partition. Definition 1. Given a graph G=(V,E) and a subset X of V such that Ixl~>3 and G(X) is indecomposable. For uEX, Eq(u) is the set ofxE V-X such that {u,x} is an interval of G(XU{x}). The set ofx E V-X such that X is an interval of G(XU{x}) is denoted by IX] and the set of x E V -X such that G(X U {x}) is indecomposable is denoted by Ext(X). 
Lenuna 1 (Ehrenfeucht and Rosenberg [4]). Given a graph G=(V,E) and a subset X of V such that IX[ >~3 and G(X) is indecomposable. 1. The family p(X)
= {Ext(X), [X], Eq(u)(u EX)} is a partition of V -X. 2. For x¢ yEExt(X), G(X U {x,
For x E [X ] and for y E V -(X U [X ]), G(X U {x, y } ) is decomposable if and only
ifX U {y} is an interval of G(X O {x,y}).
The next result is a direct consequence of Lemma 1.
Proposition 3 (Ehrenfeucht and Rosenberg [4] Practically, in order to verify that a graph G = (V,E) is indecomposable, we must first look for a subset X of V such that G(X) is indecomposable and [XI = 3 or 4. We next calculate the partition p(X) and, using Lemma 1, we try to find x,y E V -X such that G(X U {x,y}) is indecomposable. We continue this procedure by replacing X by X U {x, y}. For more details, refer to the recognition algorithm described in [1] .
The minimal indecomposable graphs in the symmetric case
All of the results obtained in this paragraph are valid if we consider undirected graphs in place of symmetric graphs. For a symmetric graph G=(V,E), the connectivity equivalence ~ is defined as follows: given x ¢ y C V, xfgy whenever there are xl =x ..... xk = y C V such that for i,j E {1 ..... k},xi--xj if and only if [i -j[ --1. The equivalence classes of cg are called the connected components of G and G is said to be connected when V is the only connected component of G.
The minimal indecomposable symmetric graphs for one vertex
We will consider the graphs P4=({1 ..... 4},E4) and Qs=({I ..... 5},F5) (see Clearly, P4 is indecomposable and, moreover, P4 is the smallest indecomposable symmetric graph. On the other hand, Q5({2,3,4,5}) is isomorphic to P4 so that Q5({2, 3,4, 5}) is indecomposable. Denoting {2, 3,4, 5} by X, we have: since 1--2 and 1 ---3, 1 ~ [X]; since 3 ---4 and 1--4, 1 ~Eq(3); since 1 ---3 and 2--3, 1 ~ Eq(2). By interchanging 3 (resp. 2) and 5 (resp. 4), we obtain 1 ~Eq(4)U Eq(5). Consequently, 1 ~ [X] U Eq(2) U ... U Eq(5) in such a way that 1 EExt(X) and, by the definition of Ext(X), Q5 = Qs(x u { 1 }) is indecomposable. It is easy to verify that for xE{1 ..... 4}, P4 is minimal for x and that Q5 is minimal for 1. Inversely, we obtain the following generalization of Proposition 2 in the case of symmetric graphs, which may be deduced from the results established in [10] . Proof. We will first show that if x c V -W, then G[N- (x) ] is empty in such a way that, by considering G in place of G, we will also obtain that G[N+(x)] is complete. 
Corollary 2. Given an indecomposable symmetric graph G= (V,E), with I Vt >,4, and an element x of V, G is minimal for x if and only if either G is isomorphic to P4 or
there is an isomorphism f from G to Q5 such that f(x)= 1.
The minimal indecomposable symmetric graphs for two vertices
We first define on {1 ..... k}, where k>~4, the symmetric graphs Pk and Qk (see It is easy to verify by induction on k ~> 4 that Pk is indecomposable. Indeed, since P4 is indecomposable, consider an integer k t> 4 and assume that Pk is indecomposable so that Pk+I(X)=Pk is indecomposable, where X= {1,...,k}. As (k + 1)--k and
-. U Eq(k). Since 1--2 and (k + 1) ---2, k + 1 q~ Eq(1) in such a way that k + 1 E Ext(X) or, in other terms, Pk+l is indecomposable.
By using the indecomposability of Pk, we may prove that Qk is indecomposable for k~>4 as follows. Since Q4 is isomorphic to P4 and since we showed that Q5 
. i -1} NX is an interval of Qk(X), or 2q~X and {1,k} is an interval of Qk(X).
It follows that Pk(X) and Qk(X) are decomposable in such a way that Pk, Qk and, hence, Pk, Qk are minimal for 1 and for k. Inversely, we obtain the next theorem.
Theorem 2. Let G = ( V,E) be an &decomposable symmetric graph, with I vI ~>4, and x ~ y be elements of V, G is minimal for x and for y if and only if there is an isomorphism f from G or G onto Pk or Qk, where k >~4, such that f({x,y})= {1,k}.
Theorem 2 is a direct consequence of the following result.
Theorem 3. Given an indecomposable symmetric graph G = (V, E), with [ V 1/> 4, for x ~ y E V, there is a subset X of V satisfying: x, y C X and there is an isomorphism f from G(X) or G(X) onto Pk or Qk, where k>>,4, such that f({x,y})={1,k}.
Proof. By interchanging G and G, we may assume that x---y. We denote by ~(x) (resp. OK(y)) the connected component of x (resp. y) in the subgraph G[V-(N+(x)fq
First assume that Cg(x)=Cg(y 
The minimal indecomposable graphs in the general case
We will use the following generalization of the connectivity equivalence. Given a graph G=(V,E) and x¢yE V, xCgy whenever there are xl =x ..... xk =yE V such that for i¢jE {1,...,k}, -~(xi---xj) if and only if li-Jl = 1. The equivalence classes of cg are called the connected components of G and G is said to be connected when V is the only connected component of G. As with the symmetric graphs, the family V/Cg of connected components of G is an interval partition of G such that the quotient G/(V/Cg) is empty.
We will also consider the generalization of the strong connectivity equivalence defined as follows. 
The minimal indecomposable 9raphs for one vertex
In order to characterize the minimal indecomposable graphs for one vertex, we will use the notion of transitive orientation defined as follows.
Definition 2. Given a symmetric graph G = (V,E) and a poset O= (V,F), O is a transitive orientation of G whenever for x¢yE V, (x,y)EE if and only if (x,y)EF or (y,x)EF.

Lemma 2 (Golumbic [6] and Kelly [11]). Given a symmetric #raph G and a transitive orientation 0 of G, G is indecomposable if and only if 0 is indecomposable.
In particular, we will use the transitive orientation N4 -=({1 ..... 4}, {(1, 2), (3, 2), (3, 4)}) of Q5 (see Fig. 4 ).
In [13] a characterization of critically indecomposable graphs is obtained. We will only utilize this characterization in the case of graphs of cardinality 4.
Lemma 3. Given a graph G=(V,E), with [V[=4, G is critically indecomposable if and only if G is isomorphic to P4, N4 or N4.
Given x E {1 ..... 4}, since P4 is minimal for x, by using Proposition 1 and Lemma 2, N4, N4 are minimal for x as well. For the same reasons, 05 and 05 are minimal for 1. Conversely, we obtain the following theorem which generalizes Theorem 1 and which improves Proposition 4 of [9] . Before proving Theorem 4, we will establish the following assertions. -~(at ---ai+l ). As (a, e) ¢ (b, e), there is i E { 1 ..... k -1 } such that (a/, e) ~ (a/+l, e).
If x E V-W, then G[N-(x)] (resp. G[N+(x)]) is empty (resp. complete). 2. If x E V-W, then
If ~ E Pred(x) U Succ(x), then, by considering G* in place of G, we may assume that E Pred(x). Moreover, if there is c E C such that c ~ e or c--e, then G({x, e,c}) is indecomposable so that x should belong to W. It follows that, since (ai, ~)¢ (ai+l, e), we may suppose that ~---+ai and e---ai+l. We will again obtain a contradiction by proving that G({x, 
. k} [bj--~e}), since for cES, c-~ or c---a, bi-1---e.
We will again obtain a contradiction by showing that G({x, ~, bi-1, b/}) is indecomposable. Indeed, if bi-l ---bi, then G( {x, e, bi-l, bi } ) is isomorphic to N4. If bi-1 ~ bi or bi-l--bi, then G(X)
is indecomposable, where X = {e, bt_l,bi}. As before, it is easy to verify that x ~ [X] O Eq(e) U Eq(bt) U Eq(bt_! ) so that x E Ext(X) or, equivalently,
G({x,c~,bi-l,bt}) is indecomposable.
Proof of Theorem 4. Assume, by contradiction, that I V-W I~>2. If there are a, bE V -W such that a--b or a ---b, then, by interchanging G and G, we may suppose that a ---b. As G is indecomposable, {a,b} is not an interval of G and there is x E V -(a, b} such that (x, a) ;~ (x, b). If for c E {a, b}, x--c or x ---c, then we may use the same arguments as those of the proof of Theorem 1. In the other case, if, for instance, x---* a or a---~x, then, by interchanging G and G*, we may assume that x---* a.
As a, b E V-W, G({a, b,x})
is decomposable in such a way that x ~ b or x ---b.
Since (x,a)7~(x,b) 
The minimal indecomposable graphs for two vertices
We commence this section with generalizations of Pk and of Qk. Clearly, Pk belongs to ~k and we obtain the next proposition. a way that (a,x)~_(1,k) and (b,x)~_(1,k) . Consequently, G(Y) is decomposable and G is minimal for 1 and for k.
A generalization of Pk
A generalization of Qk
Definition 4. Given k~5, ~k is the family of graphs G=({1 ..... k},E) satisfying:
It may be verified that Qk is an element of ~k and we obtain the following result. 
By statement 4 of Definition 4, (k, 1 ) ~_ (k, k -2), and, thus, (k -1, 1 ) _~ (k -1, k -2), which contradicts statement 5.
•
by statement 4, (k, 2) _~ (k, k -2), and by statement 5, (k, k -2) __ ( 1, k -2) in such a way that (1,2) ~ ( 1, k -2), which contradicts statement 2.
• IfXNY={i}, then kEY. Indeed, ifk¢_Y, then as IYl~>2, k-1EY and (k, 1)~-(k, i) ~-(k, k -1), which contradicts statement 5. Consequently, k E Y, {i, k} is an interval of G(XU {k}) and, by Proposition 1, since X is an interval of G(XU {k}), X -{i,k} is an interval of G(X U {k}) so that X -{i} is an interval of G(X). is decomposable in such a way that we may suppose that k-2 E Z. By statement 3, (1,k-1)~_(k,k-1) and, furthermore, for iE{3 ..... k-2}, (1,i) 
4.2.3.
Before enunciating Theorem 5 which is a generalization of Theorem 3, we introduce the family ~5 of graphs G=({1 ..... 5},E) fulfilling: 1---~2, 3---~1, 4--.1, 5---.1, ~(3---~2), ~(4--~2), 5---~2, ~(4---~3), 5--*3 and 4---*5. It may be verified that if G E ~5, then G is indecomposable, minimal for 1 and for 5, and, moreover, G~5 U~5. 
The minimal indecomposable posets and tournaments for two vertices
In order to describe the minimal indecomposable posets for two vertices, we will use the following transitive orientation Nk (resp. (N)k) of Pk (resp. P--k) represented in Fig. 5 (resp. 6).
We will also consider the transitive orientation Ok (resp. (O)k) of Qk (resp. Q~) represented in Fig. 7 (resp. 8). By using Lemma 2 and Theorems 2 and 3, we obtain the next results. In order to describe the minimal indecomposable tournaments for two vertices, we will use the 3-cycle C3, which is the tournament defined by C3 = ({ 1,2, 3 }, {(1,2), (2, 3), (3, 1)}). Further, up to isomorphism, if k~>5, then the single tournament which belongs to ~k, is the tournament Ak represented in Fig. 9 . On the other hand, up to the duality, if k >/5, then the single tournament which belongs to ~k, is the tournament Bk represented in Fig. 10 . Finally, C5, represented in Fig. 1 1, is which belongs to ~Rs. By using Theorems 5 and 6, we obtain the followings results, which may also be proved by using the notion of hierarchy introduced in [3] . f({x, y}) = { 1, 5}).
Conclusions
Theorem 5 is also valid when G is infinite. In order to prove the infinite version, we may use Theorem 5, as demonstrated, and the following result.
Proposition 6 (Ille [8]). Given an (infinite) graph G=(V,E), G is indecomposable if and only if for every finite subset F of V, there is a finite subset F I of V fulfilling F C F p and G(F') is indecomposable.
On the other hand, it would be interesting to continue the examination begun here by attempting to characterize the minimal indecomposable graphs for k 1> 3 vertices.
