Saturated groundwater flow can often be described by the law of mass conservation and Darcy's law, i.e. by a potential flow problem. An accurate approximation of the specific discharge can be determined by the mixed finite element method. In this article the lowestorder mixed method is presented including its hybridization, which results in a sparse symmetric positive definite system of linear equations. This system can be solved efficiently by the preconditioned conjugate gradient method. After approximating the specific discharge, streamlines and residence times can be determined easily and accurately. The applicability and advantages of the mixed finite element method are illustrated for three potential flow problems from HYDROCOIN level 1.
Introduction
Subsoil generally consists of granular material with pores in between. Below a certain depth there is a saturated zone in which all pores are completely filled with water. This zone is bounded from below by impervious bedrock.
In the saturated zone, groundwater is usually in motion. Groundwater motion occurs at very low velocities. However, because of the large cross-sectional areas through which this motion takes place, large quantities of water are transported. The flow of groundwater takes place through the interconnected pores. When dealing with this flow, the microscopic flow patterns inside individual pores will be ignored and a fictitious average flow is considered. For this, the continuum approach is employed, Le. it is assumed that all variables and parameters have their average meaning in a porous medium regarded as a continuum (see, e.g., [4] ).
The specific discharge (Darcy velocity) q is defined as a vector in the direction of flow, where its magnitude is equal to the volume of water flowing per unit time through a unit cross-sectional area normal to the direction of flow. Assume that the flow is stationary or that both fluid and porous medium are incompressible. By the law of mass conservation the continuity equation holds, Le.
(1.1)
where the function f represents sources and sinks.
Inside the saturated zone, one can measure the piezometric head (potential) c.p. The relation between the specific discharge q and the piezometric head c.p is given by Darcy's law, Le. This problem is a well-posed problem, Le. the solution exists, is unique and depends continuously on the data. Let v be the average velocity of the fluid, then
where n is the porosity.
An exact solution of a potential flow problem can be derived only in special cases. Therefore, numerical methods are the major tool for solving such problems in practice. A common approach is to rewrite (1.5), using (1.2) , into the elliptic boundary value problem: An approximation of c.p is determined as a set of cell averages (block-centered finite differences), nodal values (vertex-centered finite differences) or piecewise smooth functions (conforming finite elements). This approximation of c.p is then numerically differentiated and multiplied by the tensor of hydraulic conductivity J(, to obtain an approximation of q. The tensor J( usually has jumps of several orders of magnitude along irregularly shaped internal boundaries. Therefore, in many cases an ina,ccurate specific discharge results from this approach.
Given an approximation of the velocity v = qjn, trajectories of water particles can be computed.
The results of this approach are often disappointing. Quoting [27: Chapter 9] : "The velocity fields and trajectories calculated also show agreement but to a lesser extent than the scalar entities. As the models primarily solve the flow equation for a scalar field, the vector field is a product of post processing. The results from HYDROCOIN level 1 show that the algorithms used for the velocity field evaluation should be selected with care. It has been demonstrated that differences in particle tracking routines contribute to the uncertainty in the calculated pathlines in addition to the discretisation effects." We opine that not only the methods for approximating the velocity should be carefully selected, but that one should compute an accurate approximation of the specific discharge q, Le. this approximation has to fulfil the continuity equation ( [26] ) and the mixed finite element method (see [2:1.] , [24] , [11] , [6: Section V-II], [16] , [22] , [5] , [7] , [17] ). In fact, these two methods are equivalent for rectangular grids. Because of its flexibility in choosing meshes we will concentrate on the mixed finite element method. Besides, as will be shown, a proper algorithm for accurately particle tracking follows directly from this method.
For simplicity, the lowest-order mixed finite element method using triangular meshes will be discussed in this paper for general two-dimensional problems (for other meshes and threedimensional problems, see [17] ). In Section 2 we define some notations. The lowest-order conforming and mixed finite element method are treated in Sections 3 and 4. Section 5 deals with the hybridization of the mixed method leading to a symmetric positive definite system of linear equations. In Section 6 an algorithm for accurate particle tracking is exposed. In Section 7 the applicability and advantages of the mixed finite element method are illustrated by several numerical experiments. Final conclusions are drawn in Section 8.
Notations
Before proceeding to the mathematical formulation of the conforming and mixed finite element method, it is necessary to introduce some functional spaces (see [24: Chapter 2], [17:
The Lebesgue spaces L 2 (n) and L 2 (n) contain respectively the square-integrable scalar and vectorial functions on n, Le.
n In order to state variational formulations of the potential flow problem (1.5) we have to consider functions that are differentiable in the weak sense, Le. continuous and piecewise differentiable. Spaces containing these kind of functions are the Sobolev spaces. Note that throughout this paper differentiation is understood in the weak sense. The Sobolev space H 1 (n) contains the square-integrable scalar functions whose gradients are also square-integrable, i.e.
The linear subspace Hb(n) is defined as
The Sobolev space H (div; n) contains the square-integrable vectorial functions whose divergences are also square-integrable, i.e.
(2.4)
The linear subspace HN( div; f!) is defined as (2.5)
In order to clarify the definitions of the Sobolev spaces HI (f!) and H (div; f!) assume that f!l and f!2 are two mutually disjoint portions of f! with the common boundary ef!12 (see Figure 1) .
and p E L 2 (f!) be continuous in f! and differentiable in f!l and f!2, then ' l/J E HI(f!) only if V'l/J is finite on both sides of ef!12, and p E H( div; f!) only if V . p is finite on both sides of af!12 and n . p is continuous across ef!12' Figure 1 . Subdivision of f! in two mutually disjoint portions.
The conforming finite element method
Although it is assumed that the reader is familiar with the conforming finite element method, it may be helpful to review its basic concepts (for details see [8] , [4: pp. 141-152], [3] , [23] ) in order to clarify the difference with the mixed method. Using Green's formula, the variational formulation of the elliptic boundary value problem (1.7) can be stated:
Find <p E HI(f!), such that <p = gD on ef!D and Problem (3.4) has a unique solution (see [8: (3.5) . A variety of choices for the preconditioning matrix have been discussed in the literature (see, e.g., [2] , [9] ). Popular methods for computing the preconditioning matrix are the incomplete Cholesky decomposition (see [19] ) and the modified incomplete Cholesky decomposition ([see [14] , [3: Section 1.4]).
The mixed finite element method
The derivation of the mixed finite element method sta.rts from the original potential flow problem (1.5) instead of the elliptic boundary value problem (1.7). Using Green's formula, the variational formulation of (1.5) can be stated: 
for arbitrary constants Q, f3 and /,.
Define the Raviart-Thomas spaces 
Let 9N,h be a piecewise constant approximation of 9N, such that
The lowest-order Raviart-Thomas mixed method for problem (4.1) now reads as follows:
n n Problem (4.8) has a unique solution (see [24: Theorem IX-2.1J).
If f = 0 in n, i.e. if there are no sources, then the specific discharge can be obtained from the stream function \l1 as q = V X\ l1 = (~1~) yo \l1 in n (see [4] [5] [6] [7] [8] ). An approximation \l1 h of \l1 can be computed using the lowest-order conforming finite element method. It can be proved that qh = V X \l1 h in n. Thus, one can consider the mixed finite element method as a generalization of the stream function approach for problems with sources and for three-dimensional problems (see [17] Assume that, instead of triangles, rectangles are used to subdivide the domain n (see [17] , [7] ). Let their edges be parallel to the coordinate axes and K(x), and therefore also J(-I(x), be a diagonal matrix for aU x E n. If the element contributions are approximated using the trapezoidal quadrature formula, then the matrix A reduces to a diagonal matrix. Thus, the symmetric positive matrix iFA-113 is sparse and system (4.11) can be solved using the preconditioned conjugate gradient method. Moreover, the mixed method transforms into the block-centered finite difference method (for details, see [26] , [7: Section 6] ). Thus, one can also consider the mixed finite element method as a generalization of the block-centered finite difference method for irregular meshes.
However, in general the matrix 13 T A-I 13 is not sparse. The coefficient matrix of system (4.9) is symmetric and sparse, but not positive definite. Fast and efficient methods are not yet known for these situations (for some iterative methods that have been used to solve (4.9), see [22: Section 17]).
Hybridization of the mixed method
The solution of the system oflinear equations resulting from (4. 
TETh aT
In order to prove this assertion consider two adjacent triangles T 1 and T 2 with the common edge e12 (see Figure 2 ). The hybrid version of the lowest-order mixed method for problem (4.1) now reads as follows: The advantage of system (5.7) compared with system (4.9) is the block-diagonality of the symmetric positive definite matrix A. Hence A-I is also a block-diagonal matrix. Thus (5.7) yields
Using ( 
and only if, the corresponding edges ei and ej are on the boundary of some triangle T E 7h.
Again, the preconditioned conjugate gradient method can be used to solve system (5.11).
After solving (5.11) the vectors <T> and Q can be computed by (5.10) and (5.8), respectively. This computation can be performed at the finite element level. Finally, the approximation qh of the specific discharge can be computed from its fluxes across the edges.
Particle tracking
After the approximation qh of the specific discharge q has been computed using the mixed finite element method, the approximate velocity Vh = qh/n can be computed. Henceforth we assume that the porosity n is constant in each triangle T E Til..
A streamline is a curve that is everywhere tangential to the velocity v = q/n. Because the flow is stationary, water particles flow along streamlines. The time required for a water particle to flow from one point to another is called the residence time between these points. In modelling two-dimensional saturated groundwater flow problems streamlines can be obtained easily as contour lines of the stream function (see [4: Section 5-8]). However, branch cuts have to be introduced if there are sources or sinks in the flow domain. Furthermore, one cannot obtain residence times directly from the stream function. Moreover, when modelling three-dimensional groundwater flow the concept of a stream function is complicated. Fortunately, streamlines and residence times can be determined easily and accurately for two-and three-dimensional problems (see [17: Section IX]) with or without sources and sinks using the mixed finite element method (for particle tracking using the block-centered finite difference method, see [20] , [13] ). Streamlines and residence times can be determined from Vh by computations at the finite element level. This approach allows the streamlines and residence times to be determined exactly with respect to the approximate velocity Vh.
Let T E 7h be some triangle and q E RT(T), then v = q/n is of the form
Depending on the sign of, = V . q/n three cases can be distinguished: One can consider (7.1) as an ordinary differential equation, i.e.
(6.2a)
The initial value is given by the point of entrance, i.e.
(6.2b)
The solution of (6.2) is equal to where the function E is defined as By tracking a water particle through a chain of triangles an array of points and residence times is obtained. A global streamline is obtained by interconnecting the consecutive points and the total residence time by summing all residence times.
Numerical experiments
In the preceding sections the mixed finite element method, its hybridication, and the computation of streamlines and residence times were presented. In this section the applicability and advantages of the mixed method and the convergence of the preconditioned conjugate gradient method are illustrated by some numerical experiments.
We are especially interested in potential flow problems with large jumps in the tensor of hydraulic conductivity. We are also interested in subdivisions of the domain into very flat triangles. All the computations presented below, were done in double precision on a SUN SPARC classic workstation.
In this section three two-dimensional potential flow problems are considered. These problems are based on Cases 2, 6 and 7 in [27] . Triangulations of the domain n were constructed by subdividing n into a collection of M triangles. The conforming method results in an approximation of the potential <P, which has one degree of freedom per vertex of the mesh. The mixed-hybrid method results in the Lagrange multiplier Ah' which has one degree of freedom per edge of the mesh. The resulting systems oflinear equations were solved by the preconditioned conjugate gradient method (see, e.g., [12: Chapter 10]), where the preconditioning matrices were constructed by the incomplete Cholesky decomposition (IC) (see [19] ) or the modified incomplete Cholesky decomposition (MIC) (see [14] , [3: Section 1.4]). These preconditionings were compared with the symmetric GauB-Seidel preconditioning (SGS), also known as SSOR with w = 1 (see, e.g., [2, Section 3]). Let a certain resulting system be denoted are Ax = b for the time being. A sequence xI, X2, ••. was generated, starting with the vector Xo = O. We terminated if /Ix -xiIIA/llxIIA :::; 10- 8 (for the corresponding termination criterion, see [15] ). The amount of work per iteration is equal to three inner product, two vector updates and two matrix-vector multiplications, that is, 7n +4rn flops, where n is the number of unknowns and n +2m is the number of nonzero entries of the matrix A. About 45/19 times as much work is required per iteration for the mixed-hybrid method as for the conforming method.
Using the conforming finite element method, a piecewise linear approximation of <p is determined. This approximation is differentiated in each triangle and, multiplied by the tensor J( to obtain an approximation of q. The normal component of this approximation is generally not continuous across the interelement boundaries. Using the mixed-hybrid finite element method, the Lagrange multiplier Ah is determined. From Ah the approximations <Ph and qh are obtained using (5.10) and (5.8), respectively. The normal component of qh is continuous across the interelement boundaries. Streamlines were computed by the method that is discussed in Section 6. Using the conforming method, first the approximation of q was improved by introducing a quasi-Lagrange multiplier. This quasi-multiplier is defined on the union of all edges and is constant on each edge, as in the mixed-hybrid case. On each edge its value is equal to the value of the conforming approximation of <p at the midpoint of the edge. From this quasi-multiplier outward fluxed across the edges of all triangles were obtained using (5.10) and (5.8). On each interelement edge we took the mean of the two corresponding fluxes. Finally, an approximation of q was computed from these fluxes. Of course, the normal component of this approximation is continuous across the interelement boundaries. Still, its divergence is generally not equal to f. However, the computed streamlines appeared to improve by this ad hoc technique.
Case 2: two permeable fracture zones intersecting each other
The first potential flow problem is based on Case 2 in [27] . This test case concerns stationary flow in a two-dimensional slice of a fractured rock. The region contains two inclined fracture zones, which have a higher hydraulic conductivity than the surrounding rock. The fracture zones intersect one another at depth.
The topography has been made simple so that it consists of two valleys located, where the fracture zones meet the surface. In order to simplify the problem definition, the shape of the surface is described by straight lines.
The geometry of the domain is defined by 17 points marked in Figure 3 . The coordinates of these points are listed in Table 1 . The medium is assumed to be isotropic, i.e. K(x) = k(x)I for all x E n, where I is the unit tensor and K(x) is a scalar. The values of K in the fracture zones and the surrounding rocks are 10-6 m s-l and 10-8 m S-l, respectively. The porosity n in the domain is equal to 0.03.
The rainfull is assumed to be sufficient to cause the water table to be coincident with the surface. The remaining boundary is assumed to be impermeable to water flow. Thus, anD is the top boundary and Triangulations of the domain n were constructed by subdividing n into a collection of 76,298, 1198 and 4790 triangles. The resulting meshes are displayed in Figure 4 for M = 76 and M = 298.
(c) The numbers of iterations necessary to fulfil the desired termination criterion are listed in Table II . matrix cannot be constructed for the incomplete Cholesky decomposition. For the mixedhybrid method, the number of iterations when using the incomplete Cholesky decomposition is considerably smaller than when using the symmetric GauB-Seidel preconditioning. The modified incomplete Cholesky decomposition behaves erratically (for a discussion on this phenomenon, see [25] ).
The flow in the fracture zones is nearly one-dimensional. This suggests not to refine the mesh perpendicular to the fracture zones. Therefore triangulations of the domain n were constructed by subdividing n into a collection of 76,252,928 and 3544 triangles, such that the meshes outside the fracture zones are equal to the meshes considered before and such that portions of the fracture zones are divided into two triangles only. The numbers of iterations, using these meshes, necessary to fulfil the desired termination criterion are listed in table IV. Table V . These results were obtained using the symmetric GauJ3-Seidel preconditioning. Using the conforming finite element method, nearly all streamlines either end before reaching a boundary or end on the impervious boundary. Using the mixed finite element method, all streamlines end on the lines between the points 2-3 and 5-6. The streamlines and residence times are nearly equivalent to those obtained with completely refined meshes. The trajectory starting in x = (100, -200) is rather hard to determine accurately, which can be understood by realizing that it passes a region with very low velocities. It can be concluded that accurate streamlines and residence times can be computed using the mixed finite element method with a nonrefined mesh perpendicular to the fracture zones after fewer iterations and with fewer flops per iteration.
Case 6: two-dimensional stationary flow in a regional aquifer
The second potential flow problem is based on Case 6 in [27] . This test case concerns stationary flow in a three-dimensional groundwater system with rock layers of highly contrasting hydraulic conductivity typical of bedded salt lakes. However, the domain as specified in this case only gives a three-dimensional flow field to a limited extent. Therefore a two-dimensional potential flow problem will be considered in this section. The hydrological system consists of essentially five material layers, i.e. a layer of a low hydraulic conductivity overlain by two aquifer layers and underlain by two additional aquifer units. These five layers degrade into one ma.terial.
The geometry of the domain is defined by 27 points marked in Figure 9 . The coordinates of these points are listed in Table VI . The medium is assumed to be anisotropic such that the principal directions of the tensor of hydraulic conductivity are in the horizontal and vertical direction, i.e.
for all x En, where kv(x) = kh(X)j10. The values of kh in the different geological layers, as indicated in Figure 9 , are listed in Table VII . The porosity n in the domain is equal to 0.05. The rainfall is assumed to be sufficient to cause the water table to be consistent with the surface. The remaining boundary is assumed to be impermeable to water flow, except the right boundaries of layers G and H, where the potential is assumed to be equal to 500 m.
Triangulations of the domain n were constructed by subdividing n into a collection of 339, 1440 and 5537 triangles. The resulting mesh is displayed in Figure 10 for M = 339. The numbers of iterations necessary to fulfil the desired termina.tion criterion are listed in Table VIII . Conforming method  339  204  542  32  21  1440  787  2226  60  38  5537 2898  8434  118  83  Mixed-hybrid method  339  542  1017  71  36  1440 2226  4320  120  74  5537 8434 16611  244 161 Particles were tracked starting in four points. The trajectories are displayed in Figure II . The residence times are listed in Table IX . These results were obtained using the symmetric Gau:l3-Seidel preconditioning.
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(f) Figure 11 . Particle tracking in Case 6 using the conforming and mixed method. All streamlines end on anD' Using the conforming finite element method, the ad hoc technique that is used for computing streamlines gives reasonable results. However, a sudden change in flow direction is observable just before or behind a discontinuity in the hydraulic conductivity. Using the mixed finite element method, this change in flow direction is precisely at the discontinuities in the hydraulic conductivity (see Figure 11 (f)). The corresponding residence times converge for finer meshes pretty fast. A preconditioning matrix cannot be constructed for the modified incomplete Cholesky decomposition. The number of iterations when using the incomplete Cholesky decomposition is considerably smaller than when using the symmetric GauB-Seidel preconditioning. Also, the number of iterations is smaller for the conforming method than for the mixed-hybrid method. The geometry of the domain is defined by 20 points marked in Figure 12 . The coordinates of these points are listed in Table X . The medium is assumed to be isotropic, Le.
for all x E n, where I is the unit tensor and k(x) is a scalar. The scalar hydraulic conductivity k of the argillaceous medium and the porosity n, both in the argillaceous medium and the concrete structures, only depend on the height X2 and are displayed in Figure 13 . Two variants of the test case are considered in which the hydraulic conductivity of the concrete structures is substantially different. In Case 7a it is 10-6 m 8-1 a.nd in Case 7b it is 10-10 m 8-1 .
4r--------~~~~3 I The rainfall is assumed to be sufficient to raise the water table to be consistent with the surface. The bottom boundary is assumed to be impermeable to water flow. At the left boundary the potential is assumed to be equal to 25 m.. At the right boundary the potential is assumed to be equal to 20 m.. Without the concrete these boundary conditions result into the solution <p(x) = 25 -xt!40, x E n, and thus the streamlines are straight horizontal lines.
Triangulations of the domain n were constructed by subdividing n into a collection of 1707 and 6780 triangles. The resulting mesh is displayed in Figure 14 for M = 1707. All streamlines end on anD. Using the conforming finite element method, the ad hoc technique that is used for computing streamlines gives poor results. Using the mixed finite element method, the streamlines are stra.ight lines away from the concrete. The corresponding residence times converge for finer meshes pretty fast. The number of iterations when using the incomplete Cholesky decomposition is considerably smaller than when using the symmetric GauB-Seidel preconditioning. The modified incomplete Cholesky decomposition behaves erratically.
Conclusions.
From the numerical experiments it is clear that an accurate approximation of the specific discharge can be determined by the mixed finite element method. The conforming finite element method results in unsatisfactory streamlines, at least with the postprocessing technique that is used in this article. A very promosing postprocessing technique is discussed in [10] . Of course, if one is interested in an accurate approximation of the piezometric head, then the conforming finite element method is preferable. Using the hybridization technique, the mixed finite element method results in a sparse symmetric positive definite system oflinear equations. This system can be solved efficiently by the preconditioned conjugate gradient method, where the preconditioning matrix is constructed by the incomplete Cholesky decomposition. The system of linear equations is larger for the mixed method than for the conforming method. Also more iterations are needed to solve the system with the same relative accuracy. However, for the fracture zone problem (Case 2), the incomplete Cholesky decomposition does not exist. The modified incomplete Cholesky decomposition behaves erratically. Note that the system of linear equations is rather expensive to be constructed for the mixed-hybrid finite element method. If the porous medium is isotropic, this system can be constructed cheaply using the nonconforming finite element method (see [18] ).
