Abstract-Clustering is related to data mining for information retrieval. Relevant information is retrieved quickly while doing the clustering of documents.
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I.INTRODUCTION
Clustering is raised from the Data Mining. Data mining have methods such as Classification, Regression, Clustering and summarization [2] . Data mining is used to retrieve the information from large repository of data and extraction of hidden information from large databases.
Data mining tools predict the future trends and behavior. Web mining is used to perform the mining for the web documents. The paper focuses on both data mining and web mining techniques for information retrieval.
Due to explosive growth of accessing information from the web, efficient access and exploration of information are needed critically. Most of the search engine returns the long list of documents partial content matching the search query. While doing searching, there is many irrelevant documents are returned with the relevant documents. Clustering helps us to speed up the knowledge discovery. Searching on the web is tedious and time consuming, to reduce this time clustering algorithms would be used. The key requirements [12] for web document clustering are:
Relevance: Relevancy defines that, the documents which is related to user query are relevant that is separated from the irrelevant documents.
Browsable summaries: The content of the clusters are according to user interest. It replaces the rank list representation with the shifting through clustering. This method provides concise and accurate description of the clusters.
Overlap: In a document there are multiple topics. It is used to avoid confing of each document to only one cluster.
Snippet-tolerance: This method provides the high quality clusters when accessing the snippets returned by search engine when the users don"t want to wait for the system to download the documents of the web.
Speed: Clustering allows the users to access the documents in few seconds. Clustering is process to speed up the searching while doing the browsing on the web.
Incrementally: The method should start to process each snippet as soon as it receives from the web, to save the time.
Many clustering algorithms apply on the collection of documents, which rely on off-line. But the clustering performed on small set of documents, in response to user query. The objective of clustering is to grouping the documents which contains similar type contents. The clustering is based on the four concepts: data representation model, similarity measures, clustering model and clustering algorithm. Document clustering [3, 4] comes from the domain of the information retrieval. Document clustering is still a developing field which is undergoing evolution It finds the grouping for set of documents so that documents belong to the same cluster are similar and documents belong to different clusters are dissimilar. Document clustering is a method of automatically organize the large data collection into groups. Document clustering treated a document as a bag of words and clustering criteria is based on the presence of similar words in document. Document clustering has always been used to improve the performance of retrieval from large data collection.
Most of the document clustering techniques [3, 4, 5] based on the concept vector space model. The documents in the dataset are represented in the vector form. The term weights are usually referred to term frequency and inverse term frequency [12] of words are contained in vector. There is another concept known as similarity measures, which is used to measures the similarity between the documents. The similarity between two documents is measured on the basis of Binary similarity, Euclidean distance measures, Manhattan distance measures, and cosine similarity measures etc. In a document phrases have been used for more accurate and effective document clustering. A phrase in a document is an ordered sequence of words. The clustering method categorized as partitioned clustering methods and hierarchical clustering methods.
Partitioned clustering [5, 7, 8, and 11] : Partitioned clustering algorithm partitioned the documents in to k number of clusters. Example of partitioned clustering is k-means clustering.
Hierarchical clustering [5, 7, 8, and 11] : In hierarchical clustering, the clusters of documents are arranged in tree like structure. Hierarchical clustering can be divided into Agglomerative hierarchical clustering and divisive clustering. 
II. RELATED WORK
This section reviews the previous work that is to be done on the document clustering and document clustering algorithms. Document clustering is a method, which is used for information retrieval from the text documents (data mining) and web documents (web mining). Document clustering is improved as according to the requirements of the user. Document clustering is investigated to improve the performance of the search engine [15] by pre-clustering and clustering has also been used for post-retrieval document browsing.
Due to explosive growth of accessing information from the web many researches has been done according to the requirements of the users. These researches make the information inquiry better and more convenient for the users. Many researches has been done in the field of information retrieval, data mining and web mining that is related to document clustering.
Information retrieval [2] : Large number of files are uploaded and downloaded on the internet. According to study 90% of the information is extracted from the internet. Information retrieval plays an important role in data mining and web mining. Information retrieval analyzes the file content and identifies their similarity. Information retrieval measures the performance in the documents. The performance measuring methods such as Precision and Recall describe the relevancy of the documents in information retrieval. Document clustering [3, 4, 5, 12, and 20 ]: Clustering method is conducted in fully unsupervised learning. It is more flexible and adaptive method. Document clustering [14] related to the grouping of the documents on the basis of their similarity. Documents are divided in to different groups, documents in the same group means that they are similar to each other than the other documents. Clustering is absolutely helpful in speeding up the knowledge discovery. Document clustering follows the steps to make the cluster that display in the figure: Clustering algorithm [3, 20] : There are other clustering algorithms which are used for document clustering, which appear in the literature survey to produces the effective search results. There are two main categories of the document clustering algorithm that is Partitioned Clustering [6, 7, 8] and Hierarchical Clustering. Hierarchical clustering [10, 11] Another clustering approach is the partitioned clustering algorithm, which creates one level partitioning of the document collection. K-means is an example of partitioned clustering algorithm. It initially selects the k documents that work as centroid of each cluster. In the next step, every document is assigned to a nearest cluster based on similarity measures. These steps were repeated until there is no change in the centroid values. Bisecting K-means is modified version of the K-means clustering algorithm.
Mostly, the Agglomerative Hierarchical Clustering [10, 11] and K-means clustering [6, 7] cannot produce the effective results for clustering the documents. Some of the clustering algorithm produces the descriptive summaries that are not meaningful and readable which is difficult and reduces the search range. To overcome the difficulties of the agglomerative hierarchical clustering and k-means clustering, A new clustering algorithm is introduced by Zamir and Etizioni,"Web Document Clustering: A feasibility demonstration" [12] which are known as Suffix Tree Clustering (STC) algorithm. STC is a search result clustering algorithm which is applied on the document collections.
STC have some advantages [14] over the other clustering algorithm such as: there is no requirement to specify the number of clusters, shared phrases describe the resultant clusters, and single document may appear in more than one cluster. STC has readable labels and descriptive summaries for resultant clusters.
III.CLUSTERING ALGORITHMS
There are different clustering algorithms which are used for clustering the documents that are described as follows:
1. Partitioned Clustering Algorithm [3, 6, 7] 2. Hierarchical Clustering Algorithm [10, 11] 1. Partitioned Clustering Algorithm [3, 20] In partitioned clustering data is divided into partitions. There are n data objects that are divided into k number of clusters/partitions.
It uses an iterative relocation technique to improve the partitioning criteria and to find optimal partition. K-means clustering algorithm is an example of partitioned clustering algorithm. [6, 7, 8, 9 , and 20]:
A. K-Means clustering algorithm
As the researchers describe that clustering is the process of partitioning the given set of objects into disjoint subsets. This is done in such a way objects in the same cluster are similar, and the objects in the different clusters are dissimilar with respect to their attributes.
K-means clustering is produces an effective result while producing the clusters. Many of the researcher"s work on improve the performance and efficiency of kmeans clustering algorithm. K-means clustering is one of the most simple and non-supervised clustering algorithm. For large data collection the computational complexity of the original k-means is very high. The algorithm produces the results in different clusters depending on the choice of the randomly selected initial centroids.
This section describes the k-means clustering algorithm. The algorithm classify dataset in to k disjoint clusters, where the value if the k is fixed initially. K-means clustering is based on the centroid value that"s why it is called the centroid based technique. The algorithm performs in two phases: in the first phase, randomly select the k centers, the value of k is fixed for each of the cluster. In the next phase, each point belonging to given dataset and assign to its nearest centroid. Euclidean distance can be used to measure the distance between the data points and the centroid values. When a cluster contains all the data points, then the first phase is completed. At that point, we need to recalculate the centroid value and change the cluster centroid. New data points may lead to the centroid values. Once we find the k new centroid, a new binding is to be created on between some data points and nearest new centroid, generating a loop. As a result of loop k centroid change their position in step by step. The similarity between the clusters is measured by calculating the means values of data objects (data points) in a cluster. The mean value in every iteration will be calculated, while making the clusters. K is positive integer number.
Steps for K-means clustering [7] algorithm: Input: D = {d1, d2, d3,…….., dn} // set of n data items. k // desired number of clusters.
Output:
A set of k clusters.
Steps: 1. For initial centroid, select the k data items from documents D ; 2. Repeat Allocate each item d1 to the cluster which has the closest centroid; New mean values are calculated for each cluster; Until specified condition criteria is met.
The mean value is calculated on the basis of the formula such as Euclidean distance and Manhattan distance that is defined as:
In Euclidean distance the distance is measured between two points such as X (x1, x2) and Y (y1, y2). 
When the Euclidean distance and Manhattan distance are used for measuring the distance the following properties are satisfied: d (i, j)>=0: distance is a non-negative number. d (i, i) =0: The distance of an object to itself is 0.
The number of data objects is less than the number of cluster than assign the data as a centroid of the cluster. Each centroid will have a cluster number. If the number of data objects is bigger than the number of cluster, calculate the distance to all centroid and minimum distance. The location of the centroid is based on the current updated data; assign all data to the new centroid. This process is repeated till that no data is moving to another cluster any more.
K-mean clustering used to minimize the squared error function. This method is relatively scalable and efficient in the processing of large data sets. The complexity of the algorithm is O (nkt). Where n is the total number of objects, k is the number of clusters and t is the number of iterations.
The k-means clustering algorithm is extensively clustering algorithm and it generally produces the effectively good results. The main drawback of this algorithm is that it produces the different clusters for different sets of values of the initial centroid. The quality of the clusters depends on the choice of the randomly selected initial centroid. The k-means algorithm is computationally expensive.
Properties of k-mean clustering algorithm:
o There are always k clusters. Necessity for users to specify k clusters. o There is always at least one item in each cluster. o The clusters are non-hierarchical and they donot overlap. [19] Search result clustering help users to quickly browse the documents returned by search engine. Hierarchical clustering is one of another method for clustering the documents. It produces the hierarchical structure of the documents.
Hierarchical Clustering Algorithm
Hierarchical methods are grouped the data objects in to tree of clusters. It output a hierarchy, a structure that is more informative than the unstructured set of clusters than the partitioned clustering. Hierarchical method uses hierarchical decomposition of a given set of data objects. The advantage of hierarchical clustering comes at the cost of lower efficiency. Hierarchical document clustering [16] is better than the partitioned clustering; its main work is to build the hierarchical structure in tree of clusters whose leaf node represents the subset of document collection.
Hierarchical method can be categorized into:
o Agglomerative Hierarchical Clustering and, o Divisive Hierarchical Clustering.
A. Agglomerative Hierarchical Clustering:
Agglomerative hierarchical clustering is bottom-up strategy; it starts with each object a separate cluster itself and merges the clusters according to distance measures. Clusters are merges until all the objects in to a single cluster till the termination condition are satisfied. It merges the clusters iteratively. Most of the hierarchical clustering method belongs to this clustering category. Hierarchical agglomerative clustering is represented by the Genograms. It is tree like structure show the relationship between objects. In Dendogram each merge is represented by the horizontal line. The y-coordinates of horizontal line are the similarity of two clusters that were merged and documents can be viewed as single cluster. The similarity measures can be calculated by- Single-linkage clustering  Complete-linkage clustering  Group-average clustering Single-link clustering [12] In single-linkage clustering, the similarity between two clusters is based on the most similar members of the clusters. . In other words we can say that the similarity between two clusters is measured by the similarity of the closest pair of data points belonging to different clusters. The process of merging cluster is repeat till that all objects merged to form a single cluster. In this clustering the minimum distance is calculated between the documents. 
Complete-linkage clustering
In complete-linkage clustering, the similarity between clusters is the similarity of their most dissimilar members. The maximum distance is calculated between the documents. 
B. Divisive Hierarchical Clustering
It is a top-down strategy just reverse of the agglomerative hierarchical clustering. It starts with all objects in to a single cluster. A cluster is split into smaller clusters, until each object in a single cluster holds the termination condition. The divisive approach divide the data objects into disjoint groups at every step this process will continue until all objects" fall into its own cluster. The divisive hierarchical clustering, which does the reverse by starting with all objects in one cluster and subdividing them into smaller pieces. The process of clustering is based on the similarity measures. Divisive methods are not generally available, and rarely have been applied.
Algorithm steps for hierarchical clustering:
There are set of N items to be clustered and N*N distance (similarity) matrix and the basic process of hierarchical clustering is this:
Step1: Start by assigning each item to its own cluster, so that if you have N items, you now have N clusters, each containing just one item. Let the distance between the clusters the same as the distances between the items they contain.
Step 2: Find the closest (most similar) pair of clusters and merge them into a single cluster, so that now you have one cluster less.
Step 3: Compute distances (similarities) between the new cluster and each of old clusters. (Single-linkage, complete-linkage and average-linkage)
Step 4: Repeat the steps 2 and 3 until all items are clustered in to a single cluster of size N
Advantages:
 The algorithm can produce an ordering of objects, which may be informative for data display. Smaller clusters are generated, which may helpful in discovery.  Hierarchical clustering has the advantage that any valid measure of distance can be used.  The observations themselves are not required; all that is used is a matrix of distances.
Disadvantages:
 They do not scale well; time complexity of at least O (n 2 ) where n is the total number of objects.  They can never undo what was done previously.
IV. SUFFIX TREE CLUSTERING ALGORITHM Suffix Tree Clustering [1, 12] uses the concept of document clustering for clustering the documents. Document clustering is the process of organizing the documents into groups.
Suffix tree clustering is the search result clustering which is used for making the searching efficient. Suffix tree clustering applies on the documents that may be the text document and the web document.
A. Suffix tree clustering: [1, 12, 13, 14, and 15] Suffix Tree Clustering is a hierarchical document clustering. Suffix Tree Clustering is used for extracting the information from large repository of dataset. The dataset is collection of text documents. The purpose of Suffix Tree Clustering is to group the input text according to the identical phrases. A phrase is a sequence of words. Suffix Tree Clustering is used to improve the searching speed as comparison to other clustering algorithms. Suffix Tree uses the tokens to create a suffix tree. The Suffix Tree structure uses the shared suffixes in the documents. And the algorithm uses these suffixes to identify the base clusters.
B. Suffix Tree Clustering Algorithm: [1, 12, 17, 18] There are many document clustering algorithms for efficient search result. They produce the result according to the users query. Suffix tree clustering algorithm is a linear time clustering algorithm (linear in the size of document set) that is based on identifying the phrases. The simplest form of suffix tree clustering is the phrase based clustering. Suffix tree clustering algorithm takes a document as a string. Suffix tree can be easily identifying the documents that would share a common phrase and uses the information for creating the cluster.
Suffix Tree Clustering algorithm uses the suffix tree data structure to represent the data or a tree like data structure for solving problems that involve the strings. It allows the storage of all substring of a given string. Suffix tree is efficiently identify the document set that share common phrases and create the clusters. Before applying the Suffix Tree Clustering on the documents are first cleaned by using Tokenization, Stop words removal, and apply the stemming algorithm.
The Suffix tree data structure is heart of the suffix tree clustering algorithm. A suffix tree is constructed from set of strings. In Suffix Tree Clustering, sentences from documents are inserted to the suffix tree as a word, not as a character.
Documents are marked in internal nodes where the suffixes occur. Internal nodes of the suffix tree represent the phrases that are shared by group of documents. Each internal node represents the base cluster. While traversing the suffix tree clustering algorithm assign a score to every base cluster. [18] : A Suffix Tree ST for an m character string S is rooted directed tree with exactly m leaves numbered 1 to m. Each internal node,
C. Definition of suffix tree

D. Algorithm steps for Suffix Tree Clustering
Algorithm [1, 12] The suffix tree clustering algorithm applies on the documents to fast and efficient searching. Suffix tree clustering produces the better result than the other clustering algorithm. Suffix tree clustering uses the tree like data structure. There are algorithm steps defined for clustering the documents:
Step 1: Collection of documents.
Step 2: Document Cleaning (Preprocessing).
Step 3: Identify the Base clusters.
Step 4: Combining Base clusters.
Step 5: labeling clusters Step 1: Collection of documents: This step includes the collection of the documents. The collected documents are stored in the dataset. The collected documents are in the form of text documents and the web documents. After that we apply the document cleaning steps on the data set to clean the data.
Step 2: Document Cleaning (Preprocessing):
This is very first step of the STC algorithm that is applied on the collection of the documents that is collected in the first step. In Document cleaning, data is cleaned from the missing values, smoothing noisy data and inconsistencies.
Data cleaning is the preprocessing of the data, through which data is cleaned and processed that is input to the next step to the Suffix Tree Clustering Algorithm. Preprocessing includes the steps such as:
 Tokenization  Stop-word removal  Stemming algorithm Tokenization: In this step of preprocessing, sentences are divided into tokens. Tokenization is the process of identify the word and sentences boundaries in the text. The simplest form of tokenization is the white space character as a word delimiters and selected punctuation mark such as ".","?"and "! ". Each word assigns a token id.
Stop-word removal: many of the words occurring in the text containing no information about its topic. These are called function words, which perform some necessary function in the sentence structure (e.g. link word: and, but are used to form different tenses: will, have etc.) but have no meaning themselves. These words occur so frequently in the sentences. These words should not be considered during processing the text. A list of function word, called stop-list is used and words from this list (called stop-words) are treated as meaningless.
Stemming algorithm: In the stemming procedure all words in the text document are replaced with their respective stem. A stem is a portion of a word that would be left after removing the affixes (suffixes and prefixes). Different form of words can be reduced into one base form by using the stemmer.
Lots of stemmer created for the English language.it is a small piece of code, being just a set of several quite simple rules. The process of stemmer development is easy. There is lot of stemmers available for English language such as: Porter stemmer, Paice stemmer and Lovins Stemmer. For example: connected, connecting, interconnection is transformed into word connect.
Step 3: Identify the Base clusters:
Identification of base cluster can be viewed as creation of phrases for our document collection. This can be done by using the suffix tree data structure. The structure can be constructed in time linear with the size of collection. A suffix tree has two advantages with the mechanism of phrase identification. First, it can find the phrase of any length; second, it is fast and efficient in finding the phrases shared by two or more documents. It is efficient in the sense that most nodes in the suffix tree correspond to maximal phrase cluster. The research based on suffix tree clustering firstly introduced by Zamir. The merging of base clusters can be introduced in the next step.
A suffix tree of string S containing all the suffixes of S. the documents are treated as string of words. The suffixes in the suffix tree containing one or more words. Terms to be used for suffix tree:
 A suffix tree is a rooted tree.  Each internal node has at least two children.  Each edge is labeled with non-empty substring of S. the label of a node is defined to be the concatenation of edge label on the path from root to that node.  No two edges out of same node can have edge labels that begin with the same word.  For each suffix s of S there exist suffix nodes whose label equal to s. suffix of that string labels that suffix node. Each node in suffix tree represents the group of documents and a phrase that is common to all of them. Each node represents the base cluster. Figure 4 : Suffix tree structure for "cat ate cheese", "mouse ate cheese" and "cat ate mouse too"
Each base cluster is assigned a score that is function of the number of documents it contains, and the words that make up its phrases the score s (m) of the base cluster m with phrase P.
The score function calculated for the base clusters, balance the length of phrases, coverage of all candidate clusters (the percent of all collection of document it contain) and the frequency of phrase term in the total collection of documents. A candidate node becomes a base cluster if and only if it exceeds a minimal base cluster score. Step 4 Base clusters are clustering by using single linkage clustering algorithm. Where there is a minimal similarity is predetermined between base clusters as halting criteria. The clustering algorithm is incremental and order independent. The final clusters are scored and sorted based on the scores of their base clusters and their overlap. The goal of clustering algorithm, in the domain is to group each document with other sharing common topics, but not necessary to partition the collection.
STC algorithm doesn"t require specifying the required number of clusters. It requires the specification of threshold used to determine the similarity between base clusters.
Step 5: Labeling clusters:
There are clusters Ci,Cj,…,Cn. Each cluster has set of phrases Pi,Pj,…,Pn and documents Di,Dj,…..,Dn. Each cluster contains the Phrases Pi and Document Di. List of phrase frequency can be maintained by using the formula to calculate the frequency. After merging the final clusters are labeled using highest frequency phrases. This method work well for labeling. Similarity measures: [3, 5] Similarity measures calculated by using the binary similarity and cosine similarity etc. cosine similarity can be defined as:
Cosine similarity measures [5] :
Cosine similarity measure is used to calculate the similarity between two documents. There is several ways to compute the similarity between documents. We use the binary similarity and cosine similarity to compute the similarity between the documents. The similarity between the documents is known as the small distance in one cluster. Documents are represented by the vectors where each attribute represent the frequency of word with a particular word occur in the document. The equation which used to calculate the similarity (8) Cosine of two vectors can be calculated by using the Euclidean dot product: (9) A and B are two vectors of attributes. For text matching the attribute vector of A and B are term frequency vectors of the documents.in case of information retrieval the cosine similarity ranges from 0 to 1 and the term frequency cannot be negative.
Each word in the texts defines a dimension in Euclidean space and the frequency of each word corresponds to the values in the dimension. For example: there are two documents: Doc1: cat ate cheese. Doc 2: mouse ate cheese too. Similarity measures are used to measures the performance and quality of the clustering results. We have to compare the different clustering techniques to get the better performance and quality of cluster while doing searching the information. There are two methods for measure the performance and quality of clusters such as: F-measure and Entropy. Entropy: the entropy [5] is defined as for a given cluster C i . Ei = -Σ precision (i, j) * log precision (i, j) (10) Precision (i, j) is the entropy of cluster j in cluster i. Entropy = Σ ((Ni/N)*Ei)
If all document in a cluster has same label it means that it has zero entropy otherwise it has positive entropy. Lower entropy means the better quality clusters.
F-measure: F-measure is mainly used for text clustering. It provides the balancing between the precision and recall. They are defined as:
Precision: The percentage of retrieved documents that are relevant to the user query, defined as: {Relevant} {Retrieved} {Retrieved} (12) Recall: The percentage of relevant documents that is related to user query. It is defined as:
V. CONCLUSIONS
The paper presents the analysis of different clustering techniques such as partitioned clustering and hierarchical clustering. K-means presents the Partitioned clustering and Agglomerative Hierarchical Clustering presents the Hierarchical clustering. It also defines the algorithm steps of these clustering algorithms. This paper also describe algorithm for clustering the web search result, which is known as Suffix Tree Clustering Algorithm. The main steps of STC are to identify the base cluster and merging the base cluster. The work is to be done in this paper is used to help in search engine result easy to browse and quickly find the relevant web information according to user interest. Similarity measures can be used to define the performance of clusters.
VI. FUTURE WORK
The proposed techniques have some advantages and limitations also. The future work is the implementation of tool that is based on the suffix tree clustering algorithm. Another idea is to improve the performance of STC algorithm. Improvements in algorithm, better group content discovery, incremental processing, and cluster label generation. Further improvement in quality of grouping. 
