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KVM Kernel Virtual Machine navidezni stroj jedra
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PaaS Platform-as-a-Service platforma kot storitev
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VM virtual machine navidezni stroj
VMCB virtual machine control block nadzorni blok navid. stroja
VMCS virtual machine control structure nadzorna struktura navid. stroja
VMM virtual machine monitor nadzornik navideznih strojev
TLB translation lookaside buffer medpomnilnik MMU

Povzetek
Naslov: Primerjava zmogljivosti virtualizacijskih tehnologij in tehnologij vsebni-
kov
Magistrsko delo obravnava primerjavo virtualizacije in tehnologije vsebnikov
s ciljem dolocˇitve podrocˇij, na katerih ima uporaba dolocˇene tehnologije prednost
pred drugo. Arhitektura x86 v svojih zametkih ni bila miˇsljena za uporabo v virtu-
alizaciji – zaradi “na virtualizacijo obcˇutljivih” ukazov pri tej arhitekturi ni mozˇna
resˇitev vrste “ujemi in emuliraj”, ki je uporabljena v drugih arhitekturah. Razvi-
jalci resˇitev za virtualizacijo so zato morali razviti drugacˇne resˇitve, kot sta polna
virtualizacija z uporabo binarne translacije in paravirtualizacija, po letu 2005 pa
so proizvajalci procesorjev virtualizaciji dodali tudi strojno podporo. Vse tri ome-
njene resˇitve za poganjanje navideznih strojev zahtevajo dolocˇene strosˇke rezˇije.
Tehnologija vsebnikov, ki jo imenujemo tudi virtualizacija na nivoju operacijskega
sistema ali lahkokategorna virtualizacija, se tem strosˇkom izogne, saj vsebnik za
izolacijo aplikacij uporablja funkcionalnosti gostiteljskega operacijskega sistema.
Vecˇji pomanjkljivosti tehnologije vsebnikov sta vecˇje varnostno tveganje, ker si
vsebniki delijo isto jedro operacijskega sistema, in nezmozˇnost poganjanja drugih
operacijskih sistemov znotraj vsebnika.
Vsebniki naj bi tako gostitelja obremenjevali manj kot navidezni stroji, posledicˇno
to pomeni, da je lahko za vsebnike na voljo vecˇ virov, kar pomeni boljˇse perfor-
mancˇne zmogljivosti. Zanimalo nas je, koliksˇna je ta razlika v zmogljivosti med
vsebnikom in navideznim strojem, zato smo izvedli vecˇ testiranj na razlicˇnih po-
drocˇjih, pri cˇemer smo teste izvedli najprej na fizicˇnem sistemu, nato pa sˇe na
izbranih resˇitvah: KVM, Xen, LXC in Docker. Izvajali smo naslednje teste: Intel
Optimized LINPACK, STREAM, RandomAccess, netperf, fio, bonnie++ in Uni-
xBench.
KAZALO
Rezultati so pokazali rahlo prednost tehnologije vsebnikov pred virtualizacijo, a ne
na vseh podrocˇjih. Prednost tudi ni dovolj velika, da bi lahko brez zadrzˇkov dolocˇili
podrocˇja, na katerih ima uporaba neke tehnologije absolutno prednost pred drugo.
Vecˇje razlike v rezultatih smo zasledili tudi pri razlicˇnih resˇitvah iste tehnologije,
kar kazˇe na to, da implementacija resˇitve vpliva na zmogljivost.
Kljucˇne besede: virtualizacija, tehnologija vsebnikov, hipervizor, navidezni stroj,
vsebnik, storitve v oblaku.
Abstract
Title: Performance comparison of virtualization and container technologies
In this work we compare virtualization and container technologies with the
goal of recognizing fields where one technology has advantages over the other. In
its beginnings the x86 architecture was not designed with virtualization in mind.
The existence of “virtualization sensitive” instructions does not allow the use of
“trap-and-emulate” solutions, as they are used in other architectures. As a con-
sequence, other solutions were developed, such as full virtualization with binary
translation and paravirtualization, with hardware support for virtualization added
to processors after 2005. All three solutions add overhead when running virtual
machines. Container technology, also called operating-system-level virtualization
or lightweight virtualization, avoids this overhead because containers use operating
system features for application isolation. Main shortcomings of container technol-
ogy are a bigger security risk because of the shared kernel and an inability to run
other operating systems inside a container.
Containers should present a smaller load for the host, consequently that means
more resources available for containers, which means better performance. We
wanted to research how large this difference in performance between a container
and a virtual machine is, so we executed tests covering different fields. Firstly,
we tested the physical system and then we tested different virtualization and con-
tainerization solutions: KVM, Xen, LXC and Docker. Our chosen tests were: In-
tel Optimized LINPACK, STREAM, RandomAccess, netperf, fio, bonnie++ and
UnixBench.
The results show a slight advantage in performance for containers in all fields.
This advantage, however, is not large enough for us to conclude without reserva-
tion in which field a certain technology has an absolute advantage before the other.
KAZALO
There were also differences in results using different solutions of the same technol-
ogy, which show the effect of implementation of the solution on the performance.




V delu smo primerjali virtualizacijo in tehnologijo vsebnikov, dve tehnologiji, ki
omogocˇata, da en fizicˇni racˇunalnik razdelimo na vecˇ med seboj izoliranih logicˇnih
enot – navideznih strojev oziroma vsebnikov. Poleg fleksibilnosti, ki jo prinasˇa
socˇasno poganjanje vecˇ (tudi razlicˇnih) operacijskih sistemov, lahko uporaba teh
tehnologij povecˇa ucˇinkovitost izrabe virov gostiteljskega racˇunalnika.
Virtualizacija je nepogresˇljivo orodje pri storitvah v oblaku, saj njena uporaba
omogocˇa marsikatero funkcionalnost te vrste storitev. V zadnjih nekaj letih pa se
kot posledica razvoja dolocˇenih funkcionalnosti Linuxovega jedra kot alternativa
virtualizaciji (tudi pri storitvah v oblaku) pojavlja tehnologija vsebnikov. Prednost
tehnologije vsebnikov, ki jo imenujemo tudi virtualizacija na nivoju operacijskega
sistema ali tudi lahkokategorna virtualizacija, naj bi bila v manjˇsih strosˇkih rezˇije
v primerjavi z virtualizacijo in s tem posledicˇno manjˇsi obremenitvi gostiteljskega
sistema.
Cilj tega dela je bil ugotoviti, koliksˇna je razlika v performancˇnih zmogljivostih
med navideznim strojem in vsebnikom na razlicˇnih podrocˇjih ter, ali se na podlagi
te razlike lahko nedvoumno odlocˇimo za uporabo dolocˇene tehnologije pred drugo.
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2 POGLAVJE 1. UVOD
1.1 Sorodne raziskave
Podrocˇja, kot so storitve v oblakih, virtualizacija in tehnologija vsebnikov, so
obravnavana v precej literature, navajali smo jo v poglavjih, ki pokrivajo ome-
njena podrocˇja.
V delu [10] avtorji obravnavajo primerjavo med resˇitvama KVM in Docker. S
testi so pokrili razlicˇna podrocˇja (racˇunsko, podatkovno, mrezˇno in tudi dve apli-
kativni), resˇitvi so testirali na vecˇprocesorskem strezˇniku z arhitekturo NUMA.
Podobno v delu [19] obravnavajo primerjavo med resˇitvami KVM, Docker in LXC.
Njihovi testi pokrivajo tudi podobna podrocˇja (racˇunsko, podatkovno in mrezˇno),
manjka pa aplikativni test ali test vpliva sistemskih klicev na performancˇne zmo-
gljivosti. Ugotovitve obeh del kazˇejo prednost vsebnikov pred navideznimi stroji,
obenem pa zaznavajo obcˇutno izboljˇsanje resˇitve KVM v zadnjih letih. V obeh
delih pogresˇamo vkljucˇitev tudi drugih resˇitev za virtualizacijo v primerjavo za
sˇirsˇi pregled stanja virtualizacije.
V delu [13] so naredili malce drugacˇno primerjavo, in sicer so primerjali navi-
dezni stroj znotraj Amazonovega “oblaka” (AWS ec2) in vsebnik v Dockerju,
namesˇcˇenem na dva fizicˇna sistema. Primerjali so odziva obeh sistemov na ve-
dno vecˇ zahtev in skalabilnost sistemov s povecˇevanjem obremenitve CPE (pri
tem so izkoristili samodejno skaliranje, ki ga omogocˇa AWS ec2). Rezultati kazˇejo
na boljˇse performancˇne zmogljivosti Dockerjevih vsebnikov, a je res, da moramo
uposˇtevati, da so navidezni stroji tekli v oblaku in ne na namenskih racˇunalnikih
tako kot vsebniki, kar lahko vpliva na zmogljivost.
1.2 Zgradba nadaljnjega besedila
Poglavje 2 zajema pregled storitev v oblaku, prikazani so formalne definicije in
modeli, njihova povezava z virtualizacijo in tehnologijo vsebnikov ter to, kaksˇna so
tveganja pri uporabi. Poglavje 3 predstavlja virtualizacijo, zgodovino razvoja, pro-
blematiko virtualizacije arhitekture x86 in nacˇine resˇevanja te problematike: polno
virtualizacijo z uporabo binarne translacije, strojno podprto virtualizacijo in pa-
ravirtualizacijo. Na koncu sledi sˇe predstavitev nekaterih popularnejˇsih resˇitev
za virtualizacijo. V poglavju 4 prikazujemo tehnologijo vsebnikov v operacijskem
sistemu Linux in podrobneje, kako je izvedena v resˇitvah LXC in Docker. V po-
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glavju 5 sledi primerjava obeh tehnologij, njunih funkcionalnosti, zmogljivosti in
tveganj. Prikaz testiranja obeh tehnologij sledi v poglavju 6. Najprej opiˇsemo
nacˇin testiranja, izbrane resˇitve in izbrana orodja za testiranje, predstavitev rezul-
tatov pa dopolnjuje sˇe diskusija. Magistrsko delo sklenemo v poglavju 7.
4 POGLAVJE 1. UVOD
Poglavje 2
Storitve v oblaku
Zˇe dalj cˇasa se racˇunalniˇske storitve z osebnih racˇunalnikov in lokalnih strezˇniˇskih
sistemov selijo na splet. Klasicˇnim spletnim storitvam, kot so elektronska posˇta,
spletne strani in hramba podatkov, so se pridruzˇile mnoge nove, med drugim tudi
storitve, ki so bile prvotno namenjene osebnim racˇunalnikom (npr. urejanje be-
sedil in fotografij), pri cˇemer vsak dan nastajajo in ugasˇajo storitve, namenjene
temu, kar zahteva trg. Podjetja prehajajo iz modela enkratne prodaje programske
opreme, ki jo uporabnik namesti na osebni racˇunalnik, na narocˇniˇski model. Upo-
rabnik tam placˇuje mesecˇno ali letno narocˇnino (lahko tudi po porabi), za kar dobi
na voljo za uporabo izbrano storitev, pri cˇemer mu ni treba skrbeti za namestitev,
vzdrzˇevanje in azˇurnost.
Take storitve so del storitev, ki jih poimenujemo “storitve v oblaku” (bolj for-
malne definicije sledijo v nadaljevanju). Omenjamo jih, ker je vzrok za njihovo
razsˇirjenost tudi razvoj virtualizacije. Mnoge lastnosti storitev v oblaku ne bi bile
mozˇne ali bi jih tezˇje realizirali brez uporabe virtualizacije. Uporaba virtualizacije
omogocˇa dinamicˇno prilagajanje zahtevam uporabnikov in obremenitvam sistema,
strojno opremo lahko izkoristimo ucˇinkoviteje, strosˇki postavitve in vzdrzˇevanja
sistema storitev v oblaku so nizˇji itn.
Poleg virtualizacije moramo omeniti, da je v porastu (tudi) pri storitvah v oblaku
uporaba tehnologije vsebnikov namesto virtualizacije ali komplementarno z njo.
Tehnologija vsebnikov omogocˇa podobno funkcionalnost kot virtualizacija, le rea-
lizirano na drugacˇen nacˇin.
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6 POGLAVJE 2. STORITVE V OBLAKU
2.1 Kaj so storitve v oblaku
Anglesˇki izraz cloud computing lahko dobesedno prevedemo kot racˇunanje v oblaku,
v slovensˇcˇini pa bi izrazu bolje ustrezala besedna zveza storitve v oblaku. Tu gre
namrecˇ za mnozˇico razlicˇnih storitev, od uporabe navideznih strojev, hrambe po-
datkov do zˇe pripravljenih aplikacij, ki “tecˇejo v oblaku”.
Pojem je postal priljubljen po objavi skupne iniciative IBM-a in Googla leta 2007
[12, 16]. Podjetji sta takrat predstavili idejo o postavitvi velikih podatkovnih cen-
trov z ogromno racˇunsko mocˇjo, ki bi bili na voljo raziskovalnim ustanovam in
sˇtudentom, do njih pa bi dostopali preko interneta.
Kaj sploh je oblak oz. storitve v oblaku? Na spletu najdemo ogromno definicij.
Cˇe bi gledali zelo sˇiroko, bi lahko oblak definirali kot storitev ali mnozˇico storitev
na oddaljenem racˇunalniku, do katere/-ih dostopamo preko interneta. Ker je taka
definicija prevecˇ splosˇna, saj dejansko opisuje kar koli, kar najdemo na spletu, v
nadaljevanju podajamo bolj formalizirane definicije.
Storitve v oblaku so naslednji korak v razvoju distribuiranega racˇunalniˇstva in
paralelnega procesiranja. Oblak lahko opiˇsemo kot zbirko razlicˇnih racˇunskih, po-
datkovnih, mrezˇnih in drugih virov, ki so na voljo uporabnikom v obliki storitev
preko protokola TCP/IP. Vzpostavljen je s standardnimi protokoli za povezova-
nje (interconnect) in preizkusˇenimi tehnologijami, ki se uporabljajo v podatkovnih
centrih.
2.2 Modeli storitev v oblaku
Ameriˇski Nacionalni insˇtitut za standarde in tehnologijo (National Institute for
Standards and Technology – NIST ) je podal dokument [17], v katerem so definirali
sestavo modela storitev v oblaku: karakteristike, storitveni model in postavitveni
model. Mnoge karakteristike storitev v oblaku so mozˇne prav zaradi uporabe
virtualizacije.
2.2.1 Karakteristike storitev v oblaku
Storitve v oblaku imajo vsaj naslednje karakteristike:
• Avtomatizirana storitev na zahtevo (On-demand self-service): Stranka lahko
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rezervira oblacˇne vire po potrebi in avtomatizirano, brez posredovanja po-
nudnika storitev.
• Sˇirokopasovni mrezˇni dostop (Broad network access): Vsi viri so dostopni
preko omrezˇja z uporabo standardiziranih mehanizmov.
• Zdruzˇevanje virov (Resource pooling): Viri, ki jih ponuja ponudnik storitev
v oblaku (racˇunski, omrezˇni in podatkovni), so zdruzˇeni in hkrati na vo-
ljo vecˇ strankam, dinamicˇno in potrebi. Stranke nacˇeloma ne vedo, kje so
viri locirani, lahko pa podajo zahteve glede lokacije, npr. drzˇava, obmocˇje,
podatkovni center.
• Hitrost in elasticˇnost (Rapid elasticity): Vire ponudnik dodaja in odvzema
elasticˇno (prilagodljivo glede na zahteve), lahko tudi samodejno. Prilagodi-
tev velikostim zahtevam (skaliranje – scaling) je hitra, strankam se zdi, da
imajo za rezervacijo na voljo neomejeno veliko virov.
• Merjena storitev (Measured service): Sistemi za storitve v oblaku samodejno
nadzorujejo in optimizirajo vire z merjenjem porabe glede na vrsto stori-
tve (procesiranje, hramba podatkov, pasovna sˇirina in aktivni uporabniki).
Da je delovanje transparentno tako za uporabnika kot ponudnika storitev,
nadzorni sistemi podatke o porabi virov hranijo, nadzorujejo ter porocˇajo
upraviteljem in uporabnikom.
2.2.2 Storitveni model
Glede na nivo abstrakcije arhitekture oziroma glede na razmerje programska oprema
— strojna oprema lahko storitve v oblaku na sˇiroko delimo v tri kategorije [11,
18, 27]. Pri cˇemer je treba vedeti, da meje med posameznimi kategorijami niso
strogo dolocˇene, sˇe vecˇ, razlicˇni ponudniki storitev v oblaku si lahko spodaj opi-
sane pojme razlagajo po svoje. Kljub temu spodnji pojmi prispevajo k locˇevanju
razlicˇnih resˇitev storitev v oblaku, cˇetudi njihovi ponudniki ne uporabljajo popol-
noma enakih definicij.
• Programska oprema kot storitev (Software-as-a-Service, SaaS ): Uporabni-
kom so kot storitev na voljo aplikacije, do katerih dostopajo preko inter-
neta bodisi s spletnim brskalnikom bodisi preko programskega vmesnika.
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Uporabniki tu nimajo pregleda in nadzora nad oblacˇno infrastrukturo ter
lahko imajo omejene mozˇnosti nastavitve aplikacij, ki jih uporabljajo. Cilj
SaaS je nadomestiti aplikacije na osebnih racˇunalnikih s spletnimi, ki jih ni
treba namesˇcˇati, nadgradnja pa je samodejna. Namesto nakupa programske
opreme, ki je ponavadi drazˇji, imamo pri tem modelu narocˇnino ali placˇilo
po porabi, kar lahko pomeni manjˇse strosˇke. Glavna slabost takega na-
jema aplikacij so morebitne tezˇave, povezane z mrezˇno povezavo (omejen ali
onemogocˇen dostop zaradi obremenitev ali izpada omrezˇja).
• Platforma kot storitev (Platform-as-a-Service, PaaS ): Uporabnikom so na
voljo programski jeziki, knjizˇnice in razvojna orodja – torej celotno razvojno
okolje, v katerem lahko razvijejo lastne aplikacije, ki jih potem tudi na-
mestijo v isti oblak za koncˇne uporabnike. Uporabniki tako kot pri SaaS,
nimajo nadzora nad oblacˇno infrastrukturo, nadzorujejo in konfigurirajo pa
lahko namesˇcˇene aplikacije. Prednosti PaaS so zmanjˇsanje strosˇkov, pove-
zanih z razvojem in namestitvijo aplikacij, mozˇnost placˇila po porabi, hitra
razsˇirljivost (scalability), varnost in zanesljivost.
• Infrastruktura kot storitev (Infrastructure-as-a-Service, IaaS ): Uporabni-
kom so kot storitev z uporabo virtualizacije na voljo razlicˇni racˇunski, hram-
beni in omrezˇni viri, ki jih uporabljajo za lastne potrebe (namestitev opera-
cijskih sistemov in aplikacij). Najpogosteje gre tu za najem oz. rezervacijo
navideznega stroja, umesˇcˇenega v navidezno omrezˇje, na katerega se namesti
izbran operacijski sistem. Kot pri SaaS in PaaS uporabniki nimajo nadzora
nad oblacˇno infrastrukturo, vendar imajo nadzor nad operacijskimi sistemi,
hrambo podatkov, aplikacijami in omejen nadzor nad omrezˇnimi viri. In
cˇe je pri SaaS in PaaS uporaba virtualizacije pri izvedbi skrita koncˇnemu
uporabniku, je pri IaaS dejansko del ponudbe (seveda z omejitvami). Upo-
raba IaaS lahko zmanjˇsa strosˇke nakupa strezˇnikov in pripadajocˇe omrezˇne
infrastrukture, kar lahko zelo pomaga predvsem novonastalim podjetjem,
ki sˇe nimajo ustreznega kapitala. V takem primeru uporabniki najamejo
virtualno infrastrukturo v oblaku, ki jo prilagodijo po svojih zˇeljah in jo
prilagajajo tudi med uporabo. Tudi druge prednosti so podobne kot pri
PaaS.
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Ponudniki storitev v oblaku ponavadi niso omejeni le na en storitveni model. Mi-
crosoftov Azure [48] na primer po zgornji definiciji ponuja tako PaaS kot IaaS,
Amazon pa daje uporabnikom s svojim sistemom Amazon Web Services [29] na
voljo vse tri vrste storitev.
Glede na napisano bi lahko trdili, da je SaaS nadpomenka za preostali kategoriji,
saj je v vsakem primeru storitev neka programska oprema (razlika je kot recˇeno le
v abstrakciji). A je res, da morda to bolj drzˇi gledano s staliˇscˇa ponudnika storitev,
ki pozna podrobnosti implementacije svojega “oblaka”. Z uporabniˇskega staliˇscˇa,
ki ga podrobnosti delovanja ne zanimajo oziroma mu niso vidne, pa so kategorije
le strozˇje locˇene med seboj.
2.2.3 Namestitveni model
Glede na tip namestitve locˇimo vecˇ modelov oblacˇne infrastrukture [8, 27]:
• Zasebni oblak (private cloud): Zasebni oblak je namenjen uporabi v zaseb-
nem podjetju ali organizaciji. Lahko je namesˇcˇen lokalno, lahko tudi pri
nekem zunanjem ponudniku storitev. Upravljanje oblaka je pod nadzorom
podjetja ali organizacije, kar lahko v primerjavi z javnim oblakom prinese iz-
boljˇsave glede varnosti, zanesljivosti, kakovosti storitev ipd. Po drugi strani
lahko zasebni oblak pomeni tudi viˇsje strosˇke vzpostavitve, upravljanja in
vzdrzˇevanja sistema.
• Skupnostni oblak (community cloud): Oblak te vrste je pod nadzorom vecˇ
razlicˇnih organizacij, ki si delijo skupne interese na enem ali vecˇ podrocˇjih
(npr. varnost, zasebnost ipd.). Cˇlani teh organizacij si delijo podatke in
aplikacije v oblaku. Cilj take namestitve je znizˇanje strosˇkov v primerjavi
z namestitvijo zasebnega oblaka in zmanjˇsanje tveganj, povezanih z javnimi
oblaki.
• Javni oblak (public cloud): V javnem oblaku pod upravljanjem enega po-
nudnika storitev si vire deli vecˇ uporabnikov, ki za njih placˇujejo po po-
rabi (seveda obstajajo tudi neplacˇljive resˇitve, ki financiranje pridobivajo
npr. preko oglasov). Storitve javnega oblaka so ponavadi lahko dostopne,
strosˇkovno ugodne in razsˇirljive. Deljena uporaba virov pa lahko prinasˇa
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tudi skrite pasti, kot so varnostna tveganja, zakonodajne neskladnosti in
nezagotovljena kakovost storitev (Quality of Service, QoS ).
• Hibridni oblak (hybrid cloud): Tu gre za kombinacijo dveh ali vecˇ vrst po-
stavitev oblakov, ki so sicer vzpostavljeni locˇeno in povezani s tehnologijami,
ki omogocˇajo prenose podatkov in aplikacij med njimi. Primer uporabe bi
bil v podjetju, ki zaradi manjˇsih strosˇkov obratovanja za poslovno kriticˇne
naloge uporablja zasebni oblak, za manj kriticˇne naloge pa javni oblak.
2.3 Zasebnost in varnost pri uporabi storitev
v oblaku
Zˇivimo v cˇasu, ko si zˇivljenja brez dostopa do svetovnega spleta skoraj ne moremo
predstavljati. V zadnjem cˇasu je razsˇirjenost uporabe “pametnih” mobilnih te-
lefonov povzrocˇila, da so uporabniki na splet povezani pravzaprav 24 ur na dan.
Pri tej vseprisotni povezljivosti zato ne smemo pozabiti na svojo zasebnost in var-
nost svojih podatkov. Kljub mnogim opozorilom razlicˇnih organizacij uporabniki
vse prevecˇkrat pozabijo na varno brskanje po spletu. Pri tem ni pomembna samo
zasˇcˇita pred zlonamerno programsko opremo (malware), ampak tudi zasˇcˇita zaseb-
nosti. Osebni podatki so postali trzˇno blago, ki ga oglasˇevalci kupujejo od podjetij,
ki jih zbirajo na razlicˇne nacˇine – najvecˇkrat svoja zˇivljenja razgrnejo uporabniki
sami na razlicˇnih socialnih omrezˇjih.
Del te vseprisotne povezljivosti so tudi storitve v oblaku, sploh glede mobilnih na-
prav, pri katerih se ogromno podatkov shranjuje “v oblak”. Podatki se tako hranijo
in obdelujejo na eni ali vecˇ oddaljenih lokacijah, na razlicˇnih strezˇnikih. To prinese
s seboj tveganja glede zasebnosti in varnosti [20], ki jih morajo uposˇtevati ne samo
koncˇni uporabniki storitev v oblaku, temvecˇ tudi podjetja, ki oblak uporabljajo
kot platformo za svoje storitve.
2.3.1 Tveganja, povezana z zasebnostjo
Za koncˇnega uporabnika zasebnost pomeni, da so njegovi osebni podatki ustrezno
zasˇcˇiteni pred nepooblasˇcˇenimi dostopi in zlorabami, uporaba osebnih podatkov
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v poslovne namene pa mora biti v skladu z uporabnikovimi pricˇakovanji. Pod-
jetja morajo z osebnimi podatki ravnati glede na zakonodajo in druga pravila,
ki dolocˇajo ravnanje z njimi. Razlicˇna tveganja se pojavijo, ko storitve v oblaku
zbirajo, hranijo in obdelujejo osebne podatke ter jih morda tudi posredujejo tre-
tjim osebam. Tveganja te vrste so najvecˇja v javnih oblakih, ki so zaradi manjˇsih
strosˇkov najpogosteje uporabljeni:
• Prepustitev nadzora: Uporabnik prepusti nadzor nad svojimi podatki
ponudniku storitev. Podatke ponudnik hrani in obdeluje na racˇunalnikih,
nad katerimi uporabnik nima nadzora. Zaupanje med uporabnikom in po-
nudnikom storitev mora biti zato veliko.
• Nedovoljena uporaba: Obstaja mozˇnost, da bodo uporabnikovi podatki
uporabljeni v nedogovorjene namene, ali nedovoljena prodaja osebnih podat-
kov oglasˇevalcem ali pa prodaja poslovnih podatkov podjetja konkurenci.
• Razprsˇenost pri shranjevanju podatkov: Ponudnik storitev v oblaku
lahko podatke in njihove varnostne kopije shranjuje na razlicˇnih strezˇnikih
na razlicˇnih lokacijah, tudi v razlicˇnih drzˇavah. Zakonodaja posameznih
drzˇav glede varstva osebnih podatkov se lahko mocˇno razlikuje med seboj.
• Dinamicˇno delovanje: Poleg razprsˇenosti lahko neskladje z zakonodajo
glede uporabe osebnih podatkov povzrocˇi zˇe sama dinamicˇna narava storitev
v oblaku. Oblak se dinamicˇno prilagaja nalogam in obremenitvam, ponudnik
storitev lahko uporablja tudi najeto arhitekturo. Pregled in nadzor nad
varstvom podatkov lahko postaneta v takem okolju tezˇavna.
2.3.2 Tveganja, povezana z varnostjo podatkov
Cˇe lahko privzamemo, da je v zasebnem oblaku za varnost poskrbljeno oz. je
zanjo odgovorno podjetje – lastnik oblaka, to v javnih in hibridnih oblakih ne
velja. Tveganja, povezana z varnostjo so:
• Dostop: Po eni strani gre za fizicˇni dostop (uporaba oblaka lahko povecˇa
tveganja, povezana z dostopom do zaupnih informacij). Do podatkov lahko
dostopajo npr. vlade tujih drzˇav, pri cˇemer lahko imajo (glede na zako-
nodajo) do tega povsem zakonito pravico in jim morda lastnika podatkov
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o dostopu sploh ni treba obvestiti. Po drugi strani lahko pride do nepoo-
blasˇcˇenega dostopa, kot se pojavlja na strezˇnikih, prikljucˇenih v internet. V
primeru oblaka se mozˇnost povecˇa, saj za strojno opremo in varnost skrbi
ponudnik storitev v oblaku, tako da je varnost odvisna od internega znanja
ponudnika in njegovih zaposlenih.
• Nadzor nad zˇivljenjsko dobo podatkov: Eden vecˇjih izzivov uporabe
storitev v oblaku je, kako poskrbeti, da ima uporabnik nadzor nad svojimi
podatki — sˇe posebej gre tu za brisanje. Tezˇava je sˇe toliko vecˇja zaradi
delovanja oblaka: varnostne kopije, replikacija podatkov ipd. Kako zagoto-
viti, da bodo brisani podatki res izbrisani? Med uporabnikom storitev in
ponudnikom storitev mora obstajati neka mera zaupanja.
• Varnostne kopije: V oblaku se lahko zaradi zagotavljanja neprekinjenega
dostopa varnostne kopije izvajajo samodejno, brez vednosti uporabnika. To
lahko predstavlja varnostno tveganje, saj bi lahko npr. zaradi napake v
avtomatizmu priˇslo do nepopolnega kreiranja varnostne kopije, lahko pa
bi postopek tudi koncˇali s spremenjenimi podatki brez ustrezne varnostne
kopije.
• Pomanjkanje standardizacije: Storitvam v oblaku manjka standardiza-
cija – ni standardov za interoperabilnost, standardnega podatkovnega for-
mata... To lahko povzrocˇi tezˇave pri menjavi ponudnika storitev v oblaku,
ki lahko uporablja drugacˇno resˇitev kot prvotni ponudnik.
• Revizija: Spet je ponudnik storitev tisti, ki mora omogocˇiti zunanjo revi-
zijo svojega delovanja. Ker je okolje storitev v oblaku kompleksno, mora
ponudnik poskrbeti za interni pregled vseh transakcij, ki potekajo v oblaku,
tako da s tem zagotovi uporabniku, da njegovi podatki niso bili spremenjeni
brez vednosti in da je vsaka transakcija zabelezˇena.
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2.4 Virtualizacija in tehnologija vsebnikov v
storitvah v oblaku
Ni tezˇko videti, da uporaba navideznih strojev za strezˇbo oblacˇnih virov omogocˇa
realizacijo razlicˇnih karakteristik storitev v oblaku, npr. storitev na zahtevo in
elasticˇnost. Ali cˇe pogledamo storitveni model – storitve vrste IaaS si tezˇko pred-
stavljamo brez uporabe virtualizacije.
Pri storitvah v oblaku se uporabljajo razlicˇne funkcionalnosti programske opreme
za virtualizacijo: navidezne stroje lahko sorazmerno hitro prizˇigamo in ugasˇamo,
zacˇasno ustavljamo, kloniramo, migriramo in se s tem dinamicˇno prilagajamo upo-
rabnikom in njihovim zahtevam. Navidezni stroji so vkljucˇeni v virtualna omrezˇja,
tako da je za uporabnika dostop do posameznega vira enak, ne glede na lokacijo.
Poleg tega so navidezni stroji med seboj izolirani, uporabniki ne vidijo drugih
uporabnikov, virtualizacijska plast pa uporabnikom storitev skrije tudi to, da si
gostiteljeve vire delijo.
Virtualizacija je, cˇe zˇe ne moremo recˇi omogocˇila, vsaj olajˇsala in pospesˇila ra-
zvoj storitev v oblaku. Hkrati razsˇirjenost in popularnost teh storitev spodbujata
razvijalce programske opreme za virtualizacijo k nenehnim izboljˇsavam in nadgra-
dnjam lastnih produktov, kot tudi proizvajalce procesorjev k izboljˇsanju strojne
podpore virtualizaciji in razvoju novih funkcionalnosti, povezanih z virtualizacijo
(kot je npr. podpora virtualizaciji V/I naprav). Napisano velja seveda tudi za teh-
nologijo vsebnikov, s katero lahko pri storitvah v oblaku na tehnolosˇko drugacˇen
nacˇin dosezˇemo enak rezultat kot z virtualizacijo.
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Poglavje 3
Virtualizacija
Virtualizacija [5, 24, 25] je programska resˇitev, ki na enem racˇunalniku omogocˇa
socˇasno poganjanje vecˇ operacijskih sistemov. Ti gostujocˇi operacijski sistemi
tecˇejo vsak v svojem izoliranem okolju – navideznem stroju (virtual machine). Na-
videzne stroje ustvarja, ugasˇa in nadzoruje nadzornik navideznih strojev (virtual
machine monitor, VMM ) ali hipervizor (hypervisor), ki deluje na fizicˇni strojni
opremi. Navidezni stroj je kopija pravega racˇunalnika z navidezno strojno opremo
in gostujocˇi operacijski sistem v njem deluje popolnoma enako, kot bi na realni
strojni opremi.
Socˇasno gostovanje vecˇ operacijskih sistemov na enem racˇunalniku nam omogocˇata
emulacija in virtualizacija. Emulacija omogocˇa tudi gostovanje operacijskih siste-
mov druge arhitekture, kot jo ima gostujocˇi racˇunalnik (gostitelj). Emulator mora
v takem primeru poskrbeti za popolno emulacijo ukazov aplikacij in operacijskega
sistema, tako da sproti prevaja vsak ukaz gosta v arhitekturo gostitelja. Cˇe imata
gost in gostitelj isto arhitekturo, bo emulacija v primerjavi z virtualizacijo imela
precej slabsˇe performancˇne zmogljivosti.
Virtualizacija deluje drugacˇe – cˇim vecˇ ukazov poskusˇa izvrsˇiti nespremenjenih.
Hipervizor mora poskrbeti za prevajanje privilegiranih ukazov, neprivilegiranih pa
ne spreminja in jih izvrsˇuje neposredno na CPE. Privilegirani ukazi so ukazi, ki
vplivajo na stanje strojne opreme, izvaja jih jedro operacijskega sistema, neprivi-
legirani pa so ukazi aplikacij. Performancˇne zmogljivosti virtualiziranega sistema
pri izvajanju vecˇinoma aplikacij so primerljive z realnim sistemom.
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3.1 Zgodovina virtualizacije
Zacˇetek virtualizacije [4, 21] sega v 60. leta 20. stoletja, ko so v IBM-ovih ra-
zvojnih laboratorijih razvili operacijski sistem CP/CMS. CP je bil hipervizor z
mozˇnostjo polne virtualizacije strojne opreme in je lahko ustvaril vecˇ med seboj
neodvisnih virtualnih strojev, na katerih je tekel CMS kot operacijski sistem. Ta
tehnologija je tekla na IBM-ovih sistemih System 360 in System 370. Sprva je
bila virtualizacija miˇsljena le kot raziskovalno orodje, leta 1972 pa jo je IBM dal
tudi na trg pod imenom VM/370 (v kombinaciji s prvimi strezˇniki z navideznim
pomnilnikom S/370).
Virtualizacija je dozˇivela manjˇsi zaton, ko se je v 70. in 80. letih 20. stoletja hitro
razvijala racˇunalniˇska oprema, kar je povzrocˇilo premik iz velikih dragih osrednjih
racˇunalnikov (mainframe) na manjˇse cenejˇse in ucˇinkovitejˇse strezˇnike. Kasneje
je sledil pojav t.i. osebnih racˇunalnikov (PC), vse to pa je prineslo tudi nizˇje cene
opreme. Cenovno ugodnejˇsa oprema je omogocˇila razvoj distribuiranih sistemov
(cluster, server farm), to je med seboj povezanih delovnih postaj, katerih skupna
racˇunska mocˇ je presegala zmozˇnosti nekdanjih osrednjih racˇunalnikov.
Tezˇava z distribuiranimi sistemi je bila, da je taka postavitev kljub uporabi stan-
dardiziranih komponent zahtevala specializirano strojno opremo, ki je omogocˇala
delovanje. To je pomenilo vecˇje strosˇke vzpostavitve in vzdrzˇevanja takega sis-
tema, hkrati pa taki sistemi niso bili popolnoma izkoriˇscˇeni.
V poznih 90. letih 20. stoletja se je razvila virtualizacija na sistemih z arhitekturo
x86, ki so bili sorazmerno poceni in na voljo v velikih kolicˇinah. Razsˇirjenost virtu-
alizacije na procesorjih x86 se je nato sˇe povecˇala v letih 2005 in 2006, ko sta Intel
in AMD na trg dala na voljo prve procesorje s podporo virtualizaciji (tehnologiji
VT-x in AMD-V).
3.2 Virtualizacija arhitekture x86
Za arhitekturo x86 oz. drugacˇe recˇeno osebne racˇunalnike je danes na voljo kar
nekaj virtualizacijskih resˇitev. Cˇe nasˇtejemo le nekaj najpopularnejˇsih: produkti
podjetja VMWare, Oracle Virtualbox, Microsoft Hyper-V, Xen, Apple Parallels,...
Na voljo so za razlicˇne operacijske sisteme in za delovanje uporabljajo eno ali vecˇ
nacˇinov virtualizacije – v zadnjem cˇasu pravzaprav vse resˇitve uporabljajo (tudi)
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Slika 3.1: Hipervizor tipa I;
VM 1 – VM n so navidezni stroji
strojno podprto virtualizacijo. V naslednjih poglavjih si bomo pogledali, zakaj je
bila virtualizacija arhitekture x86 na zacˇetku trd oreh. Nadalje bomo predstavili
delovanje vseh treh nacˇinov virtualizacije. Za pregled delovanja polne virtualizacije
z uporabo binarne translacije bomo uporabili primer resˇitve podjetja VMWare, za
katero najdemo precej literature [2, 7, 23], za prikaz delovanja paravirtualizacije
pa primer resˇitve, kot jo uporablja Xen [3, 22]. Zanimajo nas osnovni nacˇini
delovanja, predvsem da bomo razumeli, na katerih podrocˇjih in zakaj prihaja do
strosˇkov rezˇije (overhead) pri uporabi virtualizacije. Prevecˇ podrobno tega ne
bomo obravnavali, saj to ni v obsegu tega dela.
Tu moramo omeniti, da v literaturi najdemo razlicˇne uporabe pojmov nadzornik
navideznih strojev in hipervizor. Glede na nacˇin izvedbe lahko hipervizorje delimo
na dve vrsti:
1. Tip I – hipervizor tecˇe neposredno na strojni opremi (bare metal architec-
ture).
2. Tip II – hipervizor tecˇe kot aplikacija znotraj gostiteljevega operacijskega
sistema (hosted architecture).
V nekateri literaturi med pojmoma nadzornik navideznih strojev in hipervizor
ne razlikujejo. Drugje, predvsem razvijalci dolocˇenih resˇitev (VMWare, Xen), pa
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Slika 3.2: Hipervizor tipa II
hipervizor tipa I imenujejo preprosto hipervizor, hipervizor tipa II pa nadzornik
navideznih strojev. Velja omeniti, da ne moremo postaviti stroge locˇnice med
obema vrstama – cˇe pogledamo KVM, ki je modul Linuxovega jedra, bi ga lahko
sˇteli med enega ali drugega.
V nasˇem delu bomo pojma nadzornik navideznih strojev in hipervizor enacˇili,
uporabljali pa bomo pojem hipervizor.
3.2.1 Problematika virtualizacije arhitekture x86
Leta 1998, ko smo dobili prvi hipervizor za x86 (VMWare Workstation), arhitek-
tura x86 ni imela strojno podprte virtualizacije. Splosˇno mnenje je bilo, da je
arhitekturo x86 nemogocˇe ali vsaj neprakticˇno virtualizirati. Na to miˇsljenje je
vplivalo kar nekaj dejstev. Prvo je bilo zˇe sama zasnova arhitekture – njeni zacˇetki
segajo v 70. leta 20. stoletja, ko je virtualizacija vladala na velikih osrednjih
racˇunalnikih (mainframe), tako da to ni bil eden izmed zˇeljenih ciljev razvoja. Kot
drugi razlog je bila najvecˇkrat navedena kompleksnost. Gre namrecˇ za arhitek-
turo vrste CISC (Complex Instruction Set Computer), ki zˇe sama posebi nakazuje
kompleksnost pri poskusu implementacije virtualizacije. Do danes je arhitektura
dobila precej nadgradenj: zasˇcˇiten nacˇin delovanja (protected mode) v 286 CPE v
80. letih 20. stoletja, 32-bitna razsˇiritev in delna podpora virtualizaciji realnega
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Slika 3.3: Virtualizacija na nacˇin
“ujemi in emuliraj” (trap-and-emulate)
nacˇina delovanja (real mode) v 386 CPE v 90. letih 20. stoletja, 64-bitna razsˇiritev
v letu 2003, kasneje sˇe vecˇjedrna zasnova. Kljub vsem tem velikim spremembam
oz. razsˇiritvam je v arhitekturi ostala kompatibilnost za nazaj oz. podpora zgodo-
vini (legacy), kar pomeni, da lahko tudi na najnovejˇsih x86 CPE poganjamo stare
operacijske sisteme in aplikacije. Ta pomembna znacˇilnost arhitekture je najvecˇ
prispevala k njeni popularnosti, po drugi strani pa s tem otezˇuje implementacijo
virtualizacije, ker je treba za popolno emulacijo arhitekture potrebno podpreti ve-
liko nacˇinov delovanja in razsˇiritev.
Kljub vsemu pa zgoraj navedeno samo po sebi ne izkljucˇuje mozˇnosti virtualizacije.
Glavni razlog za mnenje o nezmozˇnosti virtualizacije arhitekture x86 je drugje, in
sicer gre za nezmozˇnost CPE, da sprozˇi ustrezne pasti (traps) oz. napake (faults),
kot jim pravi terminologija arhitekture x86, da bi lahko uporabili nacˇin “ujemi in
emuliraj” (trap-and-emulate).
“Ujemi in emuliraj” (slika 3.3) je pri mnogih drugih arhitekturah dokaj tipicˇen
nacˇin virtualizacije. Pri tem nacˇinu se gostova koda izvaja neposredno na CPE,
pri cˇemer ima zmanjˇsano stopnjo privilegiranosti. Cˇe gost zˇeli izvesti ukaz, ki bo
bral ali spreminjal privilegirana stanja, CPE sprozˇi past in prepusti nadzor hiper-
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vizorju. Le-ta izvede emulacijo ukaza s pomocˇjo interpreterja, nato pa nadaljuje z
neposrednim izvajanjem (direct execution) naslednjih gostovih ukazov.
Glede privilegiranosti izvajanja ukazov pozna arhitektura x86 sˇtiri nivoje privile-
giranosti, in sicer so to nivoji (rings) 0–3, pri cˇemer je nivo 0 najbolj privilegiran,
nivo 3 pa najmanj. Vecˇina operacijskih sistemov uporablja le dva nivoja, nivo 0 za
izvrsˇevanje ukazov operacijskega sistema (t.i. nacˇin delovanja jedra – kernel mode)
in nivo 3 za aplikacije (uporabniˇski nacˇin – user mode). Nivoja 1 in 2 tako tipicˇno
nista uporabljena. Pri virtualizaciji imamo dva nacˇina delovanja, gostiteljev (host)
in gostujocˇi (guest), pri cˇemer je gostiteljev nacˇin “normalen” nacˇin delovanja (ni
delujocˇega hipervizorja). V gostujocˇem nacˇinu pa deluje navidezni stroj (gost),
ki ga krmili in nadzoruje hipervizor. Dokler gost izvaja le ukaze aplikacij (nivo
3), ni tezˇav, hipervizor poskrbi za pravilno uporabo pomnilnika in izvaja ukaze
neposredno na CPE.
Kako pa je z ukazi operacijskega sistema oz. jedra? Ker pri virtualizaciji med
strojno opremo in operacijski sistem vrinemo virtualizacijski nivo — hipervizor,
gostujocˇi operacijski sistem ne tecˇe vecˇ na najbolj privilegiranem nivoju. Tu pri
arhitekturi x86 predstavljajo najvecˇji problem t.i. na virtualizacijo obcˇutljivi ukazi
(virtualization sensitive instructions) zaradi katerih je izvedbo “ujemi in emuliraj”
nemogocˇe realizirati. Dober primer je ukaz popf, ki nalozˇi zastavice (flags) iz sklada
(stack) v namenski register (register %eflags). Cˇe ukaz izvede jedro operacijskega
sistema, ki je v privilegiranem nacˇinu, bo v register nalozˇil vse zastavice (vkljucˇno
s sistemskimi). Cˇe pa ga izvede program, ki tecˇe v uporabniˇskem nacˇinu, se ukaz
tudi izvede, le da sistemske zastavice pusti nedotaknjene – napake pa ne sprozˇi.
V virtualiziranem sistemu pa gostovo jedro ne tecˇe v privilegiranem nacˇinu, zato
izvajanje ukaza popf v takem primeru ne bi imelo pricˇakovanih rezultatov, hipervi-
zor pa zaradi nesprozˇitve pasti ne bi dobil nobene informacije, da je sˇlo kaj narobe
oz. da rezultat izvrsˇitve ukaza ni tak, kot je pricˇakovano.
3.2.2 Polna virtualizacija z uporabo binarne transla-
cije
Prvo resˇitev za virtualizacijo arhitekture x86, VMware Workstation, je leta 1999
izdalo podjetje VMware, pri cˇemer so za izvedbo resˇitve uporabili binarno tran-
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Slika 3.4: Polna virtualizacija z uporabo binarne translacije (BT)
slacijo (binary translation)[2, 7].
Binarna translacija (tudi dinamicˇna translacija) je programska tehnika za vir-
tualizacijo, s katero hipervizor pridobi sposobnost prestrezanja za virtualizacijo
obcˇutljivih ukazov brez zanasˇanja na pasti oz. napake procesorja. Binarni preva-
jalnik kot vhodne podatke sprejema polno mnozˇico ukazov arhitekture x86, vracˇa
pa podmnozˇico ukazov, ki so neprivilegirani. Prevajalnik deluje dinamicˇno, med
izvajanjem, ukaze pa prevede tik preden gredo v izvrsˇevanje (kar resˇi problem
locˇevanja ukazov od podatkov). Ko hipervizor posˇlje skozi prevajalnik neki ukaz,
ga ta prevede v zaporedje ukazov, s katerim potem hipervizor emulira izvajanje pri-
vilegiranega ukaza v navideznem stroju in uveljavi spremembe na navidezni strojni
opremi. Za boljˇso ucˇinkovitost hipervizor translacijo uporablja le pri ukazih, ki jih
izvaja jedro operacijskega sistema gosta (kernel), ki tecˇe v privilegiranem nacˇinu
delovanja. Prevajalnik prevaja le privilegirane in na virtualizacijo obcˇutljive ukaze,
vse preostale lahko prevede brez sprememb ali z malo spremembami. Za ukaze, ki
se izvrsˇujejo v uporabniˇskem neprivilegiranem nacˇinu delovanja (user mode), pa
lahko uporabi neposredno izvrsˇevanje.
Ukaze prevajalnik prevede, ko jih gost zˇeli prvicˇ izvrsˇiti, prevedene ukaze pa hrani
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v posebnem medpomnilniku. Cˇe pride do izvrsˇitve istih ukazov v prihodnosti, hi-
pervizor uporabi prevod iz medpomnilnika. S tem se zmanjˇsajo strosˇki rezˇije, ki
nastanejo pri prevajanju.
Virtualizacija navideznega pomnilnika
Navidezni pomnilnik je mehanizem za preslikavo vecˇ navideznih naslovnih prosto-
rov (ponavadi ima vsak proces svojega) v manjˇsi fizicˇni naslovni prostor. Arhi-
tektura x86 je navidezni pomnilnik dobila s procesorji 80386, ki so dobili za to
namenjeno enoto za upravljanje pomnilnika (memory managment unit), v nada-
ljevanju MMU. Za preslikavo arhitektura uporablja hierarhicˇne tabele strani (page
tables), ki so shranjene v pomnilniku. Drevo teh tabel, ki ga dolocˇa korenska ta-
bela, tako dolocˇa celotno preslikavo iz navideznega v fizicˇni prostor. Enota MMU
uporablja dve strukturi: sprehajalca po tabelah strani (table walker) in poseben
medpomnilnik (translation lookaside buffer), v nadaljevanju TLB. Ko zˇeli neki
ukaz dostopati do nekega navideznega naslova, mora sprehajalec preiskati tabele
strani, da dobi ustrezen fizicˇni naslov, najdeno preslikavo pa shrani v TLB za po-
spesˇitev iskanja te preslikave v prihodnosti.
Ker gost pricˇakuje poln naslovni prostor (npr. v primeru 32-bitnega gosta gre za
4 GiB), mora hipervizor poskrbeti tudi za virtualizacijo navideznega pomnilnika.
Za to nalogo ima svoj programski MMU, s katerim mora poskrbeti, da gost ne do-
stopa do pomnilnika, ki mu ne pripada (do gostiteljevega ali hipervizorjevega ter
pomnilnika drugih gostov), in da je gostov navidezni prostor ustrezno preslikan.
Da omogocˇi gostu hiter dostop do pomnilnika, hipervizor uporablja hardverski
TLB in dodatne “sencˇne” tabele strani (shadow page tables). Za vsako tabelo
strani, ki jo uporablja gost, mora hipervizor zgraditi sencˇno tabelo, v kateri hrani
zdruzˇeno preslikavo iz gostovega navideznega v gostiteljev fizicˇni prostor. Tako
lahko hipervizor hardversko MMU neposredno usmeri na prave naslove in zago-
tovi hiter dostop do pomnilnika, hkrati pa ta nacˇin omeji dostop do pomnilnika
le na dovoljene naslove. Podrobnosti delovanja so zunaj obsega tega dela, zato jih
ne bomo obravnavali. Vendar lahko povemo, da zgresˇitve pri gostovih dostopih do
pomnilnika stanejo dosti vecˇ kot pri obicˇajne zgresˇitve v TLB, saj mora sprehaja-
lec pregledati dodatne sencˇne tabele, nekaj pa prispeva tudi vzdrzˇevanje teh tabel
(tako s staliˇscˇa porabe prostora kot procesorskega cˇasa).
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Uporaba segmentacije
Omeniti velja sˇe naslednji problem v povezavi z gostovim pricˇakovanjem, da ima
na voljo poln navidezni naslovni prostor. Hipervizor mora poskrbeti tako za go-
stova pricˇakovanja kot tudi za svoje pomnilniˇske potrebe. Potrebuje namrecˇ nekaj
prostora za medpomnilnik za translacijo in druge pomozˇne strukture, kar pomeni,
da mora omejiti gostov dostop do dela naslovnega prostora, ki je na voljo izkljucˇno
hipervizorju. Resˇitev te omejitve za neprivilegirane ukaze je na ravni tabel strani,
za ukaze gostovega jedra pa uporaba segmentacije (segmentation), mehanizma, ki
je del arhitekture x86 zˇe od procesorjev 80286 naprej.
Virtualizacija 64-bitne arhitekture x86
Leta 2003 je AMD izdal 64-bitni procesor z razsˇiritvijo arhitekture x86, poime-
novano AMD64 oz. x86-64, tudi x64. Dodali so nov nacˇin delovanja, 64-bitni
nacˇin oziroma t.i. long mode, hkrati pa ohranili vse predhodne nacˇine delovanja
(16-bitni, 32-bitni) in tako ohranili kompatibilnost za nazaj. Druge spremembe
so bile sˇe na ravni registrov, nekatere so razsˇirili na 64 bitov, dodali nekaj novih
splosˇnih, hkrati pa spremenili tudi dolocˇene registre v uporabi pri segmentaciji. Ta
sprememba je onemogocˇila uporabo segmentacije v namene locˇevanja naslovnega
prostora gosta in hipervizorja pri binarni traslanciji na ucˇinkovit nacˇin. AMD je
kasneje to popravil in vrnil manjkajocˇo funkcionalnost, Intel pa v svoji izvedbi
64-bitne razsˇiritve (IA-32 oz. EM64T) tega ni storil, zato z Intelovimi proce-
sorji ucˇinkovita virtualizacija 64-bitne arhitekture brez strojne podpore (VT-x) ni
mozˇna, medtem ko je z AMD-jevimi procesorji mogocˇa.
3.2.3 Strojno podprta virtualizacija
Zˇal na podrocˇju strojne podpore virtualizaciji arhitekture x86 ni priˇslo do stan-
dardizacije, tako da sta leta 2005 Intel in AMD predstavila vsak svojo resˇitev, ki
omogocˇa virtualizacijo arhitekture x86 na nacˇin “ujemi in emuliraj”. Razsˇiritvi
(Intel) VT-x in AMD-V se razlikujeta v podrobnostih izvedbe, delujeta pa podobno
in omogocˇata virtualizacijo brez uporabe programskih resˇitev, kot je binarna tran-
slacija.
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Slika 3.5: Preklapljanje gost – hipervizor
pri virtualizaciji s strojno podporo
Prva generacija
VT-x in AMD-V sˇtejemo v prvo generacijo strojne podpore virtualizaciji. Pri
obeh igra glavno vlogo posebna nadzorna struktura v pomnilniku (virtual machine
control block – VMCB pri AMD-V, virtual machine control structure – VMCS pri
VT-x) za vsak navidezni stroj. Ta nadzorna struktura hrani stanje navidezne CPE
posameznega navideznega stroja in njegovo nadzorno stanje. Razsˇiritvi dodajata
tudi nov, manj privilegiran nacˇin delovanja – gostujocˇi nacˇin (guest mode pri AMD-
V, VMX non-root operation pri VT-x), v katerem izvaja gost svoje ukaze. Na drugi
strani deluje hipervizor v gostiteljskem nacˇinu (host mode pri AMD-V, VMX root
operation pri VT-x). Hipervizor z izvrsˇitvijo posebnega ukaza prepusti nadzor
gostu, ki tecˇe v gostujocˇem nacˇinu – takrat shrani trenutno stanje CPE in nalozˇi
gostovo stanje iz VMCB/VMCS. Ko gost izvede privilegiran ukaz (ali cˇe pride do
izjeme), sprozˇi s tem ukaz prehoda v gostiteljski nacˇin, pri cˇemer se shrani trenu-
tno stanje gosta v VMCB/VMCS. Hipervizor na podlagi teh podatkov ustrezno
poskrbi za pravilno izvrsˇitev, nato pa spet sprozˇi prehod v gostov nacˇin. Prehaja-
nje iz gostujocˇega v gostov nacˇin (slika 3.5) in obratno potrebuje dolocˇeno sˇtevilo
ciklov procesorja (vsaka kasnejˇsa generacija CPE je to sˇtevilo zmanjˇsevala), kar
lahko pri preprostejˇsih operacijah prinese sorazmerno visoke strosˇke rezˇije. Prva
generacija ni imela podpore za virtualizacijo enote za upravljanje pomnilnika, kar
je pomenilo, da je moral za programsko virtualno MMU (npr. z uporabo sencˇnih
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strani) poskrbeti hipervizor, kar pomeni sˇe vecˇje sˇtevilo prehodov iz gostujocˇega v
gostov nacˇin in obratno. Posledica tega je bila, da prva generacija strojne podpore
v dolocˇenih primerih ni dosegala performancˇnih zmogljivosti polne virtualizacije z
uporabo binarne translacije.
Druga generacija
Druga generacija strojne podpore virtualizaciji je dodala podporo strojni virtua-
lizaciji MMU. Kot pri prvi generaciji sta Intel in AMD ponovno predstavila vsak
svojo razsˇiritev, ki delujeta na enak nacˇin - Intel EPT (Extended Page Tables) in
AMD RVI (Rapid Virtualization Indexing), poznan tudi kot NPT (Nested page ta-
bles). Gost ima svoje tabele strani, ki preslikajo naslove iz gostovega navideznega
prostora v gostov fizicˇni prostor, razsˇirjene tabele strani (EPT in RVI) pa presli-
kajo naslove iz gostovega fizicˇnega prostora v realni fizicˇni prostor. Gost lahko
sam spreminja svoje tabele strani brez intervencije hipervizorja, tako da prehodi
iz gostovega v gostujocˇi nacˇin kot pri prvi generaciji niso vecˇ potrebni. Dodatna
sprememba so oznake na vnosih TLB-ja, ki oznacˇujejo, kateri navidezni CPE pri-
pada posamezen vnos. Tako pri prehodu iz gostovega v gostujocˇi nacˇin praznjenje
TLB-ja ni vecˇ potrebno, s cˇimer se izognemo tudi zmanjˇsanju performancˇnih zmo-
gljivosti, ki bi se sicer pojavilo pri praznenju.
EPT in RVI delujeta le v povezavi z VT-x oziroma AMD-V, tako da ju ni mozˇno
kombinirati s polno virtualizacijo. Cˇeprav uporaba EPT in RVI pomeni viˇsjo ceno
pri zgresˇitvah pri gostih (zaradi dvostopenjske translacije naslova), v splosˇnem po-
meni boljˇse performancˇne zmogljivosti v primerjavi z uporabo programske MMU.
Druge razsˇiritve
Poleg izboljˇsanja prehoda med gostujocˇim in gostiteljskim nacˇinom, Intel in AMD
razvijata sˇe druge razsˇiritve za virtualizacijo. Ena izmed razsˇiritev je name-
njena podpori virtualizaciji V/I naprav, Intel VT-d in AMD IOMMU. Razsˇiritev
omogocˇa neposredno dodelitev V/I naprave izbranemu virtualnemu stroju – v
takem primeru mozˇnost deljene uporabe te naprave ni vecˇ mozˇna, kar ni nujno
tezˇava.
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3.2.4 Paravirtualizacija
Prednost polne in strojno podprte virtualizacije je v popolni abstrakciji strojne
opreme, tako da je gostujocˇi operacijski sistem izoliran od hipervizorja, gostitelje-
vega sistema in drugih morebitnih navideznih strojev. Prednost, ki jo dobimo z
mozˇnostjo namestitve katerega koli nemodificiranega operacijskega sistema, ustvari
dolocˇene strosˇke rezˇije, ki poslabsˇajo performancˇne zmogljivosti virtualiziranega
sistema v primerjavi s fizicˇnim.
Paravirtualizacija je resˇitev z drugacˇno idejo. Pri tej obliki virtualizacije opera-
cijski sistem gosta oz. njegovo jedro “ve”, da tecˇe v navideznem stroju. Sˇe vecˇ,
pri virtualizaciji sodeluje s hipervizorjem. S tem se izognemo strosˇkom, kot jih
imata polna in strojno podprta virtualizacija, slabost pa je, da smo omejeni le
na operacijske sisteme, katerih jedro podpira paravirtualizacijo. Pri tem je treba
omeniti, da gostovih aplikacij ni treba modificirati.
Spodaj opisani nacˇini delovanja paravirtualizacije se nanasˇajo na resˇitev, kot je
izvedena s hipervizorjem Xen [3, 22].
Izvedba privilegiranih ukazov
Enako kot pri polni virtualizaciji se tudi pri paravirtualizaciji srecˇujemo s pro-
blemom privilegiranih in na virtualizacijo obcˇutljivih ukazov. Gostov operacijski
sistem ima modificirano jedro tako, da ukaze izvrsˇuje na nivoju privilegiranosti 1
(ring 1). S tem je poskrbljeno, da gost ne more neposredno izvrsˇevati privilegi-
ranih ukazov, hkrati pa gostov operacijski sistem ostaja zasˇcˇiten pred gostovimi
aplikacijami, ki tecˇejo na nivoju 3. Privilegirane operacije so paravirtualizirane –
to pomeni, da jih mora validirati in izvrsˇiti hipervizor, ki tecˇe na nivoju 0. Zah-
teve za izvrsˇitev privilegiranih operacij gredo v hipervizor preko t.i. hiperklicev
(hypercall), katerih ustreznica v navadnem operacijskem sistemu so sistemski klici
(slika 3.6).
Za izjeme, kot so napake in pasti, tudi poskrbi hipervizor, in sicer preko posebne
tabele, v kateri so za vsako vrsto izjem registrirane rutine za obdelavo izjem (excep-
tion handlers). Ob izjemi hipervizor poskrbi za potrebne podatke o izjemi in pre-
pusti nadzor ustrezni rutini. Izjemi, ki se pojavljata dovolj pogosto, da vplivata na
zmogljivosti sistema, sta sistemski klic (system call) in napaka strani (page fault).
Za pospesˇitev sistemskih klicev omogocˇa hipervizor registracijo posebne rutine za
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Slika 3.6: Paravirtualizacija
obdelavo, pri kateri preusmeritev preko hipervizorja ni potrebna. Za napake strani
taka pospesˇitev ni mozˇna, saj lahko iz registra, ki vsebuje naslov, pri katerem je
nastala napaka, bere le ukaz, ki se izvrsˇuje na nivoju 0. Tako mora za pridobitev
tega naslova poskrbeti hipervizor.
Upravljanje pomnilnika
Podobno kot pri polni virtualizaciji je tudi pri paravirtualizaciji eden zahtevnejˇsih
delov virtualizacija navideznega pomnilnika. Pri paravirtualizaciji mora za svoje
tabele strani poskrbeti operacijski sistem gosta, pri cˇemer po kreiranju nove tabele
strani le-to registrira v hipervizorju. Od takrat naprej ima le dostop za branje,
vsa nadaljnja azˇuriranja validira in opravi hipervizor, s cˇimer preprecˇi nezazˇelene
spremembe v tabeli. Dodatno si hipervizor podobno kot pri polni virtualizaciji
deli naslovni prostor z gostom (v primeru hipervizorja Xen gre za zgornjih 64 MiB
naslovnega prostora), s cˇimer preprecˇimo zmanjˇsanje ucˇinkovitosti pri prehodu iz
jedra v hipervizor in nazaj.
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Vhodno-izhodne naprave
Pri paravirtualizaciji V/I naprave, kot so podatkovne enote in mrezˇni vmesniki,
niso emulirane, kot pri polni virtualizaciji. Namesto tega ima gost na voljo pre-
proste vmesnike na voljo za prenos V/I podatkov, ki poteka preko hipervizorja,
kar prinese boljˇse zmogljivosti v primerjavi z emuliranimi napravami.
Paravirtualizacija 64-bitne arhitekture x86
Podobno kot pri polni virtualizaciji je odstranitev mozˇnosti segmentacije iz 64-
bitnih CPE tudi povzrocˇila tezˇave. Kot pri polni virtualizaciji tudi paravirtua-
lizacija uporablja segmentacijo za zasˇcˇito hipervizorja pred gostovim jedrom, saj
uporabljata isti naslovni prostor zaradi ucˇinkovitejˇsega delovanja. Odstranitev
mozˇnosti segmentacije pomeni, da pri paravirtualizaciji 64-bitnih gostov jedro tako
kot aplikacije tecˇe na nivoju 3 in v svojem naslovnem prostoru. To pomeni do-
datne strosˇke rezˇije pri izvedbi sistemskega klica gosta, ko preide nadzor najprej
v hipervizor, nato pa sˇe v jedro. V nasprotju s polno virtualizacijo so torej para-
virtualizirani 64-bitni gosti mozˇni, vendar so njihove performancˇne zmogljivosti v
primerjavi s paravirtualiziranimi 32-bitnimi gosti slabsˇe.
Druge paravirtualizacijske tehnike
Dolocˇene paravirtualizacijske tehnike je mozˇno uporabiti tudi pri polni in strojno
podprti virtualizaciji, pri cˇemer gre tu za majhne spremembe v obliki storitev
in gonilnikov, ki ne zahtevajo modifikacije jedra. To so npr. paravirtualizirani
gonilniki za virtualizirane V/I naprave, ki so povezane s hipervizorjem za boljˇse
performancˇne zmogljivosti, ter storitve, kot je npr. VMware tools [59]. Preko sle-
dnjih dobimo dostop do hipervizorja, npr. za sinhronizacijo cˇasa ali za izboljˇsanje
uporabe graficˇnega uporabniˇskega vmesnika za nadzor virtualnega stroja.
3.2.5 Gnezdena virtualizacija
Gnezdena virtualizacija [2, 5] pomeni, da znotraj navideznega stroja poganjamo
hipervizor in v njem drug navidezni stroj. Primeri uporabe so v razvojnem in
testnem okolju, za demonstracijo delovanja programske opreme in tudi v produk-
cijskih okoljih (npr. dolocˇeni OS uporabljajo virtualizacijo interno, npr. nacˇin
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delovanja Windows XP v Windows 7 in kasnejˇsih).
Mozˇnosti uporabe gnezdene virtualizacije so razlicˇne glede na vrsto virtualizacije,
v vsakem primeru pa je uporaba odvisna od podpore hipervizorja. Zavedati se
moramo tudi dodatnih strosˇkov rezˇije, ki jih gnezdenje prinese, npr. v primeru
programsko virtualizirane MMU pri uporabi izkljucˇno polne virtualizacije imamo
tako trinivojsko translacijo naslovov gnezdenega gosta.
Poglejmo si mozˇne kombinacije gnezdenja. Zunanji hipervizor (tecˇe na strojni
opremi) oznacˇujemo s HZ, notranji ali gnezdeni hipervizor (tecˇe v navideznem
stroju) pa s HN:
• HZ s polno virtualizacijo: V navideznih strojih znotraj HZ ni ovir, da
ne bi poganjali HN s polno ali paravirtualizacijo, saj ju HZ obravnava kot
vsak drug program. HN s strojno podporo virtualizaciji je mozˇen le, cˇe HZ
emulira ali virtualizira ustrezne razsˇiritve, VT-x/AMD-V in EPT/RVI.
• HZ s strojno podporo virtualizaciji: Tu gre za enako situacijo kot pri
HZ s polno virtualizacijo, torej nobenih ovir glede polne ali paravirtuali-
zacije, pri HN s strojno podporo virtualizaciji pa mora HZ poskrbeti za
ustrezne razsˇiritve.
• HZ s paravirtualizacijo: Paravirtualiziran gost se “zaveda” virtualizacije
in uporablja hiperklice pri komunikaciji s HZ. Za uspesˇno izvedbo gnezdenja
virtualizacije v takem primeru mora tudi HN uporabljati hiperklice, torej
gnezdena virtualizacija brez modifikacije HN ni mozˇna.
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3.3 Programska oprema za virtualizacijo ar-
hitekture x86
3.3.1 Produkti podjetja VMware
Podjetje VMware [58] je pionir na podrocˇju resˇitev virtualizacije arhitekture x86.
Kot zˇe omenjeno, je podjetje prvo dalo na trg produkt za to arhitekturo, VMWare
Workstation [7]. Njihova linija produktov danes zajema namizne (Workstation za
Windows in Linux, Fusion za Mac OS) in strezˇniˇske produkte (vSphere), v po-
nudbi pa imajo tudi hibridni oblak (vCloud Air).
Pri podjetju VMware so zacˇeli s polno virtualizacijo z uporabo binarne translacije,
njihovi produkti danes uporabljajo tudi strojno podprto virtualizacijo, za boljˇse
performancˇne zmogljivosti pa imajo tudi paravirtualizirane gonilnike za V/I na-
prave (preko VMware Tools).
VMware izvorne kode svojih produktov ne daje na voljo, vecˇina je placˇljivih. Imajo
pa tudi nekaj brezplacˇnih produktov, kot sta vSphere Hypervisor za strezˇnike z
licenco, ki dolocˇa omejitve pri uporabi, in Workstation Player za namizja, ki je
prost za uporabo v nekomercialne namene.
3.3.2 VirtualBox
VirtualBox [56]je odprtokodni produkt za virtualizacijo, prosto na voljo pod li-
cenco GNU General Public License (GPL) verzije 2. Njegov trenutni lastnik je
Oracle. VirtualBox je hipervizor tipa II, na voljo je za operacijske sisteme Win-
dows, Linux, Macintosh in Solaris. VirtualBox za virtualizacijo uporablja tako
polno virtualizacijo kot strojno podprto, ima pa tudi mozˇnost uporabe paravir-
tualiziranega gonilnika za mrezˇni vmesnik. Na voljo je brezplacˇno, vendar za
razsˇiritve, ki jih ponuja Oracle (VirtualBox Extension Pack) velja druga licenca
(prosto za domacˇo uporabo).
To je popularen produkt, predvsem zaradi brezplacˇnosti, multiplatformnosti, veli-
kega sˇtevila funkcionalnosti in podpore skupnosti.
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3.3.3 KVM
Kernel Virtual Machine – KVM[14, 40] je funkcionalnost jedra operacijskega sis-
tema Linux, ki omogocˇa da Linux spremenimo v hipervizor s strojno podprto virtu-
alizacijo. KVM razsˇiritve CPE za virtualizacijo predstavi kot napravo /dev/kvm,
ki omogocˇa med drugim naslednje operacije:
• kreiranje novega navideznega stroja,
• alokacijo pomnilnika navideznemu stroju,
• poganjanje navidezne CPE,
• branje in pisanje registrov navidezne CPE,
• sprozˇitev prekinitve v navidezni CPE.
Poleg tega poleg obstojecˇih nacˇinov delovanja (nacˇin delovanja jedra – kernel mode
in uporabniˇski nacˇin – user mode) KVM doda nov gostujocˇi nacˇin (guest mode),
v katerem izvaja ukaze navidezni stroj.
KVM deluje v kombinaciji s QEMU [51]. QEMU je sicer samostojni emulator
za razlicˇne arhitekture, v kombinaciji s KVM pa je lahko tudi hipervizor. Med
drugim QEMU poskrbi za emulacijo virtualnih naprav in za ustrezne klice v KVM,
da kreira in upravlja navidezne stroje.
3.3.4 Xen
Xen (The Xen Project Hypervisor [60]) je trenutno edini odprtokodni hipervizor
tipa I. Njegov razvoj se je zacˇel s paravirtualizacijo [3], kasneje je pridobil sˇe
mozˇnost strojno podprte virtualizacije. Na njegovi osnovi so zgrajene sˇtevilne
resˇitve, npr. XenServer [61], Oracle VM [53] in Amazon EC2 [26].
Pri projektu Xen navideznim strojem pravijo domene, posebnost je nadzorna do-
mena ali domena 0 (Domain-0, Dom0 ), ki se zazˇene prva ob zagonu Xen-a in
predstavlja takorekocˇ gostiteljski operacijski sistem (brez nje Xen ne more delo-
vati). Dom0 je privilegirana, ima neposreden dostop do strojne opreme in orodij
za nadzor drugih navideznih strojev. V domeni 0 tecˇe ponavadi razlicˇica opera-
cijskega sistema Linux (ki ima zˇe v jedro vgrajeno podporo tako za Xen kot za
paravirtualizacijo), podprti pa so tudi drugi operacijski sistemi (npr. FreeBSD,
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NetBSD, OpenSolaris).
Vse preostale domene (gosti) so neprivilegirane uporabniˇske domene (User Do-
main, Unprivileged Domain, DomU ), izolirane od strojne opreme. DomU so lahko
paravirtualizirane (PV ) ali pa virtualizirane s strojno podporo (Hardware Virtual
Machine – HVM ). Xen pozna tu vecˇ razlicˇic oz. poimenovanj:
• PV: Paravirtualiziran gost ne potrebuje razsˇiritev CPE za virtualizacijo,
potrebuje pa jedro s podporo paravirtualizaciji in paravirtualizirane gonil-
nike.
• HVM: Strojno podprta virtualizacija potrebuje razsˇiritve VT-x ali AMD-V.
Poleg tega uporablja QEMU za emulacijo strojne opreme. Jedro s podporo
PV pri HVM ni potrebno, zato lahko Xen v tem nacˇinu gostuje tudi opera-
cijske sisteme Windows.
• PVHVM: Za izboljˇsanje performancˇnih zmogljivosti lahko gosti tipa HVM
uporabljajo posebne optimizirane paravirtualizirane gonilnike (PVHVM ali
PV-on-HVM ) in tako obidejo emulacijo diskov ter mrezˇnih vmesnikov. S
tem pridobimo performancˇne zmogljivosti, podobne paravirtualiziranim go-
stom.
• PVH: PVH so paravirtualizirani gosti, ki uporabljajo paravirtualizirane go-
nilnike za zagon in V/I naprave, drugacˇe pa razsˇiritve CPE za virtualizacijo
brez uporabe emulacije. Ideja gostov vrste PVH je izkoristiti najboljˇse la-
stnosti vseh nacˇinov virtualizacije, pri cˇemer bi poenostavili Xen-ovo arhi-
tekturo.
Razvoj PVH se nadaljuje, trenutno gre v smeri ponovne izgradnje in poeno-
stavitve arhitekture PVH (PVHv2 ) zaradi omejitev prve verzije.
Poglavje 4
Tehnologija vsebnikov
V primerjavi z virtualizacijo, pri kateri gre za poganjanje celotnega operacijskega
sistema na virtualni strojni opremi, gre pri tehnologiji vsebnikov (container te-
chnology, container-based virtualization) za izolacijo aplikacij z uporabo funkci-
onalnosti, ki jih ponuja obstojecˇi operacijski sistem [1, 10] – tehnologijo vsebni-
kov zato imenujemo tudi virtualizacija na nivoju operacijskega sistema (Operating
System-level virtualization), uporablja pa se tudi izraz “lahkokategorna” virtuali-
zacija (light-weight virtualization).
Osnovna ideja uporabe tehnologije vsebnikov je, da v vsebnik zapakiramo izbrano
programsko opremo z vsem, kar je potrebno za njeno delovanje, to je izvrsˇilne dato-
teke, knjizˇnice, sistemska orodja in knjizˇnice, vse skupaj je na lastnem datotecˇnem
sistemu, le jedro si vsebnik deli z operacijskim sistemom. Uporaba vsebnikov
tako poenostavlja namestitev na produkcijska okolja, saj se izognemo namesˇcˇanju
dodatnih orodij in knjizˇnic, morebitnim tezˇavam z verzijami ipd., zagotovljeno
pa imamo tudi, da bo v vsebnik zapakirana aplikacija ali sistem vedno delovala
enako.
Zametki vsebnikov [6] sezˇejo zˇe v leto 1979, ko je operacijski sistem Unix dobil
funkcionalnost za spreminjanje korenskega direktorija chroot. Leta 1998 je v ope-
racijskem sistemu FreeBSD izsˇla nadgradnja chroot, poimenovana jails [34], ki je
dodala virtualiziran dostop do datotecˇnega sistema, uporabnikov in omrezˇja. Ka-
sneje so priˇsle sˇe druge resˇitve, kot sta Solaris zones [52] in IBM AIX workload
partitions [37]. Za operacijski sistem Linux so bile resˇitve za uporabo vsebnikov na
voljo zˇe nekaj cˇasa (Linux-VServer [46], 2003; OpenVZ [50], 2005), a so delovale
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le z modificiranim jedrom. Kasneje so funkcionalnosti, ki so omogocˇale vsebnike,
postale tudi del jedra (control groups, 2008), sledil pa jim je razvoj programskih
resˇitev za tehnologijo vsebnikov, npr. LXC (razvoj od leta 2008 naprej, verzija 1.0
februar 2014 [44]).
4.1 Tehnologija vsebnikov v operacijskem sis-
temu Linux
Tehnologija vsebnikov v operacijskem sistemu Linux [15] (Linux Containers) je
virtualizacijska metoda, ki omogocˇa socˇasno poganjanje vecˇ med seboj izoliranih
sistemov Linux znotraj vsebnikov. Vsebnik je virtualno okolje s svojimi CPE, po-
mnilnikom, V/I napravami in omrezˇjem. Linux-VServer in OpenVZ sta za vzpo-
stavitev vsebnikov uporabljala vsak svoje modificirano jedro operacijskega sistema
Linux. LXC in Docker, ki sta priˇsla kasneje, pa uporabljata funkcionalnosti[43], ki
so zˇe del sistema Linux (oz. njegovega jedra): nadzorne skupine (cgroups), imen-
ski prostor (namespace), spreminjanje korenskega direktorija in druge, odvisno od
tehnologije vsebnikov (LXC, Docker itd.).
Za boljˇse razumevanje, kako deluje izolacija pri vsebnikih, si poglejmo, kaj zgoraj
omenjene funkcionalnosti sistema Linux sploh omogocˇajo:
Nadzorne skupine (control groups, cgroups): Nadzorne skupine [54] so funk-
cionalnost Linux-ovega jedra, ki omogocˇa dodelitev razlicˇnih virov (uporaba CPE,
pomnilnika in omrezˇnih virov) ali kombinacij virov po skupinah procesov. Skupine
dolocˇi, nadzoruje in spreminja uporabnik, ki lahko dinamicˇno spreminja dostop
skupin do dolocˇenih virov.
Imenski prostor (namespace): Sistemske vire znotraj operacijskega sistema
lahko umestimo v neki imenski prostor[45], tako da bodo procesom znotraj istega
imenskega prostora ti viri vidni kot njim lastni in izolirani od ostalih. Spremembe
teh virov so vidne le procesom, ki pripadajo istemu imenskemu prostoru, drugim
pa ne. Linux zagotavlja vecˇ imenskih prostorov, npr. za izolacijo uporabnikov
in skupin, za izolacijo procesov, za izolacijo omrezˇnih virov, za izolacijo priklopov
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datotecˇnega sistema (mount point) in sˇe nekaj drugih.
Spreminjanje korenskega direktorija: Korenski direktorij je “najviˇsji” direk-
torij, to je direktorij, v katerem so vsi preostali direktoriji, njihovi poddirektoriji
in datoteke. Korenski direktorij je za proces mozˇno spremeniti, to lahko nare-
dimo z ukazoma, kot sta chroot in pivot root (omogocˇata spremembo korenskega
direktorija oz. korenskega datotecˇnega sistema).
4.2 Programska oprema za tehnologijo vseb-
nikov
V tem poglavju bomo predstavili nekaj primerov resˇitev za tehnologijo vsebnikov,
ki so na voljo za operacijski sistem Linux. Podrobneje bomo predstavili LXC
in Docker, ker sta med popularnejˇsimi resˇitvami, uporabljata se v storitvah v
oblaku in sta del vseh vecˇjih distribucij (Ubuntu, Fedora). Na koncu bomo na
kratko predstavili sˇe Linux-VServer in OpenVZ, ki spadata med prve resˇitve za
tehnologijo vsebnikov za operacijski sistem Linux.
4.2.1 LXC
LXC [43] je uporabniˇski vmesnik za upravljanje funkcionalnosti Linux-ovega jedra
za tehnologijo vsebnikov. Omogocˇa, da znotraj vsebnika poganjamo aplikacijo ali
popoln sistem.
Za poganjanje aplikacije moramo vedeti, katere vire (racˇunske, pomnilniˇske, mrezˇne...)
zˇelimo izolirati znotraj vsebnika in pripraviti ustrezno konfiguracijo. Poganjanje
sistema je preprostejˇse, treba je izolirati vse vrste virov, za kar poskrbi LXC sa-
modejno pri ustvaritvi vsebnika. Za dodatne nastavitve potem poskrbi uporabnik
sam. Vsebnik zacˇne tecˇi, ko v njem pozˇenemo neki proces in se ustavi, ko v njem
zakljucˇi izvajanje sˇe zadnji proces.
Ustvarjanje vsebnikov
Pri ustvarjanju vsebnikov imamo dve mozˇnosti: bodisi vsebnik najprej ustvarimo
(lxc-create) bodisi neposredno zazˇenemo (lxc-execute/lxc-start). V prvem primeru
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dobimo obstojen vsebnik (persistent container), ki ga lahko kadar koli unicˇimo
(lxc-destroy). V drugem primeru dobimo zacˇasen vsebnik (volatile container), pri
katerem je unicˇenje samodejno, bodisi ko aplikacija znotraj vsebnika neha tecˇi bo-
disi ko vsebnik ustavimo (lxc-stop). Pri obeh primerih lahko kot argument podamo
pot do konfiguracijske datoteke, opcijski parameter pa je tudi pot do direktorija,
kamor se vsebniki shranjujejo (cˇe nam privzeta nastavitev ne ustreza).
Glede pravic pozna LXC dve vrsti vsebnikov, “neprivilegirane” in “privilegirane”.
Neprivilegirani so varnejˇsi, za dolocˇanje identifikatorjev uporabnikov in skupin
znotraj vsebnikov (user id, uid, group id, gid) uporabljajo preslikavo. Tako ima
korenski uporabnik (root) znotraj vsebnika uid 0, zunaj vsebnika pa neki drug
uid z omejenimi pravicami. Cˇe bi se izvedel napad na vsebnik, zaradi katerega bi
napadalcu uspel izhod iz izolacije vsebnika, bi napadalec koncˇal kot uporabnik z
omejenimi pravicami. Neprivilegirani vsebniki imajo dolocˇene omejitve (dolocˇene
operacije, kot npr. priklopi datotecˇnih sistemov, niso dovoljene), ki pa se razli-
kujejo, cˇe jih ustvarimo kot navaden uporabnik ali kot korenski uporabnik. Pri-
vilegirane vsebnike ustvarimo kot korenski uporabnik brez preslikav, tako da ima
korenski uporabnik znotraj vsebnika enake pravice kot korenski uporabnik go-
stiteljskega sistema. Vsi procesi znotraj vsebnika tecˇejo s pravicami korenskega
uporabnika, zato je skrb za varnost sˇe posebej pomembna. Prednost privilegiranih
vsebnikov pa je, da nimajo omejitev neprivilegiranih.
Poleg ukazov za kreiranje, zagon, ustavitev in unicˇenje vsebnikov, ima LXC sˇe
druga orodja, npr. za pregled stanja vsebnikov, “zamrznitev” in “odmrznitev”
stanja vsebnika, spreminjanje nastavitev nadzornih skupin zˇe delujocˇega vsebnika.
Cˇe se omejimo na poganjanje sistema znotraj vsebnika, potem skozi ocˇi uporabnika
LXC deluje zelo podobno kot virtualizacijske resˇitve: uporabnik ustvari vsebnik na
podlagi neke predloge (template), vsebniku dolocˇi sˇtevilo CPE in velikost pomnil-
nika ter ga umesti v omrezˇje. Predloga je ustreznica sliki (image) operacijskega
sistema, LXC pri ustvarjanju vsebnika ponudi vecˇ zˇe pripravljenih predlog, ki jih
prenese s spleta, in so ustreznice popularnejˇsim operacijskim sistemom: Debian,
Ubuntu, Fedora, openSUSE, Arch Linux in drugi. Za vsako distribucijo so na
voljo predloge za razlicˇne verzije in arhitekture (x86, x86-64, ARM idr). Poleg
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omenjenih predlog LXC uporabniku omogocˇa tudi ustvarjanje svojih.
Konfiguracija vsebnikov
Vsak vsebnik ima svojo konfiguracijsko datoteko, v kateri dolocˇimo, kateri viri so
na voljo vsebniku, ter druge nastavitve. Med drugim vnosi v datoteki dolocˇajo
naslednje stvari:
• Signale za ustavitev (shutdown), ponovni zagon (reboot) in prisilno ustavitev
vsebnika.
• Inicializacijski ukaz (init command), ki se zazˇene pri vsebnikih s polnim
sistemom.
• Omrezˇne nastavitve: vsebnik je lahko brez omrezˇja, prikljucˇen preko na-
videznega vmesnika (virtual ethernet, veth) na gostiteljev most, prikljucˇen
preko posebnega vmesnika v neko navidezno omrezˇje (virtual lan, vlan) ali
neposredno uporablja obstojecˇ fizicˇni vmesnik.
• Nastavitve korenskega direktorija vsebnika ter priklopov datotecˇnih sistemov
in pravic dostopov.
• Nastavitve nadzornih skupin (control groups, cgroups) – npr. za omejitev
pomnilnika ali za dolocˇitev, katera CPE je namenjena vsebniku.
• Nastavitve okoljskih spremenljivk (environment variables).
• Nastavitve za AppArmor, SELinux in seccomp (funkcionalnosti, povezane
z izolacijo in zasˇcˇito procesov ter nadzorom dostopa), cˇe je bila podpora
dodana v LXC med prevajanjem.
4.2.2 Docker
Podobno kot LXC tudi Docker [32] uporablja funkcionalnosti Linuxovega jedra
za lastno resˇitev izvedbe tehnologije vsebnikov. Docker do teh funkcionalnosti
dostopa bodisi neposredno preko lastne knjizˇnice (libcontainer) bodisi posredno
preko drugih resˇitev (npr. LXC). Nacˇini delovanja in upravljanja vsebnikov so
podobni LXC.
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Delovanje omogocˇi prikriti process Docker Engine (pri LXC na primer, ni nekega
prikritega procesa), ki poskrbi za kreiranje in upravljanje vseh vrst Dockerjevih
objektov (vsebniki, predloge, omrezˇja in podatkovni nosilci). Z Docker Engine ne
upravljamo neposredno, ampak preko odjemalca, ki komunicira z Docker Engine
preko vticˇnic (socket) ali preko vmesnika vrste RESTful [36]. Odjemalec in Docker
Engine tako lahko tecˇeta na istem sistemu, lahko pa tudi vsak na svojem.
Omenili smo podoben nacˇin delovanja kot pri LXC. Tudi pri Docker-ju za kreira-
nje vsebnika potrebujemo predlogo (Docker image), ki jo pridobimo iz oddaljenih
ali lokalnih repozitorijev (Docker registry), lahko jih kreiramo tudi sami (in shra-
nimo v neki repozitorij). Predloga vsebnika vsebuje neko aplikacijo in datoteke,
potrebne za njeno delovanje, ter konfiguracijske podatke. Docker ponuja vecˇ zˇe
pripravljenih predlog na svojem javnem repozitoriju, npr. predloge na podlagi
operacijskih sistemov (Ubuntu, Fedora, Debian, Centos...) ali predloge z zˇe pri-
pravljenimi aplikacijami ali razlicˇnimi orodji (HTTP strezˇnik Apache, podatkovna
baza MySQL, Python, PHP, Ruby...).
Podobno kot LXC pozna tudi Docker privilegirane in neprivilegirane vsebnike.
Privzeto so vsebniki neprivilegirani in nimajo dostopa do naprav gostiteljskega
sistema. S posebnim argumentom ob zagonu (docker run --privileged) pa vseb-
nik dobi dostop do vseh naprav in mozˇnost spreminjanja dolocˇenih nastavitev, ki
omogocˇajo skoraj enake pravice kot drugi procesi na gostiteljskem sistemu.
Dockerjeve predloge
Predloge so samo za branje, za njihovo delovanje Docker uporablja poseben vecˇplastni
datotecˇni sistem (Union File System). Predlogo sestavlja vecˇ plasti, zacˇne se z
osnovno plastjo (npr. osnovna slika sistema Ubuntu ali Fedora, lahko pa tudi zˇe
neka obstojecˇa predloga), vsaka sprememba pa doda novo plast. Ob zagonu vseb-
nika Docker tako predloge ne spreminja, ampak doda novo bralno/pisalno plast.
To plast lahko shranimo in dobimo novo predlogo, drugacˇe pa se ob unicˇenju vseb-
nika ta plast ne shrani, tako da se vse spremembe in podatki unicˇijo skupaj z
vsebnikom.
4.2. PROGRAMSKA OPREMA ZA TEHNOLOGIJO VSEBNIKOV 39
Podatkovni nosilci
Za ohranitev podatkov moramo uporabiti podatkovni nosilec (data volume). Po-
datkovni nosilec je datoteka ali direktorij gostiteljskega sistema, ki je pripet nepo-
sredno v vsebnik. Branje in pisanje v nosilec sta neposredni, tako da dosega hitro-
sti gostiteljevega sistema (tu ni strosˇkov rezˇije, povezanih z uporabo vecˇplastnega
datotecˇnega sistema).
Docker in omrezˇja
Dockerjeve vsebnike lahko vkljucˇujemo v eno ali vecˇ omrezˇij. Ob nastavitvi Doc-
ker pripravi nekaj privzetih mozˇnosti (npr. most docker0 v gostiteljskem sistemu),
lahko pa omrezˇja definiramo po svoje (lahko celo definiramo tudi svoj omrezˇni
vticˇnik). Docker omogocˇa kreiranje tudi t.i. “prekrivnega omrezˇja” (overlay ne-
twork), ki omogocˇa medsebojno povezanost vecˇ vsebnikov, ki tecˇejo na razlicˇnih
gostiteljih.
Da sploh lahko dostopamo do aplikacij znotraj vsebnika, moramo ob njegovem
kreiranju ali zˇe v definiciji predloge izpostaviti vrata (expose port v Dockerjevi
terminologiji), ki omogocˇajo dostop do neke aplikacije. Izpostavimo lahko vecˇ
razlicˇnih vrat ali vecˇ zaporedij vrat, dolocˇimo lahko tudi preslikave gostiteljevih
vrat na vsebnikova vrata.
Docker na operacijskih sistemih Windows in MacOS
Za razliko od LXC je Docker na voljo tudi za operacijske sisteme Windows in
MacOS. Tu uporablja zanimivo resˇitev. Obstajata dve mozˇnosti, uporaba Docker
toolbox ali pa uporaba Docker for Windows oz. Docker for Mac. Obe mozˇnosti
uporabljata virtualizacijo.
Docker toolbox poleg odjemalca in nekaj drugih orodij namesti tudi Oracle Virtual-
Box, ki ga uporablja, da znotraj navideznega stroja poganja Docker Engine. Doc-
ker for Windows in Docker for Mac sta novejˇsi resˇitvi. Prva namesto resˇitve Virtu-
alBox uporablja Microsoftov Hyper-V, druga pa Mac HyperKit, obe razlicˇici zah-
tevata dolocˇeno (dovolj novo) verzijo operacijskega sistema in ustrezne razsˇiritve
za strojno podporo virtualizaciji.
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4.2.3 Linux-VServer in OpenVZ
Linux-VServer in OpenVZ spadata med prve resˇitve za tehnologijo vsebnikov za
operacijski sistem Linux. Na zacˇetku pojem vsebnik (container) sˇe ni bil v upo-
rabi. Pri resˇitvi Linux-VServer zato uporabljajo izraz “navidezni zasebni strezˇnik”
(Virtual Private Server, VPS), pri resˇitvi OpenVZ pa poleg VPS tudi “navide-
zno okolje” (Virtual Environment, VE) in tudi vsebnik. Obe resˇitvi uporabljata
modificirano Linuxovo jedro z dodanimi funkcionalnostmi, ki omogocˇajo izolacijo
vsebnikov. Slabost uporabe modificiranih jeder je v tem, da lahko pride do zao-
stanka glede na razvoj Linuxovega jedra, oziroma drugacˇe povedano, lahko nekaj
cˇasa traja, preden dobimo modificirano razlicˇico najnovejˇse izdaje jedra.
Razvoj Linux-VServer se je glede na domacˇo stran projekta malce upocˇasnil. Za-
dnja stabilna verzija popravka (patch) za starejˇso verzijo jedra (2.6) je bila izdana
leta 2008, obstaja tudi popravek za novejˇso verzijo jedra (3.18) iz leta 2015, a
je oznacˇen kot eksperimentalen. Zadnja verzija “uradnih” uporabniˇskih orodij za
Linux sega v leto 2004.
Razvoj OpenVZ je na drugi strani zelo aktiven in azˇuren, popravki za jedra so
omejeni na dolocˇene verzije operacijskih sistemov Debian in Red Hat Enterprise
Linux. Tu gre za starejˇse verzije jeder, saj sta pri kriticˇnih sistemih v podjetjih
stabilnost in varnost pomembnejˇsa od novih funkcionalnosti, ki jih prinasˇajo naj-
novejˇse verzije jeder. OpenVZ je odprtokodna resˇitev, ki si osnovo deli z resˇitvijo
Virtuozzo, ki je komercialne narave (placˇljiva) in ponuja sˇe dodatne funkcional-
nosti v primerjavi z resˇitvijo OpenVZ. Razvijalci resˇitve OpenVZ sodelujejo tudi
pri razvoju Linuxovega jedra, tako da resˇitve, ki jih uporablja OpenVZ pocˇasi
prehajajo tudi v Linuxovo jedro (upstream).
Poglavje 5
Primerjava tehnologij
V tem poglavju bomo primerjali virtualizacijo in tehnologijo vsebnikov, osre-
dotocˇili se bomo na funkcionalnosti, ki jih omogocˇa vsaka tehnologija, ugotavljali
prednosti in slabosti ter morebitne tehnolosˇke omejitve. Resˇitve virtualizacije in
tehnologije vsebnikov ponujajo nacˇeloma dokaj podoben nabor funkcionalnosti,
seveda ne popolnoma enakega. Razvoj teh dveh tehnologij poteka aktivno, zato
lahko pricˇakujemo, da bodo scˇasoma morebitne manjkajocˇe (uporabne) funkci-
onalnosti presˇle tudi v resˇitve, ki jih danes sˇe nimajo. V nadaljevanju bomo na
mestih, kjer se besedilo zadeva tako navidezne stroje kot vsebnike uporabili besedo
gost za njuno nadpomenko.
5.1 Ustvarjanje in upravljanje navideznih stro-
jev/vsebnikov
Tehnologiji sta funkcionalno zelo podobni glede upravljanja navideznih strojev in
vsebnikov. Uporabnik lahko pri obeh dolocˇa osnovne konfiguracije, kot so sˇtevilo
CPE (tudi pripenjanje na izbrano CPE), velikost pomnilnika, prikljucˇitev v eno ali
vecˇ omrezˇij. Vendar imajo vsebniki eno vecˇjih pomanjkljivosti glede na navidezne
stroje – omejeni so na operacijski sistem in arhitekturo svojega gostitelja. Medtem
ko lahko v navideznem stroju lahko tecˇe pravzaprav kateri koli operacijski sistem za
isto arhitekturo, pa pri vsebnikih v sistemu Linux ne moremo na primer poganjati
aplikacij sistema Windows.
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Hramba podatkov
Razlika se pokazˇe pri hrambi podatkov. Tu resˇitve za virtualizacijo uporabljajo
precej podobne mehanizme. Kot navidezni disk znotraj navideznega stroja lahko
pripnemo datoteke razlicˇnih formatov ali kar cel fizicˇni nosilec. Ponudniki pro-
gramske opreme za virtualizacijo imajo ponavadi poleg lastnega formata podporo
vsaj sˇe “surovim” oziroma “neobdelanim” (raw) datotekam ter nekaterim popu-
larnejˇsim formatom (VMDK, qcow2), na voljo pa so tudi orodja, ki pretvorijo
neki format v drugega. Razlika v formatih je v razlicˇnih funkcionalnostih, kot je
npr. samodejno povecˇevanje navideznega diska, uposˇtevati pa je treba, da vsaka
funkcionalnost doda k strosˇkom rezˇije (razen pri neobdelanem formatu, ki takih
funkcionalnosti nima). Pri tehnologiji vsebnikov ima tudi vsaka resˇitev svojo iz-
vedbo hrambe podatkov (ponavadi je za vsebnike namenjen dolocˇen direktorij na
datotecˇnem sistemu gosta), vendar za zdaj podpore formatom razlicˇnih resˇitev sˇe
ni.
Virtualizacija ima na tem podrocˇju prednost glede selitev iz ene tehnolosˇke resˇitve
na drugo (npr. selitev iz VMWare na Xen). Pri taki selitvi lahko prestavimo dato-
teko z navideznim diskom iz navideznega stroja enega ponudnika v navidezni stroj
drugega ponudnika in lahko zˇe takoj nadaljujemo z delom (seveda privzemamo,
da ne nastanejo tezˇave z nastavitvami ali gonilniki). Pri tehnologiji vsebnikov (za
zdaj) take mozˇnosti nimamo.
5.2 Zacˇasno ustavljanje, posnetki, kloniranje
in migracija
Zacˇasno ustavljanje
Zacˇasna zaustavitev ali zamrznitev (pause, freeze) nam omogocˇa, da zacˇasno usta-
vimo vse procese v gostu. Pri virtualizaciji imamo ponavadi mozˇnost, da zamr-
znjeno stanje hranimo v pomnilniku ali shranimo na disk – tudi stanje pomnilnika
navideznega stroja. To lahko primerjamo s spanjem (sleep) in hibernacijo (hiber-
nate) fizicˇnega sistema.
Vsebniki imajo mozˇnost ustavitve procesov, sama hramba stanja pomnilnika na
disk pa sˇe ni razsˇirjena pri vseh resˇitvah (ima jo OpenVZ, obstaja pa tudi projekt
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CRIU [31], katerega cilj je vzpostavitev te funkcionalnosti za procese na splosˇno).
Posnetki in kloniranje
Posnetek (snapshot) je shranjeno stanje virtualnega diska ob dolocˇenem trenutku.
Vse nadaljnje spremembe se potem hranijo v novi datoteki, tako da originalno
stanje ostane nedotaknjeno. Posnetki omogocˇajo, da lahko podatke navideznega
stroja/vsebnika prestavimo v razlicˇna stanja v cˇasu. Na voljo so tako pri resˇitvah
za virtualizacijo kot pri tehnologiji vsebnikov (npr. predloge, kot jih pozna Doc-
ker, so primer posnetkov), njihova uporaba pa je mozˇna le z dolocˇenimi formati
za navidezne diske (qcow2, vmdk...) ali z dolocˇenimi datotecˇnimi sistemi (LVM,
aufs...).
Pri nekaterih resˇitvah izraz posnetek oznacˇuje shrambo celotnega stanja gosta. To-
rej gre za kombinacijo posnetka diska (ali vecˇ njih) in shrambe stanja pomnilnika.
Kloniranje (cloning), tudi dupliciranje, je kopiranje obstojecˇega gosta. Ponavadi
ima uporabnik izbiro “popolnega” klona, pri katerem se ustvari popolna kopija
navideznega diska in je nastala kopija neodvisna od originala. V drugem primeru
postopek kloniranja najprej ustvari posnetek obstojecˇega stanja gosta, novoustvar-
jena kopija pa za navidezni disk uporablja obstojecˇi posnetek, pri cˇemer se spre-
membe hranijo v novo datoteko. Ustvarjeni posnetek si lahko deli vecˇ klonov,
pomembno je le, da zagotovimo dostop. Prednost takega “povezanega” klona (lin-
ked clone) je prihranek pri porabi prostora. Pogoji za uporabo povezanih klonov
so podobni kot pri posnetkih, torej dolocˇen format datotek za navidezne diske ozi-
roma dolocˇen datotecˇni sistem. Kloniranje je del funkcionalnosti obeh tehnologij.
Migracija
Migracija je postopek selitve gosta iz enega strezˇnika na drugega. Obstajata dve
razlicˇici: “mrzla” (cold migration) in “vrocˇa” ali “zˇiva” migracija (hot migration,
live migration). V prvem primeru je pri selitvi gost zacˇasno ustavljen ali ugasnjen,
sistem prenese stanje pomnilnika in podatkovnih medijev na nov strezˇnik in na
novi lokaciji ponovno zazˇene gosta.
V drugem gre selitev “v zˇivo”, kar pomeni, da je med selitvijo gost aktiven. Posto-
pek je v takem primeru bolj zapleten. Podatkovni mediji morajo biti vidni obema
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strezˇnikoma, staremu in novemu, dolocˇene zaplete prinese s seboj tudi kopiranje
vsebine pomnilnika gosta, ki se lahko med prenosom tudi spremeni, kar pomeni,
da je treba te spremembe tudi uposˇtevati. Prekinitev delovanja gosta naj bi bila
pri zˇivi migraciji minimalna, tako da je uporabnik med delom sploh ne bi opazil.
Performancˇne zmogljivosti in strosˇki rezˇije
Zˇe eno izmed drugih poimenovanj za tehnologijo vsebnikov, lahkokategorna vir-
tualizacija, nakazuje, da naj bi vsebniki manj obremenjevali gostiteljski sistem v
primerjavi z navideznimi stroji, seveda pri enakih delovnih obremenitvah. Zˇe cˇe
pogledamo stanje nekega navideznega stroja, v katerem razen operacijskega sis-
tema ne tecˇe noben drug proces. V takem primeru je sˇe vedno aktivna emulacija
strojne opreme, kar zahteva dolocˇeno sˇtevilo ciklov procesorja, da upravljanja po-
mnilnika navideznega stroja ne omenjamo. Ker pri vsebnikih tega ni, je gostiteljski
sistem zagotovo manj obremenjen.
Primerjavo performancˇnih zmogljivosti in viˇsino strosˇkov rezˇije posameznih teh-
nologij na konkretnih podrocˇjih predstavljamo v poglavju 6.
Varnost in tveganja
Virtualizacija in tehnologija vsebnikov omogocˇata razdelitev fizicˇne strojne opreme
na vecˇ med seboj locˇenih enot zaradi deljene rabe in mozˇnega boljˇsega izkoristka.
Pri tem je pomembno, da so te enote med seboj izolirane in ne vplivajo druga na
drugo tudi zaradi varnosti. Kako je v primeru vdorov in napadov?
Pri virtualizaciji je glavna naloga ponudnika nekih storitev (npr. v oblaku), da
poskrbi, da je gostiteljski sistem zavarovan pred vdori, napadi in zlonamerno kodo.
Za varnost gosta (torej zasˇcˇita operacijskega sistema in aplikacij gosta) mora po-
skrbeti njegov uporabnik. Cˇe pride do vdora v gosta, so gostitelj in preostali gosti
sˇe vedno izolirani in varni.
Kaj pa pri vsebnikih? Vsebniki tecˇejo kot procesi na gostiteljskem sistemu. More-
biten vdor v en vsebnik pomeni bistveno tveganje za gostiteljski sistem in preostale
vsebnike. Kot smo zˇe omenili, obstaja mozˇnost, da napadalcu uspe izhod iz izola-
cije vsebnika in koncˇa v operacijskem sistemu gosta. Zato je v takih primerih sˇe
posebej pomembna uporaba neprivilegiranih vsebnikov.
Poglavje 6
Testiranje
Za primerjavo virtualizacije in tehnologije vsebnikov smo na testnem racˇunalniku
namestili eno izmed izbranih resˇitev za virtualizacijo ali tehnologijo vsebnikov
(poglavje 6.2) in nato v navideznem stroju oziroma vsebniku izvajali teste (po-
glavje 6.3). Prvo testiranje je potekalo na strojni opremi, tako da smo dobili re-
ferencˇne vrednosti testov. Za vsako izbrano resˇitev smo namestili svoj operacijski
sistem in v njem izbrano resˇitev.
6.1 Poligon za testiranje
Nasˇ testni poligon (slika 6.1) sestavljata dva racˇunalnika.
1. Strezˇnik za virtualizacijo in tehnologijo vsebnikov (v nadaljevanju strezˇnik):
• CPE: Intel Core i5 4460, 3.2–3.4 GHz, 4 jedra, 6 MiB predpomnilnika
• pomnilnik: 16 GiB DDR3
• trdi disk: 2 TB, 7200 obratov/min
• SSD: 250 GB
• mrezˇni vmesnik: 1 GBit
• operacijski sistem: 64-bitni Ubuntu Server 16.04 (Linuxovo jedro 4.4.0)
2. Odjemalec za mrezˇne teste (v nadaljevanju odjemalec):
• CPE: Intel Core 2 Duo E8200, 2.66 GHz, 2 jedri, 6 MiB predpomnilnika
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Slika 6.1: Poligon za testiranje
• pomnilnik: 4 GiB DDR3
• trdi disk: 320 GB, 7200 obratov/min
• mrezˇni vmesnik: 1 GBit
• operacijski sistem: 64-bitni Ubuntu Desktop 16.04 (Linuxovo jedro
4.4.0)
Vecˇina testov se izvaja le na strezˇniku, pri mrezˇnih testih pa potrebujemo tudi
odjemalca.
6.2 Izbrane resˇitve za virtualizacijo in tehno-
logijo vsebnikov
Hoteli smo primerjati vsaj dve virtualizacijski resˇitvi in dve resˇitvi za tehnologijo
vsebnikov. Izbrali smo naslednje resˇitve: KVM, Xen, LXC in Docker. Razlogi za
izbiro so:
• Odprtokodne resˇitve: vse sˇtiri resˇitve so na voljo brezplacˇno, brez omejitev
za uporabo; pri odprtokodni skupnosti lahko najdemo sˇtevilne nasvete in
primere, kako konfigurirati in uporabljati posamezno resˇitev.
• Uporaba v infrastrukturah za storitve v oblaku: izbrane resˇitve so na voljo
kot mozˇna izbira hipervizorja v odprtokodni resˇitvi za storitve v oblaku
OpenStack, Amazon za svoj AWS uporablja sistem, zgrajen na podlagi
Xena, Docker ponuja svojo resˇitev Docker Cloud itn.
















Tabela 6.2: Verzije testov
• Preprosta namestitev (vse resˇitve so del distribucije operacijskega sistema
Ubuntu): posamezno resˇitev smo lahko namestili preprosto z uporabo Ubun-
tujevih orodij za upravljanje paketov. Zˇe sam Ubuntu je dobro dokumenti-
ran, ima pa tudi dovolj veliko uporabniˇsko skupnost, tako da bi na morebitne
tezˇave z delovanjem lahko hitro nasˇli odgovor.
Verzije izbranih resˇitev so navedene v tabeli 6.1. Pri vseh resˇitvah smo izvajali
teste (tabela 6.2) znotraj navideznega stroja/vsebnika, ki smo mu dolocˇili sˇtiri na-
videzne CPE (oziroma pri vsebnikih nismo omejevali CPE) in velikost pomnilnika
8 GiB. Sledijo podrobnosti o izbranih resˇitvah in nastavitvah navideznih stroje-
v/vsebnikov.
6.2.1 KVM in Xen
Za obe resˇitvi smo izbrali 64-bitno arhitekturo navideznega stroja, v katerega smo
namestili operacijski sistem Ubuntu Server 16.04.
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Pri hipervizorju Xen smo se odlocˇili za dva testa, in sicer smo en navidezni stroj
konfigurirali kot HVM (Xenova oznaka za strojno podporo virtualizaciji), drugega
pa kot PVH (kombinacija paravirtualizacije s strojno podporo virtualizaciji). Prvi
nam je tako sluzˇil tudi za primerjavo s KVM, drugi naj bi vsaj na papirju zdruzˇeval
prednosti virtualizacije in paravirtualizacije (uposˇtevati moramo, da je razvoj PVH
v fazi ponovne izgradnje arhitekture, tako da je pricˇakovati spremembe pri tem
nacˇinu delovanja).
Konfiguracijske datoteke so v prilogah A.1, A.2 inA.3. Pri obeh resˇitvah smo upo-
rabili paravirtualizirane gonilnike za V/I naprave (virtio pri KVM, PV drivers pri
Xen). Poleg navideznega diska – datoteke vrste raw smo navideznim strojem pri-
peli sˇe SSD, tudi v “surovi” obliki, tako da je imel vsak navidezni stroj neposreden
dostop do njega.
6.2.2 LXC in Docker
Pri obeh vsebnikih smo uporabili predlogo Ubuntu Xenial (torej verzijo 16.04),
64-bitno varianto (Docker podpira samo 64-bitne gostiteljske sisteme). SSD smo
pripeli v gostiteljski sistem v izbrani direktorij, ki smo ga potem pripeli v vsebnik.
LXC pri zagonu vsebnika prebere posebne konfiguracijske datoteke (priloga A.4),
Docker pa vse nastavitve sprejme ob zagonu (priloga A.5). Pri Dockerjevem vseb-
niku smo morali izpostaviti sˇe zaporedje vrat za mrezˇne teste, mrezˇne nastavitve
pa smo nastavili s posebno skripto (tudi v prilogi).
6.3 Izvedba testov in rezultati
Kot zˇe omenjeno v predhodnih poglavjih prinasˇata virtualizacija in tehnologija
vsebnikov s seboj dolocˇene strosˇke rezˇije, povezane z delovanjem in upravljanjem
navideznih strojev oziroma vsebnikov. Zanimalo nas je, koliksˇni so ti strosˇki v
primerjavi s fizicˇnim sistemom in za koliko manjˇsi (cˇe sploh) naj bi bili ti strosˇki pri
tehnologiji vsebnikov v primerjavi z virtualizacijo. Iz rezultatov smo zˇeleli dobiti
informacije, na podlagi katerih bi se lazˇje odlocˇili za uporabo dolocˇene tehnologije
na dolocˇenem podrocˇju. Izbrali smo teste, ki obravnavajo razlicˇne racˇunalniˇske
vire: racˇunske (zmogljivost CPE), pomnilniˇske (dostop do pomnilnika), omrezˇne
(odzivnost in pasovna sˇirina) in podatkovne (branje in pisanje). Ustrezne vnosne
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datoteke oziroma zagonski argumenti za teste so v prilogi A.6.
6.3.1 Racˇunski test – Intel Optimized LINPACK Ben-
chmark
Intel Optimized LINPACK Benchmark [39] je Intelova verzija testa LINPACK
1000, ki resˇi sistem linearnih enacˇb (Ax = b), zmeri cˇas, ki ga potrebuje za resˇitev
sistema, in pretvori ta cˇas v vrednost, ki oznacˇuje performancˇno zmogljivost sis-
tema. V tem primeru so to milijarde operacij s plavajocˇo vejico na sekundo, Gflops.
Ta test smo torej izbrali, ker nas zanima racˇunska mocˇ sistema.
Intelova verzija testa uporablja Intel Math Kernel Library [38], optimizirano ma-
tematicˇno knjizˇnico, katere uporaba naj bi zagotovila hitrejˇse matematicˇno proce-
siranje na Intelovi in drugih kompatibilnih arhitekturah.
Test sprejema vecˇ vnosnih parametrov, med drugim lahko definiramo, da pozˇene
vecˇ razlicˇnih testiranj z razlicˇnimi velikostmi problema in razlicˇnim sˇtevilom ite-
racij za vsako testiranje. Pri tem moramo paziti na pomnilnik, ki je na voljo, saj
poraba zelo hitro raste, ko povecˇujemo velikost problema.
Za test smo izbrali naslednje parametre:
• sˇtevilo enacˇb: 31000
• velikost matrike: 31000
• sˇtevilo ponovitev: 10
Poraba pomnilnika pri takih parametrih je potem priblizˇno 31000 ∗ 31000 ∗ 8 B oz.
7,16 GiB, kar ne presega 8 GiB, namenjenih navideznemu stroju oz. vsebniku in
pusti na voljo dovolj pomnilnika za operacijski sistem.
Omeniti moramo tezˇavo, ki smo jo imeli s tem testom. Intelov test pred izvajanjem
meritev najprej pridobi informacije o strojni opremi, to je, koliko procesorjev, je-
der in niti ima sistem, in se temu ustrezno prilagodi. Test je pravilno zaznal sˇtiri
jedra in sˇtiri niti v vseh vsebnikih in navideznih strojih, razen v navideznem stroju
znotraj Xen PVH, kjer je zaznal le eno jedro in eno nit. Tu velja omeniti, da je
sam operacijski sistem znotraj navideznega stroja pravilno zaznal sˇtiri (virtualne)
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CPE. Po poizvedovanju na dopisnem seznamu uporabnikov Xena, smo dobili od-
govor in resˇitev. Xen PVH ima drugacˇno implementacijo predstavitve procesorja
in topologije v primerjavi s Xen HVM (kjer ni bilo tezˇav), zato je bilo treba do-
dati sˇe eno nastavitev v konfiguracijo navideznega stroja. Ta nastavitev je dodala
informacijo o sˇtevilu jeder in test je potem deloval po pricˇakovanju.
Rezultati
Pri racˇunskem testu smo pricˇakovali majhne razlike med navideznimi stroji in vseb-
niki oziroma majhna odstopanja glede na fizicˇni sistem. Pri takem testu ni nekih
sistemskih klicev, kot so preklapljanja med procesi. Gre za neposredno izvrsˇevanje
matematicˇnih ukazov, zato nismo pricˇakovali velikih strosˇkov rezˇije.
Rezultati so nasˇa pricˇakovanja potrdili. Slika 6.2 nam prikazuje primerjavo med
sistemi z vrednostmi v milijardah operacij s plavajocˇo vejico na sekundo (Gflops).
Kako blizu so si rezultati, kazˇejo tudi relativne vrednosti v grafu glede na fizicˇni
sistem (oznacˇen s HW, obarvano zeleno). Zmagovalec testa je Docker, katerega
povprecˇna vrednost Gflops je enaka fizicˇnemu sistemu, a tudi preostali sistemi za-
ostajajo izredno malo (najslabsˇi med njimi, KVM, manj kot 1,5 odstotne tocˇke).
Cˇe uposˇtevamo performancˇne zmogljivosti izvajanja le racˇunsko zahtevnih (mate-
maticˇnih) operacij, ne moremo glede na rezultate v ospredje postaviti le ene resˇitve
ali tehnologije. V takem primeru o izbiri tehnologije odlocˇajo drugi dejavniki.
Popolni rezultati meritev so v prilogi, tabeli B.1 in B.2.
6.3.2 Test pasovne sˇirine pomnilnika – STREAM
STREAM [47] je program za merjenje pasovne sˇirine pomnilnika (memory ban-
dwidth). Njegov avtor navaja, da je STREAM de facto standard za te vrste me-
ritev. Na voljo je njegova izvorna koda, je preprost za uporabo, podpira eno-
in vecˇprocesorske sisteme in je sorazmerno razsˇirjen (o njegovi uporabi piˇsejo v
cˇlankih o primerjavah performancˇnih zmogljivosti [10, 28, 19], je pa tudi del na-
bora HPCC [35]).
STREAM je na voljo v obliki izvorne kode v jezikih C in Fortran, ki jo prevedemo
sami, pri cˇemer lahko podamo vrednosti za dolocˇene predprocesorske spremen-
ljivke, kot je npr. velikost polja, s katerim dela STREAM. STREAM podpira
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Slika 6.2: Intel MKL LINPACK - rezultati (Gflops)
eno- in vecˇprocesorske sisteme ter tudi paralelne sisteme. STREAM v eni iteraciji
opravi sˇtiri meritve, in sicer:
• kopiranje (copy): tu gre za preprosto operacijo branja iz enega polja in
pisanje v drugo polje (a[i] = b[i])
• skaliranje (scale): podobno kot pri kopiranju, le da je vmes sˇe operacija
mnozˇenja (a[i] = q ∗ b[i])
• vsota (add): tu gre za dve branji in eno pisanje (a[i] = b[i] + c[i])
• triada (triad): podobno kot pri vsoti, le da je vmes sˇe operacija mnozˇenja
(a[i] = b[i] + q ∗ c[i])
STREAM izvede vecˇ iteracij vseh meritev in vrne najboljˇsi rezultat za vsako me-
ritev.
V nasˇem primeru smo vkljucˇili generiranje vzporedno izvrsˇujocˇe kode in nastavili
velikost polja na 100 000 000, pri kateri je poraba pomnilnika priblizˇno 2,2 GiB. Tu
nismo ciljali na porabo 8 GiB, saj gre pri testu STREAM za 32-bitno kodo, tako
da lahko pri preveliki izbiri velikosti polja pride do preliva (overflow). Prav tako
ta velikost mocˇno presega priporocˇeno velikost polja, ki znasˇa sˇtirikratno velikost
procesorjevega medpomnilnika L3.
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Rezultati
Zaradi nacˇina delovanja testa STREAM ni veliko zgresˇitev v TLB, ki pri navi-
deznih strojih stanejo veliko – posledicˇno nismo pricˇakovali velikega poslabsˇanja
rezultatov navideznih strojev v primerjavi s fizicˇnim sistemom.
Pri vseh sˇtirih meritvah si rezultati sistemov sledijo v istem vrstnem redu (slika 6.3),
s podobnimi odstopanji. Podobno kot pri testu LINPACK je tudi v tem primeru
absolutni zmagovalec Docker, presenetilo pa nas je zadnje mesto LXC. Tu gre
morda za razlike v implementaciji omejitve pomnilnika na nastavljenih 8 GiB v
primerjavi z Dockerjem.
Popolni rezultati meritev so v prilogi, tabeli B.3 in B.4.
6.3.3 Test nakljucˇnega dostopa do pomnilnika – Ran-
domAccess
Tako kot STREAM je tudi RandomAccess eden izmed testov v naboru testov HPC
Challenge (HPCC [35]), ki merijo performancˇno zmogljivost sistema, ki je lahko
bodisi en sam racˇunalnik bodisi vecˇ med seboj povezanih racˇunalnikov. Tu gre za
sedem testov, ki jih zˇal brez posega v izvorno kodo ni mocˇ izvrsˇevati posamicˇno,
zato smo izvajali iteracije celotnega testa (zˇal za razliko od testa STREAM Ran-
domAccess ni na voljo samostojno). RandomAccess meri nakljucˇni dostop do
pomnilnika, pri cˇemer rezultat dobimo v milijardah azˇuriranj na sekundo (Giga
UPdates per Second – GUPS).
Podobno kot pri testu LINPACK, smo imeli tudi tukaj tezˇavo pri testiranju navi-
deznega stroja v testu Xen PVH. Kot kazˇe tudi HPCC pred meritvami preverja
topologijo sistema, preden pozˇene testiranje. V primeru Xen PVH je to testiranje
povzrocˇilo sesutje testa (napaka je bila poskusˇanje deljenja z nicˇ). Napako smo
sporocˇili na dopisni seznam uporabnikov Xena, Xen PVH pa izpustili iz tega dela
testiranja.
Omeniti moramo tudi odstopanje, ki se je pojavilo pri eni izmed meritev v navi-
deznem stroju v testu Xen HVM (tabela B.5, oznacˇeno z rdecˇo). Ker je sˇlo za vecˇ
kot 60-odstotno odstopanje od povprecˇja, smo to meritev izlocˇili. Menimo namrecˇ,
da je v tem primeru najverjetneje priˇslo do obremenitve sistema, ki ni povezana z
regularnim delovanjem hipervizorja.
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Slika 6.3: STREAM - rezultati (MB/s)
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Slika 6.4: RandomAccess - rezultati (GUPS)
Rezultati
RandomAccess je zasnovan tako, da povzrocˇa zgresˇitve v TLB, zato imata pricˇakovano
najslabsˇe rezultate (slika 6.4) obe virtualizacijski resˇitvi, KVM in Xen. KVM ima
poleg najslabsˇega povprecˇja tudi najbolj razprsˇene meritve, po drugi strani pa Xen
niti ne zaostaja veliko za obema vsebnikoma. Situacija z LXC je tudi obrnjena v
primerjavi s testom STREAM, saj predhodni porazˇenec pri testu RandomAccess
vodi.
Popolni rezultati meritev so v prilogi, tabeli B.5 in B.6.
6.3.4 Test odzivnosti omrezˇnega vmesnika – netperf
Za mrezˇne teste smo potrebovali sˇe odjemalca, ki je posˇiljal testne podatke na-
videznemu stroju/vsebniku na strezˇniku preko lokalnega omrezˇja. Odjemalec in
strezˇnik sta bila neposredno povezana med seboj. Navidezne stroje in vsebnike smo
umestili v isto omrezˇje preko mostu (Linux bridge, uporabili smo orodje bridge-
utils). Most je povezoval fizicˇni omrezˇni vmesnik strezˇnika z navideznim omrezˇnim
vmesnikom navideznega stroja/vsebnika (slika 6.5).
6.3. IZVEDBA TESTOV IN REZULTATI 55
Slika 6.5: Postavitev mrezˇnega testa
Za test odzivnosti smo uporabili merilni program netperf [49]. Netperf ima na
izbiro vecˇ razlicˇnih meritev, mi smo izbrali dve. Prva meritev je vrste zahte-
va/odgovor (request/response, RR), pri cˇemer netperf meri sˇtevilo transakcij na
sekundo. Transakcijo sestavljata ena zahteva in en odgovor, iz rezultata potem
lahko izracˇunamo tudi povprecˇno zakasnitev (latency). Druga meritev je vrste
povezava/zahteva/odgovor (connect/request/response, CRR), ki je dejansko enaka
prvi, le da netperf pri vsaki transakciji odpre novo povezavo in jo na koncu za-
pre. V primerjavi s prvo meritvijo nam je druga pokazala, koliksˇne strosˇke rezˇije
v povprecˇju prinasˇa odpiranje povezave.
Rezultati
Rezultati meritev testa zahteva/odgovor (slika 6.6) kazˇejo, da so sistemi precej
enakovredni. Zmagovalec testa je KVM, vendar so preostali sistemi manj kot
odstotno tocˇko zadaj. Malce drugacˇno sliko kazˇejo rezultati testa povezava/zahte-
va/odgovor (slika 6.7). Prva tri mesta so premesˇana, vendar manj kot 0,2 odstotne
tocˇke narazen. Malce je presenetil rezultat obeh Xen-ovih navideznih strojev, ki
zaostajata za dobre sˇtiri odstotne tocˇke glede na fizicˇni sistem. Kot kazˇe, ima od-
piranje in zapiranje povezave vecˇji vpliv na performancˇne zmogljivosti mrezˇnega
vmesnika v primerjavi s KVM-jevim navideznim strojem, ki tako kot oba Xenova
stroja uporablja paravirtualiziran mrezˇni vmesnik.
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Slika 6.6: Netperf – zahteva/odgovor – rezultati (sˇt. zahtev/s)
Popolni rezultati meritev so v prilogi, tabele B.7, B.8, B.9 in B.10.
6.3.5 Test pasovne sˇirine omrezˇnega vmesnika – fio
Program fio (flexible I/O tester) opravlja razlicˇne naloge (lahko tudi vecˇ hkrati)
na V/I napravah in vrne rezultate izvajanja. V nasˇem primeru smo fio uporabili
za merjenje pasovne sˇirine mrezˇnega vmesnika. Programu fio smo podali, da pre-
nese od odjemalca k strezˇniku datoteko velikosti 30 GiB s hitrostjo prenosa 200
MiB/s, kar je vecˇ od teoreticˇno maksimalne mozˇne hitrosti prenosa preko gigabitne
povezave.
Rezultati
Rezultati na sliki 6.8 kazˇejo zanemarljive razlike med sistemi. Vendar so se spet
pojavile posebnosti pri Xenovih navideznih strojih. Tabeli B.11 in B.12 v prilogi
vsebujeta rezultate vseh meritev. Fio pri posameznem rezultatu vrne povprecˇno
pasovno sˇirino in tudi najvecˇjo pasovno sˇirino izvajanja. Pri vseh preostalih siste-
mih je bila najvecˇja pasovna sˇirina enaka za vse iteracije, pri obeh Xenovih navide-
znih strojih pa se je spreminjala in nekajkrat tudi mocˇno presegla tudi teoreticˇno
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Slika 6.7: Netperf – povezava/zahteva/odgovor – rezultati (sˇt. zahtev/s)














Slika 6.8: fio – rezultati (Kbit/s)
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mozˇno pasovno sˇirino. V teh primerih je odstopalo potem tudi povprecˇje. Po
nasˇem mnenju je to odstopanje navzgor posledica delovanja paravirtualiziranega
vmesnika, ki verjetno zaradi uporabe medpomnilnika kazˇe previsoke vrednosti.
Meritve, ki so odstopale smo izlocˇili iz izracˇunov povprecˇja.
6.3.6 Test V/I naprav – bonnie++
Bonnie++ [30] je program za merjenje performancˇnih zmogljivosti trdih diskov
(in drugih medijev za shranjevanje podatkov) in datotecˇnega sistema. Test opravi
vecˇ meritev: sekvencˇno pisanje in branje velike datoteke, sekvencˇno in nakljucˇno
ustvarjanje, preverjanje in brisanje veliko majhnih datotek, meri tudi obremeni-
tve procesorja in zakasnitve (latency). Bonnie++ sprejema vecˇ parametrov ob
zagonu, med drugim tudi velikost datoteke za pisanje in branje ter sˇtevilo datotek
(vecˇkratnik 1024) za preostale meritve. Po priporocˇilu samega testa, da mora biti
datoteka za sekvencˇni test vsaj dvakrat vecˇja od velikosti sistemskega pomnilnika,
smo dolocˇili velikost 32 GiB, za ostale teste pa smo dolocˇili generiranje 128 ∗ 1024
datotek velikosti 1 KiB (pri manjˇsih vrednostih bonnie++ na nasˇem sistemu ni
mogel pridobiti dovolj natancˇnih rezultatov in jih potem ne prikazˇe).
Za testiranje smo uporabili disk SSD velikosti 250 GB, s cˇimer smo se izognili vpli-
vom vrtenja plosˇcˇ na performancˇne zmogljivosti, do katerih prihaja pri klasicˇnih
trdih diskih. Na disku smo ustvarili particijo vrste ext4 (ki je zajemala celoten
prostor), do katere je vsak sistem dostopal na svoj nacˇin. Navidezni stroji v KVM
in Xen so dostopali neposredno do diska preko paravirtualiziranih gonilnikov in
priklopili (mount) particijo znotraj gostujocˇega operacijskega sistema. LXC in
Docker imata vsak svojo razlicˇico dostopa do neke zunanje particije, vendar na
podoben nacˇin. V obeh primerih smo particijo priklopili na izbran direktorij go-
stiteljskega sistema. Pri LXC smo nato v nastavitvah podali, v kateri direktorij
znotraj vsebnika naj priklopi izbrani direktorij, pri Dockerju pa smo izbrani direk-
torij podali kot podatkovni nosilec (data volume). Velja omeniti, da se z uporabo
podatkovnega nosilca izognemo strosˇkom rezˇije, ki jih sicer ima Docker pri podat-
kovnih dostopih zaradi svojega vecˇplastnega datotecˇnega sistema.
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Slika 6.9: bonnie++ - rezultati,
sekvencˇno pisanje (KB/s)
Rezultati
Od vseh meritev smo zbrali rezultate sekvencˇnega pisanja in branja velike datoteke
ter rezultate nakljucˇnega kreiranja in preverjanja majhnih datotek. Najbolj kon-
sistentno glede vseh sistemov je bilo sekvencˇno pisanje velike datoteke (slika 6.9),
pri cˇemer so rezultati pisanja vseh sistemov pravzaprav enaki rezultatu pisanja
fizicˇnega sistema. Rezultati sekvencˇnega branja velike datoteke so zˇe pokazali raz-
like v sistemih (slika 6.10), zaostajali so vsi sistemi razen Docker-ja. Poleg strosˇkov
rezˇije pri navideznih strojih gre verjetno tudi za razlicˇno uporabo medpomnjenja
pri branju. Presenetil nas je rezultat LXC-ja, ki uporablja podoben nacˇin dostopa
do particij kot Docker, kot kazˇe pa z vecˇjimi strosˇki rezˇije ali tudi z drugacˇno
uporabo medpomnenja pri branju.
Nakljucˇno ustvarjanje datotek kazˇe drugacˇno sliko (slika 6.11), na vrhu je Xen-
ov navidezni stroj razlicˇica HVM. Sledijo mu vsebnika in Xenov navidezni stroj
razlicˇica PVH, na zadnjem mestu pa je KVM s precejˇsnjim zaostankom. Na-
kljucˇno preverjanje datotek uporablja Linux-ov ukaz stat [42], ki lahko prikazˇe
razlicˇne informacije o datoteki (ime, velikost, lastniˇstvo, dostopne pravice idr.).
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Slika 6.10: bonnie++ - rezultati,
sekvencˇno branje (KB/s)
Presenetljivo sta bila pri tem testu vsebnika na zadnjem mestu (slika 6.12), glede
na to, da je stat sistemski klic, bi pricˇakovali najslabsˇe rezultate pri navideznih
strojih. Popolni rezultati meritev so v prilogi, tabeli B.13 in B.14.
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Slika 6.11: bonnie++ - rezultati,
nakljucˇno kreiranje (sˇt. datotek/s)














Slika 6.12: bonnie++ - rezultati,
nakljucˇno preverjanje (sˇt. datotek/s)
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6.3.7 UnixBench
UnixBench [55] sestavlja mnozˇica testov, s katerimi pridobimo oceno performancˇnih
zmogljivosti Unixu podobnega sistema. Rezultate testov Unixbench primerja z re-
zultati osnovnega sistema (SPARCstation 20-61 iz leta 1983) in na koncu poda
indeks zmogljivosti za vsak test ter skupni indeks za celoten sistem. Pri sistemih
z vecˇ CPE izvede Unixbench najprej eno instanco testov, nato pa sˇe N instanc
testov naenkrat (N = sˇtevilo CPE). Cˇeprav je Unixbench nastal pred vecˇ kot 30
leti, so testi sˇe vedno aktualni. Skozi leta so ga razlicˇni razvijalci vzdrzˇevali in iz-
boljˇsevali, prosto dostopna koda pa da tudi natancˇen vpogled, kako Unixbench-evi
testi delujejo, s tem pa se iznicˇi tudi mozˇnost manipulacije z rezultati.
Tu velja omeniti, da avtorji opozarjajo, da Unixbench meri lastnosti celotnega sis-
tema, tako rezultati niso odvisni le od strojne opreme, ampak tudi operacijskega
sistema, knjizˇnic in prevajalnika.
Testi, ki jih izvaja UnixBench, so naslednji:
• Whetstone in Drhystone: Gre za sinteticˇna testa, namenjena meritvam in
primerjavi zmogljivosti racˇunalnikov. Zasnovana sta tako, da obremenita
CPE na podoben nacˇin, kot neka tipicˇna mnozˇica programov (npr. znan-
stvene aplikacije). Whetstone meri hitrost in ucˇinkovitost operacij s pla-
vajocˇo vejico, Drhystone pa izvaja le celosˇtevilske operacije.
• Izvajanje klica execl : Test meri sˇtevilo klicev execl, ki je eden izmed ukazov
iz druzˇine exec. Execl ustvari nov proces znotraj konteksta obstojecˇega
procesa, pri cˇemer novi proces zamenja obstojecˇega.
• Kopiranje datotek: Test meri, kako hitro lahko sistem kopira podatke iz ene
datoteke v drugo, pri cˇemer uporablja razlicˇne velikosti medpomnilnika in
blokov (medpomnilnik/blok: 1024B/2000B, 256B/500B, 4096B/8000B).
• Komunikacija z uporabo cevi (pipe): Cev je najpreprostejˇsa oblika komuni-
kacije med procesi. Test meri, kako hitro proces zapiˇse 512 B v cev in jih
prebere nazaj.
• Izmenjava podatkov med dvema procesoma: Test meri, kolikokrat si lahko
dva procesa izmenjata podatke skozi cev. Za razliko od predhodnega testa,
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je ta podoben obnasˇanju realne aplikacije.
• Kreiranje procesa: Test meri kolikokrat nek proces z uporabo ukaza fork
ustvari in unicˇi ustvarjeni proces.
• Izvajanje skript: Test meri, kolikokrat na minuto nek proces pozˇene in ustavi
dolocˇeno sˇtevilo skript, najprej po eno, nato sˇe osem socˇasno.
• Strosˇki rezˇije izvajanja sistemskih klicev: Test oceni strosˇke rezˇije izvajanja
sistemskega klica. V tem primeru gre za preprost program, ki izvaja klic
getpid, ki vrne oznako klicˇocˇega procesa.
• Graficˇni testi: UnixBench vsebuje tudi nekaj graficˇnih testov, ki jih nismo
izvajali.
Unixbench smo izvajali na disku SSD, pripetem v navidezne stroje/vsebnike
na enak nacˇin kot pri izvajanju testa bonnie++ in iz enakih razlogov (izogibanje
strosˇkom rezˇije zaradi vrtenja plosˇcˇ in uporabe vecˇplastnega datotecˇnega sistema
pri Docker-ju).
Rezultati
Vsi rezultati so vrste “vecˇje je boljˇse”.
Skupni indeks (slika 6.13) kazˇe vodstvo vsebnikov, vendar je Xen HVM zanemar-
ljivo zadaj. Bolj nas je zanimalo, kako so se sistemi odrezali pri posameznih testih.
Niso nas zanimali rezultati racˇunskih testov in testov kopiranja datotek, saj smo
ta podrocˇja obdelali zˇe z drugimi testiranji, osredotocˇili smo se na teste, pri katerih
so v uporabi sistemski klici: izvajanje klica execl, komunikacija med procesoma,
kreiranje procesa in strosˇki rezˇije pri sistemskih klicih (na sliki 6.14 oznacˇeni z
Execl, Kom., Kreir., Rezˇ., po vrsti).
Zˇe takoj je izstopal rezultat testa strosˇkov rezˇije, saj vrednosti pri obeh Xenovih
navideznih strojih presegata vrednost pri fizicˇnem racˇunalniku. Odstopanje je do-
volj veliko, da ga ne moremo imeti za statisticˇno napako. Brez podrobne analize
obnasˇanja hipervizorja Xen, je tezˇko oceniti razloge za boljˇsi rezultat. Test je, kot
zˇe prej omenjeno, sorazmerno preprost, gre za ponovljeno izvajanje klica getpid,
za katerega dokumentacija [41] omenja, da sistemska knjizˇnica (glibc) pri zapore-
dnih klicih v medpomnilniku hrani oznako procesa, da se izogne vecˇ zaporednim
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Slika 6.13: UnixBench - skupni indeks
sistemskim klicem. Na podlagi rezultatov in omenjene uporabe medpomnilnika je
nasˇe mnenje, da ta test ne kazˇe prave slike ocene strosˇkov rezˇije sistemskih klicev.
Pri preostalih testih sta najboljˇse rezultate pokazala vsebnika (izjema je klic execl
pri Dockerju, ki ima najslabsˇi rezultat), navidezni stroji pa si menjavajo mesta pri
posameznih testih.
Slabsˇe rezultate pri klicih s sistemskimi testi pri navideznih strojih smo pricˇakovali,
kot kazˇejo rezultati, imajo z vecˇjimi strosˇki rezˇije pri dolocˇenih klicih tezˇave tudi
vsebniki.
Popolni rezultati meritev so v prilogi, tabele B.15, B.16, B.17, B.18, B.19 in B.20.
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Slika 6.14: Unixbench - rezultati testov s sistemskimi klici
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6.4 Diskusija
Ob izvedbi primerjalnih testov med navideznimi stroji in vsebniki smo predvide-
vali, da bo tehnologija vsebnikov pokazala boljˇse rezultate od virtualizacije. Manjˇsi
strosˇki rezˇije tehnologije vsebnikov pomenijo manjˇso obremenitev gostiteljskega
sistema, kar vsaj teoreticˇno pomeni, da je na voljo vecˇ virov za vsebnike.
Nasˇa predvidevanja so se delno tudi potrdila. Racˇunski in pomnilniˇski testi so res
pokazali boljˇse rezultate pri vsebnikih, a pri tem ne moremo govoriti o neki veliki
prednosti – sˇe vecˇ, v dolocˇenih primerih lahko prednost vsebnikov pred navideznimi
stroji oznacˇimo za zanemarljivo, pri testu STREAM pa je LXC celo najslabsˇi.
Omrezˇni testi so nam pokazali, da sta tehnologiji izenacˇeni (malce slabsˇe rezultate
ima le Xen pri testu vrste povezava/zahteva/odgovor), na podlagi tega lahko pote-
gnemo sklep, da je to posledica uporabe paravirtualiziranih gonilnikov za omrezˇne
vmesnike namesto emulacije.
Pri testih branja in pisanja na disk ne moremo govoriti niti o izenacˇenju niti o
zmagovalcu, saj so bila na vsakem podrocˇju mesta premesˇana. Predvidevamo, da
so te razlike povezane z uporabo medpomnilnika (caching) in drugih nastavitev,
tako da je po nasˇem mnenju sˇe prostor za optimizacijo.
Tudi pri rezultatih UnixBencha ne moremo tehnologije vsebnikov razglasiti za
absolutnega zmagovalca. Rezultati so nam pricˇakovano pokazali sˇibko tocˇko virtu-
alizacije – sistemske klice, a kazˇe pa imajo tezˇave z dolocˇenimi klici tudi vsebniki
(test execl pri Dockerju).
Cˇe povzamemo rezultate, je tehnologija vsebnikov glede performancˇnih zmogljivo-
sti v rahli prednosti pred virtualizacijo, vendar ne na vseh podrocˇjih. Rezultati
kazˇejo tudi razlike v implementacijah posameznih resˇitev. LXC in Docker sta me-
njavala svoji mesti pri razlicˇnih testih, ravno tako KVM in Xen. Vse to skupaj
pomeni, da ne moremo kar brez zadrzˇkov dolocˇiti podrocˇja (npr. racˇunsko prevla-
dujocˇe aplikacije), na katerem je “dobra” le ena tehnologija. Pri takih rezultatih
se je tako pametneje osredotocˇiti na izbiro konkretne resˇitve namesto izbiro teh-
nologije.
Gledati moramo sˇirsˇe. Vsebniki so zagotovo dobro orodje za razvoj in distribucijo
aplikacij. V vsebnik zapakirana aplikacija je samozadostna, izognemo se tezˇavam
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z neustreznimi verzijami knjizˇnic, dovoljenji za dostop, morebitne spremembe na
gostiteljskemu sistemu (ki ne spreminjajo vsebnikovega “hipervizorja”) nam ne
bodo povzrocˇile tezˇav ipd. Manjˇsi strosˇki rezˇije pomenijo tudi, da lahko en gosti-
teljski sistem uporabimo za strezˇenje vecˇ aplikacij naenkrat. Cˇe se omejimo le na
storitve v oblaku, potem vidimo pogostejˇso uporabo vsebnikov v storitvah vrste
PaaS in SaaS. Storitve vrste IaaS pa bodo najverjetneje ostale vecˇinoma domena
virtualizacije. Uporabniki takih sistemov zˇelijo nadzor nad navideznim strojem,
ki ga “najemajo”, to pa pomeni tudi lastno izbiro operacijskega sistema (izbiro
verzije in arhitekture).
Prihodnost pa vidimo tudi v kombinirani uporabi, pri cˇemer v navideznih strojih
poganjamo vsebnike, primer so npr. na IaaS postavljene storitve PaaS in SaaS.
Testiranja smo opravljali s poganjanjem enega navideznega stroja/vsebnika na-
enkrat. Nadaljne delo na tem podrocˇju bi bilo opravljanje testiranj, pri cˇemer
socˇasno tecˇe vecˇ navideznih strojev/vsebnikov. Zagotovo v takem primeru skupni
strosˇki rezˇije pri virtualizaciji bolj obremenijo gostitelja, kar pomeni, da se lahko
skupna prednost tehnologije vsebnikov povecˇa. Drugo podrocˇje bi bilo tudi te-
stiranje na drugacˇni strojni opremi. Nasˇ testni sistem je bil namizni racˇunalnik
z enim vecˇjedrnim procesorjem, rezultati na pravem vecˇprocesorskem sistemu so
lahko drugacˇni. Vpliv topologije sistema smo lahko videli pri testiranju v Xenovem
navideznem stroju vrste PVH, ki v navidezni stroj ni izpostavil ustreznih podat-
kov o procesorju. Pri aplikacijah, ki se dinamicˇno prilagajajo strojni opremi zaradi
optimizacije, lahko tako pricˇakujemo razlike v performancˇnih zmogljivostih.
Razvoj obeh tehnologij je zelo aktiven, izboljˇsave in nove funkcionalnosti prihajajo
z vsako novo izdajo, izboljˇsave na podrocˇju podpore virtualizaciji pa se pojavljajo
tudi pri procesorjih. Vse to pomeni, da bodo taka primerjalna testiranja aktualna
tudi v prihodnje.
68 POGLAVJE 6. TESTIRANJE
Poglavje 7
Sklepne ugotovitve
V tem delu smo najprej predstavili storitve v oblaku ter vpliv virtualizacije in teh-
nologije vsebnikov na delovanje in karakteristike teh storitev. Nato smo proucˇili
obe tehnologiji in ju primerjali med seboj. Pri virtualizaciji smo predstavili pro-
blematiko virtualizacije arhitekture x86 in izvedbe resˇitev te problematike (polna
virtualizacija, strojno podprta virtualizacija in paravirtualizacija), pri tehnologiji
vsebnikov pa pregledali delovanje te tehnologije v operacijskem sistemu Linux.
Zanimale so nas razlike v performancˇnih zmogljivostih obeh tehnologij, saj naj bi
tehnologija vsebnikov imela prednost zaradi manjˇsih strosˇkov rezˇije. Zanimalo nas
je, koliksˇna in na katerih podrocˇjih je ta razlika v zmogljivostih. Postavili smo
testni poligon in najprej opravili testiranje na fizicˇnem sistemu (za referencˇne vre-
dnosti), nato pa sˇe na izbranih resˇitvah za virtualizacijo oz. tehnologijo vsebnikov:
KVM, Xen, LXC in Docker. Izvajali smo teste, ki so pokrivali razlicˇna podrocˇja:
Intel Optimized LINPACK, STREAM, RandomAccess, netperf, fio, bonnie++ in
UnixBench.
Analizirali smo rezultate testiranj in ugotovili, da ima v splosˇnem tehnologija
vsebnikov pred virtualizacijo rahlo prednost, vendar ne na vseh podrocˇjih. Poleg
izenacˇenosti tehnologij na dolocˇenih podrocˇjih so testi pokazali tudi razlike med
resˇitvami iste tehnologije. Na podlagi teh rezultatov smo sklenili, da se moramo pri
iskanju primernih resˇitev za konkretno podrocˇje osredotocˇiti na izbiro konkretne
resˇitve, in ne le na izbiro tehnologije.
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A.1 Konfiguracija navideznega stroja KVM
<domain type=’kvm ’>
<name>kvm ubuntu16 .04 amd64</name>
<uuid>1c603d23−23ed−4111−9cc3−77375 f81a fde</uuid>
<memory uni t=’KiB ’>8388608</memory>
<currentMemory uni t=’KiB ’>8388608</currentMemory>
<vcpu placement=’ s t a t i c ’>4</vcpu>
<os>
<type arch=’ x86 64 ’ machine=’ pc−i 440 fx−wily ’>hvm</ type>
<bootmenu enable=’ yes ’ />
</ os>
<f e a t u r e s>
<acp i />
<apic />
</ f e a t u r e s>
<cpu mode=’ host−model ’>
<model f a l l b a c k=’ a l low ’ />
</cpu>
<c l ock o f f s e t=’ utc ’>
<t imer name=’ r t c ’ t i c k p o l i c y=’ catchup ’ />
<t imer name=’ p i t ’ t i c k p o l i c y=’ delay ’ />
<t imer name=’ hpet ’ pre sent=’ no ’ />
</ c lock>
<on powero f f>dest roy</ on powero f f>
<on reboot>r e s t a r t</ on reboot>
<on crash>r e s t a r t</ on crash>
<pm>
<suspend−to−mem enabled=’ no ’ />
<suspend−to−d i sk enabled=’ no ’ />
</pm>
<dev i c e s>
<emulator>/ usr / bin /kvm−s p i c e</ emulator>
<d i sk type=’ f i l e ’ dev i ce=’ cdrom ’>
<d r i v e r name=’qemu ’ type=’ raw ’ />
<t a r g e t dev=’ hda ’ bus=’ ide ’ />
<readonly />
<address type=’ dr ive ’ c o n t r o l l e r=’ 0 ’ bus=’ 0 ’ t a r g e t=’ 0 ’ un i t=’ 0 ’ />
</ d i sk>
<d i sk type=’ f i l e ’ dev i ce=’ d i sk ’>
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<d r i v e r name=’qemu ’ type=’ raw ’ />
<source f i l e=’ /home/vm/kvm ubuntu16 .04 amd64 . raw ’ />
<t a r g e t dev=’ vda ’ bus=’ v i r t i o ’ />
<boot order=’ 1 ’ />
<address type=’ pc i ’ domain=’ 0x0000 ’ bus=’ 0x00 ’ s l o t=’ 0x07 ’ func t i on=’ 0x0 ’ />
</ d i sk>
<d i sk type=’ block ’ dev i ce=’ d i sk ’>
<d r i v e r name=’qemu ’ type=’ raw ’ />
<source dev=’ /dev/sdd ’ />
<t a r g e t dev=’ vdb ’ bus=’ v i r t i o ’ />
</ d i sk>
<c o n t r o l l e r type=’ usb ’ index=’ 0 ’ model=’ ich9−ehc i1 ’>
<address type=’ pc i ’ domain=’ 0x0000 ’ bus=’ 0x00 ’ s l o t=’ 0x06 ’ func t i on=’ 0x7 ’ />
</ c o n t r o l l e r>
<c o n t r o l l e r type=’ usb ’ index=’ 0 ’ model=’ ich9−uhci1 ’>
<master s t a r t p o r t=’ 0 ’ />
<address type=’ pc i ’ domain=’ 0x0000 ’ bus=’ 0x00 ’ s l o t=’ 0x06 ’ func t i on=’ 0x0 ’ mu l t i func t i on=’ on ’ />
</ c o n t r o l l e r>
<c o n t r o l l e r type=’ usb ’ index=’ 0 ’ model=’ ich9−uhci2 ’>
<master s t a r t p o r t=’ 2 ’ />
<address type=’ pc i ’ domain=’ 0x0000 ’ bus=’ 0x00 ’ s l o t=’ 0x06 ’ func t i on=’ 0x1 ’ />
</ c o n t r o l l e r>
<c o n t r o l l e r type=’ usb ’ index=’ 0 ’ model=’ ich9−uhci3 ’>
<master s t a r t p o r t=’ 4 ’ />
<address type=’ pc i ’ domain=’ 0x0000 ’ bus=’ 0x00 ’ s l o t=’ 0x06 ’ func t i on=’ 0x2 ’ />
</ c o n t r o l l e r>
<c o n t r o l l e r type=’ pc i ’ index=’ 0 ’ model=’ pci−root ’ />
<c o n t r o l l e r type=’ ide ’ index=’ 0 ’>
<address type=’ pc i ’ domain=’ 0x0000 ’ bus=’ 0x00 ’ s l o t=’ 0x01 ’ func t i on=’ 0x1 ’ />
</ c o n t r o l l e r>
<c o n t r o l l e r type=’ v i r t i o−s e r i a l ’ index=’ 0 ’>
<address type=’ pc i ’ domain=’ 0x0000 ’ bus=’ 0x00 ’ s l o t=’ 0x05 ’ func t i on=’ 0x0 ’ />
</ c o n t r o l l e r>
< i n t e r f a c e type=’ br idge ’>
<mac address=’ 52 : 5 4 : 0 0 : f f : f 8 : 2 1 ’ />
<source br idge=’ br0 ’ />
<model type=’ v i r t i o ’ />
<address type=’ pc i ’ domain=’ 0x0000 ’ bus=’ 0x00 ’ s l o t=’ 0x03 ’ func t i on=’ 0x0 ’ />
</ i n t e r f a c e>
< s e r i a l type=’ pty ’>
<t a r g e t port=’ 0 ’ />
</ s e r i a l>
<conso l e type=’ pty ’>
<t a r g e t type=’ s e r i a l ’ port=’ 0 ’ />
</ conso l e>
<channel type=’ spicevmc ’>
<t a r g e t type=’ v i r t i o ’ name=’com . redhat . s p i c e . 0 ’ />
<address type=’ v i r t i o−s e r i a l ’ c o n t r o l l e r=’ 0 ’ bus=’ 0 ’ port=’ 1 ’ />
</ channel>
<input type=’ mouse ’ bus=’ ps2 ’ />
<input type=’ keyboard ’ bus=’ ps2 ’ />
<graph i c s type=’ vnc ’ port=’−1 ’ autoport=’ yes ’ />
<sound model=’ i ch6 ’>
<address type=’ pc i ’ domain=’ 0x0000 ’ bus=’ 0x00 ’ s l o t=’ 0x04 ’ func t i on=’ 0x0 ’ />
</sound>
<video>
<model type=’ qxl ’ ram=’ 65536 ’ vram=’ 65536 ’ vgamem=’ 16384 ’ heads=’ 1 ’ />
<address type=’ pc i ’ domain=’ 0x0000 ’ bus=’ 0x00 ’ s l o t=’ 0x02 ’ func t i on=’ 0x0 ’ />
</ video>
<r ed i rdev bus=’ usb ’ type=’ spicevmc ’>
</ red i rdev>
<r ed i rdev bus=’ usb ’ type=’ spicevmc ’>
</ red i rdev>
<memballoon model=’ v i r t i o ’>
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<address type=’ pc i ’ domain=’ 0x0000 ’ bus=’ 0x00 ’ s l o t=’ 0x08 ’ func t i on=’ 0x0 ’ />
</memballoon>
</ dev i c e s>
</domain>




bu i l d e r = ”hvm”
hap = 1
v i f = [ ’ s c r i p t=v i f−bridge , br idge=br0 ’ ]
d i sk = [ ’ f i l e : /home/vm/xen ubuntu16 .04 amd64 . raw , xvda ,w ’ , ’ phy: /dev/sdd , xvdb ,w ’ ]
A.3 Konfiguracija navideznega stroja Xen PVH
name = ”ubuntu64”
#kerne l = ”/home/vm/ ne t i n s t a l l amd64 /vmlinuz”
#ramdisk = ”/home/vm/ ne t i n s t a l l amd64 / i n i t r d . gz”
boot loader = ”/ usr / l i b /xen−4.6/ bin /pygrub”
memory = 8192
vcpus = 4
#popravek , da nav idezn i s t r o j p rav i lno v i d i 4 j ed ra
cpuid = [ ’ 0 x1:ebx=xxxxxxxx00000001xxxxxxxxxxxxxxxx ’ ]
pvh = 1
v i f = [ ’ s c r i p t=v i f−bridge , br idge=br0 ’ ]
d i sk = [ ’ f i l e : /home/vm/xen ubuntu16 .04 amd64 . raw , xvda ,w ’ , ’ phy: /dev/sdd , xvdb ,w ’ ]
A.4 Konfiguracija vsebnika LXC
Datoteka lxc config
# Di s t r i bu t i on c o n f i g u r a t i o n
lxc . i n c lude = / usr / share / lxc / con f i g /ubuntu . common . conf
l x c . arch = x86 64
# Container s p e c i f i c c o n f i g u r a t i o n
lxc . r o o t f s = /home/vm/ conta in e r s /ubuntu 16 .04/ r o o t f s
l x c . r o o t f s . backend = d i r
l x c . utsname = ubuntu 16 .04
# Network c o n f i g u r a t i o n
lxc . network . type = veth
lxc . network . l i n k = br0
lxc . network . f l a g s = up
lxc . network . hwaddr = 00 : 1 6 : 3 e : 4 e : c 4 : 0 0
lxc . cgroup . memory . l i m i t i n b y t e s = 8192M
lxc . mount = /home/vm/ conta in e r s /ubuntu 16 .04/ f s t ab
Datoteka fstab
/ t e s t t e s t none bind , c r ea t e=d i r 0 0
82 DODATEK A. NASTAVITVE
A.5 Konfiguracija vsebnika Docker
Zagon vsebnika
docker run −t i −m 8192M −−net=none −p 9000 −p 12865−13000 −v / t e s t : / t e s t t e s t / bin /bash
Nastavitev omrezˇja
pid=‘docker i n spe c t −f ’ {{ . State . Pid}} ’ $1 ‘
mkdir −p / var /run/ netns
ln −s / proc /$ pid /ns/ net / var /run/ netns /$ pid
ip l i n k add A type veth peer name B
b r c t l add i f br0 A
ip l i n k s e t A up
ip l i n k s e t B netns $ pid
ip netns exec $ pid ip l i n k s e t dev B name eth0
ip netns exec $ pid ip l i n k s e t eth0 address 12 : 3 4 : 5 6 : 7 8 : 9 a : b c
ip netns exec $ pid ip l i n k s e t eth0 up
ip netns exec $ pid ip addr add 10 . 0 . 1 0 . 40/8 dev eth0
ip netns exec $ pid ip route add d e f a u l t v ia 1 0 . 0 . 1 0 . 1
A.6 Konfiguracija testov
A.6.1 Intel Optimized LINPACK Benchmark - vnosna
datoteka
I n t e l (R) Optimized LINPACK Benchmark data f i l e
I n t e l (R) Optimized LINPACK Benchmark data
1 # number o f t e s t s
31000 # problem s i z e s
31000 # lead ing dimensions
10 # times ( t r i a l s ) to run a t e s t
1 # alignment va lues ( in KBytes )





a l l : s t r eam f . exe stream c . exe
s t r eam f . ex e : stream . f mysecond . o
$(CC) $(CFLAGS) −c mysecond . c
$(FF) $(FFLAGS) −c stream . f
$(FF) $(FFLAGS) stream . o mysecond . o −o s t r eam f . exe
stream c . exe : stream . c
$(CC) $(CFLAGS) stream . c −o stream c . exe
c l e a n :
rm −f s t r eam f . exe stream c . exe ∗ . o
t e s t : stream . c
$(CC) $(CFLAGS) −fopenmp −DSTREAM ARRAY SIZE=100000000 stream . c −o t e s t s t r e am
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A.6.3 HPCC (RandomAccess) - vnosna datoteka
HPLinpack benchmark input f i l e
Innovat ive Computing Laboratory , Un ive r s i ty o f Tennessee
HPL. out output f i l e name ( i f any )
8 dev i ce out (6=stdout ,7= stder r , f i l e )
1 # of problems s i z e s (N)
1000 Ns
1 # of NBs
80 NBs
0 PMAP proce s s mapping (0=Row−,1=Column−major )
1 # of proce s s g r i d s (P x Q)
1 Ps
1 Qs
16 .0 thre sho ld
1 # of panel f a c t
2 PFACTs (0= l e f t , 1=Crout , 2=Right )
1 # of r e c u r s i v e stopping c r i t e r i um
4 NBMINs (>= 1)
1 # of pane l s in r e cu r s i on
2 NDIVs
1 # of r e c u r s i v e panel f a c t .
1 RFACTs (0= l e f t , 1=Crout , 2=Right )
1 # of broadcast
1 BCASTs (0=1rg ,1=1rM,2=2 rg ,3=2rM,4=Lng,5=LnM)
1 # of lookahead depth
1 DEPTHs (>=0)
2 SWAP (0=bin−exch ,1= long ,2=mix )
64 swapping thre sho ld
0 L1 in (0= transposed ,1=no−t ransposed ) form
0 U in (0= transposed ,1=no−t ransposed ) form
1 Equ i l i b r a t i on (0=no ,1= yes )
8 memory al ignment in double (> 0)
##### This l i n e ( no . 32) i s ignored ( i t s e r v e s as a separa to r ) . ######
0 Number o f a d d i t i o n a l problem s i z e s f o r PTRANS
1200 10000 30000 va lues o f N
0 number o f a d d i t i o n a l b lock ing s i z e s f o r PTRANS
40 9 8 13 13 20 16 32 64 va lues o f NB
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A.6.4 netperf - zagonski argumenti
ne tpe r f − l 60 −H 1 0 . 0 . 1 0 . 1 −t TCP RR − i 10 ,3 −I 95 ,5 −− −r 1024K,2048K
netpe r f − l 60 −H 1 0 . 0 . 1 0 . 1 −t TCP CRR − i 10 ,3 −I 95 ,5 −− −r 1024K,2048K
A.6.5 fio - nastavitve posˇiljatelja
[ sender ]




ra t e =200M
ioeng ine=net
s i z e =30G
A.6.6 fio - nastavitve prejemnika
[ r e c e i v e r ]





s i z e =30G
A.6.7 bonnie++ - zagonski argumenti
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HW Docker LXC Xen(PVH) Xen(HVM) KVM
1 184,3373 184,4496 184,1743 183,2085 182,645 181,8257
2 184,4124 184,4158 184,2019 183,2249 182,7546 181,9809
3 184,4271 184,4073 184,2665 183,2362 182,7797 182,0334
4 184,4205 184,4032 184,2594 183,28 182,7628 182,1021
5 184,5255 184,5494 184,395 183,3744 182,8749 182,3333
6 185,1747 185,1787 184,8316 184,0471 183,5876 182,9863
7 185,1807 185,168 184,2503 184,0549 183,5776 182,9552
8 185,1924 185,1409 184,2814 184,0795 183,6905 182,9877
9 185,1819 185,1628 184,2769 184,0881 183,6107 183,0368
10 185,1830 185,185 184,298 184,0806 183,5915 182,8515
Tabela B.1: Intel MKL LINPACK - meritve (Gflops)
Gflops Std. dev. Std. napaka
HW 184,8036 0,381375259 0,07%
Docker 184,8061 0,363233338 0,06%
LXC 184,3235 0,178223265 0,03%
Xen(PVH) 183,6674 0,404985696 0,07%
Xen(HVM) 183,1875 0,428214854 0,07%
KVM 182,5093 0,471207346 0,08%
Tabela B.2: Intel MKL LINPACK - povprecˇne vrednosti
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1 2 3 4 5 6 7 8 9 10
HW Copy 14802,2 14798,1 14792,1 14794,3 14800 14805 14792,3 14832,4 14804 14805,8
HW Scale 14870,3 14873,1 14857,4 14868,7 14857,6 14873,6 14868,6 14872,7 14863,3 14873,1
HW Add 16907,7 16900,2 16912,5 16921,9 16911,4 16917,6 16907,7 16899,1 16905,6 16914,2
HW Triad 16859,0 16851,4 16863,9 16863,6 16862,5 16862,2 16854,6 16858,4 16857,5 16847,7
Docker Copy 14821 14798,8 14799,3 14802,1 14798,2 14811,3 14794,6 14793,9 14799,7 14817,3
Docker Scale 14879,1 14860,4 14873,6 14860,1 14871,3 14867,6 14858,8 14866 14865,3 14861,3
Docker Add 16904,8 16902,2 16916,5 16894,3 16907,1 16915,7 16893,1 16897,2 16906,3 16908,5
Docker Triad 16860,1 16860,7 16855,7 16851,2 16857,4 16851,8 16851,9 16855,8 16853,6 16846,0
LXC Copy 14437,6 14445,9 14431,3 14435,3 14442,8 14446,3 14436,3 14437,8 14447,5 14438,6
LXC Scale 14514,1 14516,3 14500,9 14502,9 14503,9 14510,9 14504,7 14507,3 14516,2 14506,3
LXC Add 16492 16502 16495,3 16493,8 16485,3 16496,5 16512,7 16495,3 16498,5 16496,4
LXC Triad 16459,9 16443,6 16442,3 16453,6 16448,6 16447,6 16452,3 16455,9 16450,9 16444,8
KVM Copy 14746 14730,3 14728,4 14736 14739,4 14736,2 14739,4 14735,8 14742,3 14743,6
KVM Scale 14826,3 14800,7 14815,2 14817,3 14810,4 14803,4 14813 14807,1 14816,1 14823,9
KVM Add 16862,9 16833,4 16832,8 16829,2 16820,4 16832,1 16829,9 16835,1 16832,3 16824,6
KVM Triad 16782,3 16753,1 16739,3 16763,3 16761,3 16745,6 16762,0 16774,7 16788,0 16738,4
Xen(HVM) Copy 14695,6 14666,1 14659,5 14686 14686,1 14666,1 14677 14660,2 14682,8 14666,4
Xen(HVM) Scale 14779,2 14738,5 14754,6 14756,1 14764,6 14750,5 14764 14763,3 14769 14744,1
Xen(HVM) Add 16768,6 16716,9 16715,4 16691,6 16744,2 16698,8 16752,8 16691,2 16759 16723,8
Xen(HVM) Triad 16693,7 16604,6 16615,0 16553,4 16682,9 16624,2 16680,8 16611,6 16671,3 16643,5
Xen(PVH) Copy 14725,2 14711,5 14714,1 14705,5 14711,1 14741,5 14712,1 14711,4 14713 14711
Xen(PVH) Scale 14792,3 14801,8 14809,1 14800,8 14795 14809,7 14798,5 14800,4 14804,9 14808,4
Xen(PVH) Add 16813 16797,7 16799,5 16799,3 16795,1 16815,1 16787,1 16809,7 16801,6 16816,5
Xen(PVH) Triad 16744,6 16745,1 16741,2 16730,3 16735,3 16773,2 16725,6 16739,2 16740,6 16742,2
Tabela B.3: STREAM - meritve (MB/s)
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MB/s Std. dev. Std. napaka
HW Copy 14802,6 11,63517655 0,02%
HW Scale 14867,8 6,271310334 0,01%
HW Add 16909,8 7,223180273 0,01%
HW Triad 16858,1 5,442793407 0,01%
Docker Copy 14803,6 9,504244668 0,02%
Docker Scale 14866,4 6,661539697 0,01%
Docker Add 16904,6 8,083323026 0,02%
Docker Triad 16854,4 4,463132931 0,01%
LXC Copy 14439,9 5,40148127 0,01%
LXC Scale 14508,4 5,657099768 0,01%
LXC Add 16496,8 7,085007649 0,01%
LXC Triad 16450,0 5,645696491 0,01%
KVM Copy 14737,7 5,583945241 0,01%
KVM Scale 14813,3 8,249606052 0,02%
KVM Add 16833,3 11,31646293 0,02%
KVM Triad 16760,8 17,1839072 0,03%
Xen(HVM) Copy 14674,6 12,57562015 0,03%
Xen(HVM) Scale 14758,4 12,11724666 0,03%
Xen(HVM) Add 16726,2 28,45456613 0,05%
Xen(HVM) Triad 16638,1 44,44534721 0,08%
Xen(PVH) Copy 14715,6 10,33915965 0,02%
Xen(PVH) Scale 14802,1 5,947632586 0,01%
Xen(PVH) Add 16803,5 9,676110324 0,02%
Xen(PVH) Triad 16741,7 12,69427255 0,02%
Tabela B.4: STREAM - povprecˇne vrednosti
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HW Docker KVM LXC Xen(HVM)
1 0,456892 0,41593 0,4166 0,408228 0,38047
2 0,454719 0,442816 0,414871 0,440929 0,422909
3 0,443284 0,457201 0,44115 0,458608 0,447251
4 0,436552 0,410802 0,400368 0,440752 0,150248
5 0,455898 0,45266 0,365301 0,455803 0,433476
6 0,454719 0,419341 0,427472 0,432219 0,42843
7 0,447935 0,448094 0,398248 0,458392 0,434912
8 0,440311 0,420866 0,427826 0,434654 0,420283
9 0,408873 0,433028 0,359906 0,409121 0,442059
10 0,452381 0,431604 0,450712 0,427036 0,433476
Tabela B.5: RandomAccess meritve (GUPS)
(rdecˇa barva oznacˇuje izlocˇeno meritev)
GUPS Std. dev. Std. napaka
HW 0,4451564 0,013832617 0,98%
LXC 0,4365742 0,017431257 1,26%
Docker 0,4332342 0,015542606 1,13%
Xen(HVM) 0,427029556 0,018294765 1,35%
KVM 0,4102454 0,028382751 2,19%
Tabela B.6: RandomAccess - povprecˇne vrednosti
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HW Docker LXC KVM Xen(HVM) Xen(PVH)
1 37,13 37,04 37,06 37,09 36,8 36,82
2 37,14 37,02 37,09 37,09 36,8 36,8
3 37,14 37,05 37,09 37,04 36,79 36,8
4 37,14 37,04 37,09 37,1 36,79 36,8
5 37,1 37,03 37,08 37,09 36,79 36,8
6 36,98 37,04 37,08 37,1 36,79 36,8
7 37,13 37,04 37,08 37,1 36,8 36,8
8 37,13 37,03 37,09 37,1 36,8 36,8
9 37,14 37,04 37,08 37,09 36,8 36,8
10 37,14 37,04 37,08 37,1 36,78 36,8
Tabela B.7: NetPerf, zahteva/odgovor - meritve (sˇt.prenosov/s)
HW Docker LXC KVM Xen(HVM) Xen(PVH)
1 36,89 36,87 36,89 36,86 35,25 35,13
2 36,9 36,87 36,89 36,87 35,28 35,27
3 36,9 36,87 36,88 36,87 35,25 35,25
4 36,93 36,87 36,87 36,85 35,24 35,23
5 36,89 36,87 36,88 36,85 35,29 35,08
6 36,92 36,87 36,87 36,86 35,29 35,04
7 36,92 36,87 36,88 36,86 35,28 35,24
8 36,9 36,87 36,87 36,86 35,29 35,26
9 36,92 36,87 36,88 36,87 35,24 35,28
10 36,91 36,87 36,88 36,87 35,24 35,29
Tabela B.8: NetPerf, povezava/zahteva/odgovor - meritve (sˇt.prenosov/s)
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sˇt.prenosov/s Std. dev Std. napaka
HW 37,117 0,049676733 0,04%
Docker 37,037 0,008232726 0,01%
LXC 37,082 0,009189366 0,01%
KVM 37,09 0,018257419 0,02%
Xen(HVM) 36,794 0,006992059 0,01%
Xen(PVH) 36,802 0,006324555 0,01%
Tabela B.9: NetPerf, zahteva/odgovor
povpr. vrednosti
sˇt.prenosov/s Std. dev Std. napaka
HW 36,908 0,013984118 0,01%
Docker 36,87 0 0,00%
LXC 36,879 0,007378648 0,01%
KVM 36,862 0,007888106 0,01%
Xen(HVM) 35,265 0,022730303 0,02%
Xen(PVH) 35,207 0,089697021 0,08%


















HW Docker LXC KVM Xen(HVM) Xen(PVH)
najvecˇja povprecˇje najvecˇja povprecˇje najvecˇja povprecˇje najvecˇja povprecˇje najvecˇja povprecˇje najvecˇja povprecˇje
1 919872 917897,83 919872 917649,99 919872 917889,55 919680 917611,22 919872 917622,19 920064 917611,33
2 919872 917866,83 919872 917847,82 919872 917859,98 919680 917584,58 2758080 919985,98 919872 917622,47
3 919872 917885,69 919872 917864,1 919872 917884,15 919680 917602,68 919744 917647,24 919808 917624,53
4 919872 917863,95 919872 917870,3 919872 917614,97 919680 917520,84 919744 917493,95 919936 917481,82
5 919872 917874,63 919872 917879,11 919872 917880,78 919680 917597,12 919744 917642,75 919872 917589,87
6 919872 917888,39 919872 917854,79 919872 917871,34 919680 917621,28 2758208 922333,95 919872 917508,66
7 919872 917888,68 919872 917834,23 919872 917863,84 919680 917606,3 919808 917610,08 919808 917612,66
8 919872 917886,59 919872 917819,49 919872 917647,42 919680 917582,9 2757568 920083,98 919808 917627,63
9 919872 917892,28 919872 917861,64 919872 917866,18 919680 917592,73 919744 917640,94 2758272 919774,06
10 919872 917878,58 919872 917840,05 919872 917777,49 919680 917618,33 919680 917612,15 919872 917496,66
Tabela B.11: Fio - meritve (Kbit/s)
(rdecˇa barva oznacˇuje izlocˇeno meritev)
sˇt.prenosov/s Std. dev Std. napaka
HW 917882,345 11,04113747 0,00%
Docker 917832,152 66,43168875 0,00%
LXC 917815,57 102,3975786 0,00%
KVM 917593,798 28,74133562 0,00%
Xen(HVM) 917609,9 53,28761723 0,00%
Xen(PVH) 917575,07 60,88556782 0,00%
Tabela B.12: Fio - povprecˇje (Kbit/s)
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Sekv.pisanje Sekv.branje Naklj.kreir. Naklj.prev.
(KB/s) (KB/s) (dat./s) (dat./s)
HW 1 341161 670772 42588 215048
HW 2 329070 670265 41611 222015
HW 3 328606 671133 42578 224391
HW 4 329909 670049 41857 198637
HW 5 330080 669958 41222 242587
HW 6 327839 671495 42755 253993
HW 7 329670 670191 42466 234597
HW 8 329520 670434 42977 247635
HW 9 325414 669688 42669 252162
HW 10 330344 670374 42386 234514
Docker 1 339261 670317 41389 174176
Docker 2 329797 670095 40105 175240
Docker 3 329168 662567 41054 175478
Docker 4 329455 663101 40493 201035
Docker 5 329116 662214 40927 180280
Docker 6 330304 664360 40474 190022
Docker 7 329860 663736 40940 196497
Docker 8 328888 664327 41025 211463
Docker 9 328434 664451 40629 178176
Docker 10 329795 664104 40681 199550
LXC 1 339274 587637 40901 171692
LXC 2 330149 586185 40761 169052
LXC 3 328503 586816 41550 174924
LXC 4 329229 586471 41045 186149
LXC 5 328985 585809 40774 171038
LXC 6 330136 586691 40348 175754
LXC 7 329282 585763 40334 187947
LXC 8 329008 586872 40906 170489
LXC 9 328907 588820 40605 170281
LXC 10 327943 586317 40994 206126
KVM 1 339546 551939 35862 212565
KVM 2 326138 579768 34897 193559
KVM 3 329324 572576 35288 230512
KVM 4 329873 575394 35132 204454
KVM 5 327469 574342 35311 202576
KVM 6 329455 574480 35401 199643
KVM 7 328522 574823 36522 189149
KVM 8 328926 583421 35617 164513
KVM 9 325279 574124 34958 197196
KVM 10 329209 574535 35565 207126
Xen(HVM) 1 340246 523128 40698 203054
Xen(HVM) 2 328768 524795 40922 201014
Xen(HVM) 3 330530 520231 40661 207957
Xen(HVM) 4 330826 526334 40544 208460
Xen(HVM) 5 329283 526925 41381 216398
Xen(HVM) 6 330418 524007 45704 196006
Xen(HVM) 7 328772 528570 43794 223246
Xen(HVM) 8 328615 521570 42193 223421
Xen(HVM) 9 329700 536416 40967 219195
Xen(HVM) 10 329984 529807 42171 216001
Xen(PVH) 1 339932 584071 45824 204288
Xen(PVH) 2 329499 584766 39758 226565
Xen(PVH) 3 329717 582570 39467 214157
Xen(PVH) 4 330356 585450 40046 220956
Xen(PVH) 5 329293 584266 39514 218763
Xen(PVH) 6 330714 580886 39686 218766
Xen(PVH) 7 329477 586406 40743 222952
Xen(PVH) 8 328803 583180 40971 217853
Xen(PVH) 9 329968 582517 40152 217170
Xen(PVH) 10 329476 584205 40247 215654
Tabela B.13: Bonnie++ - meritve
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Povpr. St.dev. St.napaka
HW sekv.pisanje 330161,3 4127,004753 0,40%
HW sekv.branje 670435,9 552,8770107 0,03%
HW naklj.kreiranje 42310,9 560,6108672 0,42%
HW naklj.prev. 232557,9 17684,72457 2,40%
Xen(PVH) sekv.pisanje 330723,5 3280,574315 0,39%
Xen(PVH) sekv.branje 583831,7 1596,045464 0,03%
Xen(PVH) naklj.kreiranje 40640,8 1887,717422 0,44%
Xen(PVH) naklj.preverjanje 217712,4 5925,116693 2,57%
Docker sekv.pisanje 330407,8 3158,022722 0,39%
Docker sekv.branje 664927,2 2887,298691 0,03%
Docker naklj.kreiranje 40771,7 367,6855692 0,43%
Docker naklj.preverjanje 188191,7 13319,06125 2,97%
LXC sekv.pisanje 330141,6 3276,828216 0,40%
LXC sekv.branje 586738,1 915,1307678 0,03%
LXC naklj.kreiranje 40821,8 355,672696 0,43%
LXC naklj.preverjanje 178345,2 11804,23955 3,14%
KVM sekv.pisanje 329374,1 3880,882272 0,40%
KVM sekv.branje 573540,2 8245,510102 0,03%
KVM naklj.kreiranje 35455,3 478,0427805 0,50%
KVM naklj.preverjanje 200129,3 16972,18531 2,79%
Xen(HVM) sekv.pisanje 330714,2 3441,026617 0,33%
Xen(HVM) sekv.branje 526178,3 4676,408832 0,03%
Xen(HVM) naklj.kreiranje 41903,5 1671,054707 0,42%
Xen(HVM) naklj.preverjanje 211475,2 9584,041328 2,64%
Tabela B.14: Bonnie++ - povprecˇje
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1 2 3 4 5 6 7 8 9 10 Povp. Std.dev. Std.nap.
Dhrystone 12586,4 12611,3 12576,5 12593,1 12603,9 12595,6 12579,8 12598,2 12566 12545,3 12585,61 19,53836397 0,05%
Whetstone 1949 1949,1 1949 1949,1 1949 1949,1 1949,3 1949,3 1949,3 1949,3 1949,15 0,13540064 0,00%
Execl 5877,1 5878,8 5872,4 5884,1 5873,8 5876,9 5863,2 5854,4 5858,3 5871,2 5871,02 9,498514504 0,05%
Kopir.-1024B/2000B 3865,3 3784,1 3926,9 3585,2 3796,5 3767,9 3674,5 3819 3625,8 3878,6 3772,38 111,9565471 0,94%
Kopir.- 256B/500B 2324,9 2392,8 2462,2 2356,5 2246,8 2220,4 2252,6 2281,8 2365,6 2318,5 2322,21 74,6771637 1,02%
Kopir.-4096B/8000B 8117,9 7873,3 8054,8 8029,4 8105,7 7911,7 8029,1 8229,4 7844 8177,7 8037,3 128,3491938 0,50%
Uporaba cevi 8771,3 8771,7 8771,5 8746,7 8745,5 8754 8743,8 8754 8753 8745,7 8755,72 11,49258698 0,04%
Kom. med proc. 4270,3 4269,8 4275,9 4266,8 4264,2 4277 4262,2 4262,6 4285,3 4270,6 4270,47 7,269884608 0,05%
Kreir. procesa 5216,1 5215,8 5226,2 5271,8 5221,5 5249,3 5198 5248,8 5243,9 5207 5229,84 22,85379618 0,14%
Skripte - 1 socˇasno 10775,4 10788,7 10776,5 10778,9 10793,7 10777,4 10800,9 10785,8 10762,9 10795,1 10783,53 11,40672803 0,03%
Skripte - 8 socˇasno 9179,9 9164,4 9152 9150,3 9143,7 9163 9147,6 9138,8 9154,7 9164,7 9155,91 12,1757911 0,04%
Rezˇija sist. klicev 6513,2 6531,6 6513,3 6513,5 6525,1 6520,3 6559,7 6512,7 6518,6 6534,6 6524,26 14,74623869 0,07%
Skupni indeks 5756,4 5747,6 5787,3 5724,5 5729,4 5712,9 5709,4 5746,3 5717,3 5757,8 5738,89 24,60101398 0,14%
Tabela B.15: UnixBench meritve - fizicˇni racˇunalnik
1 2 3 4 5 6 7 8 9 10 Povp. Std.dev. Std.nap.
Dhrystone 12612,9 12618 12623,5 12583,3 12559,9 12604,5 12618,7 12486,2 12576,8 12522,3 12580,61 46,02625941 0,12%
Whetstone 1949,1 1949,1 1949,4 1949,2 1949,3 1949,3 1949,1 1949,1 1949 1949,3 1949,19 0,128668394 0,00%
Execl 5712,1 5719,5 5709,6 5719,6 5726,5 5719,3 5734,8 5712,6 5728,5 5718,7 5720,12 7,897369463 0,04%
Kopir.-1024B/2000B 3729,4 3735,9 3633 3715,3 3733,3 3636,5 3807,8 3759,4 3733,4 3767,7 3725,17 54,29360613 0,46%
Kopir.- 256B/500B 2402,5 2377,5 2367,9 2306,6 2341,4 2344,3 2336,9 2241,8 2311,8 2225,1 2325,58 56,56624042 0,77%
Kopir.-4096B/8000B 8055 8047,9 7927,4 8052,2 7790,6 7762,4 8085,5 7551,3 7749,2 7540,3 7856,18 208,0710018 0,84%
Uporaba cevi 6640,3 6653,1 6669,7 6653,5 6657,1 6649,1 6667,7 6662,5 6635 6650,9 6653,89 11,05184248 0,05%
Kom. med proc. 3476,3 3486 3487,1 3483 3486,2 3494,8 3485,5 3488,1 3477,5 3479,1 3484,36 5,571794046 0,05%
Kreir. procesa 5242,9 5236,2 5188,5 5207 5302,2 5173,6 5171,6 5225,3 5214 5173,5 5213,48 40,82713694 0,25%
Skripte - 1 socˇasno 10594,5 10617 10583,5 10579,8 10589,6 10596,9 10582,6 10583,5 10585,8 10587,6 10590,08 10,87124648 0,03%
Skripte - 8 socˇasno 9030,6 9037,2 9037 9048,6 9056,7 9041,2 9039,6 9028,7 9051,6 9054,9 9042,61 9,864577482 0,03%
Rezˇija sist. klicev 5013 5021 5011,1 5019,4 5022,7 4991,9 5023 5001,2 5000,6 5042,2 5014,61 14,40520354 0,09%
Skupni indeks 5380,2 5380,2 5353,5 5359,2 5362,9 5337,5 5378,5 5319,6 5343,1 5317,1 5353,18 23,59127899 0,14%

















1 2 3 4 5 6 7 8 9 10 Povp. Std.dev. Std.nap.
Dhrystone 12619,3 12556,7 12589,5 12607,9 12552,9 12601,3 12609 12555,3 12546,2 12612,2 12585,03 28,90886254 0,07%
Whetstone 1949,3 1948,5 1949,2 1949 1948,4 1949,1 1949 1949 1948,9 1949,1 1948,95 0,287711275 0,00%
Execl 4488,2 4516,5 4506,8 4505,7 4499,8 4504,8 4470,3 4509,1 4501,3 4501,1 4500,36 12,82274022 0,09%
Kopir.-1024B/2000B 3703,1 3679,7 3756,6 3887,9 3736,6 3922,3 3757,7 3780,4 3732,5 3630,8 3758,76 88,6939081 0,75%
Kopir.- 256B/500B 2298,3 2305,4 2283,5 2383,4 2278,4 2285,6 2262,9 2344 2375,9 2382,2 2319,96 46,88025408 0,64%
Kopir.-4096B/8000B 7863,8 7757,4 7721,1 8055,2 7990,8 7914,1 7934,3 7858,7 7775,7 7865,1 7873,62 104,7603275 0,42%
Uporaba cevi 8530,9 8533,9 8542,2 8520,7 8527,7 8544,4 8545,8 8524,8 8528,9 8535,2 8533,45 8,497744801 0,03%
Kom. med proc. 3805,7 3801,8 3806,9 3801,8 3803,7 3802,1 3802,7 3800,2 3807,9 3803 3803,58 2,477812655 0,02%
Kreir. procesa 5225,7 5191,5 5236,2 5246,5 5231,9 5249,3 5204 5256,1 5204,9 5232,2 5227,83 21,42817719 0,13%
Skripte - 1 socˇasno 9765,9 9822,5 9797,3 9806,2 9805,8 9802,2 9803,9 9795,8 9802 9792 9799,36 14,33730178 0,05%
Skripte - 8 socˇasno 6910,9 6937,7 6922,7 6942,2 6922 6910,3 6936,7 6906,3 6908,6 6928 6922,54 13,29303911 0,06%
Rezˇija sist. klicev 6341,4 6334,5 6306 6308,6 6314,7 6309,8 6326,4 6300,1 6289,5 6352,2 6318,32 19,72628252 0,10%
Skupni indeks 5339,1 5332,6 5336,5 5391,4 5345,7 5367,8 5341,3 5356,3 5347,2 5350,8 5350,87 17,54169952 0,10%
Tabela B.17: UnixBench meritve - vsebnik Docker
1 2 3 4 5 6 7 8 9 10 Povp. Std.dev. Std.nap.
Dhrystone 12607,7 12560,2 12603,9 12608,8 12590,7 12624,2 12552 12518,7 12617 12606,2 12588,94 34,03593526 0,09%
Whetstone 1945,4 1945,2 1944,4 1944,5 1945,1 1945,3 1945,3 1945,1 1945,2 1944,8 1945,03 0,346570499 0,01%
Execl 4719,4 4725,9 4749,6 4746,2 4740,1 4765,8 4755,2 4754 4766,4 4763,1 4748,57 16,13340565 0,11%
Kopir.-1024B/2000B 3698 3741 3793 3701,3 3754 3712,3 3702,8 3773,2 3762,5 3728 3736,61 33,42718288 0,28%
Kopir.- 256B/500B 2361,3 2392,9 2361,1 2374,7 2361,2 2367,9 2367,7 2331 2331,3 2372,2 2362,13 18,83466367 0,25%
Kopir.-4096B/8000B 7923,2 7923,6 7639 7919,3 7793,6 7902,3 7838,9 7895,2 7826,2 7868,1 7852,94 87,55239955 0,35%
Uporaba cevi 8584 8563,9 8564 8580,1 8584,8 8561,5 8596 8567 8587,5 8560 8574,88 12,97697106 0,05%
Kom. med proc. 3436,4 3177,5 3266,2 3175,2 3408,6 3211 3156,3 3172,7 3451,6 3218,1 3267,36 118,2911211 1,14%
Kreir. procesa 3142,2 3883,6 3891,4 3626 3383 3891,8 3322,7 3303,2 3805,2 3931 3618,01 302,075408 2,64%
Skripte - 1 socˇasno 9249,3 9274,2 9197,4 9248,5 9266,9 9240,8 9282,3 9255,5 9305,3 9322,1 9264,23 35,00873066 0,12%
Skripte - 8 socˇasno 8241,5 8256,5 8274,7 8255,9 8266,2 8293,5 8293,9 8276,9 8298,3 8292,1 8274,95 19,56523277 0,07%
Rezˇija sist. klicev 6333,4 6344,5 6340,3 6337,6 6340,7 6341,6 6339,8 6334,7 6354 6341,5 6340,81 5,701159726 0,03%
Skupni indeks 5162,5 5231,7 5229,4 5195,9 5194,1 5234,1 5153,7 5152,7 5255,9 5242,8 5205,28 38,79973654 0,24%
Tabela B.18: UnixBench meritve - navidezni stroj KVM
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1 2 3 4 5 6 7 8 9 10 Povp. Std.dev. Std.nap.
Dhrystone 12673,8 12695,9 12670,9 12676,5 12639,4 12578,3 12689,3 12657,6 12685,4 12684,9 12665,2 34,68682106 0,09%
Whetstone 1945,4 1945,1 1945,3 1945,2 1945,6 1945,6 1945,6 1945,5 1945,2 1945,5 1945,4 0,188561808 0,00%
Execl 5504,7 5502,8 5503,1 5515,1 5524,6 5518 5517,7 5522,5 5520,5 5520,3 5514,93 8,296860183 0,05%
Kopir.-1024B/2000B 3743,7 3722,1 3671,6 3794,7 3696,1 3741,7 3743,8 3747,9 3821,9 3840,7 3752,42 53,03796963 0,45%
Kopir.- 256B/500B 2432,9 2456 2398,9 2421 2375,3 2374,3 2348,6 2411,9 2442,5 2392,8 2405,42 33,79529224 0,44%
Kopir.-4096B/8000B 6650,2 6734,5 6846,3 6861,8 6930,1 6467 6758,9 6707,4 6646 6789,6 6739,18 132,3319211 0,62%
Uporaba cevi 8059,7 8049,4 8047,4 8060,1 8057,5 8059,7 8059 8063,7 8048,1 8049,4 8055,4 6,097540489 0,02%
Kom. med proc. 3026,4 2875,6 2621,2 2689,9 2785,2 2738,6 2882 2722,4 2887,7 2792,8 2802,18 118,0838384 1,33%
Kreir. procesa 4575,4 3884,5 4486,7 3357,6 4340,8 4119,5 4410,1 4305,4 4492,1 4464,5 4243,66 372,6894483 2,78%
Skripte - 1 socˇasno 10013,1 10043,7 9990,4 10090,5 10091,3 10141,3 10162 10126,5 10137 10130,7 10092,65 58,61608141 0,18%
Skripte - 8 socˇasno 8925,9 8863,7 8888,2 9023,1 8976,7 8989,5 8991,7 8983 9005,7 8967,1 8961,46 52,04054402 0,18%
Rezˇija sist. klicev 7208,9 7259,6 7277,6 7039,4 7051,2 7004,6 7050,8 7030,3 7039,6 7019,6 7098,16 106,136853 0,47%
Skupni indeks 5382,4 5295,4 5308 5210 5320,3 5261,9 5337,2 5306,4 5363,7 5345,2 5313,05 50,17870841 0,30%
Tabela B.19: UnixBench meritve - navidezni stroj Xen HVM
1 2 3 4 5 6 7 8 9 10 Povp. Std.dev. Std.nap.
Dhrystone 12686,9 12698,3 12698 12679,3 12699,8 12701,3 12691,2 12702,3 12685,1 12694,9 12693,71 7,7733805 0,02%
Whetstone 1945,7 1945,3 1945 1945,7 1945,7 1945,8 1945,8 1945,8 1945,5 1945,4 1945,57 0,266874919 0,00%
Execl 5168,3 5166,4 5158,4 5165,9 5175,1 5160,3 5165,8 5167,3 5165,6 5165,5 5165,86 4,477896331 0,03%
Kopir.-1024B/2000B 3751,8 3796,4 3802,8 3784,7 3801,2 3771,6 3691,6 3796 3810,9 3818,3 3782,53 37,34877806 0,31%
Kopir.- 256B/500B 2423,4 2445,3 2430,7 2460,1 2448 2477,2 2410,3 2328,4 2453,5 2425,9 2430,28 40,84512211 0,53%
Kopir.-4096B/8000B 6847,9 6708,1 6880,1 6849,6 6803,6 6882,1 6528,8 6587 6445,8 6700,9 6723,39 157,0122179 0,74%
Kom. cevi 7862,7 7856,7 7872,3 7845,3 7873,9 7865,7 7857,1 7844,5 7853,8 7871,4 7860,34 10,68313312 0,04%
Preklop med proc. 2348,3 2334,9 2340,1 2352,8 2340,1 2348,1 2329,3 2349,3 2347,3 2363,1 2345,33 9,592595524 0,13%
Kreir. procesa 4317,7 4260,3 4280,5 4360,4 4351,8 4322,7 4343 4292,2 4329,6 4320,9 4317,91 31,85287184 0,23%
Skripte - 1 socˇasno 9809,8 9799,4 9800,5 9810,4 9806,1 9803,2 9791,4 9794,6 9790,6 9827,4 9803,34 10,9693715 0,04%
Skripte - 8 socˇasno 8288,2 8270,3 8294,3 8293,6 8291 8258,4 8250,3 8289,3 8289,3 8286,4 8281,11 15,71287158 0,06%
Rezˇija sist. klicev 7320,3 7324,6 7316,5 7328,3 7316,6 7317,6 7332,8 7308,9 7313,6 7263 7314,22 19,32941339 0,08%
Skupni indeks 5184,2 5174,7 5187,8 5199,1 5194,8 5196,6 5151 5151,2 5169,2 5183,7 5179,23 17,5145051 0,11%
Tabela B.20: UnixBench meritve - navidezni stroj Xen PVH
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