The feasibility pump is a recent, highly successful heuristic for general mixed integer linear programming problems. We show that the feasibility pump heuristic can be interpreted as a discrete version of the proximal point algorithm. In doing so, we extend and generalize some of the fundamental results in this area to provide new supporting theory. We show that feasibility pump algorithms implicitly minimize a weighted combination of the objective and a term which penalizes lack of integrality. This function has many local minima, some of which correspond to feasible integral solutions; the feasibility pump's use of random restarts can be viewed as seeking to escape these local minima when they are not feasible integral solutions. This interpretation suggests alternative ways of incorporating restarts, one of which is the application of cutting planes. Numerical experiments with cutting planes show encouraging results on standard test libraries. 1. Introduction. In spite of the continuous improvement of both commercial and open source solvers, numerous mixed integer programming (MIP) problems of practical importance remain intractable. In practice, where rigorous algorithms fail, heuristics often succeed to provide feasible solutions of good quality. Apart from their self-evident value, good feasible solutions are also useful in speeding up the search of branch and cut algorithms. General purpose heuristics include [2, 3, 4, 13, 14, 15, 16, 19, 20, 21, 22, 23] . We direct the reader to [6] for a recent survey.
Introduction. In spite of the continuous improvement of both commercial
and open source solvers, numerous mixed integer programming (MIP) problems of practical importance remain intractable. In practice, where rigorous algorithms fail, heuristics often succeed to provide feasible solutions of good quality. Apart from their self-evident value, good feasible solutions are also useful in speeding up the search of branch and cut algorithms. General purpose heuristics include [2, 3, 4, 13, 14, 15, 16, 19, 20, 21, 22, 23] . We direct the reader to [6] for a recent survey.
A heuristic that has attracted significant interest in recent years is the feasibility pump (FP) [17] . The FP starts from the linear program (LP) optimum and computes two trajectories of points, one integer and the other LP feasible, by iteratively applying rounding and projection operations. Every LP feasible point is rounded to an integer point and every integer point is projected back onto the LP feasible region using the l 1 norm. As both the rounding and the projection are minimal distance operations (with respect to the l 1 norm), the distance between pairs of points on the two trajectories decreases monotonically until the method cycles, unable to further decrease the distance. If the distance is reduced to zero before cycling, then a feasible point has been obtained. Otherwise a random move is used to restart the method from a new point. In the original FP [17] , the only bias of the method toward points of good objective value is the starting point, so the random restarts threaten to escape the good quality area. Thus, the feasibility pump uses a sophisticated restart scheme, attempting to displace the current point in an economic way by "minor perturbations," and performs a "major restart" only in the presence of further failures.
onto the integer points, giving a point minimizing I(x) := min { x I − y I 1 | y I ∈ I}. Thus the rounding step implicitly calculates the measure of lack of integrality given by I(x), where x is an LP feasible iterate. One of the important results of our analysis in this paper is that LP feasible iterates generated during the pumping process converge to a local minimum of the function g + rI on F LP , where r > 0 is a parameter that weights the importance of the two conflicting objectives. Thus local minimization of the objective g + rI over F LP is associated with cycling events in the FP method.
In [24] and [26] pure integer programs (IP) were studied and it was noted that the global minimizers of various penalized continuous problems over F LP coincide with the global optimal solutions of the original IP. In this paper we will show that a similar interpretation of the original FP [17] and the OFP [1] can be made for an MIP. Thus if the pumping process of an FP method can be started in the right region (and with the right value for the parameter r), it will converge to an optimal solution of the MIP. Interestingly, FP methods do contain a mechanism for restarting the pumping process.
When the FP method detects cycling it performs either a "major" or a "minor" restart, both using some form of randomization. These restarts form the outer loop of iterates of the FP. We provide numerical results which show that the repeated use of major restarts in particular correlates well with cases in which poorer solution quality is obtained by the FP method. Our analysis explains that cycling occurs because local optimality of the function g + rI over F LP has been obtained and hence suggests some alternative ways to overcome this problem when this local minimum is not integral. Two approaches to escaping these undesirable local optimum present themselves: effect a change on either the objective function or the feasible region F LP . The former can be achieved by varying the weighting parameter r > 0; we plan to consider this approach in future work. In this paper, we focus on the latter and propose to alter the feasible region via the introduction of cuts to remove the local, nonintegral minimum at which the cycling has occurred. We give encouraging numerical experiments which demonstrate the potential for this cutting strategy. We show the strategy tends to delay the use of major restarts and leads to improvements in the quality of the feasible integral solutions found.
The paper is structured as follows. In section 2 we reinterpret the inner iterates of the FP as a kind of a proximal point iteration and discuss the connection this interpretation has to the primal-proximal heuristic introduced in [12] . As we require more general versions of some results of [12, sections 1.3 and 2] we provide extensions of these results for our nonlinear MIP in section 3. In particular, we show that quite general coercive penalties can be used in place of the l 2 norm which was used in [12] in order to exploit Lagrangian relaxation techniques. As the FP exploits LP relaxations our analysis departs from that of [12] significantly at this point and in section 4 we complete the development begun in section 2 by showing how the minimization of g + rI over F LP results from such proximal point iterates (the "pumping process"). In section 5 cycling is shown to be associated with the failure to locate an integral LP feasible point at a local minimum of g + rI. A modification of the OFP algorithm of [18] is proposed in section 6. Here extensive numerical testing is undertaken in which we selectively introduce cuts to prevent cycling instead of the sole use of minor perturbations. [12] consider regularizing this problem using a penalty ρ (x) to obtain a continuous optimization problem, Regularization is a common tool used in nonlinear and nonsmooth optimization. In a sense, MIPs are highly nonsmooth, as their domains are disconnected. Regularization in the form of (2.2) can be seen as a mathematical tool to construct, in a systematic way, an equivalent continuous problem, with smoother functions. The results can have attractive properties, as we will see in sections 3 and 4.
MIP (1.1). Proximal point approaches
The analysis of the problem (2.1) when ρ is the Euclidean l 2 norm was carried out in some detail in [12] . The main property that arises is that integrality of local minima of (2.1) is ensured and do often correspond to the feasible solutions of (1.1). Indeed y 0 (where (y 0 ) I ∈ I) is a local minimum of ϕ r exactly when x = y 0 is the solution to the minimization problem ϕ r (y 0 ).
Since the calculation of the objective ϕ r is as difficult as the original MIP, in [12] Lagrangian relaxation is used to obtain a solvable relaxed problem. This gives an underestimateφ r of ϕ r . Unfortunately the local minima of the relaxationφ r are not assured to be integral. In section 3 of [12] , approaches to varying the parameter r > 0 to obtain feasible integral points are considered, but the results are inconclusive and the tone of [12] is quite negative in this respect. In the final section of [12] binary problems are addressed and a penalty used to enforce integrality, but no role for rounding is considered.
The OFP, by contrast, drops the integrality constraint in (2.2) and takes ρ to be an l 1 norm, so that a relaxation of ϕ r when g (x) = c T x can be calculated as a linear program. Thus we arrive at the problem Proximal point algorithms seek local optima by a kind of fixed point iteration, where the center y is replaced at each step by the optimal solution of the regularization problem (e.g., of (2.4)). FP methods also take this approach, but to try to encourage integrality of a solution, a new center at y 0 with (y 0 ) I ∈ I is sought at each iterate. If x = y 0 is the solution to the minimization problem, the FP method is clearly finished, having obtained a feasible integral point. Otherwise, the nonintegral solution of (2.4) is rounded to the nearest integral point in order to provide the new center for the next iteration.
Since FP methods use the l 1 norm, the analysis of [12] does not directly apply. Thus in order to establish similar properties, we in section 3 extend these results and in doing so prove they hold for general class of coercive functions ρ, including the l 1 norm as a special case. This allows us to show that regularization preserves the global minimizers (which are the optimal solutions of the MIP) and retains the same local minimizers (which correspond to the feasible integrals solutions of the MIP). These correspondences are established in section 3 for our general nonlinear MIP.
In section 5 we show that the pumping process applied in an OFP setting finds local optima of g+rI over F LP and so the function I acts as a penalty for the deviation from integrality. The original FP is essentially the limiting version of the scheme for r → ∞. Thus the pumping phase of the FP implicitly performs a minimization Downloaded 04/16/13 to 134.148.10.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php of a concave nonlinear integrality penalty via a combination of projective LPs and roundings. Our results provide some additional insights. For example, if the OFP finishes early without major restarts, it appears likely that the resulting solution will be both an optimal for the original MIP and a global minimum of g + rI.
This approach is distinct from that proposed in [24] , where piecewise concave penalties are used to obtain an exact penalization for IPs and is motivated by the long observed connection that binary programs have to concave minimization. This is exploited in [26] to provide an interpretation of the FP for the case of binary problems. Motivated by the observation of [14] they note that the original FP [17] for binary problems can be interpreted as a Frank-Wolfe method [7, section 2.2.2] as applied to a nondifferentiable concave function over the feasible set F LP . They develop a theory that relates the global minima of these continuous penalized problems to the solution of an IP. We are able to provide similar results in section 5, thus showing a connection of our approach to that used in [24] .
General properties of regularizations.
In this section we generalize key results of [12] . The generalization takes two forms: we use a general class of coercive penalty ρ instead of ρ = · 2 and give results for mixed rather than pure IPs. This yields results for ρ = · 1 that apply to the FP heuristic for MIPs. In particular, we show that the regularization (2.1) has global and local minimizers closely related to the optimal and feasible points of the original MIP. We posit the following assumptions.
Assumption. A continuous function ρ : R n → R that satisfies the following conditions is called an integer compatible regularization function (ICRF) iff the following hold:
There exists a continuous, strictly increasing function s (·) : R + → R + and aK such that for all K <K we have ρ (x) ≤ K implies x 1 ≤ s −1 (K) for the l 1 norm · 1 on R n . Remark 3.1. These properties are deliberately chosen to be general enough to allow all the theory to cover the case of any norm on R n and for most of the theory to encompass the cases of some concave penalties already introduced in the literature for binary problems. Recall that in finite dimensions all norms are equivalent to the l 1 norm, i.e., for all norms · there exists constants A, B > 0 such that A · 1 ≥ · ≥ B · 1 . With this in mind it is clear how these assumptions relate to equivalent norms.
In [26] and [24] penalty functions were generated as follows:
where p : R + → R + is a concave, strictly increasing function. Some examples taken from [26] that were used explicitly for binary problems are
for some α, q > 0. We wish to include these functions in our analysis in order to make some comparisons with the approaches in [26] and [24] . It is interesting to note Downloaded 04/16/13 to 134.148.10.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php that the case when p(x) = x corresponds to p being both simultaneously concave and convex and to ρ(·) = · 1 .
The following justifies the use of the Conditions 1 to 3 above for penalties of the form (3.1).
Proposition 3.2. Suppose ρ is defined via (3.1) with p (0) = 0, p (t) > 0 for t = 0 and p concave, continuous, and strictly increasing function. Then ρ is an integer compatible regularization function. In particular when the Range p = [0, +∞) we may takeK = +∞.
Proof. Suppose
As Range p contains an interval of the type [0, b) we may take 0 < K <K := b. In particular, when b = +∞ we can takeK = +∞. Consequently
and hence ρ satisfies Condition 3 with s(
Let
where g : R m → R is a continuous function. Then
Note that as g is continuous and the feasible region F := {x | Ax ≥ b, x I ∈ I} is a closed set it follows that f : R m → R is a lower semicontinuous function. We also observe that as ϕ r is an infimum of a family of continuous functions y → f (x) + rρ(x − y) it is, at worst, an upper semicontinuous function of the variable y. We can claim more under mild conditions. Denote the epigraph epi f :
n . Thus geometrically epi ϕ r is the largest extended real valued function whose epigraph contains the sum epi f + epi rρ. Proof. Clearly ϕ r (y) ≥ ϕr(y) for all y and r ≥r. Thus when ϕr(y) > −∞ for all y, then ϕ r (y) > −∞ for all r ≥r. Moreover as ϕ r (y) ≤ g(x) + rρ(x − y) < +∞ for any x ∈ F finiteness of ϕ r follows. Thus if we can show ϕ r (y) is bounded away from negative infinity for all y, then we would have shown it to be finite valued. Downloaded 04/16/13 to 134.148.10.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Let C μ denote the cone epi μ · . Note next that the Lipschitz continuity property of ρ corresponds to the existence of a Lipschitz constant μ > 0 such that epi ρ + C μ ⊆ epi ρ. Now epi ρ + C μ ⊆ epi ρ in turn implies epi rρ + C rμ ⊆ epi rρ with int C rμ = ∅ for all r.
Suppose ϕ r (y) = −∞ for some y; then (y, −n) ∈ epi f + epi rρ for all n ∈ Z + and so (using int C rμ = ∅)
where we have used the Lipschitz continuity of ρ again. As this holds for all α > ϕ r (y) we have ϕ r (z) ≤ ϕ r (y) + rμ z − y . As y, z ∈ R n are arbitrary we are finished. Remark 3.4. The conditions of Theorem 3.3 are satisfied for any norm and all the concave penalties formed via (3.1) using the various choices for the function p.
The following results are a generalization of the results of [12, section 1] and these form a basic tool in the proof of subsequent properties. The most important property is Property 3, which roughly says that local minima of ϕ r are not only integral but correspond to "fixed points" of the mapping y 0 → arg min {f r (x, y 0 ) | x ∈ R n }.
Lemma 3.5. Posit the assumption that ρ is an ICRF.
n for all r ≥ 0. 3. Assume f is bounded from below. Then there existsr > 0 such that if y 0 is a local minimum of ϕ r for somer < r, then x = y 0 is the unique minimum point of
In particular ϕ r (y 0 ) = f (y 0 ) and y 0 is integral. Moreover, ifK = +∞ in the definition of ICRF, thenr = 0. 4. Local minima of ϕ r are also local minima of ϕ r for r ≥ r. Proof. We show part 3 only, as it is the critical observation; the other observations follow in a similar way to the results of [12, section 1]. As f is lower semicontinuous and bounded from below and Condition 3 of the definition of a integer compatible regularization function holds, implying the existence of function s, we have
r , Downloaded 04/16/13 to 134.148.10.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php which is bounded and nonempty for any K > min z f (z) and r > 0 sufficiently large so that
Let y 0 be a local minimum of ϕ r , so there exists an integral point x 0 ∈ F and a neighborhood of y 0 denoted by B ε (y 0 ) (for some ε > 0) such that
which is a contradiction when 0 < t < 1 under Condition 3 if ρ (x 0 − y 0 ) > 0. Thus ρ (x 0 − y 0 ) = 0 and so x 0 = y 0 and (y 0 ) I ∈ I with ϕ r (y 0 ) = f r (y 0 , y 0 ) = f (y 0 ).
The relationship between inf y∈R n ϕ r (y) and inf {g (x) | Ax ≥ b, x I ∈ I} is developed in the next result, which is essentially Theorem 1.5 of [12] and provided for completeness. This result demonstrates that there is a direct correspondence between the local and global minimizers of the nonlinear MIP and the unconstrained continuous regularized problem ϕ r . Theorem 3.6. Posit the assumption that ρ is an ICRF. Then the minimization of f and ϕ r are related as follows:
Supposer is as specified in Lemma 3.5, part 3, and f is bounded below. Then for r >r we have y * minimizes (resp., locally minimizes) ϕ r , then y * minimizes (resp., locally minimizes) f .
Proof. Consider the first part. For any x and y in R n we have f r (x, y) ≥ f (x) and hence ϕ r (y) ≥ inf f and so inf ϕ r ≥ inf f . On the other hand, Lemma 3.5, part 2, gives inf ϕ r ≤ inf f and equality. Suppose x * ∈ arg min{f (x) | x ∈ R n }. Then using Lemma 3.5, part 2, again we have inf ϕ r = inf f = f (x * ) ≥ ϕ r (x * ) and so x * ∈ arg min{ϕ r (y) | y ∈ R n }. Finally, posit the assumption of Lemma 3.5, part 3, and suppose y * minimizes (resp., locally minimizes) ϕ r ; then f (y
The converse of Lemma 3.5, part 3, may be developed and this result establishes when the local minimizers of the regularized problem are actually strict local minimizers. As the results of this paper are in the main based only on the implication given in Lemma 3.5, part 3, we relegate the proof of the next result to an appendix. Proposition 3.7. Suppose g is bounded below on the feasible region F , ρ is an ICRF, and r >r (as specified in Lemma 3.5, part 3). A point y 0 is a local minimum of ϕ r iff x = y 0 with x I ∈ I is a unique optimal solution of 
In general we can only assert that when y 0 is a local minimum of ϕ r , then (y 0 ) R must be a local minimum of G r , while (y 0 ) I is always a strict local minimum of
The next result completes our goal of relating the local minimizers of ϕ r to the feasible solution of the MIP defined in (1.1) and the global minimizers of the regularized problem ϕ r to the global minimizers of the original nonlinear MIP defined in (1.1). This is a generalization of Theorem 2.2 of [12] . Note that when ρ is a norm or an appropriate cohersive function with Range ρ = [0, +∞) (see Proposition 3.2), then one may takeK = +∞ in the definition of ICRF. 
in the following cases:
we have m = n, i.e., a pure IP, or 2. both g and ρ are convex functions. Proof. Consider the first part. In view of Lemma 3.5, part 3, we only need show that if y 0 ∈ F , then y 0 is a local minimum of ϕ r for r sufficiently large. Consider K := ϕ r (y 0 ) + 2, r >r, sufficiently large so that via (3.7) we have the set (3.10)
As f is lower semicontinuous and rg(· − y 0 ) is continuous, their sum is also lower semicontinuous, implying F K (y 0 ) is a closed set. Next note that as ϕ r (y) is defined as an infimum of continuous functions y → f (x) + rρ(x − y) it is upper semicontinuous. Thus we may take y sufficiently close to y 0 so that ϕ r (y) + 1 < ϕ r (y 0 ) + 2 := K and for all x ∈ F K (y 0 ) with x I = (y 0 ) I , then
which is finite as g is continuous, F K (y 0 ) is compact, and F is closed. We will assume we take y sufficiently close to y 0 so that at least [ρ (
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Next note that if x ∈ F K−1 (y) and we have y is sufficiently close to y 0 so that
For the second part we argue again along the lines of Theorem 2.2 of [12] . Let y 0 be a local minimizer of ϕ r and we already know that y 0 ∈ F and that ϕ r (y 0 ) = f (y 0 ) and need to show that y 0 is optimal for the MIP for r small. Denote V * the optimal solutions of the MIP. Place
Now as the variables are partly integral valued we have v
and suppose contrary to assertion that y 0 / ∈ V * for any r > 0. Denote
As f (y 0 ) < v + we must have (y 0 ) I ∈ V * I once again. If n = m (i.e., we have an IP) we are finished as then y 0 ∈ V * . In the final case we assume contrary to the theorem that
. Thus by Lemma 3.5, part 3, we have
For t sufficiently small we have (1 − t)y 0 + t ((y 0 ) I ,ȳ R ) in the neighborhood in which y 0 is the local minimum of ϕ r . When ρ and g are convex we have ϕ r convex and so ) is not so easy when g is nonlinear, but we carry out the following analysis without any linearity assumptions on g, and this allows for the possibility of developing some other novel numerical method in the future.
Remark 4.1. The analysis of this section (and the next) can be carried out using a much more general form of an integer compatible regularization function ρ than the l 1 norm. In particular, a general norm, or any other convex, integer compatible regularization function, would suffice. For example, if g were quadratic, one could use ρ (x) = x 2 and then ϕ LP r (y) could be solved as a quadratic program. As we wish to emphasis our comparison with the feasibility pump, these generalizations are not pursued here.
Placing we have
Thus y 0 must also be a local minimum of ϕ r . By Theorem 3.8 we have y 0 ∈ {Ax ≥ b, x I ∈ I} and moreover if g is convex and r is sufficiently small y 0 is actually optimal for (3.9). The OFP [1] increases r at each step of the pumping process and so between major restarts the magnitude of r is directly related to the iteration number in this pumping process. When the OFP terminates early, without any restarts, r will be smaller than it would be if multiple restarts occurred. (Long durations of the pumping process are not observed in numerical tests.) As smaller values of r are needed for the FP to generate optimal solutions (an observation that follows from Theorem 3.8, part 2), we hope that the FP's chances of generating an optimal point will be higher when we have fewer restarts. Downloaded 04/16/13 to 134.148.10.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Proposition 3.7 indicates that we can detect in (y 0 ) I ∈ I a local minimizer of ϕ r by checking if x I = (y 0 ) I (∈ I) is a unique optimal solution of (3.8) or in our case it suffices to check if x I = (y 0 ) I (∈ I) is a unique optimal solution of (4.2) (for any fixed r > 0 =r). Now when y 0 ∈ F := {Ax ≥ b, x I ∈ I} we have from Theorem 3.8 that y 0 is a local minimum of ϕ r for r sufficiently large and hence x = y 0 is the unique optimal solution of (3.8). Is the same true for our relaxation (4.2)? The following partly answers this question.
Theorem 4.2. Assume g is continuous and bounded below on {Ax ≥ b, x ∈ I}. 1. Suppose r is sufficiently small and y 0 with (y 0 ) I ∈ I is a local minima of ϕ LP r . Then y 0 is an optimal solution of (3.9). In particular x = y 0 with (y 0 ) I ∈ I is the minimum of the problem then by (4.3) we have y 0 a local minimum of ϕ r and we may now apply Theorem 3.8 to obtain all but the last assertion.
Let y 0 ∈ F and as h is convex, lower-semicontinuous, and bounded below with
for all x ∈ {Ax ≥ b, x ∈ R n } and all x = y 0 when r > z 0 ∞ . Thus x = y 0 with (y 0 ) I ∈ I is the local minimum in (4.4).
One can of course directly test if a point y 0 is feasible, but if this test fails how can we improve our next test point? This is where the above comes into play. Suppose that we start with an initial feasible point x 0 ∈ F LP . Denote by y 0 ∈ arg min { x 0 − y 1 | y I ∈ I} the closest integral point. We solve (4.4) to obtain x 1 ∈ arg min {g (x) + r x − y 0 1 | Ax ≥ b, x ∈ R n } and find that if x 1 = y 0 , then y 0 fails to be a local minimum of ϕ LP r . Then when x 0 = x 1 we have
a decrease in objective value as long as
Inequality (4.6) indicates that this process does not cycle when (4.7) holds. Using (4.5), the fact that I (x 1 ) ≤ x 1 − y 0 1 , and x 0 − y 0 1 = I (x 0 ) we have for any two successive iterates
. Downloaded 04/16/13 to 134.148.10.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Thus the proximal point iteration combined with rounding always attempts to decrease the weighted sum g + rI. It progressively decreases the weighted sum of objective and integrality gap measure I at the feasible (possibly nonintegral points). As the point x 1 may not be integral and our test requires the new center at an integral point, we must round x 1 to get (y 1 ) I ∈ I.
This observation somewhat justifies the strategy used in [1] , where successive guesses of a suitable (y 0 ) I ∈ I are taken by solving the problem (4.4) and rounding the answer x 1 to a new estimate of y 1 . This provides a new optimization problem ϕ LP r (y 1 ) to solve for another x 2 ∈ {Ax ≥ b, x ∈ R n } = F LP , etc. The parameter r starts off small and is increased as the algorithm proceeds, the object being to generate a "good" feasible solution to (3.9). Clearly one immediately terminates after a feasible y k ∈ {Ax ≥ b, x I ∈ I} = F is obtained.
Our model algorithm for a nonlinear MIP FP method is thus
which we call the discrete proximal point algorithm. This gives a sequence of iterations that must have
Forming a telescoping series for k = 0, . . . , N we find
and as g is bounded below on F LP and r k is bounded away from zero we see that an infinitely long sequence of iterates would lead to I(x k+1 ) − I x k → 0. In practice the failure to return a significant decrease in I in subsequent iterates is associated with the cycling phenomena which we study next.
5. An interpretation of cycling in the FP. So far we have shown that the discrete proximal point algorithm is a descent algorithm for the function g + rI. In this section we want to explain why we can associate the nonintegral local minimizers of this function with the points around which the discrete proximal point algorithm will cycle. From this we may deduce that a local minimum over F LP is obtained from this iterative process.
For the purposes of this section we say that the discrete proximal algorithm cycles if
. This still leaves the choice of rounded point in R(x k ) ambiguous when the set contains more than one point, a case we will discuss further later. However, this definition does remove ambiguity about the possibility that min FLP {g(·) + r · −y k 1 } has multiple optimal solutions. In this case the cycling condition is easy to check by simply substituting in x k . Alternative ways to describe cycling would be that y k+1 = y k or that the process fails to further reduce g(·) + r · −y k 1 for an infinite number of iterations. The former is the cycling definition used in all implementations of the feasibility pump, while the latter would be the more accurate theoretical description of when you have lost all hope to make further progress without restarting. Our definition and that used in the feasibility pump would be equivalent if the mapping operations k has a nonunique rounding, in which case it depends purely on machine accuracy whether a component is rounded up or down; FP algorithms don't specify which way values extremely close to 0.5 should be rounded. Thus current FP algorithms may cycle through alternative roundings of the same LP feasible point, or alternative LP optima for the projection problem. In what follows, we discuss these issues and how they relate to local minima of g + rI.
Remark 5.1. The rounding R (x) is unique iff no components of x have fractional parts 0.5. Also |R (x) | = 1, i.e., y ∈ R (x) is unique iff y ∈ R (x ) for all x sufficiently close to x.
We claim that the local minimizers of g + rI over F LP correspond to points at which the discrete proximal point method cycles. First, we see that if a point at which the method cycles has a unique rounding, then it must be a local minimizer of g + rI.
It is helpful for what follows to note that y ∈ R (x) iff I(x) = x − y 1 . 
Then there exists a point x close to x k , and certainly
If the rounding of x k is not unique, then it is possible that
In this case, arguments in Proposition 5.2 show that there must existŷ
We thus have the following result.
Proof. There exists a neighborhood of
The result now follows from arguments in Proposition 5.2. In general, it will not be easy to check the condition of Proposition 5.3, since the size of R(x k ) could be exponential in the number of variables. In practice, it is often the case that solutions to linear relaxations of binary integer programs have many variables at 0.5. Thus we don't expect algorithms to search all possible roundings. However, one could view the minor perturbation step of the FP method, as described, for example, in [5] , as attempting a randomized search of alternative roundings. The perturbation step selects a random number of variables (denoted by TT) to "flip," i.e., change the rounding direction, and chooses the variables with highest fractional value. Thus variables either at 0.5 in the LP solution, or near it, are chosen first to flip.
Thus we can view FP methods as seeking local minima of g + rI, first by using the discrete proximal point algorithm to find x k ∈ arg min FLP {g(·) + r · −y k 1 }, Downloaded 04/16/13 to 134.148.10.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php and second, if the rounding y k is not unique, by randomly searching the set of all roundings. Of course, current FP methods do not explicitly choose the number of variables to flip in minor perturbation based on the number of variables at or near 0.5 in the current LP solution, so when the latter is small, the minor perturbation step tries to escape the nearby local minimum.
We are able to prove a converse form of Proposition 5.2-that if x k is a strict local minimum of g + rI, then the discrete proximal point algorithm cycles-when g is convex. This result does not depend on a unique rounding.
Remark 5.4. The assumption that we have a strict local minimum of g + rI at x k is easily satisfied. For any convex function g take
Then if x k is a local minimum of g + rI, it is a strict local minimum. 
and using the convexity of g we have
We can take λ arbitrarily small so that x(λ) can be in any small neighborhood of x k . Thus x k cannot be a strict local minimum and so the result is proved by contradiction.
In summary we have shown that in the convex case, when r is large enough, the discrete proximal point algorithm terminates only when a local minimum of g + rI over F LP has been computed, and such local minima are exactly the points at which the algorithm cycles.
The use of penalties to produce a continuous version of an IP has been studied in [26] and [24] . In these papers, global minimizers of certain concave penalty functions are shown to correspond to solutions of an IP. We now compare our approach here with that of [26] and [24] . Thus whenx is integral we have g (x) + rI (x) = g (x) and sox must be an optimal solution of the IP, establishing that global minimizers are optimal IP solutions. Thus we only need to establish thatx must is integral when r > 0 is sufficiently large. Now there exists a fixed neighborhood B δ (y) of each y ∈ F within which I (x) = x − y 1 for all x ∈ B δ (y). Shrink δ, if necessary, in order to ensure that {B δ (y) | y ∈ F } is not a cover of F LP . Consequently
Let r be sufficiently large so that r > max{L, L η(r) } :=r, where L > 0 is the Lipschitz constant of g. With this fixed r we will now drop reference to r inx and η.
By definitionx ∈ lev g+rI (y) and y ∈ lev g+rI (y) for each y ∈ F . Using (5.2) and r > L we see that y is isolated point in the set lev g+rI (y) in that
Letȳ ∈ arg min y∈F x − y 1 and by assumption I (x) > 0. By (5.1),x ∈ G, and the definition ofȳ we have
and so arrive at a contradiction. Thusx ∈ F is the optimal solution of the IP for r sufficiently large. This last result indicates that (major) random restarts in FP methods can be viewed as a way of attempting to find a global minimizer of g + rI. Similar techniques are used in global optimization.
Remark 5.7. In [26] and [24] various penalty functions for the integrality constraint are suggested. Suppose the function ρ of section 3 is defined using the functional form
where p is one of the functions (3.2) to (3.5), all of which are integer compatible regularization functions. Then the induced penalty on integrality that would follow Downloaded 04/16/13 to 134.148.10.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php from a similar analysis to that made in this paper would be
For binary problems we have for (3.4) and (3.5) that
The only difference between these penalties and that given by (5.3) using (3.2) to (3.5) is that the parameter α directly penalizes the deviation of each |x i − y i | from zero. In our approach we use an "external" multiplier r to increase the penalty, while [24] use an "internal" multiplier α. In order to reproduce the approach of [24] we would require a rewrite of the theory presented here to incorporate the use of this alternative penalty parameter α instead of the parameter r into our framework. In [24] the authors prove results similar to Proposition 5.6.
Incorporating cutting planes within FP.
These results indicate that the points at which the discrete proximal point algorithm cycles are local minimizers of g + rI over F LP (at least when r is sufficiently large and g convex). If we want to escape cycling episodes we need to change the structure of the optimization problem we are, in effect, solving. One way is to remove (or cut) that part of the region F LP that is associated with a nonintegral local minimum. This changes the feasible region over which we are minimizing. Cuts have a long history in integer programming and are used extensively in the branch and bound algorithm to help with fathoming of nodes. We have an entirely different motivation for suggesting them here.
Before giving details of our use of cutting planes, we first note some interesting connections with the work of Bonami et al. [8] on a feasibility pump approach to nonlinear MIP (NLMIP). In [8] , the FP rounding step is replaced with mixed integer linear program (MILP) in which the linear constraints form an outer approximation to the original nonlinear constraints. In numerical experiments, this MILP is not necessarily solved to optimality but is partially solved until no improvement has been observed over a number of nodes exceeding a given limit. Two types of cuts are added to this MILP: (i) valid inequalities for the set defined by the nonlinear constraints (these give rise to the enhanced method described in [8] ), and (ii) cutting planes generated by CPLEX in the course of its branch-and-cut (partial) solve. We note that a cut of type (i) can be generated at every iteration and that these are held over from one iteration of the method to the next, but there is no discussion of whether CPLEX cuts are retained for subsequent MILP solves. We also note that cuts of type (i) separate the integer "rounded" points from the feasible set defined by the nonlinear constraints, and so adding them to the problem solved in the "rounding step" prevents cycling. An alternative method to avoid some cycling in NLMIPs is used in [10] , where a tabu list is kept of recently found solutions.
Our approach to the use of cutting planes is complementary. Rather than finding the FP iterate by solving 
using a cutting plane algorithm. In other words, we seek to add cuts to the "projection step" rather than the rounding step. We terminate prematurely (i.e., before arriving at an integer solution) when the increase of the objective value in subsequent iterations of the cutting plane algorithm becomes small, indicating that additional cuts are of less value. Furthermore, we apply cutting conservatively, only seeking to add cuts when cycling is detected, rather than at every iteration. In the context of FP for problems with linear constraints, this approach has the benefit that the speed and ease of solution of the rounding step is retained, and the harder partial MIP solve is used only sparingly; otherwise a continuous linearly constrained problem is solved in the projection step. The cutting process removes feasible LP points that are not in the convex hull of the integral feasible solutions, so we can (and do) retain prior cuts for use in subsequent iterations. As we wish to remove the LP feasible point that we are currently cycling around we must use the problem (6.2) in the cutting procedure.
Algorithm 1 outlines the basic FP framework given in [18] with the addition of the cutting phase given in step 1. Starting with x 0 corresponding to the optimal solution over F LP and y 0 corresponding to its rounded value (denoted by x 0 ), at each iteration the algorithm minimizes the distance between y k and x k+1 during the pumping process (i.e., step 1 within the algorithm). Here, we solve the following LP that is clearly equivalent to (6.1) but parameterized differently:
for α ∈ [0, 1], where · 2 is the Euclidean norm and S is the number of integer variables in the current problem. (This will be l when the problem is a mixed binary problem.) One now drives α k → 0 instead of r k → ∞. Note that the case α = 0 corresponds to the original FP of [17] . In practice, the OFP codes [1] use objective (6.3) . This is also the objective used in the FP 2.0 of [18] and in all our numerical experiments.
The problem defined in (6.3) is formulated and solved as an LP [17] . For binary problems this reformulation does not require the introduction of any additional artificial variables within the LP. Thus, we can carry any cuts generated into future iterations. Unfortunately, for general integer programs, the addition of artificial variables changes the structure of the problem, making cuts in one iterate not directly transferrable to future iterates. Carrying an artificial variable forward would result in a rapid increase in the problem size so here we have focused on (mixed) binary problems.
As in standard implementations, Algorithm 1 performs a major restart when Q consecutive attempts to recover from cycling within the inner loop fails. However, unlike standard FP, the inner loop contains both a perturbation and a cutting phase to recover from cycling. The cutting phase is selected with probability 1 − β, where β ∈ [0, 1] is a parameter of the algorithm. When β = 1, the algorithm uses only the minor perturbations as per usual FP methods. /* outer loop */ while k < K do /* inner loop */ while q < Q and 1 and COR@L 2 libraries for which the optimal solutions are known. The cutting plane procedure outlined in section 6 was implemented within the Feasibility Pump 2.0 [18] code that was provided by Fischetti and Salvagnin. In all cases, where applicable, we have used the default settings in FP 2.0 including all the parameters, tolerances, and limits related to FP 2.0.
To evaluate the merits of the proposed cutting plane procedure against FP 2.0, we have tested each of the 171 instances against both FP 2.0 and FP 2.0 augmented with the cutting plane procedure outlined in Algorithm 1, henceforth denoted FPC. We claim that any improvements in the solution quality from using cutting planes within the FP is due to the reduction in major restarts as a result of selectively tightening the LP feasible region enabling iterates to escape points where FP cycles, and not simply as a result of any tightening of the formulation around the LP optimal region. To cement this claim, we also test all instances against a scheme denoted by FPP in which FP 2.0 is run on the root node relaxation of F rather than on F LP , i.e., FPP is the scheme in which FP 2.0 is run on the LP obtained by relaxing the integrality requirements but including any preprocessing and cuts that may be generated from the integrality requirements at the root node. Finally, we also test a scheme called FPPC in which FPC is combined with FPP, i.e., FPC is run on the root node relaxation of F rather than on F LP . Note that in our computational experiments, we have used the available constraint propagation engine together with rounding rather than rounding only [18] . The constraint propagation complements our cutting framework as it can take advantage of the cuts generated. We note that when constraint propagation was turned off, sufficient improvement using cutting was obtained to make FPC without propagation at least as good as FP 2.0 with propagation. Finally, we found that β = 0.5 gave an effective mechanism to recover from cycling, alternating randomly between minor perturbations and the cutting procedure. Experiments suggests that regular use of the cutting phase helps shape the feasible region more uniformly in a way that helps FPC to progress by avoiding restarts.
BOLAND, EBERHARD, ENGINEER, AND TSOUKALAS
We use CPLEX 12.1 3 to solve the LP (6.3), to solve the root node relaxation within FPP and FPPC, and to generate cuts within FPC. Since we cannot interject in the cut generation process of CPLEX, we have restricted our test bed to binary and mixed binary problems where artificial variables are not needed to solve (6.3), and thus the cuts generated can be passed to future iterates. (See the discussion in section 6.) In the case of FPC, the cut generation process is terminated when it fails to increase the objective value of (6.3) by at least 30% from the previous value. This occurs fairly rapidly and encourages progress without excessive time being consumed in the cutting phase.
Finally, due to the random effects introduced by perturbations and major restarts, each instance is tested on each of the 4 schemes on 10 independent runs. Furthermore, since the 171 instances present problems that pose varied levels of difficulty for FP 2.0, we classify each of the 171 instances into one of three classes depending on the number of major restarts needed before an integer feasible solution is obtained using standard FP 2.0. Class A includes 110 problems that terminated with no major restarts for at least 7 of the 10 runs, class B contains 30 problems not in class A with less than 10 major restarts for at least 7 out of 10 runs, and class C contains the remaining 31 problems. Table 7 .1 reports the average number of major restarts for each scheme over all runs associated with instances belonging to a given class. Hence, if I A , I B , and I C are the set of instances belonging to class A, B, and C, respectively, S = {FP 2.0, FPP, FPC, FPPC} is the set of schemes, and R s ij is the number of major restarts observed during the jth run (out of 10) of instance i using some scheme s ∈ S, then for each scheme s ∈ S and class l ∈ {A, B, C}, Table 7 .1 reports
Additionally, the box plots given in Figure 7 .1 give the distribution of the average (over the 10 independent runs for each instance) number of major restarts by scheme and problem class. More precisely, for each class l ∈ {A, B, C}, and each scheme s ∈ S, Figure 7 problems in classes B and C. FPP, FPC, and FPPC all increase the average number of major restarts for problems in class A. However, as can be observed from Figure 7 .1, this is mainly due to a handful of outliers. For problems in class B, FPC reduces the number of major restarts by more than a factor of three on average; however, both FPP and FPPC have more restarts than FP 2.0 and FPC, respectively. This is not completely surprising. Indeed, tightening the formulation through cuts at the root node is likely to make the relaxation more fractional. The binary knapsack problem is a classic example of this. Here, the LP relaxation has only one fractional variable, whereas any strengthening of the problem with the addition of cuts is likely to introduce greater fractionality. Similarly, for problems in class C, FPC reduces the number of major restarts by more than a factor of 30 over FP 2.0 on average, whereas FPPC and FPP are comparable to FPC and FP 2.0, respectively. Finally, it is worth noting that although the number of major restarts is reduced significantly, the overall number of FP iterations remains comparatively unchanged within the various schemes. We next present the main results demonstrating the impact of the reduction in major restarts on solution quality and thus the efficacy of the proposed cutting scheme. and Z s ij is the objective value of the best solution found, for instance, i, during run j ∈ J s i , then we defineZ
to be the average objective value of solutions found, for instance, i, using scheme s, andẐ
to be the best objective value among solutions found for, instance, i using scheme s. We setZ
, the optimal solution, for instance, i, the percentage gap to the average objective value of solutions found, for instance, i using scheme s, is given by
× 100, and similarly, the percentage gap to the best solution found, for instance, i using scheme s, is given by Since average gap can be reported only over runs which found a solution, it is possible that finding no solution appears better under this statistic than finding a poor-quality solution. To check that our conclusions are not being influenced by such a distortion, we report statistics for the incidence of failure to find a feasible solution for each scheme in Figure 7 .4.
Although there is not much that separates FPC and FPPC, from Figures 7.2(a) and 7.3(a) it is clear that on the whole, the cutting plane approaches outperform FP 2.0 and FPP. When examining the three classes in isolation, we observe that for problems in class A, it is the tightening of the feasible region (FPP) that yields most of the improvement. This is to be expected as an attempt to reduce major restarts (FPC, FPPC) cannot be very useful for problems that do not require many major Downloaded 04/16/13 to 134.148.10.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php restarts to begin with. Here FPC does worse than FPP but better than FP 2.0, while FPPC does better than FPP. The true impact of the proposed cutting scheme as a mechanism for recovering from cycling is evident for the harder problems within classes B and C. Indeed, the percentage of problems that could be solved to within 10% of optimality is almost twice that in FPC and FPPC as compared to FP 2.0 for class C, and almost 50% more for problems in class B. Admittedly, by examining the relative performance of FPP versus FP 2.0, we can conclude that some of the aforementioned gains can be attributed to simply tightening the formulation at the root node. However, there are significant gains to be had over FPP by using cutting planes strategically to avoid cycling. When comparing the average objective values obtained over the 10 independent runs, FPC is better on 21 occasions and worse on only 3 occasions for the 30 instances belonging to class B, i.e., |{i ∈ I B :Z Finally, Figure 7 .4 confirms that the average gap performance is not distorted by failure to find a feasible solution: the schemes with cutting fail to find a feasible solution less often than those without and fail less seriously in the sense that there is a lower incidence of a high proportion of failures for an instance. For example, FPC fails to find a solution in all 10 runs only once, while FP2 fails 5 times. Of the total 1710 runs FP2 fails 113 times and FPC 58 times. See Appendix B and the tables therein, which provide detailed statistics comparing the results of FP 2.0 with FPC for individual instances.
Of course, the gains in terms of solution quality obtained from using cuts to tighten the formulation and/or recover from cycling come at a cost-in particular, the additional computational effort required in cut generation. Table 7 .2 reports the average time (in seconds) for each scheme over all runs associated with instances belonging to a given class. Hence, if T s ij is the time taken for the jth run (out of 10) of instance i using some scheme s ∈ S, then for each scheme s ∈ S and class l ∈ {A, B, C}, Table 7 .2 reportsT
The box plots given in Figure 7 .5 give the distribution of the average time (over the 10 independent runs for each instance) taken by each scheme for problems in each As before, Figure 7 .5 includes box plots with and without outliers. From Table 7 .2 and Figure 7 .5 it is clear that incorporating cut generation within FP places a heavy burden on the computational effort required. However, almost all of the reported increase in time is due to the cut generation process itself. Hence, we are optimistic that through further tuning and a proper software solution and integration of the cutting procedure with FP (as we are using CPLEX as a "black box" only), any additional computational burden is likely to pay dividends in practical situations where time may also be of the essence.
Further directions.
The connection of FP methods with proximal point algorithms, and the theoretical results we have presented here, motivate several new directions of exploration for future research. One of our key insights is that the FP pumping cycle appears to be seeking local minima of a weighted combination of the original objective function and a measure of integrality. The method cycles at LP feasible points which are either local minima or have multiple alternate roundings. Alternate roundings could break the cycle; if this is not possible, then the point must be a local minimum. This insight motivates a different approach to the FP minor perturbation step, which chooses at random a number of variables to have their rounding changed and changes those variables with fractional values closest to 0.5. Since variables at 0.5 are precisely those causing alternative roundings, it thus Downloaded 04/16/13 to 134.148.10.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php seems that minor perturbation has two functions: (a) to carry out a randomized search of the set of alternative roundings when these are not unique, to check whether the algorithm is likely to be at a local minimum, and (b) to escape the local minimum. If the number of variables to have their rounding changed exceeds the number at or near 0.5, then (b) is occurring; otherwise it is (a). Since the minor perturbation step does not look at the number of variables at or near 0.5, there is an opportunity to redesign this step: do (a) until there is convincing evidence the current point is a local minimum, and then (b) escape it. It could be that current minor perturbation does (a) quite well and our cutting approach does (b) well, but in both standard FP methods and our cutting plane modification, steps (a) and (b) occur in a mixed sequence.
In our cutting plane approach we have focused on the projection step. It would also be interesting to test the trade-off between the time needed for the rounding step and the resulting solution quality with an approach such as that of Bonami et al. [8] . FP2.0 [18] goes some of that way, incorporating information from the original problem constraints in the rounding step by propagation. But the addition of a limited number of cutting planes to form a MIP in place of the rounding step could be attractive if the MIP solve is fast enough.
Another direction of further research is to explore the role of the weighting parameter, which weights integrality versus the original objectives. Current FP methods simply increase this parameter to increasingly emphasize integrality. However, the theoretical results show that optimal solutions require the parameter to be sufficiently small. It seems likely that further experimentation with how this parameter is adjusted could yield more effective algorithms, and in particular that phases in which the parameter is also decreased may be beneficial to producing higher-quality solutions.
Appendix A. Proof of Proposition 3.7.
Proof. In view of Lemma 3.5, part 3, we need only show that if x = y 0 is the unique solution of (3.8) for y = y 0 , then it is a strict local minimum of ϕ r . Note that we already know that y 0 is integral. Consider K := ϕ r (y 0 ) + 2 and denote
which is bounded due to the fact that F K (y 0 ) as defined in (3.10) is bounded. Now y → ϕ r (y) is upper semicontinuous when y → ρ (x − y) is continuous. Thus y close to y 0 we have ϕ r (y) + 1 < ϕ r (y 0 ) + 2 = K. Consequently for y sufficiently close to y 0 we have
. Using the discreteness of the integral part of the solutions in F I K (y 0 ) and that y 0 is the unique minimum, we have some ε > 0 such that
By lower semicontinuity of ρ and compactness of F K , for y sufficiently close to y 0 and all x with x ∈ F K (y 0 ) we have = min min
Now note that
for all y and y 0 is a local minimum of ϕ r , i.e., for y R close to (y 0 ) R
Thus for y sufficiently close to y 0 we have ϕ y (y) ≥ ϕ r (y 0 ). When we have an IP, then G r (y R ) = ϕ r (y 0 ) and so we have
Thus we have a strict local minimum at y 0 . Furthermore, in the more general case of a MIP when (y 0 ) R is a strict local minimum of G r then the inequality in (A.2) again implies y 0 must also be a strict local minimum of ϕ r .
Appendix B. Detailed results for FP 2.0 and FPC. In Tables B.1, B. 2, and B.3 we report detailed statistics related to the runs associated with FP 2.0 and FPC for each of the 171 instances. The first column gives the problem's name, and for each of the two schemes FP 2.0 and FPC, the remaining columns give the average gap to the optimal solution over the 10 independent runs (i.e., avgGap F P 2.0 i and avgGap
F P C i
), the gap to the optimal solution from the best solution obtained over the 10 independent runs (i.e., bestGap F P 2.0 i and bestGap
), the average number of FP iterations, the average number of major restarts (i.e.,R
), the average number of cuts generated (only for FPC), the average time taken (in seconds) (i.e.,T
), and the number of occasions (of the 10 independent runs) that a feasible solution was found. Downloaded 04/16/13 to 134.148.10.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
