INTRODUCTION
Split spectrum processing (SSP) is the process of reducing material noise based on the decomposition of ultrasonic signals by multiple narrow band bandpass filtering and statistical compounding. Conventionally, the filter bank utilized to perfoffi1 the splitting of the spectrum of the signal is made up of equally spaced Gaussian filters of constant bandwidth. In the frequency domain, the processing time of the technique depends primarily on the number of filters in the bank required for a desired SNR performance. A feasible way to reduce the size of the filter bank (relative to the Gaussian filter bank) is to increase the energy confined within the half-power bandwidth of the filter without substantially increasing the correlation between adjacent or neighboring filters, that is to say, increase the number of effectively uncorrelated filters such that the corresponding increase in correlation is more than offset by the increase of target-signal energy. This paper presents a new filtering scheme or rather a modification to the old scheme that may, under certain conditions, require less filters for a desired SNR enhancement performance than its Gaussian counterpart. The rational for the selection of the processing parameters is established and experimental results from computer-simulated ultrasonic signals are presented.
A NEW FILTER BANK: RAISED-COSINE FILTERS
As indicated in the literature [I] , the splitting of the spectrum of a signal can be treated as the sampling of the Fourier transform of such signal. As such, the frequency sampling theorem can be used in analysing the decomposition process and getting at least a rough idea as to the size of the filter bank and bandwidth of each individual filter. The frequency sampling theorem indicates that the Fourier transform R(±) of a signal r(t) of duration T units of time can be reconstructured perfect1y from samples R(kff) of the transform taken Irr Hz apart by interpolation with sinc functions. The set of interpolating sinc functions is given by Ik(k) = sinc(k1t-f1tT).
The main lobe of the sinc function is of width 2rr or twice the spectral separation and contains most of the energy of the function. About 50% of the energy is contained within the half-power bandwidth. However, it must be kept in mind that SSP is not an interpolation process intended to reconstruct the received noisy ultrasonic signal, but a technique meant to rid the signal of unwanted material-grain backscatter. As a consequence, the use of sinc filters, as dictated by the frequency sampling theorem for signal reconstruction, might not yield good results in SSP even though these functions form an orthogonal set, this being due to the signallosses in the gaps between adjacent filters not to mention the fact that these functions are rather hard to realize as required due to frequency resolution problems with the FFf. Such expectations have been borne out by experimental evidence . These considerations may lead to the conc1usion that the best filter for SSP applications should preserve as much signal energy as possible within its passband and maintain its extention towards neighboring filters as small as possible so as to keep the correlation between neighboring filters within reasonable bounds. This will ensure that signal energy is not lost and the number of effectively uncorrelated filters will be high enough to produce good SNR performance. This argument may not necessarily hold true for all signals and may in some cases be counterproductive depending on the noise levels present in the signal. More energy concentration within the pass band of the spectrumsplitting filters means better detection or increased sensitivity of such filters and if the noise levels are such that the SSP optimization algorithms will not perform very weIl altogether then the SNR performance could be degraded even more for filters with higher energy concentration within their half-power bandwidths. Figure 1 depicts the possible shape of a transfer function (dashed line) which may offer better performance than the most conventional Gaussian-filter approach. The function exhibits a flat-top passband of width i1p (half) and a transition bandwidth M of reasonably small extension. A perfectly rectangular window would be a better choice theoretically since it has no skirts but it is impossible to realize since time aliasing problems arise due to the abrupt cut-offs and its SNR performance would be impared as reported by Draheim et al. [2] . Therefore ,as a compromise, this work proposes a sinusouidal smooth transition bandwidth. A weIl known function that may serve as a prototype is the raised-cosine or Hanning window which , as its name suggests, is simply a frequency-selective filter whose skirts or transition bands make up a truncated full-cyc1e sine wave shifted upwards by unity and wh ich may or not exhibit a flat top. It is to be noted here that it is also possible to fit a flat-top to a Gaussian filter thereby generating a similar frequency selective filter with Gaussian skirts, however the studies of this work have been conducted with raised-cosine filters as aprelude to areal-time implementation with tapped-delay lines as weIl as a means of comparing relative performances of this filter shape and that of the Gaussian filters. The raised-cosine frequency response has extensive applications in the area of digital communications and its impulse response can be approximated very efficiently with available filter design software. The frequency response of the bandpass raised-cosine is given by 
Fig. 1 A Filter Shape with Flat top and Smooth Transition Band SELECTION OF THE PROCESSING PARAMETERS
The selection of the processing parameters such as filter bandwidth and number of filters is a critical step in SSP. The following comments refer to the minirnization algorithm since this algorithm exhibits an optimal bandwidth above or below which the performance drops below a peak value and this optimal parameter can be ascertained in a reasonable manner. The polarity thresholding algorithm will show a SNR enhancement that starts to dec1ine after a maximum which depends on the stochastic nature of the signal and noise, which makes it hard to establish any sort of criteria for optimal parameter selection. The frequency-sampling theorem gives an initial indication as to what these parameters ought to be . If the sinc spectral separation (IfT), where T is the duration of the signal, is the separation between adjacent filters in the spectral-spliuing bank, then the maximum number of filters that can be used in an FFT implementation without zero padding is BW*T + 1, where BW is the available signal bandwidth. In current practice ,Gaussian filters are utilized and Karpur [l] has established that a Gaussian bandwidth ß of approximately 3fT to 4fT is required in order to obtain good SNR performance. This is intuitively satisfying since a wider bandwidth than that of the sinc functions shall be required to provide sufficient overlap between adjacent filters in order to prevent signal-energy los ses or leakage. The raised-cosine filter can also be expected to require more bandwidth since more energy (80% or more) is contained within its half-power bandwidth, however, the raised-cosine window complicates mauers somewhat since it becomes necessary to determine an optimal passband width ~p and transition bandwidth M. An initial estimate of the best choice for the passband width is suggested in figure 1 , that is, it is hinted that the passband be made at least as wide as the width of the main lobe of the sinc functions since it is within this lobe that most of the signal energy in each frequency band is contained.The best choice of the width of the transition band ~f is not as c1ear, except that it is possible to expect that smaller transition bandwidths relative to the passband of the filter will produce better performances since smaller bandwidths imply more independence (less correlation) between neighboring filters in the bank, which is a must for post-processors such as minirnization and polarity thresholding, however, a higher energy concentration within the half-power bandwidth (sharper filters) can lead to resolution problems with an FFT implementation or long impulse responses for a tapped-delay li ne implementation both of which will invariably lead to either degraded performance or increased computationalloads or both. When the energy concentrated within the filter's half-power bandwidth is varied, the optimal passband width can be expected to change in an inverse fashion to the choice of transition bandwidth, that is, smaller transition bandwidths will force the pass band to widen to maintain or preserve the optimal half-power bandwidth whereas wider transition bandwidths will force it to shrink. The percentage energy contained within the half-power bandwidth of a raised-cosine frequency response is given by
where it is c1ear that a 100% energy concentration can only be achieved with an abrupt transition bandwidth which would lead to the ideal rectangular window. Experiments were conducted to ascertain the best possible selection of these parameters and certain guidelines have been established to aid in choosing near optimal values for such parameters. The experimentation was carried out in the time domain and for the minimization processor and a combination of both rninimization and polarity thresholding algorithms. Its implementation with FFT convolution is straightforward as long as resolution problems do not arise.
SIGNAL-TO-NOISE RATIO MEASUREMENT AND EXPERIMENTAL SET-UP
In order to evaluate the SNR performance of the raised-cosine filter bank as compared to that of Gaussian filters, the unprocessed ultrasonic signals have been simulated by contarninating single-target signals obtained from the impulse responses of different transducers with digitally generated noise These impulse responses show a single well defined target region which is windowed out from the rest of the sequence where the noise or erratic clutter shall be measured. The random noise signal (Gaussian or uniformly distributed noise) is convolved with the clean target signal and the resulting signal is then added to the target signal or transducer's impulse response to produce the noisy ultrasonic signal, that is, the noisy signal is genera ted as per the following equation r(t) = n(t)®f(t) + f(t) (3) where r(t) is the resulting unprocessed ultrasonic signal, n(t) is the random noise signal and f(t) is the transducer's impulse response. The signal is then processed using minimization and both minimization and polarity thresholding combined and the signal-to-noise ratio is estimated such that the fluctuations or erratic variations caused by the noise around the target which tend to make detection hard are measured outside the target region as dictated by the following equation
where an is the standard deviation of the sequence made up of all points in the processed signal outside the target region. This equation is useful and meaningful as a performance estimator only when a single target is present since the variations or random fluctuations can be best observed in this fashion to ascertain the effectiveness of the filtering schemes used in the spectral splitting. When various targets are present, they will create significant amounts of fluctuations that will tend to decrease the SNR sharply and obscure the relative performances of Gaussian filters and raised-cosine filters.
. The minimization and polarity thresholding with minimization algorithms have been used in order to establish a set of curves describing the SNR performace as a function of filter bandwidth for different numbers of filters. For a particular number of filters, various bandwidths were tested and the peak values selected to generate SNR versus filter bank size for both Gaussian and raised-cosine filters. The description of one of the experiments performed is given next.
RESULTS
Consider the following experiment intended to establish the effect of a flat-top on the SNR performance of the SSP technique. A target signal which corresponds to the impulse response of a transducer with available bandwith ranging from 1.36 Mhz to 2.344 Mhz is used. The signal was sampled at the rate of 20 Mhz and had a duration T of 25.6 microseconds thereby generating 512 points or sampies. The ideal sinc spectral separation 8f = 0.0390625 Mhz and the number of optimal filters can be estimated by N =BW*T + 1 = (2.344 -1.36)*(25.6) + 1 = 26. This equation gives the maximum number of filters that can be used with an FFT implementation without increasing the observation interval or zero padding and sometimes more filters may be required to obtain an acceptable SNR level. The bandwidth at which the Gaussian filters are expected to show its peak performance is around 0.15625 Mhz (4!f) and the bandwidth of the raised-cosine filters should be even wider. For this initial experiment, the fuH passband width 2ilp of the raised-cosine (racos) filter has been made about half that of the transition band M. This concentrates roughly 87% of the energy of the raised-cosine filter within its half-power bandwidth and it is expected that ilp -0. moderate levels of noise and the target is still visually recognizable. The signal was processed with filter banks of different lengths ranging from two to sixty filters using the minirnization algorithm and both polarity thresholding and minimization combined for a range of bandwidths.The result of these experiments can be seen in figures 3 and 4 where the graphs of output SNR versus half-power bandwidth for different numbers of filters are shown.
Figures 5 shows the output SNR vs. the number of filters used and reflects the advantage, in this case, of the flat-top filter over that of the Gaussian. These curves were obtained by selecting the peaks in figures 3 and 4 for different numbers of filters. It can be seen that a given SNR can be achieved with a relatively smaller filter bank if flat-top filters are used. For instance, if 26 filters are selected for the filter bank for a performace of about 71 with Gaussian filters, a similar performace could be obtained with 18 flat-top racos filters. This may appear to be a contradiction since the performance of the minimization algorithm depends only on the number of independent signals obtained by the decomposition and not on the decomposition itself [3] . However this is not a new decomposition but rather a modification to the conventional one wh ich does not severely suppress signal frequencies within each band. Figure 6 shows the output of the minirnization processor with 26 Gaussian filters at an optimal bandwidth of 0.175 Mhz. The output SNR is about 71, which is lower by far than that of the flat-top filter which was measured at 107. Figure 7 shows the output of the minimization processor with 18 racos filters at an optimal bandwidth of 0.2339 Mhz. The width of the full passband is 0.0925 Mhz which means .1p = 0.04625 Mhz. This value is only slightly greater than the optimal separation of and the transition bandwidth f..f is 0.19425 Mhz which is roughly five times as big as öf. This is in accordance with the initial theoretical estimates. A similar experiment was conducted with this transducer signal using zero-me an Gaussian noise and even though the SNR levels achieved were lower than the ones achieved with uniformly distributed random noise, similar SNR versus half-power bandwidth and number of filters cuvers were obtained. For further details on this and other cases see reference [4] .
IMPLEMENTA TION WITH T APPED-DELA Y LINES
If a time domain (FIR) implementation of SSP is desired for real-time or near realtime processing, an efficient way ofrealizing the SSP bandpass filters exists based on a two-branch cascaded structure of filters of lower complexity capable of reducing the multiply count by up to 70% compared to the direct design approach [5] . The design is based on two lowpass filters with sparse non-zero coefficients and the application of the frequency scaling theorem as weil as the frequency modulation theorem. A complete description of the design procedure can be found in [4] as weil as FORTRAN code to implement the filtering. to a lirnited extent for bandpass filters [6] , however the approach in [4] allows easy tuning of the center frequency of the filters.
CONCLUSION
A modification has been introduced to the conventional Gaussian filter bank in the form of a flat top that can ,under certain circumstances, provide better signal-to-noise and which may allow smalier filter banks in order to achieve faster processing times of the split spectrum processing. Also a new indirect approach has been advanced towards a tappeddelay line FIR implementation of the technique which can reduce the computationalload significantly compared to the direct approach. These two developments can be combined and implemented very efficiently using DSP chips to achieve high throughput rates for onsite industrial inspection procedures.
