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AGENCY USE
In this paper we wish to consider the appearance of simulations suggesting period doubling to chaos and homoclinic instabilities and chaos in the driven rf SQUID qualitative a Ireement with experiment. Finally, Ritala (superconducting quantum-interference device). Since and Salomaa 5 have observed the transition from quasiPoincar6,' it has been known that under perturbation, the periodicity to chaos via the Feigenbaum period-doubling stable and unstable manifolds emanating from a hyperscenario for the case of the sinusoidally driven rf SQUID. bolic fixed point are no longer identical and may cross, Their work represents a major step forward in our undergiving rise to an infinite number of intersections (homostanding of the nonlinear dynamics associated with this clinic points), the resulting motion being so complicated system. It is our object in this work to theoretically prethat it may be characterized as chaotic (or statistical) .
dict the onset of homoclinic instability by means of the An existence theorem of Smale and Moser 2 states that the Melnikov test function, and then to compare this result motion in a region near a homoclinic point is with a numerical calculation of the manifold crossing. homeomorphic to a Markov shift map. Thus, in this reThis latter has not been done for even the rf-driven gion, the test of the wild instability of the motion is the Josephson junction. Comments are also made concerning presence of homoclinic crossing. Since the separattix the appearance of a strange attractor in the rf SQUID solutions are so sensitive to perturbation, a simple above its homoclinic threshold. theoretical test function due to Melnikov 3-6 may be used In its simplest form, the rf SQUID consists of a single to determine the presence of the homoclinic instability.
Josephson junction shorted by a superconducting loop This simple theoretical analysis has been applied to a having an inductance L. An external magnetic field pronumber of driven oscillators 4 ' 5 and, in particular to the duces a geometrical flux (e in the loop together with a rf-driven Josephson junction, which constitutes the circulating supercurrent i(t)= -I, sin(21rD/) 0 ), where primary element of the rf SQUID under consideration in )=q)e +Li is the actual flux sensed by the loop in the this work. The mechanical analog to the Josephson juncsteady state, (Do being the flux quantum ((D 0 =h/2e tion is a driven damped pendulum which is well known, =2.07X 10 -15 Wb). The flux q) in the SQUID ring numerically, to exhibit chaos and a "strange" attracting obeys the dynamical equation set. Both the unperturbed Josephson junction and the rf SQUID are multistable systems. In particular, the rf ..
SQUID exhibits hysteresis above a certain threshold
value of a characteristic parameter [the response of the 20x -device below its hysteretic threshold to a general perturbation of dc, random, and periodic components has been where the sinusoidal contribution arises from the Josephstudied by one of the authors' 2 (A.R.B.)]. In this work son screening current. Here, the dot denotes the time we shall concern ourselves with the operation of the rf derivative, x (D/( o , xe =)e/ 0, 1 I/LC, TL =L IR, SQUID in the hysteretic regime. Far fewer studies conand 3 e=2,TLI 1 1/qo. C and R are the capacitance and cerning the appearance of chaos have been done on the rf normal-state resistance of the loop, I, being the junction SQUID than in the Josephson juncion (for a review of critical current. It is worth pointing out that the quantithe latter, see Ref.
8). Dmitrenko et al.'
3 report an experty (I3e/2')coo is simply the plasma frequency w of the 37 3541 @1988 The American Physical Society junction; wj is the frequency of low-amplitude solutions gy U(z 1 )= U(z 2 )= U(z 3 )= U(z 4 ) and thus be primarily of the Josephson-junction equations in the absence of an concerned with the region of the two lowest-lying hyperexternal magnetic flux. The parameter #---,/27T deterbolic fixed points. The steady solutions to Eq. (1.2) are mines the hysteric threshold of the SQUID; above : critigiven by cal value# -i', the solutions of x of (1.1) are mul- This feature is not present in the Josephson junction, then symmetric about z = -ir/2. This potential has been where all peaks and wells of the potential are equal. plotted in Fig. 1 for 3=2 and w0= 1. In the later sections
In Sec. II we will consider the time-dependent analytic we will include a damping force solution of (1.2) on the separatrix. This is accomplished via a spline polynomial approximation of the nonlinear term in (1.2), a procedure that will be discussed in some and a periodic driving force detail. This method has also been carried through for the off-separatrix solution and is discussed briefly in this sec-
(1.5) tion. In Sec. III we apply this solution to the calculation in (1.2).
of the Melnikov test function for the rf SQUID for the center as well as ihe side wells of Fig. 1 . In this section It is apparent from the potential, Fig. 1 , that z 1 and z 3 we also numerically search for the homoclinic points and are unstable hyperbolic fixed points and that five elliptic Cantor set structure predicted by the Melnikov function, fixed points occur (for the range of z values used in this comparing our findings with the theoretical predictions. figure in general, one expects an infinite number of fixed Finally, in Sec. IV we display evidence for a strange atpoints). In this work we will focus on the separatrix enertracting set above the homoclinic threshold. This numerical result is discussed briefly. mation (which may be extendcd to include higher-order terms for greater accuracy) has been estimated to yield an =I(z), 0<z < -(2.7d) error of 0.13% or less in the computation of the trig-2 nometric functions. In applying these approximations, The extension of the above procedure for z > 2 1r is one is under the restriction z < ir/2. Hence, for z > iT/2, straightforward and will not be discussed here. We have the angle z must be expressed in terms of an equivalent thus reduced the integral (2.2) to a sum of integrals, each angle in the first quadrant before computing the trigof which may be analytically evaluated usng the approxinometric function. We shall demonstrate below how this mations (2.3). For a general initial and final value of z, spline approximation is implemented.
the integrals I are evaluated in terms of the Jacobian elLet us assume, as an example, that 31r/2 < z < 21r. We liptic functions. On the separatrix, however, the solution break the first integral in (2.2) into integrals over each of simplifies considerably, as will be apparent in what folthe quadrants [a similar procedure is followed for the lows. We might mention that had we solved the dynamic second integral in (2. would have had to approximate it using (2.3a). The funcdy tions fk appearing in (2.5) and (2.6) would then be quar-X [v2+2U(zj)_2U(y)]1/2 (2.4) tics rather than the relatively simple cubics. The solution I in this case, while still analytically tractable (and slightly
The first three integrals on the right-hand side of (2.4) more accurate), becomes extremely complicated; in parmay be cast in the form titular, an analytic computation of the Melnikov function becomes impossible. This is the reason for making the Sk = 1,2, 3 (2.5) phase transformation x --+z which results in Eq. (1.2).
[fk(O)]' / 2 '
Before proceeding with the evaluation of the solution where 0<0 < r/2 so that the expansions (2.3) are valid. (2.2), we briefly consider the accuracy of the potential Finally, the last integral on the right-hand side of (2.4) (1.3) in light of the approximation (2.3b). The sinz term may be written as 1 4 -1 4 (21T-z), where 14 takes on the in (1.3) is replaced by sin(Or-z) in the second quadrart, form of (2.5) (with k =4) and Ik(z) is given, in general, by -sin(z-ir) in the third quadrant, and -sin(2r-z) in an integral of the form (2.5) with the upper limit replaced the fourth quadrant. For z > 27r, the procedure is repeatby z. In using the expansions (2.3), it is necessary to ed. The expansion (2.3b) is then used to compute Uz). transform the integrals in (2.4) so that the argument of
In Table I we list the values of the turning point z i obthe trignometric function is restricted to the first quatained directly from (1.6) and through use of the approxidrant. This necessitates the breakup of the integral as mation (2.3) in (1.6). This is followed by a computation above, with the integrand being redefined in each of the of the values of the potential U(zi) for each of these quadrants according to values of z i , where we have used a combination of (2.3) and (1.3) to compute the approximate values of U(z;). computation of the turning point z, appearing to increase
with increasing /3. This is due partly to the error inherent in numerically obtaining the turning points of the poten-TABLE I. Parameters relevant to the separatrix calculations involving the potential U(z) and its approximation using the expansion (2.3). 6) 0 = 1, xo=0. 6) ], but also to the fact that potential. One sees that as t--±:oo, z--zl, and the the absolute error introduced into the calculation stable and unstable manifolds are identical, as one might through the use of the approximations (2.3) increases expect. Before continuing we must reiterate the fact that with increasing nonlinearity, the special form of the solution (2.11) was derived for the case of moderate nonlinearity, for which the point z 2 is A. Separatrix solution contained in the third quadrant. The symmetry between the solutions in the second and third quadrants [this symWe now turn our attention to the formal solution (2.2) metry is evident through a glance at equations (2.7b) and and evaluate it explicitly on the separatrix. This is fol-(2.7c)] allows us to write down the relatively simple exlowed by an example using a representative set of system pression (2.11). The foregoing analysis may also be apparameters. We assume that the particle starts at the plied to cases (involving larger# values) for which the point zi (=Z 2 ) at time t =0 with zero initial velocity. It points z i and Z2 are several quadrants apart. In these arrives at the point zI at t= c. We consider the case of cases, however, the derivation of a solution analogous to moderate 13 (< 1.5) for which the points z, and Z2 are (2.11) is not so simple. Specifically, one must compute one quadrant apart, although, as will be indicated later, the solution z(t) quadrant by quadrant and systematicalthe extension to higher 13 values is readily accomplished, ly piece it together to obtain its complete behavior for all albeit somewhat more tediously. Since the final point z is times. The solution is then a spline function. always contained in the second quadrant (for any value of Having computed the separatrix solution (2.11) it is in-13), (2.2) takes the form (noting that ir <z < 37r/2) structive to compare it with the solution obtained via a
zI U(zj) Z2
In doing so we demonstrate some of the uncertainties enldemic to a nuwhere we have used (2.7b) and (2.7c). Consider the funcmerical computation of the separatrix solution. We contion f 2 (z) appearing in the integral 1 2 (IT-z) . This funcsider as a specific example the case (3,o 0 ,x 0 )=( 1,1,0). tion is, generally, a cubic in z. On the separatrix, howevWiiting the cubic f 2 (z) in the form er, it may readily be seen that the function f2 has only 3 2 two roots, one of these roots being, in fact, a turning
point. In other words, we may write, on the separatrix, we obtain, through comparison with (2.6b), Table I [since the approximation (2.3) is conIn writing f 2 in the form (2.9), the location of the roots tained in the analytic integration of (2.2)]. A direct nuon the z axis is determined by the signs appearing in the merical computation of the roots of the cubic (2.12) yields factors on the right-hand side. We also have (from simthree roots, two of which lie very close to each other. ple geometrical considerations)
This uncertainty is displayed in Fig. 2 Let us assume that the initial position z i and initial (nonzero) velocity vi aie arbitrarily chosen at t =0. At any later time, the position z(t)<z i may be written down, using (2.2), (2.4), and (2.7), as the numerical computation of these roots); the resulting root represents the turning point at which the curve of 1(2)-1(Y)=t , (2.13) Fig. 2 touches the z axis. In Fig. 3 we plot the solution z(t) on the separatrix for the special case under conwhere 2' takes on the values z, ir-z, z -r, or 2ir-z, desideration in this paragraph. The solid curve corresponds pending on the quadrant of location of z (the cubic fk apto the solution obtained via a direct numerical integrapearing in the integrand of I must also be suitably selecttion of the differential equation (1.2). In carrying out this ed). We now assume that the cubic fk(z) has three disintegration, the direct values of zi and z 2 used are from tinct roots ak > ak2 > ak 3 , where k defines the quadrant Table I . The approximate analytical solution (2.11) is of location of the point z. Then one may write (2.13) in also plotted in this figure (dotted curve). It is evident that the form although the behavior of the two solution curves is very f " dO close, there are differences, most notably at long times (as 0I where sn is the elliptic function of Jacobi and the initial condition enables us to set the constant 2 via the condi- 11) . This arises because the separatrix orbits plitude M k , the latter quantity being expressed in terms are, in a sense, the most sensitive to any perturbation. of the roots of the cubic fk. The techniques for the evalThe Melnikov function can only be applied to separatrix uation of these integrals are well known' 8 and will not be orbits. No analysis has been carried out for nonsepararepeated here.
trix orbits and thus it is applicable only to unperturbed nonlinear oscillators with a hyperbolic fixed point and a III. THE MELNIKOV FUNCTION separatrix. The rf SQUID is a good example. In apply-FOR THE rf SQUID ing the Melnikov function to the rf SQUID, considerable care must be taken to ensure that the magnitudes of the We now suppose that the unperturbed system disparameters13, k, A, etc. or combinations of these paramecussed in Sec. II is perturbed by a combination of dissipaters fall within the realm of validity of perturbation tive and periodic forces, i.e., F k and F,, defined in Eqs.
theory. (1.4) and (1.5), respectively. The purpose of this section is Let us now evaluate the integrals in (3.1), considering to theoretically investigate the condition for the onset of first the region (zIz 2 ) of the potential (1.3) (see Fig. 1 
9). It is evident that the function Aw has its
For the system under consideration in this work, one rewitha for c.9). Ito= l [entall othe quntitie hs i ts (3.5)be covers, qualitatively, the features of the Josephson juncextrema for cost =±-[all other quantities in (3.5) betion in the limit 3--oo (in this limit, all the wells in the ing fixed]. In the presence of finite damping one obtains potential of Fig. 1 approach the same size) . In what folhomoelinic behavior above a critical threshold, which lows we shall compare the results of this section with exmay be found by setting Ak = I Ao(to )/cosoto I. This isting results for the Josephson junction.
condition leads one to the threshold condition for the onIn Fig. 4 we plot the quantity I A,(to)/cosoto I as a set of homoclinic behavior, function of the driving frequency (o for 3= 1 in the side Fig. 7 we show the critical (i.e., minimum) the scale of this figure. For the moderate value of 3 used value ( A k )c as a function of the nonlinearity parameter in this figure, the agreement between theoretical and nu-/6, where the subscript c implies that we have evaluated merical results is quite good. We reiterate that the nu-(A 1k) at the critical frequency o) corresponding to the merical computations are not totally accurate; however, side well. Results for the center as well as the side well of it is difficult to obtain realistic estimates of the error inthe potential, are plotted. As expected, when a greater troduced into the numerical integrations of Eqs. (2.2) and disparity exists in the relative dimensions of the wells (for (3.4). The intersection of the straight line with the curve moderate f3), a higher minimum value of (A 1k) is rerepresents the threshold for the onset of homoclinic bequired to trigger homoclinic behavior in the center well havior since the Melnikov function changes sign as one at the critical driving frequency w, corresponding to the .. corresponding to the separatrix (Z I Z 3 ) of Fig. 1 . For the 1.4 rf SQUID we expect the results in the center well to differ from those obtained in the side well, both because of the difference in well dimensions and the difference in the -1.4 parity of the velocity between the wells (both these features are absent in the Josephson junction). This figure has been obtained numerically. If one considers -4.2 the velocity profiles in the two wells (Fig. 6) , it is seen that the velocity in the side well is odd. Hence, in (3.3), only the first term contributes to the integral which is -7.0 peaked as some nonzero frequency co,; this corresponds -4.0 -2.4 -0.8 0.8 2.4 4.0 to the case worked out analytically in this section. In the center well, however, the velocity is even so that the Mel -FIG. 6 . Velocity profile i) in the center well (solid curve) nikov integral in this case is proportional to sinot o in and in the side well (dotted curve). /3= 1. We set q-A /2i and note that throughout this section well (solid curve) and side well (dotted curve). Both curves are derived numerically at the critical frequency co, corresponding
we work in the original system of variables (x,1, t ) of Eq.
to the peak of the Melnikov function amplitude in the side well.
(1.1). For q=0.5 shown in Fig. 8 , the unstable hyperbol.
ic fixed point is close to the unperturbed hyperbolic point x=0.5438 (this point coresponds to the point z i in Table I ). A branch of ine unstable manifold spirals into IV. HOMOCLINICTHRESHOLD the right-hand elliptic fixed point due to the dispersion AND "STRANGE" ATTl'RACTOR (NUMERICAL) (k = 1). A branch of the stable manifold emanates from
In this section we will show Poincar6 return maps of the region of the center well and approaches the hyperthe numerical solutions to the driven damped rf SQUID, bolic point "around" the unstable solution in the PoinEqs. (1.2)-(.5). The objective will be to first estimate the car6 phase plot; the stable and unstable manifolds do not onset of homoclinic crossing and compare the results touch. This pattern is characteristic of an overdamped with those of Sec. III. This was first done by Holmes 4 for system. For q =0. 72 shown in Fig. 9 , the unstable mania cubic map, which preserved some of the properties of fold approaches the stable manifold by developing a the anti-Duffing oscillator. No such results have previsharp cusp. At q = 0.73 (Fig. 10) the manifolds appear to ously been obtained for the Josephson junction or the rf touch, and in Fig. I 1 they have already crossed, for SQUID. In the final part of this section we will give evidence for the existence of a strange attracting set in the solutions, which develops in a parameter range beyond the onset of the homoclinic instability. Fig. 10 but with q=0.75. Supercritical fold has developed a cusp and is approaching the unstable manicase; a homoclinic crossing has taken place in the side well. fold in the side well.
the algorithm of Wolfet al. 21 It is evident that the system q =0. 5, in the side well. For these parameter values, the displays chaotic behavior (characterized by a positive X,,) Melnikov function of Sec. III predicts a homoclinic at a value of q somewhat above the homoclinic threshold crossing for q = 0.74, in good agreement (considering the value q = 1.21. Further, one observes bands of periodic numerical difficulties) with our numerical results. Furbehavior (characterized by a negative X,,) at higher q ther increasing q causes the other branch of the stable values. Such intermittent behavior is now known to manifold to loop back and cross the other branch of the occur in many nonlinear chaotic systems and, in particuunstable manifold; the latter is attracted to the stable (ellar, in the driven Duffing oscillator. 4 liptic) fixed point in the center well. Figure 12 shows the We should comment that there is no theoretical connear crossing for q = 1.21, and in Fig. 13 the homoclinic nection between to the appearance of these attracting sets intersection has already occurred (for q=1.25). The and what we have termed homoclinic instability. The Melnikov function predicts the first crossing in the center Melnikov function does not characterize the appearance well for these parameters at q = 1.2.
of a strange attractor, as is well known. 5 There have been Now let us turn to the evidence for the appearance of a efforts to correlate the Melnikov test empirically with the global steady chaotic attracting set in the SQUID-a strange attractor. Chaos in such a set may be properly characterized by its Lyapunov exponent. 5 ' 20 In Fig. 14 we plot the maximal Lyapunov exponent Xm as a function of the periodic driving amplitude q with 2.00 this value of q, homoclinic crossing has already occurred in the x(t) side well, The blackened area represents the smearing of the  FIG. 10 . Same as Fig. 9 but with q =0.73. Critical case, the manifold due to the numerical uncertainties referred to in the manifolds just touch in the side well.
text. case represents the possible onset of a chaotic attractor.
appearance of "chaos" in the Josephson junction.
8-1 1 pendulum (this is the mechanical analog of the Josephson While not uninteresting, they do not evidence a physical junction) by Gwynn and Westervelt. 23 prelude or early scenario to the appearance of a strange We now examine the parameter range for which a attractor. At best, now, one would expect that the Melnichaotic steady attractor seemingly occurs. At any given kov function is a "rule of thumb" insofar as the appeartime, the state of the system is completely specified ance of a strange attractor is concerned. It provides one through a determination of its position and velocity with a lower bound for the chaos threshold in a given (x,*). It is well known that in the chaotic regime, a nonlinear system and its vanishing should be considered a Poincar6 plot of the system evolution displays a strange necessary condition for the appearance of chaos in the attractor, i.e., there exist steady areas in state space to dynamics under consideration. Moon and Li 22 have conwhich the states of the system are preferentially attracted structed the fractal basin boundary for the driven antiin a seemingly random manner-the successive values of Duffing oscillator and have observed that the fractal (x,. ) jump from one region of state space to another in a structure appears to be correlated with the appearance of random manner producing a topologically complex Poinhomoclinic orbits in this system. They observe that car6 section. above the homoclinic threshold (determined by Holmes 4
In Fig. 15 we show the Poincar6 plot of the system for using the Melnikov integral), the fractal basin boundary q -1.43, k = 1.0; Fig. 16 shows the effects of reducing the becomes quite complicated, whereas it is smooth and damping to k =0.3 (the attractor displays a far more innonfractal below this threshold. They conclude that the tricate structure at this lower k value). The value Melnikov criterion is a necessary condition for the apq = 1.43 is seen (from Fig. 14) to be quite close to the pearance of the complicated fractal boundary. Similar threshold for the onset of chaos in this system. The boundaries have been constructed for the driven damped (common logarithms of the) power spectral densities cor- 
