A distributed multi-server Web site can provide the scalability necessary to keep up with growing client demand at popular sites. Load balancing of these distributed Web-server systems, consisting of multiple Web servers for document retrieval and a Domain name server (DNS) for address resolution, opens interesting new problems. In this paper, we investigate the e ects of using a more active DNS which, as an atypical centralized scheduler, applies some scheduling strategy in routing the requests to the most suitable Web server.
Introduction
The rapid expansion of World Wide Web has led to exponential growth in the request rate to some popular sites. The combination of increased usage of network bandwidth and overloaded servers may cause users to spend much of their session time waiting for access to documents. For these reasons, the replication of information across independent or coordinated mirrored servers is becoming a common choice for most popular sites 3, 21] . Various reasons indicate that a coordinated architecture, namely a distributed Web-server system, is the most promising solution. A distributed multi-server system is more scalable and fault-tolerant than any centralized counterpart. Furthermore, it maintains a single user-view interface that is, a single URL, and its load can be balanced. In contrast, the independent mirrored-server architecture provides a list of independent URL sites that are manually selected by the users. This solution does not provide the transparency for users and precludes any control of the request (re)distribution by the Web-server system. However, if the components of the distributed Web-server system are not well designed and the results are not evaluated carefully, the complexity and irregularities of World Wide Web could degrade the performance of a coordinated architecture.
Existing installations of distributed multi-server Web sites are the NCSA HTTP Server 16] and the IBM Web server built on an SP-2 machine 13, 17] . A commonly used approach for load balancing is the Round-Robin Domain Name Server (RR-DNS) technique described in 16, 1]. In 13] an alternative, referred to as the TCP router approach, is considered which uses a TCP frontend to distribute incoming requests among a set of clustered servers. Since the DNS technique can be applied to both locally and geographically distributed Web-server systems, in this paper, we propose and evaluate policies that can improve the load balance through an extension of the DNS technique.
The distributed Web-server system, illustrated in Figure 1 , consists of multiple, replicated Web servers (WS) that furnish the html documents, and a cluster DNS that translates the logical http address (name) into the IP-address of one of the Web servers of the logical cluster. The DNS can use various scheduling policies to map di erent clients to the di erent servers in the cluster. However, the Web browsers at the clients and several name servers on the path from clients to the DNS typically cache the name-to-address mapping returned by the DNS. When an address resolution is found in one cache of the path, the page request is directly sent to the address of the indicated WS, bypassing the address resolution in the DNS. Otherwise, the name request has to be resolved by the cluster DNS. As a result of address caching, a large number of clients in the domain behind the same name server are mapped to the same WS, leading to a load imbalance among the servers, as quanti ed in 13]. To reduce load imbalance, while returning the physical address of a WS, the DNS could apply some scheduling policy that routes the page requests to the \best" WS.
Unlike traditional parallel/distributed systems in which a centralized scheduler has full control on the incoming requests 14, 7, 20, 15] , due to caching in the name servers and at the Web browsers, the DNS typically controls a small fraction, often on the order of a few percent, of the requests reaching the Web site. The non-uniformity of the load introduces additional degrees of complexity to the request scheduling issue. These peculiarities create an interesting challenge to any scheduling algorithm that the DNS may employ. This paper analyzes traditional algorithms, proposes new ones, and compares their performance under di erent scenarios. The basic premise of our work is the compatibility with existing Web standards so that the proposed DNS scheduling policies could be easily adopted. The rest of the paper is organized as follows. In Section 2, we present a model for distributed Web-server systems that is suitable to the performance analysis of DNS scheduling policies. In Section 3, we describe algorithms that can be used by the DNS to assign the requests to the servers. In Section 4, we examine the metrics and the model parameters that we used in the experiments. In Section 5, we discuss the experimental results which are achieved for di erent systems and scenarios. In Section 6, we outline our conclusions.
Model Description
The model re ects the focus of the paper on a multi-server Web site and the DNS scheduling algorithm. Since the analysis is carried out from the point of view of a particular Web-server, we detail the aspects that a ect that multi-node Web-server system without attempting to model the entire Internet with thousands of other Web-server systems. As illustrated in Figure 1 , the system we are considering is composed of a set of clients that are connected to Internet through local name server(s) (LNS) and local gateways (LG) . From the point of view of the Web-server system, the client is only identi able from its domain. The distributed Web-server system consists of several Web servers (sharing the same URL) and a cluster DNS that receives all initial address resolution requests coming through LGs. Several intermediate name servers (INS) typically exist between a LG and a WS. While returning the address of a WS, the DNS speci es a time-to-live (TTL) that is, the duration of time for which a name-to-address mapping is cached at LNSs and INSs.
In addition to the normal task of resolving the URL address into the IP-address of a WS, the DNS of a distributed Web-server system can play the role of a centralized scheduler. In the selection of the address of a WS, the DNS could implement some policy that attempts to balance the load among multiple servers or avoid some WS from becoming overloaded. However, to achieve these goals, the DNS-scheduler faces the following obstacles which make it di erent from a normal scheduler.
Address caching limits the control of the DNS on the requests reaching the Web site. Therefore, most factors that a ect the system performance are independent of the DNS decisions. During the TTL period, subsequent Web requests from a LG arrive to the same WS. This can cause high skews especially if the LG serves many clients. Using TTL 0 could cause the DNS to become a bottleneck. In addition, most name servers use a minimum TTL value if the received TTL is considered too small (\we cannot make people ask us for the address, and we cannot control what they do with the address" 18]).
This TTL period for caching name-to-address mapping di erentiates the DNS scheduling problem from the conventional scheduling problem in distributed systems which can be viewed as a special case with TTL equal to zero. (This is approximately but not strictly correct because browsers cache the mapped address, and subsequent requests from the same browser would be sent to the same node.) In the conventional distributed system, the queue length at each server can usually provide a good indication of the server load. In the distributed Web-server system, the queue length at each server does not re ect how many committed future arrivals will occur due to the TTL e ect on past assignments. Consider a server with low utilization. Suppose that the DNS made a burst of name-to-address mappings to that server; the server's utilization may still appears to be low for a short while, and could then become overloaded after INSs and LNSs continue to map requests to this server based on their address caching for the TTL period.
Many existing distributed Web sites assign the requests arriving at the DNS in a round-robin manner among the WSs 16, 1] . In this paper, we demonstrate that the Round-Robin Domain Name Server policy (RR), referred to as DNS-RR, works well only if the clients behind each LG are uniformly distributed. However, for the more realistic hypothesis of a non-uniform distribution (e.g., geometric, Zipf's), round-robin assignments of the clients to Web servers can perform poorly.
Distributed Web-server system
The distributed Web-server system under consideration is composed of N Web servers and a cluster DNS that receives all initial address resolution requests coming through LGs. Since the servers are assumed to be mirrored, the page requests can be served by any WS.
Network model
Since the focus of this paper is on the performance of the Web-server system, we do not evaluate the user latency time over the network. We model only the Internet components that impact the performance of the distributed Web-server system such as the intermediate name servers. The INSs could handle some address resolution request such that the DNS is bypassed. The consequence is that the DNS looses the control on subsequent Web requests coming after an address resolution. When the DNS returns the IP-address of one of the WS in the system, it also provides a TTL to the name servers along the path to the client so that intermediate and local name servers can cache the name-to-address mapping for the TTL period chosen by the DNS (or a minimum TTL they impose, if the DNS value is too low).
Details of the messaging tra c are not modeled for the following reasons. As we will see, the scheduling policies that require more messages among Web servers and DNS already show worse performance, while the better policies incur only a communication load that is negligible if compared to client requests for Web documents. Therefore, capturing the communication costs would not a ect our conclusions. Furthermore, accurate models of Internet tra c are still under study 8, 5, 10] . Consequently, in this paper we do not consider the class of scheduling algorithms that take into account geographical locality. Future research aims at relaxing this assumption.
Web clients
The clients belong to di erent domains identi ed in Figure 1 by the LNS/LG. Typically, network service providers and corporations have a set of LNSs and are connected to the network through LG, such as rewalls or socks/proxy servers. Under existing Web standards, the address of this domain is the only client information which is accessible to the DNS when it receives an address resolution request. Therefore, for the purposes of our analysis, a LG is representative of the client domain, and throughout the paper we will use both de nitions equivalently. We also consider singleton LGs which represent stand-alone clients. Client performance issues are indirectly addressed, because minimizing server overloading improves the throughput of the overall system and reduces the client's mean latency time and unsuccessful responses.
An important issue is how the clients are distributed among the domains. A detailed analysis for popular Web sites is not yet available in literature. However, various studies indicate that if one ranks the popularity of domains by the frequency of their accesses to the Web server, the client distribution is a function with a small number of large values (corresponding to popular Internet service providers, large research institutes and corporations behind rewalls), and a long tail assuming small values. For example, a workload analysis on academic and commercial Web sites shows that on average 75% of the client requests come from only 10% of the domains 2]. A good distribution that ts the non-uniformity of this function is the Zipf-like distribution that is, a parametric distribution where the probability of selecting the i-th item is proportional to 1=i (1?x) . This distribution for a set of L items is given by q i = c=i (1?x) for each i 2 f1; : : : ; Lg, 
Load model
We model each client session at the same Web site as characterized by one address resolution and several Web page requests. In the rst phase, the client obtains the address of one WS of the cluster through the DNS address resolution process. Subsequently, the client submits multiple Web page requests that are separated by a mean inter-request time (think time). No caching of documents is considered. The client rst gets the main html page, then transparently issues one http request for each object contained in a Web page. We will refer to these separate accesses to the Web server as hits. This model is representative of present Web load, where html and image documents are more than 90% of the total requests to the Web servers 2]. Multimedia objects like sound and video account for only 1{2% of the requests, even if these les may reach a larger percentage of the bytes transferred. The growth in the use of multimedia objects and Java applets will surely increase the relative percentage of these requests. By properly selecting the workload parameters to model the number of requests per session, the number of hits and the service time, di erent types of workloads that a client session may impose on a WS can be represented. A detailed model of the dimension and nature of Web les is orthogonal and beyond the scope of this paper. A sensitivity analysis on the number of requests per session, the number of hits per request and its service time con rmed the main conclusions of this paper.
Scheduling algorithms
In this section we present some strategies that aim at improving the performance of distributed multi-server Web sites that are likely to perform poorly under the naive RR-DNS. All the proposed scheduling algorithms tend to use additional state information in the mapping of URL names to IP-addresses of Web servers. The system state information accessible to the DNS is of two kinds.
Information on LG. The existing protocol allows the DNS to identify the origin of each request asking for an address resolution. Moreover, the DNS can collect information on LGs from WSs for various statistics.
Information on WS load. A variety of data can be obtained from each WS. This can range from a simple asynchronous alarm from a WS to signal the DNS that the WS is becoming heavily loaded, to frequent messages from WS to keep DNS informed on detailed processor loads and history of server state.
Depending on the type of information used, we can partition the DNS scheduling policies into three main classes: only LG information, only WS information, combination of LG and WS information. The amount of information necessary for each algorithm will be used to further distinguish the policies into sub-classes. Determining the usefulness of di erent levels of information is one of the main purposes of this paper. We note that, although the proposed algorithms vary in terms of implementation complexity and communications load, all of them are applicable to a real-time environment and do not require changes to existing Web standards. The issue of how to accurately estimate the necessary state information is analyzed in 6].
Algorithms using domain information
The rst class of algorithms estimates the average number of subsequent client requests from each LG to a WS resulting from a name-to-address mapping. The DNS tracks the number of name-toaddress mapping requests it received from each LG during each measurement period. Let N M j be the number of name-to-address mapping requests that the DNS receives from LG j . Each WS tracks the number of requests it received from each LG during the corresponding period. Let Two-tier-Round-Robin (RR2). This algorithm is motivated from the observation that the hidden load weight of each LG can be very di erent. For this reason, we assume a simple partition of the domains into two classes: normal LGs, and hot LGs (such as popular providers and large companies and institutes). Based on the origin domain of the requests, the RR2 strategy applies a round-robin policy to each class of LG separately. That is to say, under the RR2 strategy, a separate round-robin scheduling list is maintained for the requests from each class.
(The round-robin of each class can start from a di erent WS.) The objective is to reduce the probability that the hot domains are assigned too frequently to the same WS. get assigned to WS 2 . The load can thus become very unbalanced among the two WSs. For default, we set the class threshold T C to (1=#LG); where #LG is the average number of domains connected to the Web-server system. The domain LG k belongs to the hot class, if the relative hidden load weight k = P h h is larger than T C . For example, if #LG = 20, all domains that generate more than 5% of the requests belong to the hot class. Note that several variants of this algorithm can be derived in practice. As an example, some
LGs can always be considered as hot, while others may join the hot class only occasionally.
Moreover, the threshold T C can be set di erently, and/or more than one threshold can be established, that is, multi-tier-round-robin. However, we will focus on the RR2 because we have observed in a joint study that it is not convenient to partition the domains into more than two classes.
Dynamically Accumulated Load (DAL). As in RR2, DAL needs to estimate the hidden load weight of each LG. While the RR2 policy uses the hidden load weight estimation to do a binary partitioning of the domains, DAL uses the hidden load weight to estimate future loads (due to previous DNS assignments) in making scheduling decisions. For this reason, the accuracy of the estimates becomes more critical than for RR2, and additional information from the WS could be useful as discussed in 6]. The DNS accumulates the hidden load weights of the previous assignments in a bin for each WS. At each request of new address resolution, the DNS chooses the WS with the lowest bin value. Furthermore, each time the DNS makes a WS selection, it increases the bin value of the chosen WS by the hidden load weight of the requesting LG to re ect the number of subsequent requests that will reach the chosen WS from the LG due to this assignment. (In actual implementation, the bin values are periodically reduced by an amount equal to the minimum of all bin values so that the bin values will not become too large.)
Algorithms using load information on Web servers
A di erent approach to the scheduling issue is to allow the DNS to make decisions based on some information about the load of the Web servers. This is often used in conventional load balancing approach 25, 23, 24] . Wang and Morris have identi ed seven levels of information dependency, where the information of a higher level subsumes that of the lower level 25]. In our system, the lowest level may be represented by the random algorithm that does not require any information.
For the next levels, we consider the following information ordered by increasing level: overloaded servers, the current load of WSs, the current and past load of WSs, the sequence of the servers chosen in the previous assignments. Any of these kinds of information can be embodied in a scheduling strategy. Some of them could be maintained at the DNS itself (e.g., sequence of previous assignments). For the remaining ones, we assume that asynchronously or periodically the DNS receives the requested parameters from each WS. For algorithms requiring server load information, unless otherwise speci ed, we adopt as load information the utilization that each WS evaluates every 15 seconds for the past 15 second duration and transmits to the DNS. More extensive information either is not easily accessible in a Web-server system or is not useful for DNS resolution purposes. In particular, we propose and compare ve algorithms which are representative examples of the performance achievable by the policies based on server information. Various other algorithms have been tested, but their results are not reported because their performance is equivalent or poorer than those shown here.
Asynchronous alarms. This is the lowest information dependency level that can come from a WS to the DNS, i.e. a binary state information indicating whether a WS is overloaded or not. Each WS periodically evaluates its own utilization and sends asynchronous alarms to the DNS to signal the beginning and end of a heavily loaded state, respectively. This information itself is not su cient to de ne a scheduling policy, but it can be usefully combined with other algorithms (see Section 3.3.1).
Present load information. This policy, similarly to the classic Join-the-Shortest-Queue algorithm, considers only the lastest load information in deciding the assignments. In this paper, we show the performance of the Least Utilized Node (LUN) policy that assigns the requests to the WS having the lowest utilization, based on the most recent load information that the DNS receives from Web servers. Recall that the utilization is measured for a 15 second interval.
Past and present load information. The classic approach of making scheduling decisions on the basis of present and past information motivates these algorithms.
Lowest Utilization (LU). The rst version is a naive policy that estimates the load of a server by evaluating its utilization over a long period. To clearly di erentiate this algorithm from LUN and successive policies, we consider the last hour as the interval for the utilization estimate for LU. As in LUN, the DNS assigns the requests to the WS that has the lowest utilization. Sequence of previous assignments. The idea for this class of policies comes from the observation that a DNS address resolution has an impact over a period of time. In particular, we propose a variation of the naive LUN and LPPU above algorithms (referred as LUN-modi ed and LPPU-modi ed, respectively). In the modi ed version, these policies look for the rst and second minimum among the WS utilization samples. If the rst minimum corresponds to the same WS of the previous assignment, the other WS is chosen. Note that although these versions increase the information dependency level, they do not increase the communications overhead because the sequence of Web servers chosen in the previous assignments are already available at the DNS. One could propose di erent implementations in which even the third or fourth minimum utilization samples are considered (i.e, the third minimum utilized WS is selected if the rst two were selected in the previous two assignments). However, in the simulations, no signi cant changes to performance were observed by considering the third or fourth minimum utilized WS; therefore, these possible extensions are omitted from further consideration.
Lowest among Past and Present Utilizations (LPPU

Algorithms combining domain and server information
The last step in the design of the scheduling policies is to allow the DNS to make decisions based on information on LG as well as WS loads. We di erentiate between algorithms using very little information such as asynchronous alarms from heavily loaded servers, and policies needing accurate Web server load information.
Algorithms using alarm messages from heavily loaded servers
The implementation of both RR2 and DAL algorithms is relatively simple and does not require tracking or monitoring of the actual load condition on the WSs. On the other hand, the simple information on which they base their decisions does not always re ect the actual WS loads. The experimental results in Section 5 will show that this sometimes causes a WS to become overloaded even if its estimated load (e.g., bin level in DAL) is not high. A potentially better approach is to combine the previous strategies based on LG information with some additional information about the actual load. In this section, we focus on algorithms that take into consideration a simple state information indicating whether a WS is heavily loaded or not. Each WS periodically evaluates its own utilization and it is allowed to send asynchronous alarms to the DNS, signaling the beginning and end of risk of an overloading phase, respectively. Thus the scheduling algorithms can base their decisions on some feedback information about the actual load. This alarm takes precedence over any load estimation or regular scheduling. Typically, the overloaded WS is taken o the pool of active servers and is not considered in any assignment until the end of the overloading situation signaled by another message. If all the WSs are considered inactive, a random assignment is forced. We analyze three variations of this approach with an asynchronous alarm that can be combined with any strategy using domain information such as RR, RR2 and DAL.
Single threshold (Thr1). The DNS can distribute client requests among all WSs using one of the algorithms previously described, unless it receives an alarm message from some of the Web servers indicating that its utilization has exceeded a critical load threshold T OUT . In such a case, the DNS excludes the overloaded WS from further assignment of any requests until its utilization returns under the T OUT threshold. Double threshold (Thr2). This algorithm is similar to the Thr1 strategy. However, Thr2 tends to delay the re-activation of an overloaded WS by using a load threshold T OUT to determine the exit from the active pool, and another (lower) threshold T IN to allow for the re-activation.
The rationale for using two load thresholds is as follows. With a single threshold, if we set it too low, many servers will be considered inactive even when it is not necessary. Conversely, if we choose a high threshold, the re-activation may be premature, thereby causing new overloading situations for the just re-activated WS. For this reason, the Thr2 strategy, that uses a relatively high threshold to trigger an exit from the active pool and a lower threshold for re-activation, provides an anti-thrashing mechanism that partially resembles the second algorithm to determine process migration in 24]. Multiple thresholds to de ne the load status of a node and job re-direction were also proposed in 23].
Temporal threshold (ThrT). This method introduces another anti-thrashing mechanism to account for the fact that a delay is present between the exit of a WS from the active pool for scheduling and its return to the active pool. ThrT uses a single threshold and excludes a WS when its utilization exceeds that threshold. However, the re-activation is not based on the utilization level and a new message to the DNS, but on a time estimation (provided by DNS) that is deemed necessary for a WS to complete most of the requests due to the past WS address assignments. The basic idea behind this algorithm is similar to the threshold with delay that motivated the third algorithm in 24].
Algorithms using additional information about the server load
A further step in the optimization of the DNS scheduler would seem to allow the DNS to make decisions based on more precise information about the actual load of the WSs. For this reason, we propose some variations of the DAL policy that combine the domain information with some information about the load status of the Web servers.
DAL-set bin to top (DAL-ST). This algorithm is a simple modi cation of the DAL policy.
However, DAL-ST uses the asynchronous alarm messages from the WSs di erently from DAL-Thr1 and DAL-Thr2. The idea is that every time the utilization of a WS exceeds the given threshold, its bin value must be set at least equal to the current highest bin value.
DAL-set bin to actual number of requests (DAL-AN). This algorithm works similar to DAL with the exception that the DNS tries to calibrate the bin value of each WS as follows. Every TTL seconds, each WS sends to the DNS the number of requests that it has received in that period. Hence, the DNS can modify the bin value by subtracting (from the estimated load weight) the actual number of requests that have been served in the last TTL interval. Analogously to DAL, at the arrival of an address request, the DNS chooses the WS with the lowest bin value.
Minimum Residual Load (MRL). This algorithm is a variation of DAL that combines domain with server information. Analogous to the previous algorithm, MRL tracks the hidden load weight of each LG. In addition, the DNS maintains an assignment table containing all the assignments and their times of occurrence. Let l j is the average session length of a client of LG j . After a period of TTL+l j , the e ect of the assignment is expected to expire, i.e. no more requests will be sent to LG j due to this assignment. The entry for that assignment can hence be deleted from the assignment table. At the arrival of an address resolution request, the DNS evaluates the expected number of residual requests that each WS will receive based on the previous assignments, and chooses the WS with the minimum number of residual requests. Here we assume the subsequent requests spread evenly across the period of TTL+l j when the name-to-address mapping is in e ect. Hence, at the time t now , the DNS computes: Table 1 : DNS scheduling algorithms classi ed on the basis of the adopted system information ( rst column).
The WS alarm policies are always combined with one of the previous algorithms.
negative since no more residual load is expected to remain from this assignment. We note that since the average session lengths l j are not readily available at the DNS but they can be estimated at the Web servers (e.g. using the cookie mechanism to track user sessions), the implementation of MRL in a real environment would require periodic messages from the servers to the DNS. Certainly, we expect l j to be rather stable over time so the frequency of exchanges should be quite low. This is in contrast to the load information of the WS which requires frequent updates. MRL can also be combined with asynchronous alarm messages. We will refer to this last policy as MRL-Thr. 
Parameters and methods of evaluation
In this section we present the parameters with their base values and distributions that characterize the entire system and the DNS scheduling algorithms. The distributed Web-server system is composed of N servers with the same capacity. The average load of the entire system is maintained at 0.667 that is, 2/3 of the system capacity. Since the servers are mirrored, the page requests from the clients can be serviced at any WS. The number of page requests per session and the inter-request time are exponentially distributed 2]. Cunha et al. have measured roughly seven di erent hits per page 11]. More recent analyses indicate that this mean number is increasing. Therefore, we have modeled the number of hits per page as obtained from a uniform distribution in the interval 5{15]. The service time for each hit is assumed to be exponentially distributed with a mean of 4.5 msec.
The network consists of a set of intermediate name servers (INS) that cache the name-to-address mapping for a TTL period. The mean number of INSs that an address resolution request has to cross from its LG to the DNS is chosen equal to the mean number of hops shown is similar to a double bell Gaussian distribution with peaks around 2 and 16 corresponding to local and remote requests, respectively. The clients are typically partitioned among the domains based on a pure Zipf's distribution, as discussed in Section 2.3. However, we also carried out other experiments to evaluate the sensitivity of the DNS scheduling policies to other distributions, and we also varied the percentage of single user domains, i.e. singleton domains. Table 2 summarizes the system and workload parameters that we used in our simulations. The algorithms using WS load information evaluate the utilization of each server every 15 seconds and transmit this value to the DNS with the same frequency. The algorithms using WS alarms evaluate the utilization of each server every 8 seconds and send a signal to the DNS only if the alarm threshold is crossed. The performance stability is the main concern for the distributed Web-server system that is subject to non-uniform bursts of arrivals of which only a small percentage is directly controllable by the DNS. Therefore, we are more interested in investigating the impact of the DNS algorithms on avoiding overload at any of the servers than on equalizing the system workload. The reason for not adopting traditional metrics, such as the standard deviation of cumulative utilizations which is typical of load balancing studies, is that we analyze the performance of a transactional distributed system with independent nodes, and not a computing platform with inter-related distributed tasks.
A good index to measure the load level and overloaded instances is the utilization of the Web servers. In particular, looking at the most utilized WS among all WSs, we can deduce whether the Web-server system is overloaded or not. Hence, the performance of the various scheduling policies is evaluated by focusing on the maximum WS utilizations observed during the simulation runs. That is to say, we focus on the utilization level of the server with the maximum utilization among all servers at each time instant. The server with the maximum utilization changes over time. If the maximum utilization at an instant is low, it means that no server is overloaded at that time. By tracking the period of time the maximum utilization is above or below a certain threshold, we can get an indication of how well the distributed system is running. For example, assume three servers. If their utilizations are 60%, 75% and 63%, respectively, at time t 1 and 90%, 66% and 42%, respectively, at time t 2 , the maximum utilization at t 1 is 75% and that at t 2 is 90%. With a maximum utilization of 90%, the distributed system has a load balancing problem at t 2 . By examining the histogram or cumulative frequency of the maximum utilization, we can determine the percentage of time for which at least one of the servers is critically loaded (say exceeding 90% utilized).
Hence we use the cumulative frequency of the maximum utilization among all Web servers as the performance criteria. More speci cally, at the occurrence of an observation or sampling instant, we compute the utilization for each Web server in the previous observation interval. Then we sort the list of server utilizations into decreasing order and track the cumulative frequencies for the maximum, the second maximum and the third maximum utilizations. Note that usually all the servers, even if with di erent proportions, contribute to this maximum utilization during the entire simulation, i.e. each server can and indeed has become the maximally utilized server for some period of time during the simulation. Finally, we plot the cumulative frequency of the maximum utilizations observed after the transient state of the simulator. As shown in detail in Section 5, with most promising scheduling policies (RR2, DAL, MRL) usually at most one server is overloaded while the second highest utilization rarely goes beyond 0.9 (as shown in Figure 11 ) and the third never exceeds 0.9 (as shown in Figure 12) ; thus, the cumulative frequency of the maximum utilization gives a precise estimate of the ability of a scheduling policy to minimize overload situations. For example, consider the point (0:78; 0:9) on the RR(Uniform) curve in Figure 3 . It indicates that with probability 0.9 the utilization of the busiest Web server is below 0.78.
Since the average system utilization is set to 0.667, the distribution of the maximum utilization of a perfect policy (always maintaining a utilization of 0.667 at each WS) should be a step function which goes from 0 to 1 at a utilization of 0.667. Since this result is unrealistic, in Section 5 we consider as ideal algorithm, the DNS full control policy, i.e. the RR for the case with TTL=0. Although this algorithm has worse performance than a perfect policy, it can be considered an ideal target because, under a realistic scenario of non-uniform client distributions and TTL 0, no scheduling algorithm can achieve the DNS full control performance.
When we evaluate the sensitivity of the scheduling algorithm performance to other system parameters such as TTL and percentage of singleton domains, we adopt a di erent metric. Indeed, it is preferable to show the 96-th percentile of the maximum utilization that is, the Prob(maxUtilization < 0:96), which we use as probability indicator that no server of the Web-server system is overloaded (exceeding 96% utilized).
The simulators, based on the Independent Replication Method, were implemented using the CSIM package 22]. Each value is the result of ve simulation runs with di erent seeds, where each run is for six hours of the Web-server system activity. For all simulation results shown in the next section, con dence intervals were estimated, and the 95% con dence interval was estimated to be within 4% of the mean. 
Experimental Results
For the performance evaluation of the proposed scheduling algorithms, we carried out a large number of experiments. Due to space limitations, only a fraction is presented here. The goal is to measure how e ectively the DNS scheduling algorithms, that control only a very small percentage of the address resolution requests, can minimize overload situations of a distributed Web-server system.
Algorithms using domain information
In the rst set of experiments we focus on DNS algorithms that use information about the origin of the client requests as the basis for making scheduling decisions. Figure 3 shows the performance of the RR algorithm in an environment where the clients are uniformly distributed among the domains as compared to that of the RR where the number of clients behind each domain is modeled by a pure Zipf's distribution. We assume a distributed system with 20 domains and TTL set to 240 seconds. This gure provides one of the principal motivating factors for this study. While the RR policy under uniform distribution performs close to the ideal policy that gives full control to the DNS for requests reaching the Web-server system (DNS full control is obtained for a TTL=0), under the more realistic case of a Zipf's distribution, Figure   3 shows that Prob(maxUtilization < 0:96) 0:30. This means that RR applied to a scenario with a skewed client distribution causes at least one WS to be highly overloaded (0.96 utilized or above) for almost 70% of the time. The performance is even worse when clients are geometrically distributed. Also shown in this gure is the random policy, for a Zipf's distribution of clients behind a LG, where a Web server is randomly chosen for each assignment. Not surprisingly, this has the worst performance. Figure 4 compares the behavior of the three algorithms that only use LG information. Both DAL and RR2 exhibit much better performance than RR, while the DAL policy performs the best.
Again a system with 20 domains and TTL set to 240 seconds is assumed.
The performance improvement achieved by DAL and RR2 with respect to RR-DNS is again shown by Figure 5 for a scenario in which the TTL period chosen by DNS is reduced to 150 seconds. Under this more controlled environment, where a higher number of address resolution requests reaches the DNS, both DAL and RR2 exhibit performance with a convex shape which is similar to the ideal curve. The relative order among the strategies changes a little, and RR2 now performs a bit better than DAL. The main result shown in Figure 5 is that, when the DNS controls even a slightly higher percentage of requests (6{7% as compared to 2{3% of Figure 4) , even the strategies that use only domain information achieve a signi cant improvement as compared to the RR policy. The probability that no WS is overloaded is more than 90% for DAL and RR2, and less than 60% for RR. However, in the more realistic scenario shown in Figure 4 where TTL is set to 240 seconds, the probability of having an unbalanced server is still high for any policy that only uses information on the origin of the client requests, and does not use server load information. 
Algorithms using server load information
We now evaluate the performance of the algorithms that can base their scheduling decisions on the actual load of the WSs. Figure 6 shows the performance of all the policies discussed in Section 3.2 in order to investigate which information about server load is most useful. The results indicates that it is preferable to make scheduling decisions based on the most recent load information only. The LU policy, which uses more past (or historical) information, has very poor performance (even worse than the random policy), while the LPPU policy, that gives a minor weight to the less recent information, is much better than LU. However, the best policy is LUN that considers only the lastest load information. In particular, LUN-naive is better than LPPU-naive, and LUNmodi ed is better than LPPU-modi ed. Not surprisingly, the modi ed versions of the last two policies, which use information on the second minimum, have better performance than their naive counterparts.
The reason for the ine ectiveness of policies based on more historical load information can be attributed to the dynamics of the distributed Web-server system. Due to the large variability of the LGs or clients assigned to a WS, the server load information becomes obsolete quickly and is poorly correlated with future WS load.
As further con rmation of this result, we observed (not shown here) that the LUN-modi ed policy has increasingly better performance with a higher frequency of sending WS load information to the DNS. However, this improvement is achieved at the price of extra computation and communications overheads due to the higher number of messages exchanged between the WSs and DNS. In traditional parallel/distributed systems, this cost is often worthwhile because a centralized scheduler that tracks the actual load of all the servers usually leads to the best performance. This is not the case for the distributed Web-server system under consideration, because other policies, such as DAL, achieve even better results than LUN-modi ed with lower communications cost as shown in Figure 7 . The performance is even better, if DAL is combined with an alarm message (DAL-Thr1) that does not impose a large overhead, as discussed in more detail in the next section. Therefore, we can conclude that in the distributed Web-server system, as in 14], the threshold policy using a small amount of state information (inexpensive both from the computational and the communications point of view) provides the most substantial performance improvement. This motivates the research for policies that combine client and server information.
Algorithms combining domain and server information
In this section we evaluate the performance of policies that combine domain with server information, without requiring the frequent exchange of messages as in the LUN policy. Speci cally, we focus on policies using the overload alarm, and the MRL policy that also requires an estimate of the mean time of a client session. This information requires low communications overheads, because the former is implemented through asynchronous messages, while the latter is synchronous but the period can be large (i.e. of the order of minutes or tens of minutes), since the information is typically stable. We compare the results of the three feedback strategies (Thr1, Thr2 and ThrT) described in Section 3.3.1 that combine asynchronous WS alarms with the DAL and RR2 algorithms. For each threshold policy, the results shown in Figures 8 and 9 refer to the best set of parameters found through a very large set of experiments. Assuming a 0.05 di erence in T OUT and T IN , the best T OUT and T IN values for this scenario are between square brackets. We see that simply tracking the heavily loaded servers improves the performance. In particular, ThrT does not improve the performance much as compared to the algorithms without feedback, while more consistent improvements can be achieved by using either Thr1 or Thr2. This demonstrates that a temporal threshold, such as ThrT, is not preferable to a quantitative threshold in deciding when a WS should re-enter the set of active servers.
The di erences between Thr1 and Thr2 are not consistent. In particular, DAL and RR2 with two thresholds do not perform better than the corresponding algorithms with one threshold. Therefore, our preference is for the strategies with a single threshold T OUT . This is for two main reasons: the strategies with a single threshold achieve a performance which is comparable to the policies with two thresholds; they have one less parameter, thereby simplifying the tuning of the scheduling algorithm in a dynamic scenario.
This section shows that all the algorithms with any alarm feedback from WSs to the DNS have better performance than their non-feedback counterparts. This result is important because this performance improvement is achieved at little increase of the communications overhead.
To understand usefulness of di erent pieces of information, Figure 10 compares various versions of the DAL policy against the MRL algorithm. First, we can observe that the pure DAL is much better than DAL-AN. DAL-ST, not shown for the clarity of exposition, has performance similar to DAL-AN. DAL is even better than MRL, while DAL-Thr1 is the best DAL policy. Hence, we can conclude that, among various server information, the alarm signal from heavily loaded servers is the most e ective. Furthermore, if we compare MRL-Thr1 and DAL-Thr1, it is the MRL-Thr1 policy that achieves the best performance. This swap in order with the presence of asynchronous alarms, as compared with MRL and DAL, can also be observed when we compare the results in Figure  8 and 9. Without alarm signals, DAL is better than RR2, while with alarm feedback, RR2-Thr1 performs better than DAL-Thr1. Another interesting result is the following. Although no policy guarantees that the Web-server system is never overloaded, Figures 11 and 12 indicate that, for the proposed policies these overloading events occur very rarely in more than one server. Speci cally, Figure 11 and Figure 12 show the maximum utilization of the second and third highest utilized Web server, respectively. These gures provide indication of whether more than one server is overloaded for RR, DAL, RR2-Thr1 and DAL-Thr1. Quite analogous results are obtained for all other proposed policies. Indeed, the second highest utilizations (Figure 11 ) of the proposed schemes are always under 0.85 that is, the second maximum utilizations are less than 0.85 with cumulative frequency or probability one. RR is the only policy showing frequent overload situations for more than one server: its second highest utilization is considerably below the other curves. In addition, the third highest utilizations ( Figure  12 ) of the proposed schemes are around or below the average utilization 0.667. This result also con rms that focusing on the most loaded WS, instead of looking at the entire system unbalance, is a good metric to evaluate and compare the performance of DNS scheduling algorithms. Figure 13 summarizes the performance of the policies that achieved best results for various scenarios of which only a part is shown in this paper. MRL-Thr1 and RR2-Thr1 can be considered the best policies with slight di erences depending on the scenario. DAL-Thr1 is typically the third. We give the following explanation for this order. Although DAL attempts to make a more precise estimation of the load than RR2, the estimate is too crude to improve WS assignments. Recall that its load estimates are derived from average values of the hidden load weight that may not be valid for speci c instances. On the other hand, a policy such as MRL, that also uses information about the residual active requests, seems to perform slightly better in terms of reducing the frequency of overload situations. Nevertheless, all these proposed policies considerably improve the performance of the existing RR-DNS. The improvements achieved by these algorithms become even more substantial when the DNS can control more requests through a reduction of the TTL value. Figure 14 shows that their performance now gets closer to that of the ideal policy.
Sensitivity of DNS scheduling algorithms
We now evaluate the sensitivity of the best performing policies to various system parameters. The performance metrics used is the 96th percentile of the cumulative frequency of the highest utilized WS. In other words, the y-axis reports the probability that no server of the distributed Web-server system is overloaded (i.e. more than 96% utilized).
In Figure 15 we examine the sensitivity to the TTL that is, the period during which the name servers cache a name-to-address mapping. The ordering of the policies by performance is essentially the same, with change in the TTL value. The strategies with asynchronous alarms show similar results that are considerably better than the RR-DNS policy across the range of reasonable TTL values. The percentage of requests controlled by the DNS decreases very rapidly as the TTL increases. However, as already observed in Section 2, we cannot solve the problem of limited DNS control by choosing a TTL value close to 0. First of all, this would cause the DNS to become a bottleneck and increase the number of messages in the network. Moreover, in order to reduce this tra c, most name servers set their own TTL values if the DNS proposed value is considered too low. We now examine the sensitivity of the results to the distribution of clients among the domains. Figure 16 shows the sensitivity of the proposed policies to the mean number of connected domains, while the number of clients is xed at 1500. This gure shows that there is a slight improvement for an increasing number of LGs. For the RR2-Thr1 and MRL-Thr1 policies, the probability that no server is overloaded is around 90% for more than 40 domains. The DAL policy has slightly worse performance; however, the probability that no server is overloaded remains over 0.8 for more than 40 domains, which is signi cantly better than the 0.68 value achieved for the default value (20) of the number of domains. The RR-DNS policy, by comparison, improves marginally with an increasing number of LGs, but remains much worse than the proposed policies.
Another interesting aspect is the sensitivity of the scheduling policies to the percentage of requests coming from singleton domains as shown in Figure 17 , where a singleton domain consists of only one client. We added to the system a sizable number of singletons to model a situation which is not provided by the long tail of the pure Zipf distribution. Indeed, the clients of the singleton domains rarely nd in the cache of their LNS a valid name-to-address mapping. Therefore, they are forced to send their address resolution requests to the DNS, unless they nd a valid one cached in some INS. Although each of these clients generates a small fraction of the workload on the Web-server system, considering more singleton domains increases the control of the DNS on the requests. This explains the better performance shown by all the proposed scheduling strategies when the percentage of requests coming from singleton domains increases. Note however, that the ordering between the policies stays the same as the percentage of singletons is varied. The RR-DNS policy actually has worse performance, as the percentage of singleton domains increases; an explanation for this behavior is that, in a round of the RR-DNS policy, requests from singleton domains can lead to very small loads on the server assigned to them, while a high load can result from nodes assigned to larger domains, giving rise to a larger variance in the load allocated per round. In the last set of experiments we evaluate the impact of the distribution of client requests on the performance of the best three scheduling policies. Figures 18, 19 and 20 refer to the RR2-Thr1, DAL-Thr1 and MRL-Thr1 policies, respectively. As shown in these gures, the performance under the geometric distribution (with p = 0:3) is similar to that under the pure-Zipf distribution.
In addition, these gures show how the results improve as the client distribution resembles the uniform distribution and the skew reduces. In particular, the DAL-Thr1 and MRL-Thr1 are For a direct comparison of the three best policies under distributions di erent from the pure Zipf (already observed in Figure 13 ), Figure 21 shows the performance under geometric and Zipf distribution with parameter p = 0:3 and x = 0:5, respectively. For a geometric distribution, the relative order of these three policies remains unchanged with respect to a pure Zipf that is, MRLThr1 and RR2-Thr1 perform similarly and both better than DAL-Thr1. The relative order changes for a distribution with a lower skew, such as the Zipf with x = 0:5. Although all policies improve considerably to the extent that the Web-server system can be considered never overloaded, the RR2-Thr1 becomes the worst, which is consistent with the results shown in Figure 18 .
Additional experiments (not shown due to space constraints) examined the sensitivity of the scheduling policies to di erent load models that could even include applications such as multimedia or electronic commerce. The common characteristics of these applications of Web servers is a likely growth in the number requests per user session (e.g. due to intensive Internet shopping at a site) and/or a longer service time that each hit requires at the server (possibly due to large multimedia objects or database access). The results indicated that the RR2-Thr1, MRL-Thr1 and DAL-Thr1 strategies are quite robust even for workloads that are very di erent from those considered earlier in the paper. In particular, RR2-Thr1 and MRL-Thr1 perform slightly better than DAL-Thr1. Analogous results are also obtained when increasing the mean inter-request time between hits.
We have shown in various scenarios that the performance of RR2-Thr1 and MRL-Thr1 is comparable, while the DAL-Thr1 is slightly worse. However, for a fair comparison, we also have to consider the implementation issues of these policies in an actual environment. The RR2-Thr1 policy has various merits: good and stable performance, easy implementation, and very low computational and communications overhead. Conversely, the modeling assumptions and hence results are more favorable than reality to algorithms such as LPPU, DAL and MRL. For example, the strategies with periodic messages from the servers here do not experience the random delays that would occur in the real network. Moreover, the algorithms that use the number of subsequent requests per name-to-address resolution (DAL) or the mean session time (MRL) in their load calculation could not estimate these parameters as accurately as in the simulation model, where the client parameters are obtained from theoretical distributions. In an actual environment, the analogous accuracy could be achieved only through frequent information exchanges from WSs to DNS. And this will increase the communications overhead of DAL and MRL policies. 6 
Conclusions
In this paper, we adapted traditional scheduling algorithms to the Domain Name Server (DNS), proposed new policies, and examined their impact for various scenarios. The basic problem is that, typically, only a very small fraction of the client requests are mapped to a speci c WS by the DNS, leading to little control by the DNS and consequent poor load balancing. With the goal of improving the basic round-robin scheme used by the DNS of some distributed multi-node Web servers, we considered three classes of algorithms that, through the use of additional state information, attempt to minimize the overloading situations of the Web servers. The rst class uses the source domain of the clients in selecting the WS. This class of algorithms also estimates the number of subsequent client requests from each source following a name-to-address mapping, referred to as the hidden load weight. These algorithms attempt to prevent popular gateways from overloading speci c WS nodes. The second class of algorithms uses load information on Web servers. We distinguish asynchronous alarms, that simply indicate heavily load conditions at WS, from detailed information on the WS load that require frequent message exchanges and cause more communications overhead. Finally, the third class of algorithms combines domain and server load information.
Extensive simulation results show the advantage of the strategies that take into account the domain of the requests and alarms from the servers. In particular, we found that classic algorithms such as round-robin and least-loaded-server are not adequate because current server load is not the best indicator of future server load due to the TTL e ect. An initially unexpected result is that the best performance is achieved by algorithms that use only limited state information on whether a server is overloaded or not. On the other hand, detailed load information, especially the less recent load information, do not appear useful, and can often lead to false estimation about the future state. The most promising algorithms use asynchronous alarms (when the load at a WS crosses a threshold) combined with an estimation of the hidden load weight coming from each domain. This estimation can be simply used to partition the domains into two or more classes, with round-robin scheduling in each class (RR2 policy) separately, or can be combined with other information from Web servers such as the average session length to evaluate the residual load (MRL policy). All these algorithms can lead to much better load balancing than RR-DNS, while RR2-Thr1 is the simplest to implement. Extension to case of heterogeneous servers is considered in 9].
We note that the DNS policies presented in this paper could be applied to the recent work on Universal Resource Names URN 12] . This is a topic of further work.
