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Abstract
Spectral embedding of graphs uses the top k non-trivial eigenvectors of the random
walk matrix to embed the graph into Rk. The primary use of this embedding has
been for practical spectral clustering algorithms [SM00, NJW01]. Recently, spectral
embedding was studied from a theoretical perspective to prove higher order variants of
Cheeger’s inequality [LOT12, LRTV12].
We use spectral embedding to provide a unifying framework for bounding all the
eigenvalues of graphs. For example, we show that for any finite connected graph with
n vertices and all k ≥ 2, the kth largest eigenvalue is at most 1 − Ω(k3/n3), which
extends the only other such result known, which is for k = 2 only and is due to [LO81].
This upper bound improves to 1 − Ω(k2/n2) if the graph is regular. We generalize
these results, and we provide sharp bounds on the spectral measure of various classes
of graphs, including vertex-transitive graphs and infinite graphs, in terms of specific
graph parameters like the volume growth.
As a consequence, using the entire spectrum, we provide (improved) upper bounds
on the return probabilities and mixing time of random walks with considerably shorter
and more direct proofs. Our work introduces spectral embedding as a new tool in
analyzing reversible Markov chains. Furthermore, building on [Lyo05], we design a local
algorithm to approximate the number of spanning trees of massive graphs.
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1 Introduction
A very popular technique for clustering data involves forming a (weighted) graph whose
vertices are the data points and where the weights of the edges represent the “similarity” of
the data points. Several of the eigenvectors of one of the Laplacian matrices of this graph
are then used to embed the graph into a moderate-dimensional Euclidean space. Finally,
one partitions the vertices using k-means or other heuristics. This is known as spectral
embedding or spectral clustering, and it is applied in various practical domains (see, e.g.,
[SM00, NJW01, Lux07]). Recently, theoretical justifications of some of these algorithms
have been given. For example, [LOT12, LRTV12, DJM12] used spectral embedding to prove
higher order variants of Cheeger’s inequality, namely, that a graph can be partitioned into k
subsets each defining a sparse cut if and only if the kth smallest eigenvalue of the normalized
Laplacian is close to zero.
Spectral embedding for finite graphs is easy to describe. For simplicity in this paragraph,
let G = (V,E) be a d-regular, connected graph, and let A be the adjacency matrix of G. Then
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the normalized Laplacian of G is L := I −A/d. Let g1, . . . , gk be orthonormal eigenfunctions
of L corresponding to the k smallest eigenvalues 0 = λ1 < λ2 ≤ · · · ≤ λk. Then (up to
normalization) the spectral embedding is the function F : V → Rk−1 defined by
x 7→ Fx :=
(
g2(x), g3(x), . . . , gk(x)
)
.
This embedding satisfies interesting properties, including one termed “isotropy” by [LOT12,
Lemma 3.2]. This isotropy property says that for any unit vector v ∈ Rk−1,∑
x∈V
d〈v, Fx〉2 = 1 .
The embedding is naturally related to the eigenvalues of L. For example, it is straightforward
that
(k − 1)λk ≥
∑
x∼y
‖Fx − Fy‖2 . (1.1)
Let the energy of F be the value of the right-hand side of the above inequality. It follows
from the variational principle that the spectral embedding is an embedding that minimizes
the energy among all isotropic embeddings. (Note that the embedding that only minimizes
the energy is the one that maps every vertex to the same point in Rk−1.)
In fact, we will not use the isotropy property explicitly, except in Lemma 3.13. The reason
is that rather than use the above version of the spectral embedding, we use an isomorphic one
that is defined via a spectral projection. The fact that a projection is behind the definition
of the embedding is what makes isotropy hold.
In this paper, we use spectral embedding as a unifying framework to bound from below
all the eigenvalues of the normalized Laplacian of (weighted) graphs. We prove universal
lower bounds on these eigenvalues, equivalently, universal upper bounds on the eigenvalues of
the random walk matrix of G. The usual methods for obtaining such bounds involve indirect
methods from functional analysis. By contrast, our method is direct, which leads to very
short proofs, as well as to improved bounds. By (1.1), all we need to do is to bound from
below the energy of an isotropic embedding. We use simple properties of Hilbert spaces, as
well as underlying properties of G, to achieve this goal.
There have been a great many papers that upper-bound the return probability or the
mixing time of random walks. It is known that return probabilities are closely related to
the vertex spectral measure (see Lemmas 3.5 and 3.6 for specific comparisons). Therefore,
once we can control the eigenvalues, we can reproduce, or even improve, bounds on return
probabilities. Our work thus introduces spectral embedding as a new tool in analyzing
reversible Markov chains.
1.1 Results
In order to give an overview of our results, we need the following notation, which is explained
in more detail in Sections 2 and 3. To simplify, we consider only unweighted simple connected
graphs in this introduction. Consider lazy simple random walk, which stays put with
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probability 1/2 and moves to a random uniform neighbor otherwise. Denote the transition
matrix of this random walk by P . The probabilistic Laplacian matrix is L := I − P . If G is
finite of size n, then the eigenvalues of L are 0 = λ1 < λ2 ≤ · · · ≤ λn ≤ 1. If G is infinite,
there may not be any eigenvectors in `2(V ), so one defines instead a spectral probability
measure µx on [0, 1] corresponding to each vertex x ∈ V . One way to define µx is via random
walks. Write pt(x, x) for the probability that random walk started at x is back at x on the
tth step. Then
pt(x, x) =
∫ 1
0
(1− λ)t dµx(λ) .
In the finite case, we define µ :=
∑
x∈V µx/n, where n := |V |. In this case, µ(δ) := µ
(
[0, δ]
)
=
max{k/n : λk ≤ δ}, in other words, µ places mass 1/n at each of the n eigenvalues of L (with
multiplicity). Write pi(x) for the degree of x divided by 2|E|, which is 0 when G is infinite. It
will be more convenient to use µ∗x := µx − pi(x)10 and µ∗ := µ− 10/n, where 10 denotes the
point mass at 0. If G is vertex transitive, then µx does not depend on x, so we write µ := µx
and µ∗ := µ∗x, which agrees with our notation in the preceding sentence in case G is finite.
Our main contributions are the following results, all of which we believe to be new, as
well as the technique used to establish them. The sharpness of these results (up to a constant
factor) is discussed briefly here and in more detail in the body of the paper.
Theorem 1.1. For every finite, unweighted, connected graph G, and every δ ∈ (0, 1), we
have µ∗(δ) < 20 δ1/3 and
λk >
(k − 1)3
(20n)3
.
Thus, for every integer t ≥ 1, we have∑
x∈V pt(x, x)− 1
n
<
13
t1/3
.
Here, the first result is sharp for each k separately and the second result is sharp. (Note that
when this theorem is stated and proved as Theorem 5.1, it is for the Laplacian corresponding
to the transition matrix for simple random walk, rather than for lazy random walk as here.
This is why the constants differ.)
Our main application of the above result is a fast local algorithm for approximating the
number τ (G) of spanning trees of a finite massive graph, G. The problem of counting the
number of spanning trees of a graph is one of the fundamental problems in graph theory,
for which the matrix-tree theorem gives a simple O(n3)-time algorithm. For very large n,
however, even this is too slow. For a general graph, τ (G) can be as large as nn−2, which is
its value for a complete graph by Cayley’s theorem [Cay89].
A local graph algorithm is one that is allowed to look only at the local neighborhood of
random samples of vertices of the graph. The notion of graph-parameter estimability involves
estimating a graph parameter, such as τ (G), using a local graph algorithm (see, e.g., [Ele10]
or [Lov12, Chap. 22] for a discussion). We prove that τ (G) is estimable in this sense. In
fact, we prove estimability in an even stronger sense. Suppose that we have access to G only
through an oracle that supports the following simple operations:
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• Select a uniformly random vertex of G.
• For a given vertex x ∈ V , select a uniformly random neighbor of x.
• For a given vertex x ∈ V , return the degree of x.
The proof of the next corollary presents a local algorithm for approximating the number of
spanning trees of G that uses an oracle satisfying the above operations, as well as knowledge
of n and |E|. For any given  > 0, our algorithm approximates 1
n
log τ (G) within an -additive
error using only O
(
poly(−1 log n)
)
queries.
Corollary 1.2. Let G be a finite, unweighted, connected graph. Given an oracle access
to G that satisfies the above operations, together with knowledge of |V | and |E|, there is
a randomized algorithm that for any given , δ > 0, approximates log τ (G)/|V | within an
additive error of , with probability at least 1− δ, by using only O˜(−5 + −2 log2 |V |) log δ−1
many oracle queries.
Here, we write f(s) = O˜
(
g(s)
)
if there is a constant c such that f(s) ≤ c g(s)(log g(s))c
for all s.
Write f(n) = Ω
(
g(n)
)
to mean that there is a positive constant c such that f(n) ≥ c g(n)
for all n ≥ 1. In this notation, the preceding Theorem 1.1 gave an Ω((k − 1)3/n3) bound for
λk. With the additional hypothesis of regularity, this can be improved to Ω
(
(k − 1)2/n2). In
fact, only a bound for the ratio of the maximum degree to the minimum degree is needed.
Theorem 1.3. For every unweighted, connected, regular graph G and every x ∈ V , we have
µ∗x(δ) < 14
√
δ. Hence if G is finite, µ∗(δ) < 14
√
δ and for 1 ≤ k ≤ n, we have
λk >
(k − 1)2
200n2
.
For all t > 0 and x ∈ V , we have
pt(x, x)− pi(x) < 13√
t
.
This result is evidently sharp as shown by the example of a cycle, which also shows
sharpness of the next result.
For a finite G, let τ∞(1/4) denote the uniform mixing time, i.e., the time t until
|pt(x, y)/pi(y)− 1| ≤ 1/4 for every x, y ∈ V .
Proposition 1.4. For every unweighted, finite, connected regular graph G, we have
τ∞(1/4) ≤ 24n2 .
The next theorem answers (up to constant factors) the 5th open question in [MT06], which
asks how small the log-Sobolev and entropy constants can be for an n-vertex unweighted
connected graph. Here, we write f(n) = Θ
(
g(n)
)
to mean that there are positive finite
constants c1 and c2 such that for all n ≥ 1, we have c1g(n) ≤ f(n) ≤ c2g(n).
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Theorem 1.5. Write ρ(G) for the log-Sobolev constant and ρ0(G) for the entropy constant
of G. For finite unweighted graphs G with n vertices, we have
min
G
ρ(G) = Θ(n−3) and min
G
ρ0(G) = Θ(n
−3) .
Similarly, we find the worst uniform mixing time of graphs:
Proposition 1.6. For every unweighted, finite, connected graph G, we have
τ∞(1/4) ≤ 8n3 .
This result is sharp.
Although new, the preceding three results have been known implicitly in the sense that
they could have been easily deduced from known results, but for some reason, they were not.
Finally, the case of transitive graphs is especially interesting and especially well studied,
yet, to the best of our knowledge, the following theorem has not been proved in this generality.
Theorem 1.7. For every connected, unweighted, vertex-transitive, locally finite graph G of
degree d, every α ∈ (0, 1), δ ∈ (0, 1), and every x ∈ V ,
µ∗x(δ) = µ
∗(δ) ≤ 1
(1− α)2N(√α/(dδ) ) , (1.2)
where N(r) denotes the number of vertices in a ball of radius r. In addition, if G is finite of
diameter diam, then
λ2 >
2
d
(
sin
pi
4 diam
)2
. (1.3)
Because the volume-growth function N(·) can fluctuate dramatically in some groups, it
can be important to have N(·) appear more directly in the estimate as in (1.2). For example,
see [LPS16] for an application to occupation measure of random walks in balls where this
bound is crucial.
The first lower bound for λ2 on finite Cayley graphs similar to (1.3) is due to [Bab91,
Lemma 6.1]; the constant was improved later by [DSC93, Corollary 1] to
λ2 >
1
d diam2
. (1.4)
It is known that the same inequality holds for general finite transitive graphs; it can be
proved by the congestion method, e.g., [LPW06, Corollary 13.24].
Note that (1.3) agrees with (1.4) when diam = 1 and is otherwise strictly better. Also,
2
d
(
sin
pi
4 diam
)2
∼ pi
2
8d diam2
as diam→∞. Our improvement is accomplished through adapting a proof due to [JL16] of
similar result for compact manifolds, due originally to [Li80]. ([JL16] in turn was inspired by
an earlier version of the present paper.)
Our technique yields very short proofs of the above results. In addition, one can im-
mediately deduce such results as that return probabilities in infinite transitive graphs with
polynomial growth at least order D decay at polynomial rate at least order D/2 (see Corol-
lary 6.6). This is, of course, the correct decay rate on ZD for D ∈ N.
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1.2 Related Works
There have been many studies bounding from above the eigenvalues of the (normalized)
Laplacian (equivalently, bounding the eigenvalues of the (normalized) adjacency matrix from
below). For example, Kelner et al. [KLPT11] show that for n-vertex, bounded-degree planar
graphs, one has that the kth smallest eigenvalue satisfies λk = O(k/n).
However, to the best of our knowledge, universal lower bounds were known only for the
second smallest eigenvalue of the normalized Laplacian. Namely, Landau and Odlyzko [LO81]
showed that the second eigenvalue of every simple connected graph of size n is at least 1/n3.
On the other hand, there have also been a great many papers that bound from above
the return probabilities of random walks, both on finite and infinite graphs. Such bounds
correspond to lower bounds on eigenvalues. In fact, as we review in Subsection 3.2, the
asymptotics of large-time return probabilities correspond to the asymptotics of the spectral
measure near 0, which, for finite graphs, means the behavior of the smallest eigenvalues.
Our methods would work as well for the eigenvalues λ˜k of the unnormalized combinatorial
Laplacian ∆. This is relevant for continuous-time random walk that when at a vertex x,
crosses each edge (x, y) at rate equal to the weight w(x, y) of that edge. In this case, [Fri96]
has determined the minimum of λ˜k for each k over all unweighted n-vertex graphs. As noted
there, his bound implies that λ˜k = Ω(k
2/n2); this immediately implies that λk = Ω(k
2/n3)
by comparison of Rayleigh quotients, but this is not sharp, as indicated by Theorem 1.1.
1.3 Structure of the Paper
We review background and notation for graphs in Section 2 and for spectral embedding and
random walks in Section 3. We then begin with some very simple proofs of known results
in Section 4. Those are followed by proofs of new results that lead to the above bounds on
mixing time, log-Sobolev constants, and entropy constants. Our most sophisticated proof
is in Section 5, which establishes Theorem 1.1 and its corollaries. The case of transitive
graphs is treated in Section 6, while the appendix collects some proofs of known results for
the convenience of the reader.
2 Graph Notation and the Laplacian
Let G = (V,E) be a finite or infinite, weighted, undirected, connected graph with more than
one vertex. Since we allow weights, we do not allow multiple edges. We do allow loops. If
G is finite, we use n := |V | to denote the number of vertices. For each edge (x, y) ∈ E, let
w(x, y) > 0 be the weight of (x, y). In almost all instances, throughout the paper we assume
that w(x, y) ≥ 1 for every edge (x, y) ∈ E. However, we make this assumption explicit each
time. We say G is unweighted if w(x, y) = 1 for every edge (x, y) ∈ E.
For each vertex x ∈ V , let w(x) := ∑y∼xw(x, y) be the (weighted) degree of x in G.
Since G is connected, w(x) > 0 for all x ∈ V . We always assume that our graph is such that
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w(x) <∞ for each of its vertices, x. For a set S ⊆ V , let wt(S) := ∑x∈S w(x). Similarly, let
wt(E ′) :=
∑
e∈E′ w(e) for E
′ ⊆ E. We define the function pi : V → R by pi(x) := w(x)/wt(V ).
For a vertex x ∈ V , we use 1x to denote the indicator vector of x,
1x(y) :=
{
1 if y = x,
0 otherwise.
We also use ex := 1x/
√
w(x). For two vertices x, y ∈ V , we use dist(x, y) to denote the length
of a shortest path from x to y. For every r ≥ 0, we write Bdist(x, r) := {y : dist(x, y) ≤ r} to
denote the set of vertices at distance at most r from x. Define diam(x) := supy dist(x, y) and
diam := maxx diam(x). For a vertex x ∈ V and radius r ≥ 0, let
wt(x, r) := wt
(
Bdist(x, r)
)
:=
∑
y : dist(x,y)≤r
w(y) .
We write `2(V,w) for the (real or complex) Hilbert space of functions f : V → R or C
with inner product
〈f, g〉w :=
∑
x∈V
w(x)f(x)g(x)
and squared norm ‖f‖2w := 〈f, f〉w. Note that an orthonormal basis of `2(V,w) is formed by
the vectors ex (x ∈ V ). We reserve 〈·, ·〉 and ‖ · ‖ for the standard inner product and norm
on Rk, k ∈ N and `2(V ), and also for the norm on a generic Hilbert space.
The transition operator P : `2(V,w)→ `2(V,w) is defined by
(Pf)(x) :=
∑
y∈V
w(x, y)
w(x)
f(y) ;
it is easily checked to have norm at most 1 and to be self-adjoint. The probabilistic
Laplacian is L := I − P .
It is well known and easy to check that for f ∈ `2(V,w), we have
〈f,Lf〉w =
∑
x∼y
w(x, y)|f(x)− f(y)|2 .
Note that the sum over x ∼ y is over unordered pairs, i.e., over all undirected edges. Thus
for f ∈ `2(V,w) other than the zero function, we call
〈f,Lf〉w
〈f, f〉w =
∑
x∼y w(x, y)|f(x)− f(y)|2∑
x∈V w(x)|f(x)|2
=: RayG(f)
the Rayleigh quotient of f (with respect to G). If f takes values in a Hilbert space,
then we define Ray(f) similarly with absolute values replaced by norms.
In particular, when G is finite, one sees that L is a positive semi-definite operator with
eigenvalues
0 = λ1 < λ2 ≤ · · · ≤ λn ≤ 2 .
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Here, λ1 < λ2 since G is connected, which implies that the first eigenvalue corresponds only
to the constant eigenfunctions. Furthermore, by standard variational principles,
λk = min
H⊆`2(V,w)
max
f∈H\{0}
RayG(f) , (2.1)
where the minimum is over subspaces of dimension k.
3 Spectral Measure and Spectral Embedding
3.1 Spectral Measure
The spectral theory of the Laplacian generalizes naturally to infinite graphs. However,
eigenvalues may not exist. Instead, one defines probability measures on the spectrum; in
the finite-graph case, this amounts to assigning equal weight to each eigenvalue. Here we
describe the spectral theory of infinite locally finite graphs that may be equivalently applied
to finite graphs.
We begin with a brief review of the spectral theorem for bounded self-adjoint operators
T on a complex Hilbert space H. For more details, see, e.g., [Rud91, Chap. 12]. Let B be
the Borel σ-field in R. A resolution of the identity I(·) is a map from B to the space of
orthogonal projections on H that satisfies properties similar to a probability measure, namely,
I(∅) = 0; I(R) = I; for all B1, B2 ∈ B, we have I(B1∩B2) = I(B1)I(B2) and, if B1∩B2 = ∅,
then I(B1 ∪ B2) = I(B1) + I(B2); and for all f, g ∈ H, the map B 7→ 〈I(B)f, g〉 is a finite
complex measure on B. Note that B 7→ 〈I(B)f, f〉 = ‖I(B)f‖2 is a positive measure of norm
‖f‖2. The spectrum of T is the set of λ ∈ R such that T − λI does not have an inverse on
H. The spectral theorem says that there is a unique resolution of the identity, IT (·), such
that T =
∫
λ dIT (λ) in the sense that for all f, g ∈ H, we have 〈Tf, g〉 =
∫
λ d〈IT (λ)f, g〉.
Furthermore, IT is supported on the spectrum of T . For a bounded Borel-measurable function
h : R→ R, one can define (via what is called the symbolic calculus) a bounded self-adjoint
operator h(T ) by h(T ) :=
∫
h(λ) dIT (λ), with integration meant in the same sense as above.
The operator h(T ) commutes with T . For example, 1B(T ) = IT (B). In our case, T will be
positive semi-definite, whence its spectrum will be contained in R+. In this case, we will
write IT (δ) := IT
(
[0, δ]
)
for its cumulative distribution function (δ ≥ 0).
For example, if H = L2(X,µ) and g ∈ L∞(X,µ), then the multiplication operator Mg
defined by Mg : f → g · f is a bounded linear transformation, which is self-adjoint when g is
real. In this case, IMg(B) = M1g−1[B] and h(Mg) = Mh◦g.
If H is finite dimensional and T has spectrum σ, one could alternatively write IT (B) =∑
λ∈σ∩B Pλ, where Pλ is the orthogonal projection onto the λ-eigenspace. In particular,
IT (δ) =
∑
λ≤δ Pλ. Writing T =
∑
λ∈σ λPλ amounts to diagonalizing T . Here we have
h(T ) =
∑
λ∈σ h(λ)Pλ for any function h; because only finitely many values of h are used, we
may take h to be a polynomial.
Let G be a locally finite graph. Let IL(·) be the resolution of the identity for the operator
L. The Laplacian L is a positive semi-definite self-adjoint operator acting on `2(V,w) with
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operator norm at most 2, so its spectrum is contained in [0, 2]. We may use I(·) whenever
the operator is clear from context. For a vertex x ∈ V and δ > 0, the function
µx(δ) := 〈IL(δ)ex, ex〉w = 〈IL(δ)1x,1x〉 (3.1)
is called the vertex spectral measure of x. It defines a probability measure on the Borel
sets of R supported on [0, 2]. If G is finite, then the spectral measure of G is defined as
µ(δ) :=
1
n
∑
x∈V
µx(δ) =
1
n
|{k : λk ≤ δ}| . (3.2)
For general infinite graphs, there is no corresponding spectral measure, other than the
projection-valued IL. Of course, if G is transitive, then µx(δ) does not depend on x ∈ V , and
in this case, µx is already an analogue of µ.
For infinite graphs with infinite volume, there is no kernel of L, so I(0) = 0. However,
for finite graphs, I(0) is the projection on the kernel of L, which is the space of constant
functions. Since we are not interested in the kernel of L, it will be convenient for us to work
with the operator I∗(δ) := I(δ)− I(0). Correspondingly, we define
µ∗x(δ) := 〈I∗(δ)1x,1x〉 , µ∗(δ) :=
1
n
∑
x∈V
µ∗x(δ) . (3.3)
Recall the definition pi(x) := w(x)/wt(V ) from the beginning of Section 2. Observe that
µ∗x(δ) = µx(δ)− pi(x). Therefore, for every connected graph G and every vertex x ∈ V , we
have µ∗x(0) = 0 and µ
∗
x(2) = 1− pi(x). Furthermore, µ∗(δ) = µ(δ)− 1/n when G is finite.
Example 3.1. Consider the unweighted cycle on n vertices, which we regard as the usual
Cayley graph of Zn := Z/nZ. Let ν be the uniform probability measure on Zn. The Fourier
transform F maps `2(Zn) isometrically isomorphically to `2(Zn, ν) and carries L to the
multiplication operator Mg, where g(k) := 1 − cos(2pik/n). The eigenvalues of L are the
values (with multiplicity) of g. Since L = F−1MgF , we have that IL = F−1IMgF . Clearly,
IMg [0, λ] = M1Bλ , where Bλ := {k : g(k) ≤ λ}. Therefore, µx(δ) = |Bδ|/n for all x ∈ Zn.
Example 3.2. Consider the usual unweighted Cayley graph of Z. The Fourier transform F
maps L2(R/Z) isometrically isomorphically to `2(Z) and carries the multiplication operator
Mg to L, where g(s) := 1 − cos(2pis). Since L = FMgF−1, we have that IL = FIMgF−1.
Clearly, IMg [0, λ] = M1Bλ , where Bλ := {s : g(s) ≤ λ}. Therefore, µx(δ) = |Bδ| for all x ∈ Z.
It is straightforward that characterizing spectral measure of finite graphs provides a
corresponding characterization for the eigenvalues of the normalized Laplacian.
Fact 3.3. For every finite graph G and 2 ≤ k ≤ n, if µ∗(δ) ≤ (k − 1)/n, then λk ≥ δ.
The next lemma is a generalization of the Rayleigh quotient to infinite graphs.
Lemma 3.4. Let f ∈ `2(V,w) and δ ∈ [0, 2]. If f ∈ img(I(δ)), then
〈Lf, f〉w ≤ δ〈f, f〉w = δ
∑
x∈V
w(x)f(x)2 .
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Proof. Since f ∈ img(I(δ)), if B ∩ [0, δ] = ∅, then
〈ILf, f〉w(B) = 〈ILI(δ)f, f〉w(B) = 〈I(δ)(B)f, f〉w = 〈0f, f〉w = 0 .
That is, 〈ILf, f〉w is supported on [0, δ]. Therefore,
〈Lf, f〉w =
∫
[0,2]
λ d〈I(λ)f, f〉w =
∫
[0,δ]
λ d〈I(λ)f, f〉w ≤ δ〈f, f〉w .
3.2 Random Walks
A random walk is called lazy if for each vertex x, we have p(x, x) ≥ 1/2. This guarantees
aperiodicity of the random walk and also that P is positive semi-definite. Recall that
L = I − P whether or not P is lazy; the eigenvalues of L lie in [0, 1] when P is lazy and in
[0, 2] in all cases. If G is a loopless unweighted graph, then lazy simple random walk on
G is the random walk on the graph G′ obtained from G by adding w(x) loops to each vertex
x. In this case, if P is the transition matrix for G and P ′ that for G′, we have P ′ = (I +P )/2,
whence the corresponding Laplacians satisfy L′ = L/2 and IL′(λ) = IL(2λ).
An alternative to laziness is continuous-time random walk, which has the transition
matrix P , but rather than take steps at each positive integer time, it takes steps at the times
of a Poisson process with rate 1. In other words, the times between steps are IID random
variables with Exponential(1) distribution. These random walks behave very similarly to the
discrete-time lazy random walks. The mathematics is slightly cleaner for continuous time
than for discrete time; sometimes one can derive bounds for one from bounds for the other,
but often it is easier simply to follow the same proof.
Obviously for every finite graph G, the kth largest eigenvalue of P is equal to 1 minus
the kth smallest eigenvalue of L. That is, the eigenvalues of P are
1 = 1− λ1 ≥ 1− λ2 ≥ . . . ≥ 1− λn ≥ −1 .
For two vertices x, y ∈ V , we use pt(x, y) to denote the probability that the discrete-time
random walk started at x arrives at y at step number t. Observe that pt(x, y) = 〈P t1y,1x〉.
For a finite, connected graph G, let pi(·) be the stationary distribution of the walk. It is
elementary that pi(x) = w(x)/wt(V ) for all x ∈ V . For every p > 0 and  > 0, the Lp-mixing
time of the walk is defined as
τp() := min
t : ∀x ∈ V
(∑
y∈V
∣∣∣∣pt(x, y)pi(y) − 1
∣∣∣∣p pi(y)
)1/p
≤ 
 .
For p =∞, one defines
τ∞() := min
{
t : ∀x, y ∈ V
∣∣∣∣pt(x, y)pi(y) − 1
∣∣∣∣ ≤ } .
11
It is elementary that for every  > 0,
dτ∞()/2e = τ2(
√
) = min
{
t : ∀x ∈ V p2t(x, x)
pi(x)
≤ 1 + 
}
. (3.4)
We present a self-contained proof in Proposition A.1.
We use qt(x, y) for the probability that the continuous-time random walk started at x is
at y at time t. This is also known as the heat kernel on G. We have
qt(x, y) = 〈e−tL1y,1x〉 =
∫ 2
0
e−λt d〈IL(λ)1y,1x〉 . (3.5)
One defines Lp-mixing times for continuous-time random walks in the same way as for
discrete-time random walks. In this case, (3.4) holds without the ceiling signs.
We can use the spectral measure of the Laplacian to upper-bound the return probability,
or the mixing time, of the random walks. Recall that when G has infinite volume, pi(x) := 0.
Lemma 3.5. Consider a lazy random walk on a weighted graph, G. If µ∗x(λ) ≤ ψ(λ) for
some increasing continuously differentiable function ψ with ψ(0) = 0, then
pt(x, x)− pi(x) = t
∫ 1
0
(1− λ)t−1µ∗x(λ) dλ ≤
∫ 1
0
(1− λ)tψ′(λ) dλ ≤
∫ 1
0
e−λtψ′(λ) dλ .
Hence if G is finite and µ∗(λ) ≤ ψ(λ) for some increasing continuously differentiable function
ψ with ψ(0) = 0, then∑
x∈V (G) pt(x, x)− 1
n
= t
∫ 1
0
(1− λ)t−1µ∗(λ) dλ ≤
∫ 1
0
(1− λ)tψ′(λ) dλ ≤
∫ 1
0
e−λtψ′(λ) dλ .
Proof. First, since P = I − L, we have
pt(x, x) = 〈(I − L)t1x,1x〉 .
Symbolic calculus gives
(I − L)t =
∫ 1
0
(1− λ)t dIL(λ) .
Therefore, by (3.1), we get
pt(x, x) =
∫ 1
0
(1− λ)t d〈IL(λ)1x,1x〉 = pi(x) +
∫ 1
0
(1− λ)t dµ∗x(λ)
= pi(x) + t
∫ 1
0
(1− λ)t−1µ∗x(λ) dλ ,
where the third equation holds by the fact that µ∗x(0) = 0. Thus, if µ
∗
x(λ) ≤ ψ(λ) and ψ(·) is
continuously differentiable,
pt(x, x)−pi(x) = t
∫ 1
0
(1−λ)t−1µ∗x(λ) dλ ≤ t
∫ 1
0
(1−λ)t−1ψ(λ) dλ =
∫ 1
0
(1−λ)tψ′(λ) dλ .
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For continuous-time random walk, (3.5) tells us that the return probability is given by
the Laplace transform, i.e.,
qt(x, x)− pi(x) =
∫ 2
0
e−λt dµ∗x(λ) .
This makes formulas somewhat cleaner. But as we used in the preceding proof, pt(x, x) <
qt(x, x) for t ≥ 1.
An upper bound on spectral measure gives an upper bound on return probabilities, as in
Lemma 3.5. The reverse is true as well, as noted by [ES89, Proposition 5.3]:
Lemma 3.6. Consider random walk on a weighted graph G. For every vertex x ∈ V , if the
walk is lazy, then
µ∗x(δ) ≤ 2e ·
(
pb1/δc(x, x)− pi(x)
)
for 0 < δ ≤ 1/2 ,
while even if the walk is not lazy,
µ∗x(δ) ≤ e ·
(
q1/δ(x, x)− pi(x)
)
for 0 < δ ≤ 2 .
See the appendix for a proof.
In order to show that certain results are sharp, it is useful to see how having both an
upper and a lower bound on return probabilities gives a lower bound on spectral measure.
The following is again due to [ES89, Proposition 5.3].
Lemma 3.7. Consider random walk on a weighted graph G. For every vertex x ∈ V , if the
walk is lazy, then
µ∗x(δ) ≥
(
pt(x, x)− pi(x)
)− (1− δ)bt/2c(pdt/2e(x, x)− pi(x)) for 0 < δ ≤ 1 and t ≥ 1 ,
while even if the walk is not lazy,
µ∗x(δ) ≥
(
qt(x, x)− pi(x)
)− e−δt/2(qt/2(x, x)− pi(x)) for 0 < δ ≤ 2 and t > 0 .
See the appendix for a proof.
For more information on polynomial-decay asymptotics, comparing µ∗x(δ) for small δ with
pt(x, x)− pi(x) for large t, see [GS91, Appendix 1].
We will generally state our results only for discrete-time random walks, but analogous
results follow from similar proofs for continuous time.
3.3 Embeddings of Graphs
We start by describing general properties of every embedding of a graph G into a (real
or complex) Hilbert space H. Usually, we will use H = `2(V,w). Let F : V → H be an
embedding of G. (Note that by “embedding”, we do not imply that F is injective; it is
merely a map.) We say that F is centered if G is finite and
∑
x∈V Fxw(x) = 0, i.e., F ⊥ 1
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in `2(V,H, w). We also say that F is non-trivial if Fx 6= 0 for some x ∈ V . For a vertex
x ∈ V and radius r ≥ 0, we use BF (x, r) :=
{
y ∈ V : ‖Fx − Fy‖ ≤ r
}
to denote the set of
vertices of G mapped to a ball of H-radius r about Fx.
For a subset E ′ of edges of G, we define the energy of F on E ′ as
EF (E ′) :=
∑
(x,y)∈E′
w(x, y) ‖Fx − Fy‖2 . (3.6)
Roughly speaking, the energy of a subgraph of G describes the stretch of the edges of that
subgraph under the embedding F . For a set S ⊆ V of vertices, we define the energy EF (S)
of S as the energy of all edges with at least one endpoint in S.
If we use the weight of an edge as its conductance, then we can relate energies to effective
resistances of the corresponding electrical network: For a finite graph G, we define the
effective conductance between a pair of vertices a, z ∈ V as
Ceff(a, z) := min
f(a)6=f(z)
Ef (E)
|f(a)− f(z)|2 = minf(a)6=f(z)
∑
x∼y w(x, y)|f(x)− f(y)|2
|f(a)− f(z)|2 .
This is for scalar-valued functions f , but by adding the squares of coordinates, the same holds
for vector-valued functions in place of f and with norms in place of absolute values. The
effective resistance Reff(a, z) is the reciprocal of the effective conductance. We also use
Rdiam := supa,z∈V Reff(a, z) to denote the maximum effective resistance of any pair of vertices
of V , the effective resistance diameter ofG. Similarly, defineRdiam(x) := maxzReff(x, z).
It is well known that the expected time for the random walk to go from a to z and then back to a
is equal to wt(V )Reff(a, z); this is called the commute time between a and z. The maximum
commute time between x and any other vertex will be denoted tx! := wt(V )Rdiam(x), while
the maximum commute time between any pair of vertices will be denoted t∗! := wt(V )Rdiam.
We refer to [LP16, Chap. 2] for more background on electrical networks and their connections
to random walks.
The following lemmas are used in several of our proofs.
Lemma 3.8. For every non-trivial centered embedding F : V → H of a finite graph G, we
have BF
(
x, ‖Fx‖
) 6= V for all x ∈ V .
Proof. Suppose that BF
(
x, ‖Fx‖
)
= V for some x ∈ V . Then for every vertex y ∈ V , we
have
〈
Fx, Fy
〉 ≥ 0. Since F is centered, we have
0 =
∑
y∈V
w(y)
〈
Fx, Fy
〉 ≥ w(x)〈Fx, Fx〉 ,
whence ‖Fx‖ = 0. Therefore Fy = Fx for all y ∈ V . Since F is centered, it follows that F is
trivial.
Lemma 3.9. Suppose that w(x, y) ≥ 1 for all edges (x, y) ∈ E. Let F : V → H be any
embedding of G into a Hilbert space H, and let B := BF (x, r). If P ⊆ E is a simple path in
G starting at x whose last vertex only is outside of B, then
EF (B) ≥ EF (P) ≥ r
2
|P| ≥
r2
|B| .
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Proof. Let P = (y0, y1, y2, . . . , yl−1, yl), where y0 = x and yi /∈ B iff i = l = |P|. Then by the
arithmetic mean-quadratic mean inequality, we have
EF (P) ≥
l−1∑
i=0
∥∥Fyi − Fyi+1∥∥2 ≥ 1l
(
l−1∑
i=0
∥∥Fyi − Fyi+1∥∥
)2
≥ 1
l
‖Fy0 − Fyl‖2 ≥
r2
|P| ,
where the first inequality uses the assumption that w(x, y) ≥ 1 for all edges (x, y) ∈ E, the
third inequality follows by the triangle inequality in Hilbert space, and the last inequality
follows by the assumption that yl /∈ B.
3.4 Spectral Embedding
For δ ∈ (0, 2), we define the spectral embedding F : V → `2(V,w) of G by
x 7→ Fx := I∗(δ)ex/
√
w(x) = I∗(δ)1x/w(x) .
Our notation does not reflect the dependence of F on δ; in all cases, δ will be fixed when F
is used. Since L = L, it follows that Fx is real valued for all x.
For finite graphs, another way to view this embedding is as follows. Suppose that
δ = λk 6= λk+1 and that g1, g2, . . . , gn : V → R is an orthonormal basis of `2(V,w) such that
g2, . . . , gk span the image of I
∗(δ). For example, gj could be a λj-eigenvector of L. Because
Fx lies in img
(
I∗(δ)
)
, we may write Fx in the (g1, . . . , gn)-coordinates as
Fx =
(
0, f2(x), . . . , fk(x), 0, . . . , 0
)
.
In order to calculate fj(x), we write
fj(x) = 〈Fx, gj〉w = 〈I
∗(δ)1x, gj〉w
w(x)
=
〈1x, I∗(δ)gj〉w
w(x)
=
〈1x, gj〉w
w(x)
= 〈1x, gj〉 = gj(x) = gj(x) .
One could, therefore, work simply with
(
g2(x), . . . , gk(x)
)
, and translate all our proofs for
finite graphs into such language. For infinite graphs, one could use infinitely many vectors gj ,
but they would not be eigenvectors.
Lemma 3.10. For every finite graph G, the above F is centered.
Proof. This is clear from the fact that img
(
I∗(δ)
) ⊥ 1.
Lemma 3.11. For every finite or infinite graph G and every vertex x ∈ V ,
‖Fx‖2w = Fx(x) = µ∗x(δ)/w(x) .
15
Hence, for every finite graph G,∑
x∈V
‖Fx‖2w w(x) =
∑
x∈V
µ∗x(δ) = nµ
∗(δ) .
Proof. The definitions of spectral embedding and spectral measure (3.3) give
Fx(x) =
〈I∗(δ)1x,1x〉
w(x)
=
µ∗x(δ)
w(x)
and
‖Fx‖2w =
〈I∗(δ)1x, I∗(δ)1x〉w
w(x)2
=
〈I∗(δ)1x,1x〉w
w(x)2
=
〈I∗(δ)1x,1x〉
w(x)
.
Lemma 3.12. If µ∗x(δ) > 0, define f : V → C by
f :=
Fx
‖Fx‖w
.
Then
i) ‖f‖w = 1,
ii) f(x) =
√
µ∗x(δ)/w(x),
iii) f ∈ img(I∗(δ)).
Proof. The first and third parts are obvious, while the second follows from Lemma 3.11.
For a set S ⊆ V , let µ∗S(δ) :=
∑
x∈S µ
∗
x(δ). The proof of the next lemma is based on
[LOT12, Lemma 3.2].
Lemma 3.13. For every δ ∈ (0, 2), the spectral embedding F enjoys the following properties:
i) For every f ∈ img(I∗(δ)) with ‖f‖w = 1, we have ∑x∈V w(x)∣∣〈f, Fx〉w∣∣2 = 1.
ii) For every vertex x ∈ V and r := α ‖Fx‖w with 0 < α < 1/
√
2, we have
µ∗BF (x,r)(δ) ≤
1
(1− 2α2)2 .
Proof. First we prove (i):∑
x∈V
w(x)
∣∣〈f, Fx〉w∣∣2 = ∑
x∈V
∣∣〈f, I∗(δ)ex〉w∣∣2 = ∑
x∈V
∣∣〈I∗(δ)f, ex〉w∣∣2 = 1 ,
where the last equality follows by the fact that ‖f‖w = 1 and f = I∗(δ)(f). It remains to
prove (ii). First observe that for every two non-zero vectors f, g in any Hilbert space, we have
‖f‖
∥∥∥∥ f‖f‖ − g‖g‖
∥∥∥∥ = ∥∥∥∥f − ‖f‖‖g‖ g
∥∥∥∥ ≤ ‖f − g‖+ ∥∥∥∥g − ‖f‖‖g‖ g
∥∥∥∥ ≤ 2 ‖f − g‖ .
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Therefore,
<
〈
f
‖f‖ ,
g
‖g‖
〉
=
1
2
(
2−
∥∥∥∥ f‖f‖ − g‖g‖
∥∥∥∥2
)
≥ 1− 2‖f − g‖
2
‖f‖2 .
Now let f := Fx/ ‖Fx‖w. Since f ∈ img
(
I∗(δ)
)
, we have by (i) and Lemma 3.11 that
1 =
∑
y∈V
w(y)
∣∣ 〈Fy, f〉w ∣∣2 ≥ ∑
y∈BF (x,r)
w(y) ‖Fy‖2w
∣∣∣∣〈 Fy‖Fy‖w , Fx‖Fx‖w
〉
w
∣∣∣∣2
≥
∑
y∈BF (x,r)
µ∗y(δ)
(
1− 2‖Fx − Fy‖
2
w
‖Fx‖2w
)2
≥ µ∗BF (x,r)(δ)
(
1− 2α2)2 .
Lemma 3.14. For every finite graph G and δ ∈ [λ2, 2),
δ ≥ EF (V )∑
xw(x) ‖Fx‖2w
= Ray(F ) .
Proof. Note that
Fx(y) =
〈
I∗(δ)1x/w(x),1y
〉
=
〈
I∗(δ)1x/w(x),1y/w(y)
〉
w
= Fy(x)
for all x, y ∈ V . Therefore
EF (V ) =
∑
y∼z
w(y, z) ‖Fy − Fz‖2w =
∑
y∼z
w(y, z)
∑
x
w(x)
∣∣(Fy − Fz)(x)∣∣2
=
∑
y∼z
w(y, z)
∑
x
w(x)|Fx(y)− Fx(z)|2 =
∑
x
w(x)〈Fx,LFx〉w
≤
∑
x
δ w(x) ‖Fx‖2w ,
where the inequality holds by Lemma 3.4 and that Fx ∈ img
(
I∗(δ)
)
for each x.
Example 3.15. Consider again Example 3.1 of the unweighted cycle on n vertices, which we
regard as the usual Cayley graph of Zn := Z/nZ. Choose δ := λ2 = 1 − cos(2pi/n). We
may calculate the embedding F : Zn → `2(Zn) by identifying 1x ∈ `2(Zn) with its image
χx : k 7→ e2piixk/n under the Fourier transform. (This is also the image of ex under the
resulting isometric isomorphism from `2(V,w) to `2(Zn).) Then Fx : k 7→ 1{±1}(k)χx(k)/
√
2.
The image of F is a set of n points equally spaced on a circle.
Example 3.16. Consider again Example 3.2 of the usual unweighted Cayley graph of Z.
The embedding F : Z → `2(Z) is easiest to perceive if we identify `2(Z) with L2(R/Z)
(via the Fourier transform). Then Fx = 1Bδχx/
√
2, where χx : s 7→ e2piixs, since χx is
the image of ex under the isometric isomorphism from `
2(V,w) to L2(R/Z). These points
are on an infinite-dimensional sphere, with the inner product between Fx and Fy being
sin
(
(x−y) cos−1(1−δ))/(2pi(x−y)) for x 6= y and 0 ≤ δ ≤ 2. See Figure 1 for an illustration
for Z2, rather than for Z.
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Figure 1: The spectral embedding value
F(0,0) ∈ `2(Z2) of Z2 for δ = 0.1. Here,
F(0,0) is the Fourier transform of the indica-
tor of Bδ. The surface in the figure is only
to aid visualizing the values on Z2. The
value F(j,k) is the same but shifted to (j, k).
4 Bounds on the Vertex Spectral Measure
Let G be a locally finite graph. This section contains two subsections. In the first, we treat
worst-case finite graphs for eigenvalues, spectral measure, return probabilities, and mixing.
In the second subsection, we treat the worst-case graphs when a lower bound to the growth
rate is imposed. Both sections have results for regular graphs.
The structure of all our proofs follows the same two steps. In the first step, we bound
eigenvalues from below by the Rayleigh quotient of a specially chosen function in the image
of a spectral embedding. In the second step, we bound the Rayleigh quotient from below
via a geometric argument. The geometry will not enter in a serious way until the proof
of Proposition 4.7. In general, when we bound the spectral measure µ∗x(δ) at a vertex x,
the embedding will place x at a location whose distance from the origin is related to µ∗x(δ).
The energy of the embedding is then bounded below by some version of the fact that other
“close” vertices are embedded “far” from the location of x. This fact, in turn, arises from the
property that the embedding is orthogonal to the kernel of L. The meaning of “far” depends
on the assumptions of the theorem desired.
4.1 Worst-Case Finite Graphs
We begin with a very simple proof of a lower bound on λ2. It shows that the relaxation time
(i.e., 1/λ2) is bounded by half the maximum commute time. This is well known; later we will
improve it to show that the L∞-mixing time is bounded by a constant times the maximum
commute time. In this proof, the first step (in the general structure of our proofs) is trivial
by choosing an eigenfunction, and the second step is quite general.
Proposition 4.1. For every finite, connected, weighted graph G, we have
λ2 ≥ 2
t∗!
.
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In particular, if G is unweighted and loopless, then
λ2 ≥ 2
n(n− 1)2 .
Proof. Let f be a unit-norm λ2-eigenvector of L. Then
λ2 = Ef (E) ≥ |f(x)− f(y)|2 Ceff(x, y)
for all x, y ∈ V . Since f ⊥ 1, we obtain
Rdiamλ2 ≥
∑
x,y
w(x)w(y)|f(x)− f(y)|2/wt(V )2 = 2wt(V )− 2
∣∣∑
xw(x)f(x)
∣∣2
wt(V )2
=
2
wt(V )
,
as desired. In the unweighted loopless case, we use the fact that wt(V ) ≤ n(n − 1) and
Rdiam ≤ diam ≤ n− 1 (as in Lemma 3.9).
The maximum commute time is known (see [CFS96] for a simple proof) to be at most
4n3/27 + o(n3) if G is unweighted and loopless, whence we have the better bound
λ2 ≥ 27 + o(1)
2n3
(4.1)
in that case.
As is well known, this bound is sharp in various ways up to a constant factor. For example,
[LO81] show that the barbell graph, which has bn/3c vertices in each of two cliques and
n− 2bn/3c vertices in a path that joins the two cliques, has λ2 ≤ 54/n3 +O(1/n4).
One can regard the preceding proof as using the 1-dimensional embedding f : V → R.
In the rest of the paper, we use higher-dimensional embeddings F to bound the spectral
measure at a vertex. However, in this section we still use only a 1-dimensional relative of F ,
whereas later sections depend crucially on using the full F .
Proposition 4.2. For every finite, connected graph G with w(x, y) ≥ 1 for all edges (x, y),
we have for every vertex x ∈ V and δ ∈ [λ2, 2),
µ∗x(δ) + pi(x) ≤ Rdiam(x)δw(x) ≤ (n− 1)δw(x) .
Therefore for δ ∈ [λ2, 2),
µ∗(δ) + 1/n ≤ Rdiamw¯δ ≤ (n− 1)w¯δ
and
λk ≥ k
t∗!
≥ k
(n− 1)wt(V ) ,
where w¯ := wt(V )/n.
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Proof. Suppose first that µ∗x(δ) > 0. Recall that Fx := I
∗(δ)1x/w(x). Define f as in
Lemma 3.12. By (i) and (iii) of Lemma 3.12 and Lemma 3.4, we have for each y ∈ V ,
δ ≥ 〈Lf, f〉w = Ef (E) ≥ |f(x)− f(y)|2/Rdiam(x) .
Therefore,
δRdiam(x) ≥
∑
y
w(y)|f(x)− f(y)|2/wt(V )
= f(x)2 +
1
wt(V )
− 2
wt(V )
f(x)
∑
y
w(y)f(y) = f(x)2 +
1
wt(V )
since f ⊥ 1. Use of Lemma 3.12(ii) now gives the first inequality, µ∗x(δ) + pi(x) ≤
Rdiam(x)δw(x).
Suppose next that µ∗x(δ) = 0. Then to complete the proof of the first inequality, we must
show that 1 ≤ Rdiam(x)λ2 wt(V ). This is proved by using a unit-norm λ2-eigenvector, f , of
L. Then the preceding calculation gives the desired inequality.
Furthermore, since w(y, z) ≥ 1 for all adjacent pairs of vertices, the conductance of each
edge is at least 1. Therefore, since G is connected, the effective resistance of each pair of
vertices is at most n− 1 (as in Lemma 3.9). Hence, Rdiam(x) ≤ n− 1. This completes the
proof of Proposition 4.2, where for the lower bound on λk we use Fact 3.3.
It is known that for lazy random walk, the L∞-mixing time is bounded by the maximum
hitting time (see the middle display on p. 137 of [LPW06]), which, in turn, is at most the
maximum commute time. More precisely (recall (3.4)), [LPW06] shows that
pt(x, x)
pi(x)
− 1 ≤
∑
y pi(y)Ey[Tx]
t
,
where Tx is the first time the lazy random walk visits x. This result is due to Aldous. We
give another proof here that the L∞-mixing time is bounded by the commute time, which we
use to answer open questions on the smallest log-Sobolev and entropy constants.
Corollary 4.3. For every unweighted, loopless, finite, connected graph G, lazy simple random
walk satisfies
τ∞(1/4) ≤
⌈
16|E|Rdiam
⌉ ≤ 8n3 .
More generally, for any lazy random walk on a finite, connected, weighted graph, G, all
x ∈ V (G), and all t ≥ 1,
pt(x, x)
pi(x)
− 1 < t
x
!
t
, (4.2)
whence
τ∞(1/4) ≤
⌈
4t∗!
⌉
.
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Proof. By Lemma 3.5 and Proposition 4.2, we have
pt(x, x)
pi(x)
− 1 ≤ 1
pi(x)
∫ 1
0
(1− λ)t(Rdiam(x)w(x)λ)′ dλ = Rdiam(x)w(x)
pi(x)
∫ 1
0
(1− λ)t dλ
= tx!
∫ 1
0
(1− λ)t dλ < tx!
∫ ∞
0
e−λt dλ =
tx!
t
.
If t :=
⌈
4t∗!
⌉
, then this is at most 1/4, whence τ∞(1/4) ≤ t by (3.4). In the unweighted case,
we use the fact that wt(V ) = 4|E| after loops are added.
We remark that one may obtain a somewhat better bound by integrating only from λ2,
which then allows one to reduce 8n3 above to 7n3.
As is well known, the barbell graph has Ω(n3) L1-mixing time. (This follows from the
bound on λ2 of [LO81] and, say, [LPW06, Theorem 12.4].)
The 5th open question in [MT06] asks how small the log-Sobolev and entropy constants
can be for an n-vertex unweighted connected graph. We can now answer this (up to constant
factors). We first recall the definitions. Define Entpi(f) :=
〈
f, log(f/〈f, pi〉)〉
pi
. The entropy
constant is
ρ0(G) := inf
f
〈Lf, log f〉
Entpi f
,
where the infimum is over f : V → (0,∞) with Entpi f 6= 0. The log-Sobolev constant is
ρ(G) := inf
f
〈Lf, f〉
Entpi(f 2)
,
where the infimum is over f : V → R with Entpi(f 2) 6= 0. It is known [MT06, Proposition
2.10] that
4ρ ≤ ρ0 ≤ 2λ2
and [MT06, Theorem 5.13] that
2ρ ≥ 1/τ2(1/e) .
In the latter case, continuous-time random walk is used. As noted in [MT06], the first of
these inequalities implies that minG ρ(G) = O(n
−3) and minG ρ0(G) = O(n−3) because of the
example of the barbell graph cited earlier, where the minima are over n-vertex unweighted
graphs. On the other side, the continuous-time analogue of (4.2), namely,
qt(x, x)
pi(x)
− 1 ≤ t
∗
!
t
,
yields that τ2(1/e) < e
2n3/2, which combined with the second inequality above gives ρ >
1/(e2n3) and ρ0 > 1/(e
2n3). Thus, we have proved the following:
Theorem 4.4. For finite, unweighted graphs G with n vertices, we have
min
G
ρ(G) = Θ(n−3) and min
G
ρ0(G) = Θ(n
−3) .
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For regular unweighted graphs, we may reduce the mixing bound O(n3) of Corollary 4.3
to O(n2). To see this, we use the following well-known bound on growth of regular graphs.
Bounds on the diameter of regular graphs go back to [Moo65], but he uses a different approach.
Lemma 4.5. For every unweighted, connected, d-regular graph G, x ∈ V and 1 ≤ r ≤
diam(x), we have wt(x, r) ≥ d2r/3. In particular, diam(x) ≤ 3n/d.
Proof. Let B := Bdist(x, r). Choose y ∈ B such that dist(x, y) = r. Let P := (y0, y1, . . . , yr)
be a shortest path from x to y. Let S := {y0, y3, y6, . . . , y3b(r−1)/3c}. Since P is a shortest
path from x to y, no vertex of S is adjacent to any other vertex of S, and no pair of vertices
of S have any common neighbors. Moreover, since for each z ∈ S, dist(x, z) < r, each vertex
of S is adjacent only to the vertices inside B. Therefore, since G is d-regular, every vertex of
S has d− 2 unique neighbors in B \P that are not adjacent to any other vertices of S. Hence
|B| ≥ |P|+ |S|(d− 2) ≥ (r + 1) + (d− 2)r
3
≥ (d+ 1) · r
3
.
Since G is d-regular, we get wt(B) = wt(x, r) ≥ d2r/3.
Corollary 4.6. For every unweighted, finite, connected, regular graph G, we have
τ∞(1/4) ≤ 24n2 .
Proof. Let d be the degree of G. Since |E| = nd/2 and Rdiam ≤ diam ≤ 3n/d, the inequality
is immediate from (4.2).
As is well known [MT06, Example 3.11], τ∞(1/4) = Θ(n2) for a cycle on n vertices.
We remark that the same bound as in Corollary 4.6 holds with an extra factor of the
maximum degree over the minimum degree for general finite, unweighted graphs.
4.2 Volume-Growth Conditions
We now prove stronger bounds that depend on lower bounds for volume growth. Our first
proof has some similarity with that of [BCG01, Lemma 2.4].
Proposition 4.7. Let G be a finite or infinite graph that satisfies w(x, y) ≥ 1 for all edges
(x, y). Then for every vertex x ∈ V , δ ∈ (0, 2), and α ∈ (0, 1),
µ∗x(δ) ≤
δw(x)
α2
r when wt(x, r) >
w(x)
(1− α)2µ∗x(δ)
. (4.3)
Thus,
µ∗x(δ) ≤
4w(x)
wt(x, r)
for δ ≤ 1
rwt(x, r)
. (4.4)
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Proof. We may assume that µ∗x(δ) > 0. Let f be as defined in Lemma 3.12, and let
B := Bf
(
x, αf(x)
)
. If G is finite, then f is centered, so there exists a vertex outside of B by
Lemma 3.8. If G is infinite, then there exists a vertex outside of B by Lemma 3.12(i). Let
P be a shortest path from x to a vertex outside of B (since G is connected, some such P
exists). Since f ∈ img(I∗(δ)) by Lemma 3.12, we have by Lemma 3.4 that
δ ≥ 〈Lf, f〉w = Ef (E) ≥ Ef (B) ≥ α
2f 2(x)
|P| =
α2µ∗x(δ)
w(x)|P| , (4.5)
where the third inequality holds by Lemma 3.9. Let B′ := Bdist
(
x, |P| − 1). By definition of
P , we have B′ ⊆ B. Since
wt(B)(1− α)2f 2(x) ≤
∑
y∈B
|f(y)|2w(y) ≤
∑
y∈V
|f(y)|2w(y) = ‖f‖2w = 1 ,
we obtain
wt(x, |P| − 1) = wt(B′) ≤ wt(B) ≤ 1
(1− α)2f 2(x) =
w(x)
(1− α)2µ∗x(δ)
. (4.6)
This means that in (4.3), we have r ≥ |P|. Therefore, (4.3) follows from (4.5).
If we combine the two inequalities wt(x, r) > w(x)
(1−α)2µ∗x(δ) and µ
∗
x(δ) ≤ δw(x)α2 r for α = 1/2,
then we obtain that the first of them implies that rδ > 1/wt(x, r). The contrapositive of this
is (4.4).
For infinite graphs, this result can be compared to [LPW06, Theorem 21.18] (due to
[BCK05, Proposition 3.3]), a version of which can be stated as
pt(x, x) ≤ 3w(x)
wt(x, r)
(4.7)
for t ≥ r · wt(x, r), provided the random walk is lazy. This result implies (4.4) with “4”
replaced by “6e” via Lemma 3.6.
Next we describe some of the straightforward corollaries of the preceding proposition:
Corollary 4.8. For every finite or infinite, connected graph G with w(x, y) ≥ 1 for all edges
(x, y) and every x ∈ V and δ ∈ (0, 2),
µ∗x(δ) ≤ max
{
w(x)
√
12δ, 2w(x)/ diam(x)
}
.
Proof. Since w(y, z) ≥ 1 for all adjacent pairs of vertices, for any simple path P of length r,
we have wt(P) ≥ 2r. Thus, wt(x, r) ≥ 2r. Therefore, by Proposition 4.7, for α = 1/2 and
r = d2w(x)
µ∗x(δ)
e, we get, provided that r ≤ diam(x),
µ∗x(δ) ≤ 4δw(x)r ≤ 4δw(x)
(
2w(x)
µ∗x(δ)
+ 1
)
≤ 12δw
2(x)
µ∗x(δ)
,
where the last inequality holds by the fact that w(x) ≥ 1 and µ∗x(δ) ≤ 1. If, on the other
hand, r ≥ diam(x) + 1, then 2w(x)
µ∗x(δ)
≥ diam(x), which completes the proof.
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For regular unweighted graphs, we can remove the dependence above on w(x). It appears
that this result is new.
Theorem 4.9. For every unweighted, loopless, connected, regular graph G and every x ∈ V ,
we have µ∗x(δ) < 10
√
δ. Hence if G is finite, µ∗(δ) < 10
√
δ and for 2 ≤ k ≤ n, we have
λk >
(k − 1)2
100n2
.
For all t > 0 and x ∈ V , lazy simple random walk satisfies
pt(x, x)− pi(x) < 13√
t
.
Proof. Let f be as defined in Lemma 3.12, let B := Bf
(
x, αf(x)
)
for α = 1/2. Since f ⊥ 1,
we have B 6= V , and thus we may choose a shortest path P from x to the outside of B. Write
d for the degrees of the vertices of G. We want to show that wt(B) ≥ d2|P|/6, and then
the proof that µ∗x(δ) < 10
√
δ follows by equations (4.5) and (4.6). Unfortunately, this lower
bound on wt(B) may not hold in the case |P| = 1. Suppose that |P| = 1 and wt(B) < d2/2.
Then it must be that at least half of the neighbors of x are outside of B. Therefore,
δ ≥ 〈Lf, f〉 ≥ Ef (B) ≥ α
2f 2(x)d
2
=
µ∗x(δ)
8
,
and we are done.
So, if |P| = 1 we may assume that wt(B) ≥ d2|P|/2.
If |P| ≥ 2, then by Lemma 4.5,
wt(B) ≥ wt(x, |P| − 1) ≥ d2(|P| − 1)/3 ≥ d2|P|/6 .
Thus, we may assume the above equation holds for all |P| ≥ 1. Substituting this into (4.6)
yields |P| ≤ 24
dµ∗x(δ)
. Finally, by (4.5) we obtain
δ ≥ α
2µ∗x(δ)
d|P| ≥
α2µ∗x(δ)
2
24
>
µ∗x(δ)
2
100
.
Since the above equation holds for every vertex x ∈ V , it holds also for the spectral measure
of G as well, i.e., µ∗(δ) < 10
√
δ. The inequality on λk then follows by an application of
Fact 3.3.
Lastly, the bound on return probabilities follows from Lemma 3.5: since the spectral
measure for lazy simple random walk satisfies µ∗x(δ) < 10
√
2δ, we have
pt(x, x)− pi(x) <
∫ 1
0
e−λt
10√
2λ
dλ <
10√
2t
∫ ∞
0
e−ss−1/2 ds =
10
√
pi√
2t
<
13√
t
.
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Again, we remark that the same upper bounds hold with an extra factor of the maximum
degree over the minimum degree for general unweighted graphs (or the square of the reciprocal
of this factor for the lower bound on λk).
Of course, the example of cycles shows that the bounds are sharp up to constants.
We may also illustrate Proposition 4.7 by choosing common growth rates, as in the
following two corollaries. The bound on return probabilities in the first corollary is the same
as [BCG01, Example 2.1], except for the constant, which was left implicit in [BCG01]. (Note
that all their results on graphs, including Theorem 2.1, require the hypothesis that w(x) be
uniformly bounded. This was assumed in [Cou96, Proposition V.1] that they used.) The
result is sharp up to a constant factor for every growth rate D in the first corollary, even for
unweighted graphs with bounded degree, as shown by [BCG01, Theorem 5.1] in combination
with Lemma 3.7: choose t := c/δ for a sufficiently large constant c.
Corollary 4.10. Let G be an infinite graph with w(x, y) ≥ 1 for all edges (x, y) and
x ∈ V . Suppose that c > 0 and D ≥ 1 are constants such that for all r ≥ 0, we have
wt(x, r) ≥ c(r + 1)D. Then for all δ ∈ (0, 2),
µ∗x(δ) ≤ Cw(x)δD/(D+1) ,
where
C :=
(D + 1)2
c1/(D+1)D2D/(D+1)
.
Hence for all t ≥ 1, lazy simple random walk satisfies
pt(x, x) < C
′w(x)t−D/(D+1) ,
where
C ′ :=
2D/(D+1)(D + 1)
c1/(D+1)D(D−1)/(D+1)
Γ
( D
D + 1
)
.
For this corollary, recall the definition of the gamma function, Γ(z) :=
∫∞
0
e−ttz−1 dt. See
the appendix for a proof of the corollary.
For example, we may always take c = D = 1, in which case we obtain the bounds
µ∗x(δ) ≤ 4w(x)
√
δ and pt(x, x) < 2
√
2piw(x)/
√
t. For comparison, [Lyo05, Lemma 3.4] gives
the slightly better bound pt(x, x) ≤ 2w(x)/
√
t+ 1.
Similarly, one can prove the following:
Corollary 4.11. Let G be an infinite graph with w(x, y) ≥ 1 for all edges (x, y) and x ∈ V .
Suppose that c1, c2, a > 0 are constants such that for all r ≥ 1, we have wt(x, r) ≥ c1ec2ra.
Then for all δ ∈ (0,min{2, c1/a2 /(2c1e)}),
µ∗x(δ) ≤ 8c−1/a2 w(x)δ
(
ln
c
1/a
2
2c1δ
)1/a
.
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One can deduce from this or, more directly, from (4.7) that under the same hypotheses,
pt(x, x) ≤ Cw(x)(log t)
1/α
t
for some constant C = C(c1, c2, a). It is open whether these inequalities are sharp up to the
dependence on constants; [BCG01, Example 5.2] shows the existence of G that satisfies
sup
x∈V
pt(x, x) ≥ Cw(x)(log t)
1/α−1
t
.
5 Bounds on Average Spectral Measure
In this section, we consider only finite graphs. In the preceding section, we proved a sharp
O(δ) bound on µ∗(δ), but the implicit constant depended on the graph (Proposition 4.2). In
the regular unweighted case, we obtained a sharp O(
√
δ ) bound with a universal constant
(Theorem 4.9). Here, we obtain a sharp O(δ1/3) bound with a universal constant for all
unweighted graphs. This answers a question of [Lyo05] (see (3.14) there) and has an application
to estimating the number of spanning trees of finite graphs from information on neighborhood
statistics; see below. No such bound on µ∗x(δ) for individual vertices x is valid, however.
Theorem 5.1. For every finite, unweighted, loopless, connected graph G, and every δ ∈ (0, 2),
we have µ∗(δ) < (4000δ)1/3 and for 2 ≤ k ≤ n, we have
λk >
(k − 1)3
4000n3
.
For each k, this is sharp up to a constant factor, as shown by the following example: We
may assume that k < n/6. Let G consist of k cliques of size ∼ 2n/(3k) joined in a cycle by
paths of length ∼ n/(3k) (see Figure 2 for an illustration). For each i = 1, . . . , k, define fi to
be the function that is 1 on the ith clique and goes to 0 linearly on each of the paths leaving
that clique, reaching 0 at the midpoint and having value 0 elsewhere. It is straightforward to
calculate that Ray(fi) ∼ 27k3/n3. Since the supports of all fi are pairwise separated, i.e., no
vertex in the support of fi is adjacent to any vertex in the support of fj for i 6= j, the same
asymptotic holds simultaneously for the Rayleigh quotient of every function 6= 0 in the linear
span of the fi, whence λk ≤
(
27 + o(1)
)
k3/n3.
We prove the above theorem by showing that Ray(F ) = Ω
(
µ(δ)3
)
. Our proof is a
generalization of the proof of Proposition 4.7. Here, instead of just lower-bounding the
Rayleigh quotient by considering a ball around a single vertex, we take Ω(k) disjoint balls
about Ω(k) vertices chosen carefully so that their spectral measure is within a constant factor
of the average. This requires us to use the higher-dimensional embedding F , not merely its
1-dimensional relative f .
Let m := bµ∗(δ)n/2c+ 1. We use Algorithm 1 to choose m disjoint balls based on the
spectral embedding of G.
The next lemma shows properties of Ball-Selection that will be used in the proof. In the
rest of the proof, we let α := 1/4.
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Figure 2: An example of a graph
where λk = Ω(k
3/n3). In this
graph, each clique has size Θ(n/k)
and cliques are connected by paths
of length Θ(n/k).
Algorithm 1 Ball-Selection(α)
Let S0 ← V .
for i = 1→ m do
Choose a vertex xi in Si−1 that maximizes µ∗xi(δ).
Let Si ← Si−1 \BF
(
xi, α ‖Fxi‖w
)
.
end for
return BF
(
x1, α ‖Fx1‖w
)
, . . . , BF
(
xm, α ‖Fxm‖w
)
.
Lemma 5.2. The returned balls satisfy
i) for each 1 ≤ i ≤ m, we have µ∗xi(δ) ≥ µ∗(δ)/3 and
ii) for every 1 ≤ i < j ≤ m,
BF
(
xi,
1
9
‖Fxi‖w
)
∩BF
(
xj,
1
9
∥∥Fxj∥∥w ) = ∅ .
Proof. First observe that by property (ii) of Lemma 3.13, for each 1 ≤ i ≤ m, we have
µ∗BF (xi,α‖Fxi‖w)(δ) ≤
1
1− 4α2 = 4/3 .
Since µ∗S0(δ) = µ
∗
V (δ) = nµ
∗(δ), and, by the above equation, the spectral measure of the
removed vertices in each iteration of the for loop is at most 4/3, we obtain
µ∗Sm−1(δ) ≥ nµ∗(δ)− (m− 1)4/3 ≥ nµ∗(δ)/3 ,
where last inequality holds by the definition of m. Since xi has the largest spectral measure
in Si−1 for 1 ≤ i ≤ m, we have
µ∗xi(δ) ≥ µ∗Si−1(δ)/n ≥ µ∗Sm−1(δ)/n ≥ µ∗(δ)/3 .
This proves (i).
To see (ii), suppose that some y lies in both balls: ‖Fy − Fx`‖w ≤ ‖Fx`‖w /9 for both ` =
i, j. If
∥∥Fxj∥∥w ≤ (5/4) ‖Fxi‖w, then the triangle inequality gives ∥∥Fxi − Fxj∥∥w ≤ α ‖Fxi‖w, i.e.,
xj ∈ BF
(
xi, α ‖Fxi‖w
)
, contradicting xj ∈ Si. On the other hand, if
∥∥Fxj∥∥w > (5/4) ‖Fxi‖w,
then ‖Fy‖w ≥ (8/9)
∥∥Fxj∥∥w > (10/9) ‖Fxi‖w, which contradicts y ∈ BF (xi, ‖Fxi‖w /9).
27
In the rest of the proof, let Bi := BF
(
xi, ‖Fxi‖w /9
)
for all 1 ≤ i ≤ m. In the next
lemma, we prove strong lower bounds on the energy of every ball Bi. Then we will bound the
numerator of the Rayleigh quotient of F from below simply by adding up these lower bounds.
Lemma 5.3. For every 1 ≤ i ≤ m,
EF (Bi) > µ
∗(δ)
250 |Bi|2 .
Proof. We consider two cases. If w(xi) ≤ |Bi|, then we lower-bound EF (Bi) by measuring
the energy of the edges of a shortest path from xi to the outside. Otherwise, we simply
lower-bound EF (Bi) by the stretch of edges of xi to its neighbors outside of Bi.
Since F is a centered embedding by Lemma 3.10, there is a vertex outside of each ball Bi
by Lemma 3.8. Let Pi be a shortest path (with respect to the graph distance in G) from xi
to any vertex outside of Bi. Since G is connected, some such Pi exists. Using Lemma 3.9, we
can lower-bound the energy of Bi by
EF (Bi) ≥ ‖Fxi‖
2
w
81 |Bi| =
µ∗xi(δ)
81 · w(xi) · |Bi| >
µ∗(δ)
250 · w(xi) · |Bi| , (5.1)
where the equality holds by Lemma 3.11 and the second inequality holds by (i) of Lemma 5.2.
By the above inequality, if w(xi) ≤ |Bi|, then EF (Bi) > µ∗(δ)250 |Bi|2 , and we are done.
On the other hand, suppose that w(xi) > |Bi|. Let nbd(x) denote the set of neighbors of
x in G. Since G is a simple graph, at least w(xi)− |Bi|+ 1 of the neighbors of xi in G are
not contained in Bi. That is, | nbd(xi) \Bi| ≥ w(xi)− |Bi|+ 1. We lower-bound the energy
of Bi by the energy of the edges between xi and its neighbors that are not contained in Bi:
EF (Bi) ≥
∑
y∼xi
y/∈Bi
‖Fxi − Fy‖2w ≥ | nbd(xi) \Bi|
1
81
‖Fxi‖2w
>
(
w(xi)− |Bi|+ 1
) µ∗(δ)
250 · w(xi) >
µ∗(δ)
250 |Bi| .
The second inequality uses the radius of the ball Bi, the third inequality follows as in (5.1),
and the last inequality follows by the assumption w(xi) > |Bi|.
Now we are ready to lower-bound Ray(F ).
Proof of Theorem 5.1. We may assume that µ∗(δ) > 0, i.e., δ ≥ λ2, since otherwise
the inequality is trivial. By property (ii) of Lemma 5.2, the balls are disjoint. Therefore,∑m
i=1 |Bi| ≤ n. Hence Lemma 3.14 yields
δ ≥ Ray(F ) =
∑
x∼y ‖Fx − Fy‖2w∑
y ‖Fy‖2w w(y)
≥ 1
2nµ∗(δ)
m∑
i=1
EF (Bi)
>
1
2nµ∗(δ)
m∑
i=1
µ∗(δ)
250 |Bi|2 ≥
m3
500n3
≥ µ
∗(δ)3
4000
,
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where the second inequality follows by Lemma 3.11 and the fact that each edge is counted
in at most two balls, the fourth inequality follows by convexity of the function s 7→ 1/s2,
and the last inequality holds by the fact that m ≥ nµ∗(δ)/2. This completes the proof of
Theorem 5.1.
As a corollary of the above theorem, we can upper-bound the average return probability
of lazy simple random walk on every finite connected graph. This can also be expressed in
terms of a version of mixing, since∑
x∈V
p2t(x, x)− 1 =
∑
x∈V
pi(x)
∑
y∈V
∣∣∣∣pt(x, y)pi(y) − 1
∣∣∣∣2 pi(y) .
Corollary 5.4. For every unweighted, finite, connected graph G and every integer t ≥ 1,
lazy simple random walk satisfies∑
x∈V pt(x, x)− 1
n
<
18
t1/3
.
Proof. By Lemma 3.5 and Theorem 5.1, we may write
1
n
(∑
x∈V
pt(x, x)− 1
)
<
∫ 2
0
e−λt
(
(4000 · 2λ)1/3)′ dλ = 20
3
∫ 1
0
e−λtλ−2/3 dλ
<
20
3t1/3
∫ ∞
0
e−ss−2/3ds <
18
t1/3
.
This bound is sharp up to a constant factor as shown by the example of a barbell graph.
Our interest in this type of inequality is due to its application to counting the number
τ (G) of spanning trees of large finite graphs G. This relies on [Lyo05, Proposition 3.1], which
says the following:
Proposition 5.5. Suppose that G is a finite, unweighted, loopless, connected graph. Then
log τ (G) = − log(4|E|)+∑
x∈V
log
(
2w(x)
)−∑
t≥1
1
t
(∑
x∈V
pt(x, x)− 1
)
,
where pt refers to lazy simple random walk on G.
For the convenience of the reader, we have reproduced the proof in the appendix.
As a consequence, we can estimate the number of spanning trees of simple graphs by
knowing only local information. For a finite graph H with distinguished vertex o, let pr,H(G)
denote the proportion of vertices x of G such that there is an isomorphism from Bdist(x, r) to
H that maps x to o. In [Lyo05], it is shown that the numbers pr,H(G) determine the number
τ (G) of spanning trees of G by the infinite series above that converges at a rate determined
by the average degree of G. In the case of simple graphs, [Lyo05] suggested that a result
like Corollary 5.4 would be true, with the result that one has a uniform approximation to
log τ (G) for simple graphs:
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Corollary 5.6. Given r ≥ 2, there is a function of the numbers pr,H(G) and |V (G)| for
(simple, connected) graphs G that gives |V |−1 log τ (G) with an error less than 45/r1/3. In fact,
there is such a function that depends only on the map (x, t) 7→ (w(x), pt(x, x)) on V × [1, 2r),
where pt refers to lazy simple random walk on G.
Proof. Fix r ≥ 2. Then∣∣∣ log τ (G) + log(4|E|)−∑
x∈V
log
(
2w(x)
)
+
∑
1≤t<2r
1
t
(∑
x∈V
pt(x, x)− 1
)∣∣∣
=
∑
t≥2r
1
t
(∑
x∈V
pt(x, x)− 1
)
< |V |
∑
t≥2r
18
t4/3
< |V | 45
r1/3
.
Knowing the ball of radius r about x determines pt(x, x) for all t < 2r. Of course, the
distribution of the degrees w(x) is determined by the neighborhoods of radius 1 and 2|E(G)| =∑
xw(x). Thus, the desired function is
|V |−1
(
− log(4|E|)+∑
x∈V
log
(
2w(x)
)− 2r−1∑
t=1
1
t
(∑
x∈V
pt(x, x)− 1
))
.
For the next corollary, we design a local algorithm that approximates the number of
spanning trees of massive graphs. Our algorithm uses only an oracle satisfying the operations:
select a uniformly random vertex of G, select a uniformly random neighbor of a given vertex
x, return the degree of a given vertex x. The algorithm also uses knowledge of n and
|E|. For any given  > 0, it approximates 1
n
log τ (G) within an -additive error using only
O
(
poly(−1 log n)
)
queries.
Corollary 5.7. Let G be an unweighted, finite, connected graph. Given an oracle access to G
that satisfies the above operations, together with knowledge of n and |E|, there is a randomized
algorithm that for any given , δ > 0, approximates log τ (G)/|V | within an additive error of ,
with probability at least 1− δ, by using only O˜(−5 + −2 log2 n) log δ−1 many oracle queries.
Proof. Choose r := d903−3e, so that 45r−1/3 ≤ /2. Write s := ∑1≤t<2r 1/t. Let W :=
1
n
∑
x log
(
2w(x)
)
and Y :=
∑
x
1
n
∑2r−1
t=1 pt(x, x)/(st). Then by the proof of Corollary 5.6,∣∣∣∣ log τ (G)n −
(
− log(4|E|)
n
+W − sY + s
n
)∣∣∣∣ ≤ /2 .
Therefore, we just have to approximate W − sY within an additive error of /2. The details
of the algorithm are described below.
We start by describing how to approximate Y within an /4s error (hence, to approximate
sY within an /4 error). We use a Monte Carlo sampling method. Let X0, X1, . . . , Xt
represent a t-step lazy simple random walk started from a vertex of G. Then
Y =
∑
x∈V
1
nst
2r−1∑
t=1
P [Xt = x | X0 = x]
=
∑
x∈V
∑
1≤t<2r
∑
x1,...,xt∈V
xt=x
1
nst
P [X1 = x1, . . . , Xt = xt | X0 = x] .
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Algorithm 2 Approximate Spanning Trees ()
Let r ← d903−3e and s←∑1≤t<2r 1/t.
N ← d8 log(4/δ)s2/2e.
for i = 1→ N do
Let x be a randomly chosen vertex of G.
Sample 1 ≤ t < 2r with probability 1/st.
Run a t-step lazy simple random walk from x, and let Yi ← I [Xt = x].
end for
Sample d256 log(1/δ)(log n)2/2e random vertices of G, and let W˜ be the average of the
logarithm of twice the degree of sampled vertices.
return −n−1log(4|E|) + W˜ − s(Y1 + . . .+ YN)/N + s/n.
Consider a random walk starting at a random vertex and lasting a random length of time.
Namely, let D be the distribution on walks of lengths in [1, 2r) where
PD [(x0, x1, . . . , xt)] =
1
nst
P [X1 = x1, . . . , Xt = xt | X0 = x0] .
Then Y = PD [{(x0, x1, . . . , xt) : xt = x0}]. First we describe how to sample from D, then
show how to approximate Y . First we sample a random vertex x of G, then we select a
random 1 ≤ t < 2r with probability 1/st (note that ∑1≤t<2r 1/st = 1 by definition of s).
Finally, we choose a t-step random walk started from y and compute I [Xt = x]. See the
details in Algorithm 2.
We approximate Y by sampling N := d8 log(4/δ)s2/2e independent walks with distribu-
tion D and computing their average. Let Yi := I [Xt = x] be computed from the ith sample
of D. By definition, Yi ∈ {0, 1} and E[Yi] = Y . Since Y1, . . . , YN are independent, Hoeffding’s
inequality gives
P
[∣∣∣Y1 + . . .+ YN
N
− Y
∣∣∣ ≥ 
4s
]
≤ 2 exp
(
−
2N
8s2
)
≤ δ/2 .
Therefore, with probability at least 1−δ/2, we have that s(Y1 + . . .+YN )/N approximates sY
within an error of /4. It remains to approximate W within error /4 and with probability at
least 1− δ/2. That can be done easily by sampling O(−2 log δ−1 log2 n) independent uniform
random vertices of G and taking the average of the logarithm of twice their degrees, W˜ (see
the last step of Algorithm 2). Since log
(
2w(y)
) ≤ 2 log n for all y ∈ V , again by Hoeffding’s
inequality we have
P
[
|W˜ −W | ≥ 
4
]
≤ δ/2 .
Therefore, by the union bound the algorithm succeeds with probability at least 1− δ.
It remains to compute the number of oracle accesses. We used O(−2log δ−1 log2 n) accesses
to approximate W . On the other hand, we can compute each Yi with at most 2r = O(
−3)
oracle accesses. Therefore, we can approximate Y with at most
2Nr = O
(
−5log δ−1s2
)
= O
(
−5log2 −1 log δ−1
)
= O˜
(
−5 log δ−1
)
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many queries.
We remark that knowing |E| is not really necessary for this algorithm, since it contributes
a term of size O(n−1 log n), which will be much less than  in any reasonable example where
one might use this algorithm.
6 Bounds for Vertex-Transitive Graphs
Let G be a weighted, locally finite, vertex-transitive graph. We recall that G is vertex
transitive if for every two vertices x, y ∈ V , there is an automorphism φ : G→ G such that
φ(x) = y. Since G is transitive, it is a w-regular graph, where w = w(x) for every x ∈ V .
For a vertex x ∈ G and r ≥ 0, let N(x, r) := |Bdist(x, r)|. Note that we are using the
cardinality here, not the volume. Since G is vertex transitive, N(x, r) = N(y, r) for every
two vertices x, y ∈ V . Therefore, we may drop the index x and use N(r).
The following theorem is the main result of this section. The first part appears to be new.
The last part is an improvement over the known (1.4).
Theorem 6.1. Let G be a connected, weighted, vertex-transitive, locally finite graph such
that w(x, y) ≥ 1 for all adjacent pairs of vertices. If α ∈ (0, 1), 0 < δ ≤ 2/w, and x ∈ V ,
then
µ∗x(δ) = µ
∗(δ) ≤ 1
(1− α)2N
( arcsin√α/2
arcsin
√
wδ/2
) ≤ 1(1− α)2N(√α/(wδ) ) . (6.1)
In addition, if G is finite, then
λ2 >
2
w
(
sin
pi
4 diam
)2
. (6.2)
First we show that the spectral projections are equivariant with respect to the auto-
morphisms of the graph G. Here, we identify an automorphism φ of G with the unitary
operator f 7→ φf that it induces, where (φf)(x) := f(φ−1(x)) for f ∈ `2(V,w) and x ∈ V .
Consequently, the spectral measures of vertices are the same for all vertices.
Fact 6.2. Every automorphism operator φ commutes with the Laplacian, i.e., φL = Lφ.
Since I(δ) is a function of L, every automorphism φ also commutes with I(δ) and I∗(δ), as
does L.
Proof. The first fact is clear from the definition of the Laplacian. The second follows from
the symbolic calculus.
Lemma 6.3. For every two vertices x, y ∈ V and every δ ≥ 0, we have µ∗x(δ) = µ∗y(δ).
Proof. Choose an automorphism φ such that φ1y = 1x. Since φ commutes with I
∗(δ), we
have I∗(δ) = φ−1I∗(δ)φ. Therefore,
µ∗x(δ) = 〈I∗(δ)1x,1x〉 = 〈I∗(δ)φ1y, φ1y〉 = 〈φ−1I∗(δ)φ1y,1y〉 = 〈I∗(δ)1y,1y〉 = µ∗y(δ) ,
where the third equation follows by the fact that φ is a unitary operator.
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The next two lemmas show particular properties of the spectral embedding of vertex-
transitive graphs. The first part was observed for finite graphs in [DT97, Proposition 1].
Lemma 6.4. For every two vertices x, y ∈ V , we have ‖Fx‖ = ‖Fy‖. Furthermore, for every
automorphism φ,
‖Fx − Fy‖ =
∥∥Fφ(x) − Fφ(y)∥∥ .
Proof. Choose an automorphism φ such that φ1y = 1x. Since φI
∗(δ) = I∗(δ)φ by Fact 6.2,
we have
Fx = I
∗(δ)1x/w = I∗(δ)φ1y/w = φI∗(δ)1y/w = φFy .
Since φ is a unitary operator, it preserves the norm, thus ‖Fx‖ = ‖Fy‖. We also proved that
Fφ(y) = φ
(
Fy
)
. Therefore∥∥Fφ(x) − Fφ(y)∥∥ = ∥∥φ(Fx − Fy)∥∥ = ‖Fx − Fy‖ .
Lemma 6.5. For every weighted, vertex-transitive graph G, every vertex x ∈ V , and δ ∈
(0, 2), ∑
y∼x
w(x, y) ‖Fx − Fy‖2 = 2〈Fx,LFx〉w . (6.3)
Hence, if w(x, y) ≥ 1 for all y ∼ x, then
δ ≥ maxy∼x ‖Fx − Fy‖
2
2 ‖Fx‖2w
.
Proof. Fix x ∈ V . By Lemma 6.4, we have∑
y∼x
w(x, y) ‖Fx − Fy‖2 = 2w ‖Fx‖2 − 2
∑
y∼x
w(x, y)〈Fx, Fy〉
= 2
〈
Fx,
∑
y∼x
w(x, y)
(
Fx − Fy
)〉
.
On the other hand, the definition of L yields
wL1x(z) =
{
w if z = x,
−w(x, z) if z ∼ x,
which is to say that
wL1x =
∑
y∼x
w(x, y)(1x − 1y) .
Therefore,∑
y∼x
w(x, y)
(
Fx − Fy
)
=
1
w
∑
y∼x
w(x, y)(I∗(δ)1x − I∗(δ)1y)
=
I∗(δ)
w
∑
y∼x
w(x, y)(1x − 1y) = I∗(δ)L1x = LI∗(δ)1x = wLFx .
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Putting together the above equations, we obtain (6.3). Therefore,
max
y∼x
‖Fx − Fy‖2 ≤ 2〈Fx,LFx〉w ≤ 2δ〈Fx, Fx〉w ,
where the first inequality holds by the assumption that w(x, y) ≥ 1 and the second inequality
holds by Lemma 3.4 and the fact that Fx = I
∗(δ)1x/w ∈ img
(
I(δ)
)
.
Proof of Theorem 6.1. The second inequality of (6.1) is a consequence of the fact that
(sinx)/x is decreasing for 0 < x < pi.
For a vertex x ∈ V , let β(x) := maxy∼x ‖Fx − Fy‖2w. Since G is vertex transitive,
Lemma 6.4 tells us that β(x) = β(y) for every two vertices x, y ∈ V . Therefore, we may
drop the x and write just β. Likewise, we may write ρ := ‖Fx‖w for the radius of the sphere
(about 0) in `2(V,w) that contains all points Fy (y ∈ V ). By Lemma 6.5,
δ ≥ maxy∼x ‖Fx − Fy‖
2
w
2w ‖Fx‖2w
=
β
2wρ2
.
Given a pair x, y ∈ V of vertices, write θ(x, y) for the angle between Fx and Fy. For
x ∼ y, the distance on the sphere of radius ρ in `2(V,w) between Fx and Fy equals ρ · θ(x, y),
where ρ sin
(
θ(x, y)/2
)
= ‖Fx − Fy‖w /2 ≤
√
β/2. Thus,
x ∼ y =⇒ θ(x, y) ≤ 2 arcsin
√
β
2ρ
≤ 2 arcsin
√
wδ/2 .
Therefore, every pair x, y ∈ V satisfies θ(x, y) ≤ 2 dist(x, y) arcsin√wδ/2 by the triangle
inequality for the sphere metric. Also, ρ2 cos θ(x, y) = 〈Fx, Fy〉w = Fx(y). It follows that
Fx(y) ≥ (1− α)Fx(x) = (1− α)ρ2 when
dist(x, y) ≤ arccos(1− α)
2 arcsin
√
wδ/2
=
arcsin
√
α/2
arcsin
√
wδ/2
=: r .
Since
ρ2 = ‖Fx‖2w =
∑
y∈V
Fx(y)
2w ≥
∑
y∈B(x,r)
Fx(y)
2w ≥ N(r)(1− α)2ρ4w ,
it follows from Lemma 3.11 that
µ∗(δ) = ρ2w ≤ 1
(1− α)2N(r) ,
as desired for (6.1).
Now choose δ := λ2. Since (6.2) is trivial when λ2w/2 > 1, we may assume that λ2w/2 ≤ 1.
Let R be the shortest distance from x to a vertex y where Fx(y) < 0. Such a vertex y exists
because F is centered by Lemma 3.10. Then as above, it follows that
pi/2 < θ(x, y) ≤ 2R arcsin
√
λ2w/2 .
Therefore, √
λ2w
2
> sin
pi
4R
≥ sin pi
4 diam
,
from which (6.2) follows.
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Theorem 6.1 is strong enough to give known sharp results. We give two examples, with
proofs relegated to the appendix.
In the first corollary, we give an upper bound on the return probability of the random
walks for graphs with polynomial (or faster) growth rate.
Corollary 6.6. Let G be a finite or infinite, unweighted, loopless, d-regular, vertex-transitive
graph with at least polynomial growth rate N(r) ≥ CrD, where C > 0 and D ≥ 1 are constants
and 0 ≤ r ≤ diam. Then for every x ∈ V , every δ ∈ (0, 2), and every t > 0,
µ∗x(δ) ≤ C ′δD/2 ,
where
C ′ :=
4D2dD/2
C
,
and lazy simple random walk satisfies
pt(x, x)− pi(x) ≤ C ′′t−D/2 ,
where
C ′′ :=
8D(D+5)/2dD/2
CeD/2
.
Without an explicit constant, such a result concerning return probabilities was first
proved for infinite Cayley graphs in the celebrated breakthroughs of Varopoulos; see [CGP01,
Corollary 7.3]. The case of finite Cayley graphs was done in a similar result of Diaconis and
Saloff-Coste [DSC94, Theorem 2.3]. For results on uniform mixing time, see [GMT06].
For comparison, the usual Cayley graph of ZD has
µ∗x(δ) = |{(s1, . . . , sD) ∈ (R/Z)D : 1−
D∑
i=1
cos(2pisi)/D ≤ δ}| .
We may identify (R/Z)D with [−1/2, 1/2)D. Since 1−∑Di=1 cos(2pisi)/D ≤ 2pi2∑i s2i /D and
the unit ball in RD has volume piD/2/Γ(D/2 + 1), it follows that
µ∗x(δ) ≥
(
D/(2pi)
)D/2
Γ(D/2 + 1)−1δD/2
(and is asymptotic to this as δ → 0).
This can also be compared to the general results known for return probabilities using
isoperimetric information. For example, the method of evolving sets [MP05] gives that lazy
simple random walk satisfies
pt(x, x)− pi(x) ≤ 8(8D)
D/2dD
C
(t− 1)−D/2 ,
whose dependence on both D and d is worse than ours. Similarly, the bounds on both spectral
measure and on return probabilities (for continuous-time random walk) of [CY95] for finite
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graphs are worse than ours. In the infinite case, simple random walk that is not necessarily
lazy was shown by [SC95] to satisfy
p2t(x, x) ≤ (2 +D)
1+D/22D/2
C
(2t)−D/2
when N(r) ≥ C(r + 1)D. Our bound is better when d ≤ 5 and D is large. Although
d ≥ 2D for Cayley graphs of abelian groups, there are nilpotent groups of arbitrarily large
(polynomial) growth rate that can be generated by only two elements.
The next corollary gives comparable results for super-polynomial growth.
Corollary 6.7. For every finite or infinite, unweighted, loopless, d-regular, vertex-transitive
graph G with super-polynomial growth rate N(r) ≥ c1 exp{c2ra} for some 0 < a ≤ 1 and
positive constants c1, c2 (0 ≤ r ≤ diam), and every x ∈ V ,
µ∗x(δ) ≤
4
c1
exp{−c3δ−a/2} ,
where
c3 := c2(2d)
−a/2 ,
and lazy simple random walk satisfies
pt(x, x)− pi(x) ≤ 4
c1
(
1 + c4t
a
a+2
)
exp{−c4t aa+2} ,
where
c4 :=
(
c
2/a
2
2ad
) a
a+2
.
Without an explicit constant, such a result concerning return probabilities was first proved
for infinite Cayley graphs by Varopoulos; see [CGP01, Corollary 7.4]. The case of finite Cayley
graphs was done in a similar result of [DSC94, Theorem 2.7]. A similar bound was proved
by [SC95]: if N(r) ≥ exp{c2ra} for large r, then simple random walk (without assuming
laziness) satisfies
p2t(x, x) = O
(
exp{−c5(2t)a/(a+2)}
)
for
c5 <
e2/a−1(ac2)2/a
4(a+1)/(a+2)
.
Whether this bound is worse or better than ours depends on the constants involved and the
degree.
Our bound Corollary 6.7 on the spectral measure is also proved (without explicit constants)
by [BPS12, Corollary 1.8] for infinite amenable Cayley graphs. We remark that a better
bound on the return probabilities can be obtained by choosing α in the proof closer to 1 or
even as a function of λ.
For additional information on the spectrum of infinite groups, see [BPS12, BBP13].
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7 Open Questions
Can the method of spectral embedding be used to give new proofs of bounds on spectral
measure or return probabilities under hypotheses involving isoperimetric (expansion) profiles?
If so, will sharper bounds result?
An open question [KP16, e.g., after Cor. 5.3] is whether for every finite, transitive,
unweighted graph, the L1-mixing time is O(w diam2). Can spectral embedding help in
answering this?
The Grone–Merris conjecture [GM94] gives lower bounds for eigenvalues in terms of the
degrees of a finite, unweighted, loopless graph. This concerns the eigenvalues 0 = λ˜1 <
λ˜2 ≤ λ˜3 ≤ · · · ≤ λ˜n of the unnormalized combinatorial Laplacian, ∆, i.e., the degree matrix
minus the adjacency matrix. Namely, if d′k denotes the number of vertices whose degree
is at least k, then
∑k
i=1 λ˜i ≥
∑k
i=1 d
′
n−i+1 for every k ∈ [0, n − 1]. The conjecture was
proved by [Bai11]. Using spectral embedding, we may formulate this result as a purely
geometric statement in Euclidean space: every orthogonal projection F : `2(V )→ `2(V ) of
rank k has energy
∑
x∼y ‖Fx − Fy‖2 ≥
∑
v∈V
(
w(v) − (n − k))+, where Fx := F (1x). To
see that this is an equivalent formulation, let 〈ϕi〉 be orthonormal with ∆ϕi = λ˜iϕi. Then∑
x∼y ‖Fx − Fy‖2 =
∑
i λ˜iai, where ai := ‖F (ϕi)‖2. We have 0 ≤ ai ≤ 1 and
∑
i ai = k,
whence the minimum occurs for F equal to the projection on the span of ϕ1, . . . , ϕk. Does
this formulation lead to a simpler proof? Can spectral embedding be used to establish a
generalization to simplicial complexes [DR02]?
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A Appendix: Miscellaneous Proofs
The first proposition is based on [MP05, (16)–(19)].
Proposition A.1. For lazy random walk on every finite graph G and  > 0, we have
τ2() = min
{
t : ∀x ∈ V p2t(x, x)
pi(x)
≤ 1 + 2
}
= dτ∞(2)/2e .
Proof. For every t > 0 and vertex x ∈ V , we have
∑
y∈V
(
pt(x, y)
pi(y)
− 1
)2
pi(y) =
∑
y∈V
p2t (x, y)
pi(y)
− 1 =
∑
y∈V
pt(x, y)pt(y, x)
pi(x)
− 1 = p2t(x, x)
pi(x)
− 1 ,
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where in the first equality we used the fact that pt(x, ·) and pi(·) are probability distributions,
and the second equality follows by the fact that pt(x, y)pi(x) = pt(y, x)pi(y).
In addition, stationarity of pi gives∣∣∣∣p2t(x, y)− pi(y)pi(y)
∣∣∣∣ =
∣∣∣∣∣ 1pi(y) ∑
z
(
pt(x, z)− pi(z)
)
(pt(z, y)− pi(y)
)∣∣∣∣∣
=
∣∣∣∣∣∑
z
pi(z)
(pt(x, z)
pi(z)
− 1
)(pt(z, y)
pi(y)
− 1
)∣∣∣∣∣
=
∣∣∣∣∣∑
z
pi(z)
(pt(x, z)
pi(z)
− 1
)(pt(y, z)
pi(z)
− 1
)∣∣∣∣∣
≤
√∑
z
pi(z)
(pt(x, z)
pi(z)
− 1
)2√∑
z
pi(z)
(pt(y, z)
pi(z)
− 1
)2
=
√
p2t(x, x)
pi(x)
− 1
√
p2t(y, y)
pi(y)
− 1 .
Since t 7→ pt(x, x) is monotone decreasing by laziness, the result follows.
Proof of Lemma 3.6. We have
pt(x, x)− pi(x) =
∫ 1
0
(1− λ)t dµ∗x(λ) ≥ (1− δ)tµ∗x(δ) ,
whence
µ∗x(δ) ≤ (1− δ)−t
(
pt(x, x)− pi(x)
)
.
Since log(1− s) > −s/(1− s) for 0 < s < 1, it follows that for 0 < δ ≤ 1/2 and t := b1/δc,
(1− δ)−t < (1− δ)−1 exp
(
(t− 1)δ
1− δ
)
≤ (1− δ)−1e ≤ 2e .
This proves the first inequality.
The second inequality is a little simpler:
qt(x, x)− pi(x) =
∫ 2
0
e−λt dµ∗x(λ) ≥ e−δtµ∗x(δ) .
Substitution of t := 1/δ gives the result.
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Proof of Lemma 3.7. The proofs of the two parts are essentially the same, so we give only
the first. We have
pt(x, x)− pi(x) =
∫ 1
0
(1− λ)t dµ∗x(λ) =
∫
(0,δ]
(1− λ)t dµ∗x(λ) +
∫
(δ,1]
(1− λ)t dµ∗x(λ)
≤ µ∗x(δ) + (1− δ)bt/2c
∫
(δ,1]
(1− λ)dt/2e dµ∗x(λ)
≤ µ∗x(δ) + (1− δ)bt/2c
∫
(0,1]
(1− λ)dt/2e dµ∗x(λ)
= µ∗x(δ) + (1− δ)bt/2c
(
pdt/2e(x, x)− pi(x)
)
.
Rearranging gives the result.
Proof of Corollary 4.10. Define
r0 :=
(
w(x)
c(1− α)2µ∗x(δ)
)1/D
.
Since w(x) = wt(x, 0) ≥ c, we have r0 > 1. Take r := dr0e − 1. Then the hypothesis
wt(x, r) > w(x)
(1−α)2µ∗x(δ) of Proposition 4.7 is satisfied and r ≤ r0. Substitution of this bound in
Equation 4.3 with the choice α := D/(D + 1) gives the claimed upper bound on µ∗x(δ).
For lazy simple random walk, we may take G to be loopless and Llazy = L/2. Now use
Lemma 3.5 to get that
pt(x, x) ≤
∫ 1
0
e−λtCw(x)
2D/(D+1)D
D + 1
λ−1/(D+1) dλ
<
Cw(x)D
D + 1
(
2
t
)D/(D+1) ∫ ∞
0
e−ss−1/(D+1) ds = C ′w(x)t−D/(D+1) .
Proof of Proposition 5.5. Write det′A for the product of the non-zero eigenvalues of a matrix
A. As shown by [RS74], we may rewrite the matrix-tree theorem as
τ (G) =
∏
x∈V 2w(x)∑
x∈V 2w(x)
det′(I − P )
[the proof follows from looking at the coefficient of s in det
(
I−P −sI) = (det 2D)−1 det(∆−
2sD) and using the matrix-tree theorem in its original form with cofactors, where D is the
diagonal degree matrix and ∆ := 2D(I − P )]. Thus,
log τ (G) = − log(4|E|)+∑
x∈V
log
(
2w(x)
)
+ log det′(I − P ) . (A.1)
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Let λˆk be the eigenvalues of P with λˆ1 = 1. We may rewrite the last term of (A.1) as
log det′(I − P ) =
n∑
k=2
log(1− λˆk) = −
n∑
k=2
∑
t≥1
λˆtk/t
= −
∑
t≥1
n∑
k=2
λˆtk/t = −
∑
t≥1
1
t
(trP t − 1) .
Since trP t =
∑
x∈V pt(x, x), the desired formula now follows from this and (A.1).
Proof of Corollary 6.6. First, note that for
√
α/(dδ) ≤ diam, we have
µ∗(δ) ≤ 1
(1− α)2N(√α/(dδ)) ≤ (dδ)D/2C(1− α)2αD/2
by (6.1). In particular, this holds for δ ≥ 1/(d diam2), whence for δ ≥ λ2 in the finite case.
Since µ∗(δ) = 0 for δ < λ2, it follows that the bound
µ∗(δ) ≤ (dδ)
D/2
C(1− α)2αD/2 (A.2)
applies for all δ > 0 even when G is finite.
Now, set α := D/(D + 4). With C ′0 :=
(D+4)D/2+2dD/2
16CDD/2
≤ C ′, a sharper version of the first
inequality, µ∗x(δ) ≤ C ′0δD/2, is immediate from (A.2). Therefore, Lemma 3.5 allows us to
write
pt(x, x)− pi(x) ≤
∫ 1
0
e−λt
(
(D + 4)D/2+2
16CDD/2
(d · 2λ)D/2
)′
dλ
=
(D + 4)D/2+2(2d)D/2
32CDD/2−1
∫ 1
0
e−λtλD/2−1 dλ
<
(D + 4)D/2+2
32CDD/2−1
(
2d
t
)D/2 ∫ ∞
0
e−ssD/2−1 ds
=
(D + 4)D/2+2
32CDD/2−1
Γ
(
D
2
)(
2d
t
)D/2
.
This gives the second inequality with the better constant C ′′0 :=
(D+4)D/2+2(2d)D/2
32CDD/2−1 Γ
(
D
2
) ≤ C ′′.
Proof of Corollary 6.7. As in the proof of Corollary 6.6, we may ignore the restriction on r
when substituting the growth condition into (6.1).
The bound on µ∗x(δ) is immediate from Theorem 6.1 with the choice α := 1/2.
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Define β(t) := c4t
a
a+2 . By Lemma 3.5, we can then write
pt(x, x)− pi(x) ≤
∫ 1
0
e−λt
(
4
c1 exp(c2(2d · 2λ)−a/2)
)′
dλ
=
2ac2(4d)
−a/2
c1
∫ 1
0
e−λ/−c2(4dλ)
−a/2
λ−
a+2
2 dλ .
Since λ 7→ −λt − c2(4dλ)−a/2 is a concave function, it is maximized at the point λ∗ :=(
2t
c2a
)− 2
a+2
(4d)−
a
a+2 . Therefore
−λt− c2(4dλ)−a/2 ≤ −c2(4dλ∗)−a/2 = −β(t) .
Therefore,
pt(x, x)− pi(x) ≤
∫ λ∗
0
(
4
c1 exp(c2(4dλ)−a/2)
)′
dλ+
1
c1
2ac2(4d)
−a/2e−β(t)
∫ ∞
λ∗
λ−
a+2
2 dλ
=
4
c1
(
e−β(t) + β(t)e−β(t)
)
.
References
[Bab91] La´szlo´ Babai. Local expansion of vertex-transitive graphs and random generation
in finite groups. In Proceedings of the Twenty-third Annual ACM Symposium on
Theory of Computing, STOC ’91, pages 164–174, New York, 1991. ACM.
[Bai11] Hua Bai. The Grone-Merris conjecture. Trans. Amer. Math. Soc., 363(8):4463–
4474, 2011.
[BBP13] Alexander Bendikov, Barbara Bobikau, and Christophe Pittet. Spectral properties
of a class of random walks on locally finite groups. Groups Geom. Dyn., 7(4):791–
820, 2013.
[BCG01] Martin Barlow, Thierry Coulhon, and Alexander Grigor’yan. Manifolds and graphs
with slow heat kernel decay. Invent. Math., 144(3):609–649, 2001.
[BCK05] Martin T. Barlow, Thierry Coulhon, and Takashi Kumagai. Characterization of
sub-Gaussian heat kernel estimates on strongly recurrent graphs. Comm. Pure
Appl. Math., 58(12):1642–1677, 2005.
[BPS12] Alexander Bendikov, Christophe Pittet, and Roman Sauer. Spectral distribution
and L2-isoperimetric profile of Laplace operators on groups. Math. Ann., 354(1):43–
72, 2012.
[Cay89] Arthur Cayley. A theorem on trees. Quart. J. Math., 23:376–378, 1889.
41
[CFS96] Don Coppersmith, Uriel Feige, and James Shearer. Random walks on regular and
irregular graphs. SIAM J. Discrete Math., 9(2):301–308, 1996.
[CGP01] Thierry Coulhon, Alexander Grigor’yan, and Christophe Pittet. A geometric
approach to on-diagonal heat kernel lower bounds on groups. Ann. Inst. Fourier
(Grenoble), 51(6):1763–1827, 2001.
[Cou96] Thierry Coulhon. Ultracontractivity and Nash type inequalities. J. Funct. Anal.,
141(2):510–539, 1996.
[CY95] Fan R.K. Chung and S.-T. Yau. Eigenvalues of graphs and Sobolev inequalities.
Combin. Probab. Comput., 4(1):11–25, 1995.
[DJM12] Amir Daneshgar, Ramin Javadi, and Laurent Miclo. On nodal domains and
higher-order Cheeger inequalities of finite reversible Markov processes. Stoch. Proc.
Applic., 122(4):1748–1776, 2012.
[DR02] Art M. Duval and Victor Reiner. Shifted simplicial complexes are Laplacian
integral. Trans. Amer. Math. Soc., 354(11):4313–4344 (electronic), 2002.
[DSC93] Persi Diaconis and Laurent Saloff-Coste. Comparison techniques for random walk
on finite groups. Ann. Probab., 21(4):2131–2156, 1993.
[DSC94] P. Diaconis and L. Saloff-Coste. Moderate growth and random walk on finite
groups. Geom. Funct. Anal., 4(1):1–36, 1994.
[DT97] C. Delorme and J. P. Tillich. Eigenvalues, eigenspaces and distances to subsets.
Discrete Math., 165/166:171–194, 1997. Graphs and combinatorics (Marseille,
1995).
[Ele10] Ga´bor Elek. Parameter testing in bounded degree graphs of subexponential growth.
Random Structures Algorithms, 37(2):248–270, 2010.
[ES89] D. V. Efremov and M. A. Shubin. Spectrum distribution function and variational
principle for automorphic operators on hyperbolic space. In Se´minaire sur les
E´quations aux De´rive´es Partielles, 1988–1989, pages Exp. No. VIII, 19. E´cole
Polytech., Palaiseau, 1989.
[Fri96] Joel Friedman. Minimum higher eigenvalues of Laplacians on graphs. Duke Math.
J., 83(1):1–18, 1996.
[GM94] Robert Grone and Russell Merris. The Laplacian spectrum of a graph. II. SIAM
J. Discrete Math., 7(2):221–229, 1994.
[GMT06] Sharad Goel, Ravi Montenegro, and Prasad Tetali. Mixing time bounds via the
spectral profile. Electron. J. Probab, 11:1–26, 2006.
42
[GS91] M. Gromov and M. A. Shubin. von Neumann spectra near zero. Geom. Funct.
Anal., 1(4):375–404, 1991.
[JL16] Chris Judge and Russell Lyons. Upper bounds for the spectral function of the
Laplacian on homogeneous spaces via volume growth. 2016. In preparation.
[KLPT11] J. Kelner, James R. Lee, G. Price, and S.-H. Teng. Metric uniformization and
spectral bounds for graphs. Geom. Funct. Anal., 21(5):1117–1143, 2011.
[KP16] Ju´lia Komja´thy and Yuval Peres. Topics in Markov chains: Mixing and escape
rate. In V. Sidoracivius and S. Smirnov, editors, Probability and Statistical Physics
in St. Petersburg, volume 91 of Proceedings of Symposia in Pure Mathematics,
Providence, RI, 2016. Amer. Math. Soc.
[Li80] Peter Li. Eigenvalue estimates on homogeneous manifolds. Comment. Math. Helv.,
55(3):347–363, 1980.
[LO81] H.J. Landau and A.M. Odlyzko. Bounds for eigenvalues of certain stochastic
matrices. Linear Algebra Appl., 38:5–15, 1981.
[LOT12] James R. Lee, Shayan Oveis Gharan, and Luca Trevisan. Multi-way spectral
partitioning and higher-order Cheeger inequalities. In Proceedings of the 44th
Symposium on Theory of Computing, STOC ’12, pages 1117–1130, New York, NY,
USA, 2012. ACM.
[Lov12] La´szlo´ Lova´sz. Large Networks and Graph Limits. Amer. Math. Soc., Providence,
RI, 2012.
[LP16] Russell Lyons and Yuval Peres. Probability on Trees and Networks. Cambridge
University Press, 2016. To appear.
[LPS16] Russell Lyons, Yuval Peres, and Xin Sun. Occupation measure of random walks
and wired spanning forests in balls of Cayley graphs. 2016. Preprint.
[LPW06] David A. Levin, Yuval Peres, and Elizabeth L. Wilmer. Markov Chains and
Mixing Times. Amer. Math. Soc., Providence, RI, 2006.
[LRTV12] Anand Louis, Prasad Raghavendra, Prasad Tetali, and Santosh Vempala. Many
sparse cuts via higher eigenvalues. In Proceedings of the 44th Symposium on
Theory of Computing, STOC ’12, pages 1131–1140, New York, NY, USA, 2012.
ACM.
[Lux07] Ulrike Luxburg. A tutorial on spectral clustering. Statistics and Computing,
17(4):395–416, December 2007.
[Lyo05] Russell Lyons. Asymptotic enumeration of spanning trees. Combin. Probab.
Comput., 14(4):491–522, 2005.
43
[Moo65] J.W. Moon. On the diameter of a graph. Michigan Math. J., 12:349–351, 1965.
[MP05] Ben Morris and Yuval Peres. Evolving sets, mixing and heat kernel bounds. Probab.
Theory Related Fields, 133(2):245–266, 2005.
[MT06] Ravi Montenegro and Prasad Tetali. Mathematical aspects of mixing times in
Markov chains. Found. Trends Theor. Comput. Sci., 1(3):237–354, May 2006.
[NJW01] Andrew Y. Ng, Michael I. Jordan, and Yair Weiss. On spectral clustering: Analysis
and an algorithm. In Advances in Neural Information Processing Systems, pages
849–856. MIT Press, 2001.
[RS74] Fritz Runge and Horst Sachs. Berechnung der Anzahl der Geru¨ste von Graphen
und Hypergraphen mittels deren Spektren. In Papers presented at the Fifth Balkan
Mathematical Congress, volume 4, pages 529–536. Beogradski Izdavacˇko-Graficˇki
Zavod, Belgrade, 1974. Held in Belgrade, 25–30. 06. 1974, Math. Balkanica 4
(1974).
[Rud91] Walter Rudin. Functional Analysis. International Series in Pure and Applied
Mathematics. McGraw-Hill Inc., New York, second edition, 1991.
[SC95] L. Saloff-Coste. Isoperimetric inequalities and decay of iterated kernels for almost-
transitive Markov chains. Combin. Probab. Comput., 4(4):419–442, 1995.
[SM00] Jianbo Shi and Jitendra Malik. Normalized cuts and image segmentation. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 22(8):888–905, 2000.
44
