ABSTRACT. Sturm's famous theorem provides an elegant algorithm to count and locate the real roots of any given real polynomial. It is less widely known that Cauchy extended this to an algebraic method to count and locate the complex roots of any given complex polynomial. We give an algebraic proof of this beautiful result, starting from the mere axioms of the fields R and C, without any further appeal to analysis. From this we derive a real algebraic proof of the Fundamental Theorem of Algebra, stating that every complex polynomial of degree n has precisely n complex roots. The proof is constructive in that it also provides a root finding algorithm. The proof is elementary in that it uses only polynomial arithmetic and the intermediate value theorem for real polynomials in one variable. As a consequence, all arguments hold over an arbitrary real closed field.
INTRODUCTION
Sturm's famous theorem [43] , announced in 1829 and published in 1835, provides an ingeniously simple algorithm to determine, for each real polynomial P ∈ R[X], the number of real roots in any given interval [a, b] ⊂ R. It is less well-known that in 1831/ 37 Cauchy [7] extended this algebraic method to determine, for each complex polynomial F ∈ C[Z], the number of complex roots in any given rectangle [a, b] 
We give an algebraic proof of Cauchy's theorem starting from the mere axioms of the fields R and C, without any further appeal to analysis. From this we deduce an elementary, real algebraic proof of the Fundamental Theorem of Algebra, stating that every polynomial F ∈ C[Z] of degree n has precisely n roots in C. This theorem is of theoretical and practical importance, and our proof attempts to satisfy both aspects. Put more ambitiously, we strive for an optimal proof, which is at the same time elementary, elegant, and effective.
1.1. Statement of results. All of our arguments work over every ordered field (R, +, ·, ≤) that satisfies the intermediate value property for polynomials, i.e., a real closed field ( §2). We choose this starting point as the axiomatic foundation of Sturm's theorem ( §3). We will deduce that the field C = R[i] with i 2 = −1 is algebraically closed, and moreover establish an algorithm to locate the roots of any given polynomial F ∈ C[Z]. The first step is to construct an algebraic index ( §4), expounding and slightly extending Cauchy's ideas F(z) dz, provided that F has no roots on ∂ Γ. This is also called the argument principle and is intimately related to the covering map exp: C → → C * . In this article we develop an independent algebraic approach avoiding integrals, transcendental functions, and covering spaces.
(1) The proof is elementary. A thorough treatment of the complex case is of comparable length and difficulty as Sturm's treatment of the real case. (2) Since the proof does not appeal to compactness nor metric completeness, all statements hold verbatim for any real closed field ( §2). (3) The proof is constructive in the sense that it establishes not only existence but also provides a method to locate the roots of F to any desired precision. (4) The algorithm is fairly easy to implement on a computer and sufficiently efficient for medium-sized polynomials ( §6). (5) Its economic use of axioms and its algebraic character make this approach an ideal candidate for a formal, computer-verified proof ( §6.4). (6) Since the real algebraic proof also provides an algorithm, the correctness of an implementation can likewise be formally proved and computer-verified.
Cauchy's forgotten proof?
Attracted by the above features, I have worked out the algebraic proof presented here for a computer algebra course in 2008. At first I was surprised not to find any such proof in the modern literature. While retracing its history, I was even more surprised to unearth very similar arguments in the original works of Cauchy and Sturm-Liouville (see §8.3). Why have they been lost? Our proof is, of course, based on very classical ideas. The geometric idea goes back to Gauss in 1799, and all algebraic ingredients are present in the works of Sturm and Cauchy in the 1830s. But they have since evolved in very different directions:
Sturm's theorem has become a cornerstone of real algebra. Cauchy's integral is the starting point of complex analysis. Cauchy's algebraic approach to counting complex roots, however, has transited from algebra to applications where its conceptual and algorithmic simplicity are much appreciated. Since the end of the 19th century it is no longer found in algebra text books, but is almost exclusively known to specialists as a calculational tool, for example in the Routh-Hurwitz theorem on the stability of motion.
In this retrospect, the algebraic proof presented here is thus a fortunate rediscovery. My aim in this article is to give a modern and complete presentation, bringing back to focus and expounding the beautiful ideas of the classics. 1.4 . How this article is organized. Section 2 briefly recalls the notion of real closed fields, on which Sturm's theorem is built.
Section 3 presents Sturm's theorem [43] counting real roots of real polynomials. The only novelty is the extensions to boundary points.
Section 4 proves Cauchy's theorem [7] counting complex roots of complex polynomials, in an entirely algebraic setting.
Section 5 establishes the Fundamental Theorem of Algebra, recasting the classical winding number approach in real algebra.
Section 6 briefly discusses algorithmic aspects, such as the efficient calculation of Sturm chains and the cross-over to Newton's local method.
Section 7 applies the algebraic techniques to prove Brouwer's fixed point theorem (in dimension 2) for rational functions over real closed fields.
Section 8, finally, provides historical comments in order to put this present proof into a wider perspective.
The core of our real algebraic proof is rather short ( §4- §5). It seems necessary, however, to properly develop the underlying tools and to arrange the details of the real case ( §2- §3). The algorithmic and historical aspects ( §6- §8) complete the picture. Overall, I hope that the subject justifies the length of this article and its level of detail.
REAL CLOSED FIELDS
We shall use only basic properties of ordered fields, which are well-known from the real numbers, see Rudin [39] or Lang [25] . In order to make our development self-contained, we recall the notion of real closed fields, on which Sturm's theorem is built.
2.1. Real numbers. As usual we denote by R the field of real numbers, i.e., an ordered field (R, +, ·, ≤) such that every non-empty bounded subset A ⊂ R has a least upper bound in R. This is a very strong property, and it characterizes R: Theorem 2.1. For an ordered field R the following conditions are equivalent:
(1) The ordered set (R, ≤) satisfies the least upper bound property. Proof. Most analysis books prove (1) ⇒ (2) ⇒ (4), while (3) ⇔ (4) is essentially the definition of connectedness. Here we only show (4) ⇒ (1), in the form ¬(1) ⇒ ¬(4).
Let A ⊂ R be non-empty and bounded above. Define f : R → {±1} by f (x) = 1 if a ≤ x for all a ∈ A, and f (x) = −1 if x < a for some a ∈ A. In other words, we have f (x) = 1 if and only if x is an upper bound. If f is discontinuous in x then f (x) = +1 but f (y) = −1 for all y < x, whence x = sup A. If A does not have a least upper bound in R, then f is continuous but does not satisfy the intermediate value property .   THE FUNDAMENTAL THEOREM OF ALGEBRA: A REAL ALGEBRAIC PROOF   5 2.2. Real closed fields. The field R of real numbers provides the foundation of analysis. In the present article it appears as the most prominent example of the much wider class of real closed fields. The reader who wishes to concentrate on the classical case may skip the rest of this section and assume R = R throughout. Definition 2.2. An ordered field (R, +, ·, ≤) is real closed if it satisfies the intermediate value property for polynomials: whenever a polynomial P ∈ R[X] satisfies P(a)P(b) < 0 for some a < b in R, then there exists x ∈ ]a, b[ such that P(x) = 0.
For example, the field R of real numbers is real closed. The field Q of rational numbers is not real closed, as shown by the example P = X 2 − 2 on [1, 2] . The algebraic closure Q c of Q in R is a real closed field. Notice that Q c is much smaller than R, in fact Q c is countable while R is uncountable. [22, Kapitel I] . We only mention that in a real closed field R every positive element has a square root. As a consequence the ordering on R can be characterized in algebraic terms: x ≥ 0 if and only if there exists r ∈ R such that r 2 = x. In particular, if R is real closed, then it admits precisely one ordering.
STURM'S THEOREM FOR REAL POLYNOMIALS
This section recalls (and slightly sharpens) Sturm's theorem for real polynomials -a gem of 19th century algebra and one of the greatest discoveries in the theory of polynomials. It seems impossible to surpass the elegance of the original mémoires by Sturm [43] and Cauchy [7] . One technical detail of our presentation, however, seems noteworthy:
The inclusion of boundary points streamlines the arguments so that they will apply seamlessly to the complex setting in §4. The necessary amendments render the development hardly any longer nor more complicated. They do, however, pervade all statements and proofs, so that I feel obliged to review the classical arguments in full detail. 
Definition 3.1. We denote by lim + a f and lim − a f the right and left limit, respectively, of f in a point a ∈ R. The Cauchy index of f in a is defined as
Less formally, we have Ind a ( f ) = +1 if f jumps from −∞ to +∞, and Ind a ( f ) = −1 if f jumps from +∞ to −∞, and Ind a ( f ) = 0 in all other cases.
Remark 3.2. For f = R/S the limits lim ± a f are just a convenient notation for purely algebraic quantities: we can factor R = (X − a) m R * and S = (X − a) n S * with m, n ∈ N such that S * , R * ∈ R[X] satisfy S * (a) = 0 and R * (a) = 0. This means that f (x) = (x − a) k g(x) where k = m − n and g = R * /S * satisfies g * (a) ∈ R * .
• If k > 0 then lim ε a f = 0 for both ε ∈ {+, −}.
In the first case f is continuous in a, while in the second case f can be continuously extended to a. In the last case f has a pole of order n − m in a. 
The sum is well-defined because only finitely many
, and for a = b we set Ind a a ( f ) := 0. Remark 3.4. We opt for a more comprehensive definition than usual, in order to take care of boundary points. We will frequently bisect intervals, and this technique works most efficiently with a uniform definition that avoids case distinctions. Moreover, we will have reason to consider piecewise rational functions in §4. Ind
Ind
Ind 
This extends in a unique way to a derivation on the field R(
. This is an R-linear map and satisfies Leib- Proof. We have f = (X − a) m g for some m ∈ Z and g ∈ R(X) * such that g(a) ∈ R * . Then
The last fraction does not contribute to the index because it does not have a pole in a. The first fraction shows that 3.3. The inversion formula. Consider a finite sequence s = (s 0 , . . . , s n ) in R. We say that the pair (s k−1 , s k ) presents a sign change if s k−1 s k < 0. The pair presents half a sign change if one element is zero while the other is non-zero. In the remaining cases there is no sign change. All cases can be subsumed by the formula
Definition 3.9. Let s = (s 0 , . . . , s n ) be a finite sequence in R. The number of sign changes is defined as
Remark 3.10. This is perhaps not the standard way of counting sign changes. While there is no ambiguity for s k−1 s k < 0 and s k−1 s k > 0, some convention is needed to take care of possible zeros. The alternative (and more frequent) definition is to discard all zeros and to count only full sign changes. This renders the definition non-local, however, whereas in the above formula only neighbours interact. Both variants coincide when applied to Sturm chains, as defined below, that are non-zero on the boundaries. The more comprehensive Definition 3.9 has been chosen to accommodate for boundary phenomena.
Definition 3.11. Consider a finite sequence (P 0 , . . . , P n ) of polynomials in R[X]. The number of sign changes in a ∈ R is then defined as V a P 0 , P 1 , . . . , P n−1 , P n := V P 0 (a), P 1 (a), . . . , P n−1 (a), P n (a) . Ind
Proof. The statement is true if P = 0 or Q = 0, so we can assume P, Q ∈ R[X] * . Equation (3.6) continues to hold if we divide P, Q by a common factor U, because our hypothesis ensures that U(a) = 0 and U(b) = 0. We can thus strengthen the hypothesis and assume gcd(P, Q) = 1. We consider the finite set of poles Z = Z (P) ∪ Z (Q), for which we assume Z (P) ∩ Z (Q) = / 0. Suppose first that 
In both cases we find 
We will usually not explicitly mention the interval [a, b] if it is understood from the context, or if (P 0 , . . . , P n ) is a Sturm chain on all of R.
Proof. Condition (3.7) ensures that two consecutive functions P k−1 and P k have no common roots. The inversion formula of Proposition 3.13 then implies that (3.9) Ind b a
Contributions to the middle indices arise at zeros of P 1 . But at each zero of P 1 its neighbours P 0 and P 2 have opposite signs, which means that the middle terms cancel each other. Iterating this argument, we obtain (3.8) by induction on n.
The following observation provides a general method to construct Sturm chains:
Proof. If P k (x) = 0 for x ∈ [a, b] and 0 < k < n, then P k−1 (x) = 0 and P k+1 (x) = 0. Otherwise Conditions (1) and (2) would imply that all P 0 , . . . , P n vanish in x, which is excluded by Condition (3). Now the equation
3.5. Euclidean division. Let S, P ∈ K[X] be polynomials, with P = 0. If K is a field then there exists a unique pair Q, R ∈ K[X] such that
Here the negative sign has been chosen for the application to Sturm chains. Division still works over an arbitrary ring K provided that the leading coefficient of P is invertible in K. In the general case, there exists a pair Q, R ∈ K[X] such that
where c is the leading coefficient of P and d = max{0, 1 + degS − degP}. The pair (Q, P) is unique if c is not a zero-divisor in K. With a view to ordered fields it is advantageous to have an even exponent: there exists a pair Q, R ∈ K[X] such that
where e ∈ N can be chosen minimal such that 2e ≥ d. This will be applied in §5.1 to the polynomial ring R[X,Y ] in two variables. Even when working in Q[X], it is often more efficient to work in Z[X] in order to avoid coefficient swell in calculations (see §6.3).
Definition 3.17. For each pair
. This process stops with P n+1 = 0, so that P n divides P n−1 , . . . , P 1 , P 0 , whence P n ∼ gcd(P 0 , P 1 ).
We call (P 0 , P 1 , . . . , P n ) the euclidean chain associated with
Remark 3.18. The chains (P * 0 , P * 1 , . . . , P * n ) and (Q 1 , . . . , Q n ) depend only on the rational fraction
in the field R(X) but not on the pair (P 0 , P 1 ) representing it. Division by P n ensures that gcd(P * 0 , P * 1 ) = 1. We have P * k−1 + P * k+1 = Q k P * k , and so Proposition 3.16 ensures that (P * 0 , P * 1 , . . . , P * n ) is indeed a Sturm chain. If gcd(P 0 , P 1 ) = 1, then P n = const and (P 0 , P 1 , . . . , P n ) is itself a Sturm chain. Proof. Equation (3.13) is trivially true if R = 0 or S = 0, according to our definitions. We can thus assume R, S ∈ R[X] * . Let (P 0 , P 1 , . . . , P n ) be the euclidean Sturm chain associated to the fraction S by definition. Remark 3.21. Sturm's theorem reduces a 1-dimensional counting problem on the interval [a, b] to a 0-dimensional counting problem on the boundary {a, b}. We are most interested in the former, and the latter has the advantage of being easily calculable. Both become equal via the intermediate value property. In §4 this will be generalized to the complex case, reducing a 2-dimensional counting problem on a rectangle Γ to a 1-dimensional counting problem on the boundary ∂ Γ. This can be generalized to arbitrary dimension, leading to an algebraic version of Kronecker's index [13] .
Remark 3.22. Sturm's theorem is usually stated under two additional hypotheses, namely gcd(R, S) = 1 and S(a)S(b) = 0. Our formulation of Theorem 3.20 does not require any of these hypotheses, because they are absorbed into our slightly refined definitions: The hypothesis gcd(R, S) = 1 is circumvented by formulating Definitions 3.3 and 3.19 such that both indices become well-defined on R(X). The case S(a)S(b) = 0 is anticipated in Definitions 3.1 and 3.9 by counting boundary points appropriately. Arranging these details is not only an aesthetic preoccupation: it clears the way for a uniform treatment of the complex case in §4 and ensures a simpler algorithmic formulation.
As an immediate consequence we obtain Sturm's classical theorem [43, §2] :
Corollary 3.23 (Sturm 1829/35). For every polynomial P ∈ R[X]
* we have
where roots on the boundary count for one half.
CAUCHY'S THEOREM FOR COMPLEX POLYNOMIALS
In this section we define the algebraic index ind ∂ Γ (F) of a polynomial F ∈ C[X] along the boundary of a rectangle Γ ⊂ C. We then establish Cauchy's theorem (Corollary 4.13) stating that ind ∂ Γ (F) counts the number of roots of F in Γ.
Remark 4.1. Nowadays the index is most often defined via Cauchy's integral formula
dz. In 1837 Cauchy [7] published the alternative, more elementary construction presented in §3.1 below. Here we develop an independent, entirely algebraic approach. The real product formula, Theorem 4.11, seems to be new. The complex product formula, Corollaries 4.12 and 4.13, are well-known in the analytic setting using Cauchy's integral, but the algebraic approach reveals two noteworthy extensions:
• The algebraic construction is not restricted to the complex numbers C = R[i] but works for C = R[i] over an arbitrary real closed field R.
• Unlike the integral formula, the algebraic index can cope with roots of F on the boundary ∂ Γ, as pointed out in the introduction.
4.1. Real and complex fields. We continue to consider an ordered field R. For every x ∈ R we have x 2 ≥ 0, whence x 2 +1 > 0. The polynomial X 2 +1 thus has no roots in R and, being of degree 2, is irreducible in R[X]. This means that the quotient C = R[X]/(X 2 + 1) is a field. It is denoted by C = R[i] with i 2 = −1.
More explicitly, each element z ∈ C can be uniquely written as x + yi with x, y ∈ R. We can thus identify C with R 2 via the map R 2 → C, (x, y) → x + yi. Conversely, we define re, im : C → R by re(x + yi) := x and im(x + yi) := y.
Using this notation, addition and multiplication in C are given by
The ring automorphism R[X] → R[X], X → −X, fixes X 2 + 1 and thus descends to a field automorphism C → C that maps x+ yi to its conjugate x− yi. We have re(z) = 
, is the unique ring endomorphism that maps Z → P and is equivariant with respect to conjugation: Z → P andZ →P are equivalent to X → re P and Y → im P. y 1 ) , and the four edges Remark 4.7. As z travels along the boundary from a to b to c to d and back to a, the value F(z) describes a closed, continuous, piecewise polynomial curve, as illustrated in Figure  1 . The index ind ∂ Γ (F) counts the number of turns in C = R 2 , usually called the winding number. Our definition is slightly more comprehensive since it does not exclude roots on the boundary.
The algebraic index. A rectangle is a subset
Γ = [x 0 , x 1 ] × [y 0 , y 1 ] in C = R 2 with x 0 < x 1 and y 0 < y 1 in R. Its interior is Int Γ = ]x 0 , x 1 [ × ]y 0 , y 1 [. Its boundary ∂ Γ consists of the four vertices a = (x 0 , y 0 ), b = (x 1 , y 0 ), c = (x 1 , y 1 ), d = (x 0 ,[a, b], [b, c], [c, d], [d, a] between them.
Proposition 4.8 (bisection). Suppose we bisect
Proof. This follows from Definition 4.6, one-dimensional bisection as in Proposition 3. Remark 4.10. In this article we concentrate on rectangles because they support a simple bisection algorithm. We could also consider arbitrary polygonal curves, or piecewise polynomial curves, and essentially all statements carry over verbatim.
More explicitly, a finite sequence We emphasize that the correction term V b a is a difference in the boundary points a and b, which will be important in the corollaries. It can also be rewritten as
For P = S and Q = R we recover the inversion formula of Proposition 3.13.
Proof. Formula (4.1) remains unchanged if we divide P, Q by a common factor U, because our hypothesis ensures that U(a) = 0 and U(b) = 0. We can thus strengthen the hypothesis and assume gcd(P, Q) = 1, and likewise gcd(R, S) = 1.
If 
In a the denominator vanishes and the numerator is negative:
On ]a, b] we distinguish two cases: 
Proof. This follows from the formula of Theorem 4.11: the boundary ∂ Γ forms a closed path, so that successive boundary terms cancel each other in pairs. Remark 4.14. If we assume that C is algebraically closed, then every F ∈ C[Z] factors as above, and Corollary 4.13 entails Theorems 1.4 and 1.6 without any further effort. So if you prefer some other existence proof for the roots, then you may skip the next section and still benefit from root location (Corollary 1.7).
THE FUNDAMENTAL THEOREM OF ALGEBRA
We continue to consider a real closed field R and its extension C = R[i] with i 2 = −1.
In the preceding sections we have carefully constructed the algebraic index ind ∂ Γ (F) for F ∈ C[Z]
* and Γ ⊂ C, and derived its basic properties. We can now establish our main result: a constructive, real algebraic proof of the Fundamental Theorem of Algebra.
Remark 5.1. The proof that we present here is inspired by classical arguments, based on the winding number of paths in the complex plane C. The idea goes back to Gauss' first proof (see §8.2) and has been much elaborated since. For C = R[i] over a real closed field R, our algebraic approach strips the proof to its bare essentials. In this setting the algebraic proof of Theorem 5.3 seems to be new. It is more generally applicable (see §7) and generalizes to arbitrary dimension [13] .
The index in the absence of zeros.
The crucial step is to show that ind ∂ Γ (F) = 0 implies that F has a root in Γ. By contraposition, we will show that ind ∂ Γ (F) = 0 whenever F has no zeros in Γ. The local version is easy:
Lemma 5.2 (local version). If F ∈ C[X,Y ] satisfies F(x, y)
Proof. Suppose first that im F(x, y) > 0. By continuity there exists δ > 0 such that im F > 0 on the rectangle 
We have deg X P k+1 < deg X P k so we end up with P n ∈ R[Y ] * for some n.
Assume first that none of the polynomials c 1 , . . . , c n−1 , P n ∈ R[Y ] * has a root in [y 0 , y 1 ]. This means that we can specialize (P 0 , . . . , P n ) in Y → y ∈ [y 0 , y 1 ], such that (P 0 , . . . , P n ) becomes a Sturm chain in R[X]. Likewise we can specialize (P 0 , . . . ,
In the sum over all four edges, all contributions cancel each other in pairs:
2 ind ∂ Γ (F) = + Ind By subdivision we can assume that (x 0 , y 0 ) is the only critical point in Γ. We then apply Lemma 5.2 to
The proof can be shortened by a compactness argument. This stronger hypothesis, however, applies only to the field C of complex numbers (see §2). Compactness of Γ ensures that there exists λ > 0, called a Lebesgue number of the cover, such that every rectangle Γ ′ ⊂ Γ of diameter < λ is contained in some U(x, y). For all subdivisions x 0 = s 0 < s 1 < · · · < s m = x 1 and y 0 = t 0 < t 1 < · · · < t n = y 1 , the bisection property ensures that ind 
In the sum over all four edges, the terms on the right hand side cancel each other in pairs. We conclude that ind ∂ Γ (F 0 ) − ind ∂ Γ (F 1 ) = 0.
The global index of a polynomial.
Having all tools in hand, we can now prove Theorem 1.6, stating that ind ∂ Γ (F) = degF for every polynomial F ∈ C[Z] * and every sufficiently large rectangle Γ. This can be quantified by Cauchy's bound: Definition 5.7. For F = a n Z n + a n−1 Z n−1 + · · · + a 0 in C[Z] with a n = 0 we set M = max{0, |a 0 |, . . . , |a n−1 |} and define the Cauchy radius to be ρ F := 1 + M/|a n |.
Proof. The assertion is true for F = a n Z n where M = 0 and ρ F = 1. In the sequel we can thus assume M > 0 and ρ F > 1. For all z ∈ C satisfying |z| ≥ ρ F we find
|z|−1 ≤ |a n |(|z| n − 1). For the last inequality notice that |z| ≥ ρ F implies |z| − 1 ≥ ρ F − 1 = M/|a n |. We conclude that |F(z)| ≥ |a n z n | − |F(z) − a n z n | ≥ |a n | > 0. Proof. Given F = a n Z n +a n−1 Z n−1 +· · ·+a 0 we consider F(T, Z) = a n Z n +T (a n−1 Z n−1 + · · · + a 0 ) in order to deform F 1 = F to F 0 = a n Z n . For each t ∈ [0, 1] the Cauchy radius of F t is r t = 1 + tM/|a n |, which shrinks from r 1 = ρ F to r 0 = 1. By the previous proposition, the polynomial F t ∈ C[Z] has no roots on ∂ Γ. We can thus apply Theorem 5.6 and conclude that ind ∂ Γ (
This completes the proof of the Fundamental Theorem of Algebra: for every polynomial F ∈ C[Z] * and sufficiently large rectangle Γ ⊂ C we have ind ∂ Γ (F) = deg F, and Proposition 5.4 says that ind ∂ Γ (F) equals the number of roots in Γ.
ALGORITHMIC ASPECTS
Sturm's method is eminently practical, by the standards of 19th century mathematics as for modern-day computer implementations. 2 The preceding development shows how to derive Cauchy's method in the complex case, and this section discusses algorithmic questions. 3 Even though in its present form it cannot compete with the fastest known methods for high-degree polynomials, it is still interesting for moderately sized polynomials.
Remark 6.1. The theory of ordered or orderable fields, nowadays called real algebra, was initiated by Artin and Schreier [2, 3] in the 1920s, culminating in Artin's solution [1] of Hilbert's 17th problem. Since the 1970s real algebraic geometry is flourishing anew, see Bochnak-Coste-Roy [5] , and with the advent of computers, algorithmic and quantitative aspects have regained importance. For an extensive presentation of algorithms in real algebraic geometry see Basu-Pollak-Roy [4] . For the theory of complex polynomials see Marden [29] , Henrici [18] , and Rahman-Schmeisser [36] ; the latter contains extensive historical notes and an up-to-date guide to the literature. 6.1. A global root finding algorithm. We consider an archimedean ordered field R. This means that the field Q of rational numbers is dense in R, and thus R is a subfield of the real numbers R. We will simply assume R = R and C = C. In order to further simplify, we will work with rational coefficients, so that all coefficients are exactly representable on a computer and all calculations can be carried out exactly. 4 Given a polynomial F ∈ Q[i][Z] we begin with the following preparations:
• We divide F by gcd(F, F ′ ) to ensure that all roots of F are simple.
• Clearing denominators we can assume that all coefficients lie in Z[i].
• We determine r ∈ N such that all roots of F are contained in the disk B(r).
2 As early as 1840 Sylvester [45] wrote "Through the well-known ingenuity and proferred help of a distinguished friend, I trust to be able to get a machine made for working Sturm's theorem (...)". It seems that such a machine was never built. Calculating machines had been devised by Pascal, Leibniz, and Babbage; the latter was Lucasian Professor of Mathematics at Cambridge when Sylvester studied there in the 1830s. 3 The idea of computing machinery seems to have been common among mid-19th century mathematicians. In a small note of 1846, Ullherr [47] remarks that the argument principle leads to a complex root finding algorithm: "Die bei dem ersten Beweise gebrauchte Betrachtungsart giebt ein Mittel an die Hand, die Wurzeln der höheren Gleichungen mittels eines Apparates mechanisch zu finden." [The view-point used in the first proof provides a method to find the roots of higher-degree equations by means of a mechanical apparatus.] No details are provided. 4 Numerically, root-finding is an ill-conditioned problem. Even if exact arithmetic can avoid this problem during the calculation, it comes back into focus when the initial data is itself only an approximation. This case requires a detailed error analysis and will not be considered here.
The following notation will be convenient: a 0-cell is a singleton {a} with a ∈ C; a 1-
The root finding algorithm successively refines a list L j = {Γ 1 , . . . , Γ n j } of disjoint cells such that:
• Each root of F is contained in exactly one cell Γ ∈ L j .
• Each cell Γ ∈ L j contains at least one root of F.
• Each cell Γ ∈ L j has diameter ≤ 3r · 2 − j . More explicitly, the algorithm proceeds as follows: We initialize L 0 = {Γ} with the square
(1) If Γ is a point, then retain Γ. Retain the new squares that contain a root in their interior.
Retain the new segments that retain a root in their interior.
Retain the new vertices that are roots of F. Collecting all retained cells we obtain the new list L j+1 . After some initial iterations all roots will lie in disjoint cells Γ 1 , . . . , Γ n , each containing precisely one root. Taking the midpoint u k ∈ Γ k , this can be seen as n approximate roots u 1 , . . . , u n each with an error bound δ k ≤ 
The convergence is thus extremely fast, but the main obstacle is to find sufficiently good approximations u 0 ≈ z 0 as starting values.
Proposition 6.4. Let F ∈ C[Z] be a separable polynomial of degree n. Suppose we have separated the roots in disjoint disks
Then Newton's algorithm converges for each starting value u k to the corresponding root z k ∈ B(u k , δ k ). More precisely, convergence is at least as fast as
The hypothesis can be verified directly from the approximations (u k , δ k ) k=1,...,n produced by our global root finding algorithm. Convergence of Newton's method is eventually much faster, but the statement of Proposition 6.4 already suffices to show that right from the start Newton's method is at least as fast as bisection.
It is not clear whether methods based on Sturm sequences can possibly become superior. Lehmer [26] and Wilf [52] both do not solve the extra problems which arise, if there is a zero on the test contour (circle or rectangle) or very close to it. [41, p. 5] Our development neatly solves the problem of roots on the boundary. We have not yet applied the divide-and-conquer paradigm in our root-finding method; some clever idea and a more detailed investigation are needed here. In Schönhage's method this is achieved by approximately factorizing F of degree n into two polynomials F 1 , F 2 of degrees close to n 2 . It is plausible but not obvious that this strategy can also be put into practice in the algebraic setting.
6.4. Formal proofs. In recent years the theory and practice of formal proofs and computerverified theorems has become a fully fledged enterprise. The most prominent and much discussed example is the Four Colour Theorem. 5 The computer-verified proof community envisages even more ambitious projects, such as the classification of finite simple groups. 6 This gigantic project makes the Fundamental Theorem of Algebra look like a toy example, but formalization is by no means a trivial task. 7 In particular it will be useful as a fundamental building block within a larger framework.
Here the real algebraic approach offers some obvious advantages, mainly its conceptual simplicity and its algorithmic character. This is an additional important aspect: the theorem is not only an existence statement but also an algorithm. A formal proof of the theorem will also serve as a formal proof of the implementation. 
BROUWER'S FIXED POINT THEOREM
Brouwer's theorem states that every continuous map f : [0, 1] n → [0, 1] n of a cube in R n to itself has a fixed point. While in dimension n = 1 this follows directly from the intermediate value theorem, the statement in dimension n ≥ 2 is notoriously difficult to prove: one employs either sophisticated machinery (differential topology, Stoke's theorem, co/homology) or subtle combinatorial techniques (Sperner's lemma, Nash's game of Hex). All proofs use Brouwer's mapping degree, in a more or less explicit way, and the compactness of [0, 1] n plays a crucial rôle. Using the algebraic index one can prove Brouwer's theorem over real closed fields, restricting the statement from continuous to rational functions: Theorem 7.1. Let R be a real closed field and let P, Q ∈ R(X,Y ) be rational functions.
Assume that P, Q have no poles in
Proof. The essential properties of the algebraic index have been developed above, and extend without any difficulty to rational functions without poles. By translation and homothety we can assume that Γ = [−1, +1]×[−1, +1]. We consider the homotopy g t = id −t f from g 0 = id to g 1 = id − f . For z ∈ ∂ Γ we have g t (z) = 0 if and only if t = 1 and f (z) = z; in this case the assertion holds. Otherwise, we have g t (z) = 0 for all z ∈ ∂ Γ and t ∈ [0, 1]. We can then apply homotopy invariance to conclude that ind ∂ Γ (g 1 ) = ind ∂ Γ (g 0 ) = 1. This means that there must exist z ∈ IntΓ such that g 1 (z) = 0, whence f (z) = z. Remark 7.2. As for the Fundamental Theorem of Algebra, the algebraic proof of Theorem 7.1 also provides an algorithm to approximate a fixed point to any desired precision. 
In the first case, a fixed point on the boundary ∂ Γ k is signalled during the calculation of ind ∂ Γ k (id − f ) and leads to a one-dimensional search problem. In the second case, we continue the two-dimensional approximation.
Remark 7.3. Tarski's theorem [21, 5] says that, roughly speaking, if an elementary statement in the language of ordered fields is true over one real closed field (for example the real numbers), then it is true over every real closed field. From this elevated view-point it is not surprising that the statements of the Fundamental Theorem of Algebra and Brouwer's fixed point theorem generalize over an arbitrary real closed field. What is remarkable, however, is that the real closed version can be proven as directly as the real version. n . For each n there exists z n ∈ Γ such that f n (z n ) = z n . Again by compactness we can extract a convergent subsequence.
Remark 7.5. We have concentrated here on the dimension n = 2, but the algebraic approach generalizes to any finite dimension. Since the construction of higher-dimensional indeces presents its own specific subtleties, we will postpone it to a forthcoming article [13] .
HISTORICAL REMARKS
The Fundamental Theorem of Algebra is a crowning achievement in the history of mathematics. In order to place my modest contribution into perspective, this section sketches its historical context. For a general presentation I refer to Remmert [37] The existence of n roots for each real polynomial of degree n was mentioned by Roth (1608) and explicitly conjectured by Girard (1629) and then Descartes (1637). They postulated these roots in some extension of R but did not claim that all roots are contained in the field C = R[i]. Leibniz (1702) even speculated that this is in general not possible.
The first proofs of the Fundamental Theorem of Algebra were published by d'Alembert (1746), Euler (1749), Lagrange (1772), and Laplace (1795). In his doctoral thesis (1799) Gauss criticized the shortcomings of all previous tentatives and gave what is commonly considered as the first rigorous proof of the Fundamental Theorem of Algebra. 8.2. Gauss' first proof. Gauss considers F = Z n + a n−1 Z n−1 + · · · + a 1 Z + a 0 ; upon substitution of Z = X + iY he obtains F = R + iS with R, S ∈ R[X,Y ]. The roots of F are precisely the intersections of the two curves R = 0 and S = 0 in the plane. Near a circle ∂ Γ with sufficiently large radius these curves resemble those of Z n . The latter are 2n straight lines passing through the origin. The circle ∂ Γ thus intersects each of the curves R = 0 and S = 0 in 2n points placed in an alternating fashion around the circle.
Prolongating these curves into the interior of Γ, Gauss concludes that the curves R = 0 and S = 0 must intersect somewhere inside the circle. This conclusion relies on certain (intuitively plausible) assumptions, which Gauss clearly states but does not prove.
Satis bene certe demonstratum esse videtur, curvam algebraicam neque alicubi subito abrumpi posse (uti e.g. evenit in curva transscendente, cuius aequatio y = 1/ logx), neque post spiras infinitas in aliquo puncto se quasi perdere (ut spiralis logarithmica), quantumque scio nemo dubium contra hanc rem movit. Attamen si quis postulat, demonstrationem nullis dubiis obnoxiam alia occasione tradere suscipiam. 9 [17, Bd. 3, p. 27]
To modern standards Gauss' first proof is thus incomplete. The unproven assertions are indeed correct, and have later been rigorously worked out by Ostrowski [32, 33] .
Notice that Gauss' argument shows that ind ∂ Γ (F) = n, and our development of the algebraic index exhibits a short and rigorous path to the desired conclusion. Our proof can thus be considered as an algebraic version of Gauss' first proof, suitably completed by the techniques of Sturm and Cauchy, and justified by the intermediate value theorem.
8.3. Sturm, Cauchy, Liouville. In 1820 Cauchy gave a non-constructive proof of the Fundamental Theorem of Algebra, based on the existence of a global minimum z 0 of |F| and a local analysis showing that F(z 0 ) = 0. While the local analysis is rigorous, global existence requires some compactness argument, which was yet to be developed. See Remmert [37, §1.8, §2] for a presentation in its historical context, or Rudin [39, chap. 8] in the context of a modern analysis course.
Sturm's theorem [43] counting real roots was announced in 1829 and published in 1835. It was immediately assimilated by Cauchy in his residue calculus [6] , based on complex integration, which was published in 1831 during his exile in Turin. In 1837 he published a more detailed exposition [7] with independent, elementary proofs. He explicitly recognizes the relation to Sturm's theorem [7, pp. 426-427,431] , and specializes his technique to circular or rectangular regions.
In the intervening years, Sturm and Liouville [44] had elaborated elementary proofs of Cauchy's theorem for complex polynomials, which they published in 1836. (Loria [28] presents the interaction between Sturm, Liouville, and Cauchy in greater detail.) Their approach to the Fundamental Theorem of Algebra parallels the one presented above but uses analytic arguments and is more involved. One crucial step is to show that ind ∂ Γ (F) = 0 provided that F does not vanish in Γ. This is solved by subdivision and a tacit compactness argument [44, [44, p. 306] It seems safe to say that our detailed discussion is just as "long and minutious" as the usual development of Sturm's theorem. Modulo these details, the cited works of Gauss, Sturm, and Cauchy contain all the essential ideas. By way of contrast, let us emphasize that our presentation refines the techniques in several ways:
• We purge all arguments of transcendental functions and compactness assumptions. This simplifies the proof and generalizes it to real closed fields.
• The product formula ( §4.4) and homotopy invariance ( §5.3) streamline the proof and avoid tedious calculations.
• The uniform treatment of boundary points extends Sturm's theorem to piecewise polynomial functions and leads to straightforward algorithms.
8. 4 . Further development in the 19th century. In 1869 Kronecker [24] had constructed his higher-dimensional index (also called Kronecker characteristic) using integration. His initial motivation was to generalize Sturm's theorem to higher dimensions, extending previous work of Sylvester and Hermite, but he then turned to analytic methods in order to solve the foundational difficulties. Subsequent work was likewise built on analytic methods, even if the gain in generality was paid by a certain loss of simplicity and calculability. In the context of stability of motion Routh [38] in 1878 and Hurwitz [19] in 1895 were led to count the number of complex roots having negative real part. (For a modern presentation see Marden [29, chap . IX] or Henrici [18, §6.7] .) Hurwitz uses Cauchy indices together with quadratic forms, while Routh combines Cauchy indices with Sturm's theorem, in much the same way we do but restricted to one fixed axis.
With the celebrated Routh-Hurwitz theorem, Cauchy's algebraic index calculation has transited from algebra to application, where it survives to the present day. In the 1898 10 But we formally exclude the case where for some point of the curve ABC we have simultaneously P = 0 and Q = 0: this special case does not enjoy any regular property and cannot give rise to any theorem.
11 It is under this hypothesis that we have proven the theorem of Mr. Cauchy; the necessary modifications in the case where roots were on the contour ABC would require a long and minutious discussion that we wanted to avoid by neglecting this special case. To the best of my knowledge, while Sturm's theorem made its way from 19th century algebra to modern algebra textbooks and is still taught today, it seems that Cauchy's algebraic approach to the complex case has been lost on the way. Let me illustrate this by two prominent and perhaps representative textbooks.
In his 1877 textbook Cours d'algèbre supérieure, Serret [42, pp. 118-132] presents the proof of the Fundamental Theorem of Algebra following Cauchy and Sturm-Liouville. Two decades later, Weber consecrated over 100 pages to real algebraic equations in his 1898 textbook Lehrbuch der Algebra [49] . He presents Sturm's theorem in great detail ( §91-106). Combining this with Kronecker's geometric index theory ( §100-102), he sketches how to apply Sturm's theorem to count complex roots ( §103-104). Quite surprisingly, he uses only Corollary 3.23 above where Theorem 3.20 would have been optimal. Here Cauchy's algebraic approach [7] , apparently unknown to Weber, had gone much further concerning explicit formulae and applicability to concrete calculations. Our proof belongs to this last family. Unlike previous proofs, however, we do not base the index on analytic or topological arguments but on real algebra. 8. 6 . Constructive and algorithmic aspects. In 1924 Weyl [50] pointed out that the analytic winding number ind ∂ Γ (F) = 1 2iπ ∂ Γ F ′ (z) F(z) dz can be used to find and approximate the roots of F. In this vein Weyl formulated his constructive proof of the Fundamental Theorem of Algebra, which indeed translates to an algorithm: a careful numerical approximation can be used to calculate the integer ind ∂ Γ (F), see Henrici [18] . While Weyl's motivation may have been mainly philosophical, it is the practical aspect of his algorithm that has proven most successful. Variants of Weyl's algorithm are used in modern computer implementations for finding approximate roots, and are among the asymptotically fastest known algorithms. The question of algorithmic complexity was pursued by Schönhage [41] since the 1980s. See Pan [35] for an overview.
The fact that Sturm's and Cauchy's theorems together can be applied to count complex roots seems not to be as widely known as it should be. In the 1969 Proceedings [10] on constructive aspects of the Fundamental Theorem of Algebra Cauchy's algebraic approach is not mentioned. Lehmer [26] mentions only a weaker form, Hurwitz' theorem, although Cauchy's general result would have been better suited. Cauchy's method reappears in 1978 in a small note by Wilf [52] , and is briefly mentioned in Schönhage's technical report [40] . Most often the computer algebra literature credits Weyl of Wilf but not Cauchy: even if the Cauchy index is used, his algebraic approach [7] to complex root location seems to be largely ignored.
CONCLUSION
The Fundamental Theorem of Algebra is one of the most classical results of mathematics, and consequently a heavily tilled field. The constructive, real algebraic approach presented here is based on classical ideas of Gauss, Sturm, and Cauchy. To the best of my knowledge, it is worked out here for the first time. The resulting proof is elementary, elegant, and effective, and thus has all desirable properties that one could wish for.
Each of the many existing proofs has its own special merits. I do not claim the present proof to be the shortest, nor the most beautiful, nor the most profound one, but it is arguably short, beautiful, and profound. Overall the real algebraic proof offers an excellent costbenefit ratio. So if you asked me "Is this the ultimate proof?" I would say "Yes. And so will be each of the subsequent proofs yet to be discovered."
