The daily average price of electricity represents the price of electricity to be delivered over the full next day and serves as a key reference price in the electricity market. It is an aggregate that equals the average of hourly prices for delivery during each of the 24 individual hours. This paper demonstrates that the disaggregated hourly prices contain useful predictive information for the daily average price. Multivariate models for the full panel of hourly prices signicantly outperform univariate models of the daily average price, with reductions in Root Mean Squared Error of up to 16%. Substantial care is required in order to achieve these forecast improvements. Rich multivariate models are needed to exploit the relations between dierent hourly prices, but the risk of overtting must be mitigated by using dimension reduction techniques, shrinkage and forecast combinations.
ing the panel of all 24 hours by a standard rst-order Vector Autoregressive (VAR(1)) model with intercepts will produce point forecasts depending on 600 unknown parameters that have to be estimated. Such a large number of parameters eectively dissipates our degrees of freedom, resulting in large estimation uncertainty, potential overtting of in-sample data and increased variability of out-of-sample forecast errors.
We address this`curse-of-dimensionality' problem in three dierent ways. First, we limit model complexity by applying dimension reduction techniques such as Reduced Rank Regression and Factor Models, leading to a substantial decline in the number of parameters. Second, regularization, or shrinkage, is used to obtain parameter estimates that are less prone to overtting. In particular, we consider a Bayesian VAR model with a prior distribution on the parameters that shrinks the model towards a random walk process for each individual hour. Third, forecasts of dierent models with dierent levels of complexity are combined. It is well-established that combining forecasts of dierent models may well perform better than the best individual forecast (Timmermann, 2006) .
Overtting will have a dierent eect on the individual models and hence combining their forecasts might potentially average out these eects.
Our empirical results show that hourly prices contain substantial predictive information for the daily average price. Multivariate models achieve forecast improvements up to 15% in outof-sample Root Mean Squared Error (RMSE) over a exible univariate benchmark model. An eective use of this predictive information however requires rich models that account for the complex relations between prices of dierent hours. Moreover, dimension reduction, shrinkage and forecast combinations lead to further improvement in forecasting performance.
The rest of the paper is organized as follows. We describe the data set in Section 2. In Section 3 we introduces the forecasting models, with a detailed exposition of the various techniques that we employ to model the full panel of hourly prices while avoiding overtting and related issues. In Section 4 we present the empirical results, discuss their signicance and assess their robustness. We conclude in Section 5.
Data Analysis
We use data stemming from the Nordic power exchange, Nord Pool Spot, owned by the Nordic and Baltic transmission system operators and operating the leading power markets in Europe. About 370 companies from 20 countries trade on the Nord Pool Spot's markets, with participants including both producers and large consumers. We consider electricity prices as determined in the Elspot market. This is the largest of Nord Pool Spot's markets, with a trading volume of approximately 330 terawatt hours in 2012, representing 77% of Nordic power consumption. Specically, it comprises Norway, Sweden, Finland, Denmark and (since 2010) Estonia and (since 2012) Lithuania.
Elspot is an auction market for delivery the following day. The daily auction procedure works as follows. Participants submit bids and oers for each individual hour of the next day, through the Nord Pool Spot web-based trading system. Orders can be placed until 12:00h Central European Time (CET). Buy and sell orders are then aggregated into demand and supply curves for each delivery hour. The system price for each hour is determined by the intersection of these curves, also taking into account the transmission capacity of the power system. Prices are quoted for megawatt hour (MWh). Our data set consists of the twenty-four hourly prices for each day for the period from May 4, 1992 up to March 4, 2010, covering 6519 observation days. All prices are converted to Norwegian krone (NOK).
Norwegian krone (NOK). During the sample period, one euro was approximately 8.5 NOK. ρ(k) is the k-th order sample autocorrelation. Table 1 presents descriptive statistics of the hourly and daily average price series. Electricity prices are on average higher during the day than during the night, peaking in the morning (08:00 -12:00h CET) and early evening (17:00-19:00h CET). These peak hours also have relatively high skewness and kurtosis and are less persistent, reecting that these hours experience more extreme prices and price spikes. This also explains the relatively high volatility during peak hours. Note that electricity prices have substantial volatility throughout the day: for all hours the standard deviation is about half the mean price.
Figures 2 and 3 visually depicts some of the salient features of the electricity prices for individual hours. The top and bottom panels of Figure 2 display the weekly and annual seasonality in hourly prices. From the top panel we observe that weekdays have higher prices on average than Saturdays and Sundays, but also that the two weekend days have a slightly dierent intraday price pattern. It is also interesting to note that on Friday afternoon prices already start to decline towards the level of Saturday and Sunday, reecting the early close of oces and factories on that day. For the annual seasonality we observe that, as expected, winter months experience higher prices than summer months. Average prices in August are higher already than those in June and July, presumably due to the use of energy-intensive airconditioning systems. 
Forecast Methods
In this section we present the forecast methods we consider for predicting the daily average electricity price. We compare univariate forecasting models for the daily average price itself with several multivariate models for the full panel of hourly prices. From the multivariate models, we obtain forecasts for all hourly prices, which are averaged to deliver a forecast of the daily average price.
To x notation, let y ht denote the price for hour h on day t. The daily average price is given bȳ
We start with the description of univariate models for the daily average priceȳ t and then continue with multivariate models for the panel of hourly prices y ht . We end this section with outlining the methods we use to combine forecasts from dierent models. The graphs in the bottom panels show the corresponding loadings on the individual hourly prices.
Univariate Models
To address the question whether the prices for individual hours contain useful predictive information for the daily average price, we compare forecasts from multivariate models for the panel of individual hours against forecasts of univariate models for the daily average price. Obviously, a multivariate framework is potentially much more exible and comprehensive than a univariate forecasting approach. For this reason it is important to compare the multivariate forecasts against reasonable univariate benchmarks, that is, forecasting models that should be able to capture the key features of electricity prices outlined in the previous section, namely mean reversion, multiple seasonality patterns and strong autocorrelation. At the same time, we intend to focus on forecast methods that are feasible and sensible choices for practitioners. We consider two models that potentially satisfy both criteria, namely a dynamic AR model and the Heterogeneous Autoregressive model (HAR).
Dynamic AR model
An AR model of order p for the daily average price is dened as: (2) but with restrictions on the autoregressive coecients φ j , j = 1, . . . , p. Hence, it provides a more parsimonious framework, which can be a strong advantage from a forecasting 1 We also consider the more conservative Bayesian Information Criterion (BIC). Results based on the AIC proved more accurate so we make those our benchmark for comparison. perspective. The model specication is given bȳ
whereȳ t−1,x = (ȳ t−1 + · · · +ȳ t−x )/x is the average price during the past x days, x = {w, m}.
Following Corsi (2009), we use w = 7 and m = 30, corresponding with the average price over the past week and month, respectively.
Multivariate Models
Multivariate models for the full panel of individual hourly electricity prices obviously oer a great deal of exibility. Potentially they allow us to exploit the rich source of information in the intraday price behavior to obtain superior forecasts of the daily average price. At the same time, an unconstrained multivariate model might be ill-behaved when it comes to forecasting. The extra exibility may create in-sample overtting at the expense of forecast accuracy. In particular, unconstrained multivariate models typically require the estimation of a large number of parameters. The associated estimation uncertainty will likely adversely aect the accuracy of out-of-sample forecasts.
These problems are especially acute in our context as the daily average price is an aggregation of no less than 24 hourly series. For this reason, in our choice of multivariate forecasting models we explicitly focus on methods that limit the model complexity and keep the number of unknown parameters within reasonable limits. This is achieved by applying either shrinkage methods or dimension reduction techniques (or both), as discussed in the following sections.
VAR Models
Our starting point for the multivariate forecasting models is a vector autoregressive (VAR) model for the panel of hourly prices. This is a natural choice for electricity price forecasting, given their strong persistence. Dene the (H × 1) vector of hourly prices as Y t = (y 1t , . . . , y Ht ) with H = 24, 
where the ((Hp+K)×H) matrix Φ contains the autoregressive coecients as well as the coecients for the dummy variables, and the errors e t are assumed to be serially uncorrelated and normally distributed with mean zero and covariance matrix Σ. It is convenient to rewrite the model in a more compact form:
where Y = (Y 1 , . . . , Y R ) is an (R × H) matrix 2 , X = (X 1 , . . . , X R ) is the (R × (Hp + K)) matrix of explanatory variables, and E = (e 1 , . . . , e R ) is the (R × H) error matrix.
With H = 24 hours per day and K = 14 dummy variables, the number of coecients in the VAR model in (4) rapidly increases to unreasonable numbers when the autoregressive order p increases.
A rst restriction that we impose throughout is to include only the rst, second and the seventh lag of the hourly prices. This choice is motivated by the strong persistence observed in electricity prices (Knittel and Roberts, 2005) , as well as the weekly seasonality pattern (see the top panel of Figure 2 ). The same lag structure was also considered in Weron and Misiorek (2008) . With a slight abuse of notation, in the remainder p is used to denote the number of included lags, that is, p = 3, instead of the maximum lag in the VAR model.
We consider three specic VAR models. First, we consider an unrestricted VAR (UVAR), which imposes no restrictions on the coecients in (4) prices. We will see that despite the exibility of this model where every hour is modeled separately, it does not signicantly outperform the dynamic univariate AR benchmark model. The third model is a Bayesian VAR (BVAR), which uses shrinkage to limit the estimation uncertainty in the UVAR.
The specic details of this approach are discussed in the following subsection.
Bayesian VAR
We use the BVAR as a practical shrinkage (regularization) device to help mitigate overtting, not as a tool for conducting formal Bayesian inference, though such inference is possible. Dene α = vec(Φ), and y = vec(Y ), where vec(·) is the usual vec operator. We can now rewrite the model as:
where ε ∼ N (0, Σ ⊗ I R ), and I ( ) is an identity matrix.
The BVAR approach limits the problems of overtting and estimation uncertainty in the unconstrained model (6) by constraining the coecients. Unlike the DVAR model, however, the coecient restrictions are not`strict', but more subtle in the form of shrinkage or regularization. Specically, we shrink the coecient estimates by combining their unconstrained least squares estimates with a certain prior distribution. We follow the conventional approach and choose a Minnesota prior distribution with mean and variance such that the estimates are shrunk towards a random walk specication for the individual hourly prices. In general, the Minnesota prior assumes that α is normally distributed with prior mean α prior and covariance matrix V prior . For the elements of α prior , we use a value of one for the coecients of the rst order`own' lag y h,t−1 in the equation for y ht . Coecients for own lags of orders beyond one and all cross lags are shrunk towards zero.
In terms of the original coecient matrix Φ, this boils down to
where Φ ij denotes the (i, j)-th element of Φ. The random walk prior is the traditional and most common choice for the prior means, see Koop and Korobilis (2010) , among many others.
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The prior covariance matrix V prior determines the amount of tightness around the prior mean.
The larger the prior variance, the closer the nal estimate is to its unrestricted VAR estimate. Here we do not impose shrinkage on the coecients of the exogenous variables by assigning large values to their prior variances, such that their posterior values essentially are equal to the unrestricted OLS estimates. Furthermore, we follow the convention to assume smaller variances for higher order lags, reecting that these should have smaller overall impact in prediction. The Minnesota prior assumes the prior covariance matrix to be diagonal. Let V h be the block associated with the coecients in equation h, and let V h,ii be its diagonal elements, i = 1, . . . , Hp + K. We specify the prior variance 4 We can also rely on the fact that energy prices are mean reverting, and use a value smaller than one for the rst order`own' lag coecients. We do not follow this path to avoid a somewhat arbitrary choice.
of the coecients in the equation variable h as:
for coecients on own lags for lag l = 1, . . . , p λ 2 l 2 σ i σ h for coecients on cross lags of y it for lag l = 1, . . . , p λ 3 σ h for coecients on exogenous dummy variables (8) We estimate σ h recursively at every time point using the standard error of the residuals from a univariate autoregressive model for each of the 24 series. The ratio σ i σ h accounts for the dierent variability of the hourly price series. A more volatile hour will be assigned a smaller prior variance, eectively keeping coecients of cross lags shrinkage constant across the dierent hours. The λ's in (8) are hyperparameters, controlling for the amount of shrinkage applied. The exact choice for these values depends on the application at hand. In this paper we simply follow the standard choices as in Koop and Korobilis (2010) and set λ 1 = λ 2 = 0.5 and λ 3 = 100. This means we do not shrink the coecients of exogenous variables, so their estimated coecients are equal to the least squares estimates from the UVAR model. Given these choices for the prior mean and prior covariance matrix, the posterior for α is given by:
with
It is easy to see why the Minnesota prior is a popular choice. First, the posterior and predictive results are available analytically, which greatly facilitates their computation especially in a recursive forecasting exercise as we consider here. Second, there are many adjustments we can apply, including the choice of prior mean vector, the choice of hyperparameters and even the choice of the shrinkage structure. We use the exponentially declining weights as in the original proposal of Doan et al. (1984) , but alternatively we can treat the exponent as an additional hyper-parameter and optimize it using the in-sample period. For example, Kadiyala and Karlsson (1997) 
Factor models
Another common way to account for the curse of dimensionality is through dimension reduction techniques such as factor models (FM) advocated, among others, by Stock and Watson (2002) in the context of macroeconomic forecasting. The general idea of factor models is to summarise the variability in the data using a limited number of G, say, linear combinations of the original variables. Stock and Watson (2002) establish the theoretical basis for a two-step forecasting procedure, where in the rst step we extract the time series of the G factors { F t } from Y t using principal component analysis (PCA) using singular value decomposition on the correlation matrix, and then forecast the original dependent variables in the second step. Forecasting can be done in two ways. First, we can project each y h,t+1 onto the space spanned by { F t } using least squares, i.e. y h,t+1 = G g=1 β gh f gt , where β gh is the OLS estimate of the marginal eect of the g-th factor f gt on y h,t+1 . Second, we can model the G factors by means of a VAR model, obtain forecasts { F t+1 } and use these in the
This approach is also referred to as a VAR-PCA model. We performed both procedures but since results are similar, we only report the latter to conserve space.
For compatibility, the factor VAR model has the same lag structure as in the other models, namely including only the rst, second, and one week lag. The factors are extracted using the deseasonalized price series, and the forecasts are adjusted accordingly. More formally, we estimate the VAR model for the factors, given by
using observations for t = 1, . . . , R. From this model a forecast F R+1|R is obtained, which is used to construct a forecast for the hourly prices as
where the coecients Γ and Θ are estimated using information up to time R by regressing the raw hourly price series Y R on the seasonal dummies D R and the extracted factors at time R.
Reduced rank regression
While Principal Component Analysis forms the set of orthogonal latent variables from a subspace spanned by the explanatory matrix X, an alternative is to reduce the dimension looking at the subspace spanned by the orthogonal projection of Y on X. Reduced rank regression (RRR) does just that. This technique has a long history in time series analysis (Velu and Reinsel, 1998 
For more details on this procedure, see Izenman (2008) . The forecasting performance of dierent approaches may vary both over time and across dierent time series, a point nicely illustrated in the context of electricity price forecasting in Weron and Misiorek (2008) . There is no apparent reason to restrict ourselves to one method or another. It is now well established that averaging forecasts of dierent models may very well perform`better than the best', see Timmermann (2006) for an extensive review.
Reduced Rank Bayesian VAR (RRP)
In the context of forecasting the daily average electricity price, there are two possibilities to form a combined forecast. First, we can directly combine the daily average price forecasts resulting from the dierent models. For the second possibility, recall that the daily average price is dened as the simple average across the 24 hours. Thus, we may rst apply forecast combination weights on the individual hourly price forecasts to form a combined forecast for each hour, and then average those to obtain the daily average price forecast. In the specic case of equal weights for each model for all hours of the day, the two options are equivalent. This is, however, not the case for alternative weighting schemes. The second option obviously is more exible as the weights assigned to each model are allowed to vary across the individual hours of the day. This need not necessarily result in more accurate forecasts. In general, the forecast combination weights are unknown and need to be estimated. The rst option, that is, averaging of daily average price forecasts, involves only a single set of weights; in contrast to the second possibility containing 24 such sets. The increased parameter uncertainty may actually result in worse forecasts for the second option compared to the rst. For completeness, we report results from using both combination possibilities.
We examine the performance of two popular ways for forecast combination. We describe the combination schemes in detail for the rst option mentioned above, that is, combining daily average price forecasts resulting from dierent forecast methods. The rst combination scheme is the simple average (AV E), i.e.,
where W is the number of forecast methods used, and y t+1|t,w is the forecast of the daily average price obtained from method w.
5 Another closely related model is the Bayesian Reduced Rank Regression introduced by Geweke (1996) . A drawback of this model is that it is computationally challenging. Estimation requires simulation involving high dimensional matrix inversion, and can be even more cumbersome in our case as we perform a recursive forecasting exercise. Moreover, Carriero et al. (2011) report similar forecasting performance of the two approaches.
Another way to combine forecasts is by estimating weights a w using a simple linear regression (Bates and Granger, 1969) This approach has some drawbacks, however. First, we lose the interpretation of the coecients a w as weights, as they can take any value. Negative values or positive values exceeding one are not uncommon and are dicult to interpret in this context. Second, given that dierent individual forecasts are likely to be highly correlated, there is a possible multicollinearity issue. Hence, the coecient estimates may vary drastically taking extreme positive or negative values and with very large standard errors, a phenomenon sometimes termed as bouncing beta's. We therefore pursue a more stable forecast combination approach, by adopting constrained least squares (CLS).
Specically, at every time point t we numerically solve:
s.t.
a w ≥ 0, w = 1, . . . , W.
In words, we nd the forecast combination that minimizes the mean squared forecast error over the most recent Q periods, but restricted such that the weights for the individual forecasts are restricted to be positive and sum to one. We set Q = 365, that is, we use a rolling window of one year to estimate the combination weights. We label this approach CLS(A).
6 As mentioned before, another possibility is to rst create combined forecasts for each individual hour and then average those to obtain the daily average price forecast. For this purpose, we apply the same CLS procedure to each of the 24 hourly price forecasts to obtain forecast combination weights, which now may vary across the dierent hours of the day. We label this approach as CLS.
6 We also performed a simple OLS averaging and the inverse of the mean squared forecast error (Stock and Watson, 1998) 
. Not reported but results from the simple linear regression averaging are poor, and the results for inverse of the mean squared forecast error are similar to the simple average scheme.
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In this section we present and discuss the results of the empirical forecasting exercise for the daily average electricity price. Our sample includes the last decade, in which electricity markets underwent a process that may have transpired a change in price dynamics. As mentioned in Pesaran et al. (2006) , a popular way to deal with such changes is by using a rolling window scheme. We estimate all models using a rolling window of ve years. This is suciently long to provide accurate estimates, yet short enough to allow for parameter instability. The window size is xed across all models so that we can compare the results using the Giacomini and White (2006) test for unconditional predictive ability.
First we briey describe the evaluation criteria that we use to assess the accuracy of the forecasts.
This includes the test for unconditional predictive ability that we use to directly compare the forecast accuracy for dierent models. Next we describe the results, where the main nding is that the intraday hourly prole of electricity prices contains valuable information for forecasting the daily average price. We conclude this section with an analysis of the stability of the forecasting performance over time.
Forecasting performance evaluation
We focus mostly on the performance of the dierent models described in the previous section for one-step ahead point forecasts of the daily average price. For the multivariate models for the panel of the 24 daily hours, these are obtained by averaging the point forecasts for the individual hours, that is
where y t+1|t is the one-step ahead point forecast for the daily average price on day t + 1, and y t+1|t,h , h = 1, . . . , H = 24, are the individual hourly price forecasts. As a by-product, our multivariate models produce forecasts for the individual hourly prices as well. These forecasts are useful to market participants in their own right as they can also trade electricity for specic hours. Improved hourly forecasts can again be exploited in more ecient trading and bidding strategies for hourly contracts. Hence, in addition we consider the forecasting performance of each model with regards to the individual hours. It is sensible to assume that the best forecasting model for the individual hours will also perform best for the daily average price. That is, if model A performs better than model B for each individual hourly price series, model A is likely to perform better than model B for forecasting the daily average price. Yet this is not necessarily the case, especially if we do not account for the intraday variation in the variance of the individual hourly prices. A model may perform very well for hours with relatively low volatility but fail for highly volatile hours such that the average across all hours is a poor forecast for the daily average price.
We evaluate the forecast accuracy by means of the root mean squared error (RMSE), the mean absolute error (MAE), and the mean absolute percent error (MAPE), computed as
where T is the total number of observations, R is the length of the estimation window, and N = T −R is the number of forecasts made. The MAPE evaluates the forecast error relative to the actual price level, and is traditionally used to measure accuracy in electricity load forecasting (Taylor et al., 2006) .
When evaluating the accuracy of the hourly price forecasts, we also include a Weighted Root
Mean Squared Error (WRMSE), see for example Christoersen and Diebold (1998) . Some hours are more volatile than others, and therefore are harder to predict. When we evaluate the overall accuracy of a model with respect to its individual hourly forecasts, it is reasonable to weight the series according to their volatility, so that the more volatile hours will not dominate the evaluation.
The W RM SE is calculated as RM SE h ϑ where RM SE h is a (24 × 1) vector of the RM SE measure given above but for the individual hours, and ϑ is a (24×1) vector with (σ(
at its h-th entry, where σ(y t+1,h ) denotes the standard deviation of the h-th hourly price.
We address the question of whether the dierence in forecasting performance between the models is signicant by means of the test for unconditional predictive ability of Giacomini and White (2006) .
The computation of the test statistic is identical to the test for predictive accuracy in Diebold and Mariano (1995) . However, Giacomini and White (2006) 
where the accuracy measure L can be the squared forecast error ( y t+1|t − y t+1 ) 2 , the absolute forecast error | y t+1|t − y t+1 )|, or the absolute percentage error | y t+1|t − y t+1 |/|y t+1 |, corresponding with testing the signicance of dierences in RMSE, MAE and MAPE, respectively. The null hypothesis of equal predictive ability is given by
To test the null, we may use a Diebold and Mariano (1995) type statistic 
Results
The forecasting performance for the daily average price is shown in Table 2 . The rst row gives the values of the RMSE, MAE and MAPE for the AR benchmark model. The performance of the other models is presented in relative terms, in the sense that we show the ratio of the accuracy measure for the specic model over the corresponding measure for the AR model. Hence, a value below one
indicates that the specic model provides more accurate forecasts than the AR benchmark.
We observe that, with only a few exceptions, all four types of multivariate models RRR, FM, VAR and RRP perform better than the AR benchmark on all three evaluation criteria. The best individual model is the BVAR model, with improvements of 11%, 17% and 16% in terms of RMSE, MAE and MAPE, respectively. The superior performance of the BVAR relative to the RRR, RRP and FM methods suggests that, from our forecasting perspective, shrinkage is a more useful technique to limit the model complexity than explicit dimension reduction by imposing a reduced rank or factor structure on the forecasting model.
The results for the three VAR models also show an interesting pattern. First, the DVAR, that is the collection of univariate AR models, performs worse than the AR model for the daily average price. Hence, forecasting the individual hours in isolation does not help to improve forecasts of the daily average price. Second, taking into account the intraday dependence of the hourly prices, as in the UVAR, does lead to more accurate forecasts, despite the large number of parameters that needs to be estimated. In fact, the performance of the UVAR is comparable with the RRR and FM approaches, except that the FM with multiple factors performs substantially better in terms of RMSE. Third, using shrinkage in the VAR model leads to further gains in forecast accuracy, with the BVAR outperforming the UVAR by quite a margin.
Concerning the factor models, it is interesting to note the considerable improvement in forecast accuracy when moving from one factor to two factors. Apparently, while the second factor only explains a relatively small portion of the total variation in the individual hourly prices, as seen in the PCA results in Section 2, it does contain valuable predictive information. This nding complements our previous analysis and also underscores the contribution of the intraday prole to the out-of-sample performance.
Finally, the results in Table 2 demonstrate the attractiveness of forecast combination also in our context of electricity prices. Taking a simple average of all individual forecasts delivers more accurate forecasts than the best individual model (that is, the BVAR), although the dierences are rather small at 1%. More substantial improvements in forecast accuracy can be obtained by allowing for dierent weights for the individual forecasts using the CLS method. The resulting forecasts provide an improvement of 16%, 20% and 18% in terms of RMSE, MAE and MAPE relative to the AR benchmark. Both options, with weights determined by a CLS for each individual hour or by CLS for the daily average price, are better than equal weighting of the dierent models.
Allowing the weights to vary across individual hours produces slightly better results. We leave a more detailed comparison between the two approaches for future research.
Given the superior performance of the CLS forecast combination method, it is interesting to examine which models receive most weight in this approach, and whether and how the weights vary over time For this purpose, Figure 5 shows the time series of estimated weights, averaged across hours, obtained with the CLS procedure. The RRP and FM weights plotted are the sum for these models with dierent ranks and number of factors considered (that is, 1, 2, and 5). For convenience, the daily average price process is plotted as well. Table 3 shows that at conventional condence levels the BVAR signicantly outperforms all other individual forecast methods. This includes its unrestricted version, the UVAR, which demonstrates the eciency and appropriateness of the shrinkage procedure in this case. All individual forecasts also signicantly outperform the benchmark AR model. The forecast combination method with weights determined by constrained least squares (CLS) gives signicantly more accurate forecasts than all individual models at the 1% signicance level, except the BVAR. Based on a one-sided test, the value of the Giacomini-White statistic of −1.34 corresponds with a p-value of 0.09. Reduced Rank Posterior, FM: Factor Model. The RRP and FM weights plotted are the sum for these models with dierent ranks and number of factors considered (that is, 1, 2, and 5 the daily average price discussed before. First, across all individual models the BVAR renders the most accurate forecasts for the hourly electricity prices, with improvements relative to the DVAR model between 7-13% depending on which accuracy measure is used. Hence, it comes as no surprise that the BVAR turns out to be performing best for the daily average price in Table 2 . Second, for the factor models it again seems important to include multiple factors, in the sense that the FM (1) forecasts are substantially less accurate (by 10% or more) compared to the FM(2) and FM (5) forecasts. Interestingly, the same conclusion applies to the RRR and RRP forecasts, where the models with higher rank (2 and 5) outperform the models with rank equal to one. Third, forecast combination also gives superior forecasts for the individual hourly prices, with the CLS method improving upon the BVAR approach by another 2-4%. Note, however, that in this case simply averaging all individual forecasts is not sucient to reap the gains of forecast combination. In fact, the simple average forecast combination (AVE) performs substantially worse than the BVAR as well as several other individual forecasts. Finally, in Table 2 the DVAR model is seen to give the least accurate forecasts of the daily average price across all individual models. This no longer holds for the forecasts of the individual hourly prices. As seen in Table 4 , the DVAR outperforms the RRR(1) and RRP(1) forecasts as well as the FM (1) forecasts. This can partly be explained by these approaches rendering (relatively) more accurate forecasts for relatively volatile hours of the day, as suggested by the relatively large values of the WRMSE compared to the (unweighted) RMSE.
Stability Analysis
The analysis so far suggests that there are signicant improvements in forecast accuracy for the daily average price to be gained by opting for a multivariate framework using the full panel of hourly electricity prices. We now examine how robust this conclusion is with respect to the forecast period. The same conclusion applies to the FM(5) method, although the gains in MAPE are smaller, ranging between 5-15%, depending on the window considered. For the other forecast methods, the forecast accuracy shows more instability over time. For RRP(5), the positive full-sample results presented in Table 2 appear to be mostly due to the nal years of the forecast period, in the sense that the relative 
Conclusion
In liberalized electricity markets such as Nord Pool, the daily electricity price is an average of the set of prices for delivery during individual hours of the day, which are determined simultaneously in a day-ahead auction market. In this paper, we present convincing empirical evidence that, for the purpose of forecasting the daily average electricity price, it is benecial to exploit the information embedded in the panel of the hourly price series. This can be done by adopting a multidimensional modeling framework for the individual hourly prices. A key requirement to realize the improvements in forecast accuracy is incorporating the complex intraday relations between the hourly prices. A collection of univariate autoregressive models for the individual hours does not outperform a univariate AR benchmark for the daily average price. However, allowing for crosssectional eects substantially improves performance. Using dimension reduction techniques and, in particular, shrinkage and forecast combination further improve out-of-sample performance, resulting in a signicant improvement in forecast accuracy of about 15-20% compared with a univariate forecast method for the daily average price itself. 
