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Abstract. Online condition monitoring and predictive maintenance are crucial for the safe operation of equipments. This paper 
highlights an unsupervised statistical algorithm based on principal component analysis (PCA) for the predictive maintenance of 
industrial induced draft (ID) fan. The high vibration issues in ID fans cause the failure of the impellers and, sometimes, the 
complete breakdown of the fan-motor system. The condition monitoring system of the equipment should be reliable and avoid 
such a sudden breakdown or faults in the equipment. The proposed technique predicts the fault of the ID fan-motor system, being 
applicable for other rotating industrial equipment, and also for which the failure data, or historical data, is not available. The 
major problem in the industry is the monitoring of each and every machinery individually. To avoid this problem, three identical 
ID fans are monitored together using the proposed technique. This helps in the prediction of the faulty part and also the time left 
for the complete breakdown of the fan-motor system. This helps in forecasting the maintenance schedule for the equipment 
before breakdown. From the results, it is observed that the PCA-based technique is a good fit for early fault detection and getting 
alarmed under fault condition as compared with the conventional methods, including signal trend and fast Fourier transform 
(FFT) analysis. 
Keywords:   Machine Learning; Industry 4.0; PCA; Condition Monitoring; Predictive Maintenance; Preprocessing. 
I. Introduction 
Generally, three types of maintenance are 
implemented in industries: reactive, preventive, and 
predictive. Reactive maintenance is the maintenance 
that is done once there is a problem detected, 
preventive maintenance is the doing maintenance at a 
regular rate, and predictive maintenance is related to 
forecasting when problems will arise. Predictive 
maintenance helps to predict the health condition of 
the equipment using its current and historical data and 
forecasts the need for maintenance of the equipment. 
There are various benefits of doing predictive 
maintenance : (i) It increases the uptime and safety 
which results in the reliability of the equipment and 
the overall industry, (ii) It minimizes the maintenance 
costs which results in the cost of ownership, and (iii) 
It optimizes the supply chain which results in the 
reputation of the industry, etc. In literature, many 
researchers have discussed the concept and benefits of 
predictive maintenance of industrial equipment [11-
14]. The authors [11] have used the industrial internet 
of things (IIOT) for implementing the proactive model. 
The industrial equipment generally degrades due to 
high vibration, temperature, and pressure issues. To 
avoid or reduce this degradation rate of the equipment, 
and condition monitoring is done. The condition 
monitoring of equipment is done in some cases to 
diagnose the root cause of any fault in the equipment. 
For reliable condition monitoring, predictive and 
preventive maintenance plays an important role. 
Preventive and predictive maintenance help to predict 
the future coming faults of the equipment which can 
be avoided, and the sudden breakdown of the 
equipment is also avoided. For such reliable 
maintenance, machine learning and data science are 
implemented to develop a predictive model [1-3]. 
Horrell et al. [3] have discussed various analytical 
problems, reliability and predictive maintenance of 
industrial equipment using the data of the equipment 
by implementing data analysis. Vibration is an 
important parameter for condition monitoring of any 
rotating equipment because it indicates the working 
condition and performance of large rotating 
equipment and also highly correlated with other 
parameters of the equipment . Gholap and Jaybhaye 
[4] have implemented FFT method for fault diagnosis 
(FD) and for this the authors have used vibration-
based condition monitoring. The vibration signal of 
the equipment gives the condition of system and also 
ables to predict the life of the equipment which helps 
in implementing predictive maintenance of the 
equipment. Wang et al. [5] have implemented wavelet 
transform (WT) for FD of wind turbine gearbox using 
vibration signal of the gearbox. These techniques [4, 
5] are very accurate to indicate the fault condition but 
indication is found when the fault has occurred but not 
before. In reference [6], time domain, frequency 
domain and time-frequency domain techniques were 
used for vibration-based condition monitoring are 
discussed. The authors observed that the wavelet-
based methods and time-frequency analysis method 
along with machine learning technique are most 
effective techniques for FD. The authors also 
demostrated that the vibration-based FD technique 
gives better results of condition monitoring. In 
industries, vibration spectrum analysis based 
preventive and predictive maintenance technology is 
used . The peak level of vibration indicates fault if 
increases beyond threshold value and the frequency 
spectrum indicate particular fault type (unbalance, 
misalignment, looseness, or damage in any part) that 
has occurred in the equipment. 
The maintenance and operation of equipment and 
plant should be cost-effective. The various commonly 
used techniques of condition monitoring have been 
explained by the authors [7-9]. [9] Fahmy [9] has 
explained reliability-centred maintenance (RCM), 
which is a methodology for deciding whether the 
maintenance is needed or not in the equipment. In 
condition-based maintenance , the three decisions are 
needed: (i) parameter selection, (ii) inspection 
interval, (iii) setting the warning limit. The first 
depends upon the type of equipment to be monitored 
and the parameters available, the second depends upon 
the frequency of fault occurrence and time between 
consequent failures which is determined and inspected 
from the historical data of the equipment. and the third 
one depends upon the threshold limit set according to 
the vibration severity charts of International 
Organization for Standardization (ISO) standard. 
Various decision models have also been studied by the 
authors [7, 8]. There are three types of decisions which 
need to be made in condition-based maintenance: (1) 
selecting the parameters to be monitored; (2) 
determining the inspection frequency; and (3) 
establishing the warning limit (the trigger). Once the 
fault is detected, or vibration is increased beyond the 
set limit, the machine learning-based algorithm and 
deep learning as discussed in [10]. Other than 
vibration, the temperature is also an essential indicator 
of the structural condition of the equipment. If there is 
any fault, corroded connecting part, or damaged part, 
then there would be temperature rise in some portions 
of the equipment.  
The recent developments and facilities in big data 
collection, cloud storage and computation and Internet 
of Things (IOT) help to make industry 4.0 more 
popular. In predictive maintenance of industrial 
equipment, the first step is the collection of data for 
the data-driven maintenance. The collected data is 
further used in different predictive algorithms using 
statistics and machine learning techniques. The digital 
transformation of industries results in industry 4.0 
revolution with the help of artificial intelligence, data 
science, machine learning, cloud computing, and IOT 
[15,16]. The digital transformation is making 
industries smart and more reliable. The authors [15, 
16] have explained the process and need of movement 
from IOT to IIOT. This facilitates the movement of 
industries towards the revolution of industry 4.0 and 
makes it smart. Predictive maintenance is not only 
developing machine learning algorithms, but it is the 
complete process of data collection, cloud storage, 
data processing, result visualization of condition 
monitoring and giving a report of the real-time status 
of the equipment and predicting future faults. The 
digital transformation of complex equipment system is 
a complex work, therefore, to make sure that the 
developed predictive monitoring system is reliable 
and to obtain optimal system operation, optimization 
techniques play an important role. Preventive 
maintenance scheduling using optimization technique 
is discussed in [17]. This increases the production 
efficiency of the industry. The authors have used the 
historical data, including the various loadings of the 
equipment, manufacturing data, availability and cost. 
The supervised machine learning techniques are 
applicable when the fault data of the equipment is 
available. The major difficulty in supervised machine 
learning methods is in the feature extraction process. 
In the literature, there are various techniques proposed 
to achieve effective features with the least possible 
data loss [18, 19]. Alweshah et al. [18] have 
highlighted the wrapper genetic programming (WGP) 
approach for feature extraction. In comparison with 
other fuzzy logic-based approaches, WGP is found to 
give better results. The size of attributes or data-set 
affects the accuracy of the classifier. To boost the 
accuracy of classifier, various algorithms are available 
in the literature, as discussed in [20-22]. 
1.1. Principal Component Analysis:  
PCA is a type of unsupervised machine learning 
technique. This technique is preferred when one does not 
have failure data of the equipment. This is also useful in 
reducing the overfitting problem when there is a large 
number of parameters in the data set. The number of 
principal components (PCs) can be less than or equal to 
the number of attributes. Among the principal 
components, the first principal component (PC1) is 
given the highest priority and goes on decreasing for 
PC2, PC3, and so on. The PCs are independent of each 
other, and they are orthogonal.  
It is a challenge for industries to select the best method 
among the new algorithms and methodologies of 
different learning techniques, therefore, the fault 
detection can be performed with accuracy. The most 
critical step in predictive maintenance for industries is to 
detect the fault accurately and early. The authors [23, 24] 
have explained the benefits of PCA. It is one of the most 
prominent and important algorithms that are commonly 
used these days. In literature, there are other similar 
techniques also available which uses PCA for fault 
detection, including Kernel PCA, Q-statistic, T2-
statistics, independent component analysis (ICA), and 
multiscale neighbourhood normalization-based multiple 
dynamic principal component analysis (MNNMDPCA) 
method. Clustering method [25] is another commonly 
used method. The methods based on subtractive 
clustering, and K-means are discussed in [25]. The 
authors have discussed different algorithms such as PCA 
with T2 statistic, Hierarchical clustering, K- Means 
clustering, CMeans, and Model-based clustering for 
fault detection by the authors in [27-29]. Among the 
methods available in the literature, PCA is 
comparatively simple, has less computational 
complexity and capable of predicting the fault condition 
accurately as compared with the other unsupervised 
techniques mentioned above in some cases. The simplest 
method to find PCs is to find the covariance matrix of 
the given data set, and after that, eigenvalues and 
eigenvectors of the covariance matrix are found from the 
characteristic equation. The eigenvalues are observed to 
find the highest eigenvalue and corresponding 
eigenvector, which will become PC1 of the given data 
set.  
 1.2. Problem Formulation and contribution 
From generating plants to distribution system, 
industries or a place where electrical machines 
(motors, generators, Transformers) are the important 
parts of the production or generation, the efficiency 
and performance of the overall organization depends 
upon the reliability and performance of these 
equipment. Therefore condition monitoring of this 
equipment is necessary. There are various techniques 
for the condition monitoring of the equipment, one of 
them is the process in which the operator or the 
maintenance team do the maintenance of the 
equipment in a particular set time schedule of an 
interval (monthly/ six months/ yearly). Another 
technique that is generally used is to monitor the 
health condition of the equipment in real-time by 
fetching the sensors data of the equipment online, and 
the action for maintenance is taken when the sensor 
data of the equipment shows some abnormality means 
if the level of a particular sensor data crosses its 
threshold limit set by the operator or the maintenance 
team. These are not reliable as in the first technique 
the equipment may get broken down due to some 
internal faults that occur in between the scheduled 
maintenance time intervals and, in the second 
technique, one can know the fault condition of the 
equipment when the fault has started damaging the 
equipment and affecting the process, and also it will 
take some more time to diagnose the root cause of the 
fault. Therefore, there is need of preventive and 
predictive maintenance of these types of equipment 
which will be helpful in predicting the faults that 
would occur in future and also helpful in the diagnosis 
process to detect the root cause of the fault.  
The techniques used for predictive maintenance 
usually include supervised machine learning 
techniques such as support vector machine (SVM) and 
artificial intelligence-based techniques such as a fuzzy 
and neural network. These techniques need proper 
learning from the historical data and a strong feature 
extraction technique. In many cases, the industries do 
not have historical data or fault data. In these cases, 
supervised machine learning techniques do not give 
accurate result and accuracy due to false learning. For 
such situations, the PCA-based unsupervised machine 
learning approach gives better performance for fault 
detection and localization using the raw data of the 
equipment to be monitored.  
PCA technique has been used as a data reduction 
technique till now in most of the literature of fault 
diagnosis along with the other fault diagnosis 
techniques. This has not been used alone for the fault 
diagnosis of equipment.  
In this paper, the unsupervised machine learning 
technique, PCA-based fault diagnosis algorithm is 
proposed. This proposed technique monitors three fan-
motor systems alone and has the capability to monitor 
more equipment together. For industries having no 
historical data or faulty data can be benefited with this 
algorithm. The novelty of the work is focused on the 
uniqueness of the fault diagnosis system which is very 
simple, having less computation burden, having self-
capability of extracting features as compared to the 
other techniques which demand feature extraction 
technique, data smoothing technique, and having 
computational complexity. The PCA technique is 
implemented alone for the fault diagnosis of industrial 
ID fans and motors using vibration signals which have 
not been implemented in the literature previously. 
The main finding of the paper are as follows: 
• The score vectors of PCA indicate the health 
condition of the equipment under consideration 
accurately. 
• The movement of data in a particular direction 
indicates the degradation in health. Once 
maintenance is done, the initial value and final 
values collapse at the same place in the space of 
formed between the selected principal components 
indicating no failure in the equipment. 
• The lifetime or time gain after maintenance can be 
evaluated using this predictive algorithm. This 
helps in achieving the safe operation of equipment 
and process. 
1.3 Paper Organisation: 
The paper is organised as follows: in Section II, the 
mathematical formulation of the PCA-based algorithm 
and the number of PCs are discussed; The 
computational procedure followed in this paper is 
explained in Section III, which includes data 
collection, pre-processing, selection of PCs, and data 
analysis; The results obtained from the PCA-based 
algorithm are discussed in Section IV; The work is 
done and results obtained concluded in Section V, and; 
The scopes for future works are highlighted in Section 
VI. 
 
II. PCA Algorithm: 
The authors in [23] have explained the PCA algorithm 
stepwise with the mathematical expression for finding 
the PCs. A dataset ‘A’ which is a non-square matrix is 
considered to find the PCs of matrix A. The required 
steps in finding PCs of any dataset A are as follows: 
A= dataset matrix=[𝐴] 𝑝×𝑞   (1) 
where, p and q are representing rows and columns of 
the matrix A, respectively. The first step is to subtract 
the mean from each dimension. 
[𝐴]𝑞 − [?̅?]𝑞      (2) 
Now, the covariance matrix is to be formed using the 





𝑖=1 ; where, ?̅? =
𝑚𝑒𝑎𝑛 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑎𝑖. 
The eigenvalues and eigenvectors are calculated, and 
eigenvectors are stored in a matrix [B], which contains 
the loading vectors, according to equation (4), 
([𝐶]𝑞×𝑞 − 𝐼𝑞×𝑞 ⋋){𝐴}𝑞×1 = {0};   (3) 
where, I= identity matrix 
[𝐵]𝑞×𝑞 = [{𝐴1}{𝐴2}{𝐴3} … … … … . . . . . {𝐴𝑞}]          (4) 
The eigenvalues are put in a diagonal matrix [eig]𝑞×𝑞 , 
which contains the eigenvalues corresponding to the 
PCs. Then, eigenvalues are ranked in decreasing 
order, and top ‘a’ vectors are chosen [eig]𝑎×𝑎 to get 
the required PCs. The eigenvectors corresponding to 
the chosen eigenvalues are retained as given in 
equation (5). 
[𝐵]𝑞×𝑎 = [{𝐴1}{𝐴2}{𝐴3}. . . . . . . . . . . {𝐴𝑎}]   (5) 
Finally, the PCs [P] are calculated, and then these are 
projected in the dataset matrix [A]: 
[𝐴]𝑝×𝑞[𝐵]𝑝×𝑎 = [𝑃]𝑞×𝑎     (6) 
For identification and classification of faults, the PCA 
method is a good fit that helps in processing the large 
datasets containing parameters of a large number that 
are distorted and highly correlated. The PCA 
technique is used to convert the high dimensional 
datasets into lower-dimensional, which is the space 
covered by the PCs [30-32]. In [30], Li et al. have 
explained the mathematical model of the PCA 
technique, which has been used in this paper. 
For any dataset 𝐴𝑝×𝑞, which contains p observations 
of q variables (p>q), the PCA explains the variance of 
dataset A in terms of a new set of independent 
variables (PCs). When the PCA method is applied, the 
dataset A is written as the linear combination of 
orthogonal vectors, and these orthogonal vectors are 
in the direction of the PCs according to equation (7). 
𝐴 = 𝑆𝐵𝑇 + 𝑅 = 𝑠1𝑏1
𝑇 + 𝑠2𝑏2
𝑇+. . . . . +𝑠𝑘𝑏𝑘
𝑇 + 𝑅(7) 
where, S=matrix formed by the scores of the principal 
components, B= matrix of loading for PCA, R= 
residual matrix(random error) 
Generally, k should be much less than q so that there 
is no significant parameters information left in R. 
|𝑏𝑖| = 1, as vectors of loading matrix are orthogonal 
to each other. i. e. 𝑏𝑖
𝑇𝑏𝑗 = 0  (𝑖 ≠ 𝑗)  and, 𝑏𝑖
𝑇𝑏𝑗 =
1 (𝑖 = 𝑗). 
Each observation 𝑎𝑖  is located on the principal 
component space by score vectors 𝑠𝑖(𝑖 = 1,2, . . . , 𝑘). 
The distances of the origin of the space along with 
each PC from the elements of the score vector. The PC 
scores are calculated as: 𝑠𝑖 =product of the vector of 
loading matrix 𝑏𝑖  and the actual observation, 
according to equation (8) 
⇒ 𝑠𝑖 = 𝐴𝑏𝑖  (𝑖 = 1,2, . . . . 𝑘)                     (8)   
The maximum variance of the dataset is explained by 
the first PC, and it decreases for the second, third and 
so on. In the PCA method, it is assumed that a 
particular structure is formed with a large variance in 
the first few PCs space and the other remaining PCs 
cause a small loss of accuracy, which is negligible. It 
is required to cover the larger variation of the data 
(>85%) with the help of a specific number of PCs that 
have been chosen. There are various techniques in the 
literature which is used to decide the number of PCs 
to be selected. One most commonly used technique for 
this is the cross-validation technique [33]. It has been 
seen that first, second and third PCs are sufficient 
enough to cover the larger variation of the data. One 
more popular method for deciding the number of PCs 
is the singular value decomposition technique. 
III. Computational Procedure:  
The proposed technique and the process followed in 




Fig. 1. Block diagram representation of the proposed 
system. 
 
The procedure followed in PCA algorithm for fault 
detection is explained in this Section. The Fast 
Fourier Transform (FFT) based technique is used in 
parallel with the PCA technique with the raw data for 
FD if any fault is detected from the PCA algorithm. 
The peak value of vibration and corresponding 
frequency give the indication of type, and PCA shows 
the location of the fault. The features extracted from 
FFT include the root mean square (RMS) value of 
vibration and frequency of fundamental and multiple 
harmonics. 
The block diagram representation of the PCA-based 
FD algorithm is shown in Figure 2. The vibration 
dataset matrix is used to form the loading matrix of 
the PCA technique. From the loading matrix formed, 
the PCs are evaluated. The number of PCs are equal 
to the number of attributes used in the vibration 
dataset. From PCs, effective PCs are selected. In this 
case, the first two PCs are found effective, which 
cover 99% of the data variance. The selected PCs and 
the dataset are analysed using the concepts of data 
analysis to find centroid, mean, standard deviation, 
mean path followed, first and last points, and range of 
scores of PCs which cover different range of dataset. 
This analysis are followed in the proposed algorithm 
to detect the fault in the fan-motor system. 
 
Fig. 2. PCA algorithm for fault detection 
A. Data Collection and Preprocessing:  
In this paper, the raw vibration data has been 
collected from three exhaust fans-motors system, and 
unsupervised learning algorithm using the PCA 
technique is fitted. The vibration signals to be 
monitored are smoothened first, therefore, the data 
analysis is done easily and smoothly. Figure3 shows 
the vibration of the motor and fan bearings of driving 
and non-driving ends and the smoothed signals are 
shown in Figure4. 
Fig.3. Vibration signals of fan and motor bearings of driving and 
non-driving; x-axis time (seconds); y-axis: vibrations(mm/sec) 
 
Fig. 4. Smoothed vibration data of fan and motor bearings of driving 
and non-driving ends; x-axis time (seconds), y-axis: 
vibrations(mm/sec) 
In Figures 3 and 4, FVDE stands for fan vibration of 
driving end, FVNDE for fan vibration of the non-
driving end, MVDE stands for motor vibration of 
driving end and MVNDE for motor vibration of the 
non-driving end. 
B. Selection of Principal Components:  
The data variance covered by each individual and 
cumulative PCs is analyzed. PC1 always covers the 
maximum data variance, and then it decreases for 
second, third principal components… After looking at 
the percentage of data covered by each component, 
one can select a few components, therefore, 95% of 
data or more can be covered. Here, the first two 
components are covering 99% dataset cumulatively. 
Therefore, only these two components are considered 
for further procedure. The percentage of data variance 
covered by individual PCs and cumulative 
components is shown in Figure5. 
 
Fig. 5. Percentage of data explained by PC1 and PC2 
Fig. 6. Vibrations data projected into the PC1 and PC2 
After selection of PCs, the dataset is scattered over the 
space formed by the selected PCs as shown in 
Figure 6. First and last data points give an indication 
of the direction of movement of data that is the 
direction of degradation. The first and last data point 
will collide if the maintenance has been done after 
failure or no failure has occurred, and the equipment 
is in normal condition. But if any degradation has 
occurred, then the last data point will move away from 
the first data point. Three identical fans data has been 
used for the analysis of the PCA technique to identify 
the faulty equipment. The data set of all three fans are 
scattered in PC space, as shown in Figure7. Their first 
and last data points are also highlighted to detect the 
direction of movement. The first and last data point of 





Fig. 7. First and last data points of fans: (a) fan1; (b) fan2; (c) fan3; (d) each fan
The range of vibration under normal operating 
condition is found to be in the range of 0.4 to 1.6 
mm/sec, but if there is any problem with these fans, 
then the vibration will increase. Therefore, a threshold 
limit of 1.8mm/sec is set, and it is checked that how 
many data points are above this limit and how long the 
data is sustaining above this limit. If the data points 
are sustaining longer than five minutes, then the 
system needs to take action to prevent any failure and 
diagnose the problem’s root cause. Through 
programming, higher vibration points (>1.8) will be 
found out from the current data set, then it will be 
analyzed that which fan has these high vibration 
points. Therefore, it is necessary to find which fans are 
having these high vibration points so that prior 
maintenance can be given to that particular fan. This 
is analyzed through programming, and then after 
detecting the fan number, an automatic email is sent to 
the maintenance team to take action quickly. This 
system of maintenance is not reliable and, therefore, 
there is need of smart alarm system which can detect 
the fault in minimum possible time and can also be 
able to forecast the problem.  
The FFT plot of the raw vibration data is shown in 
Figure 8. From FFT, the features are selected and used 
for the FD. These features include RMS value of 
vibration and multiple frequencies of the fundamental 
frequency at which peak values of vibration are 
detected. These help in detecting the type of fault. The 
location of the fault is detected from the proposed 
PCA algorithm. On combining the outputs of PCA and 
FFT analysis, the complete FD is performed. 
 
Fig. 8. FFT analysis of raw vibration data. 
The FFT analysis is also performed using IBA 
Analyser software which can detect the fault condition 
of the equipment. The FFT of the fan vibration signal 
using IBA analyser is shown in Figure. 9. 
 
Fig. 9. FFT analysis using IBA Analyser software 
IV. Results and Discussion: 
In this paper, the PCA technique is used to make an 
algorithm for predictive maintenance of industrial 
equipment. For a case study, the fan-motor system is 
considered to use its historical data in the algorithm. 
This technique is applicable to other equipment of the 
plant whose failure data is not available. The alarm 
system generated using PCA technique is shown in 
Figure10: if the data points are lying in the green 
region, then the equipment is working in the normal 
range; If the data points are lying in the orange region, 
then there is some problem with the equipment and the 
system automatically give the alarm; If the data points 
are lying in the red region, then the system gives 
warning that the equipment is not in normal condition 
and some problem has occurred in the equipment. The 
coverage and boundary of different operation 
condition is not taken randomly, but it is calculated 
from the PCA algorithm using the score coefficients 
of the PCs. The score coefficients of PCs are important 
parameters for health monitoring of equipment [34]. 
Fig. 10. Alarm system for Condition monitoring of ID fans 
Fig. 11. Condition monitoring of ID Fans using PCA technique 
Using this technique, it is also possible to see how 
many fractions of equipment are working under 
normal condition, warning condition and in alarm 
condition as shown in Figure11. It is also able to find 
how much it takes for the vibration of the equipment 
(fan/motor) to reach to the warning region from the 
alarm region assuming warning region to be the 
breakdown of the equipment. Therefore, it is simply 
the time to failure of the equipment or the time left for 
the equipment for maintenance before failure. 
The condition monitoring system will be reliable when 
the maintenance team and the operator are given a 
health status update automatically, which is done 
using an alarm system along with email and text 
message. Whenever there is any fault condition is 
detected, the system automatically sends an email to 
the maintenance team members regarding the same, 
and also gives an appropriate alarm. In this paper, the 
additional uptime gained by doing maintenance upon 
first alarm and first warning has been calculated for 
the forecasting and scheduling the predictive and 
preventive maintenance of the equipment as shown in 
Table1. The comparison of the proposed work with the 
existing conventional methods are provided in Table 2. 
 
Table1. Output of the PCA algorithm regarding the health status of 
the equipment 
Fans having vibration >1.8 Fan1, Fan2 
Maximum Vibration/ Fan 1.9274/Fan1 
Cycles gained by doing 
maintenance upon first 
alarm signal(in %) 
10800.0 
Cycles gained by doing 
maintenance upon first 
warning signal(in %) 
9797.0 
Alarm message to 
maintenance team 
Fan1 and Fan2 vibrations are 
>1.8, Fan1 vibration is higher, so 
it needs prior maintenance.  
Table . 2. Comparitive   analysis of proposed method with the existing methods
Existing methods for FD PCA-based FD technique 
Conventional method IBA Analyser FFT [4] 
Online signal trend is analysed. If 
the peak value of vibration crosses 
a threshold value, alarm is 
generated. 
Signals are analysed online 
along with the FFT analysis 
available in IBA Analyser. 
Fault is detected when it occurs 
and indication is observed from 
the FFT of the raw vibration 
signals. 
Fault is detected before occurring 
as the degradation is indicated 
using the porposed technique.  
No option to find the time to failure. No option to find the time to 
failure. 
No option to find the time to 
failure. 
Time to failure is possible to find 
and also the life cycle gained 
after maintenance is possible to 
find. 
Fault localization is not possible. Fault localization is possible 
using FFT. 
Fault localization is possible. Fault localization is possible. 
V. Conclusion 
The proposed PCA-based algorithm for condition 
monitoring of industrial equipment is reliable in both 
the cases of unavailability and availability of fault 
data, as it can indicate the future occurring faults and 
can avoid unexpected breakdown of equipment. It is 
also helpful in forecasting the schedule of 
maintenance long before the fault occurs. Therefore, it 
is better than the existing methods including FFT, 
trend and wavelet analysis which give indication of 
fault only after occurance of fault. The existing 
methods mentioned are also not capable of evaluating 
the time to failure. The proposed technique is able to 
evaluate the time to failure for the equipment and also 
the life cycles gained after doing maintenance in the 
first alarm or warning of the fault. Thus, the plant 
efficiency and performance are improved using the 
proposed technique. This technique is also applicable 
for the condition monitoring and predictive 
maintenance of other equipment. An industry with 
larger number of identical equipment can use this 
technique to monitor all together using a single PCA-
based monitoing technique. 
VI. Future Scope of Work 
The fault detection is the first step in the predictive 
maintenance of equipment. The proposed work has 
been carried out using vibration signals of the 
equipment. There are also other signals, e.g. 
temperature, pressure, lubrication, etc. which could be 
good predictors for predicting and monitoring the 
health status of industrial equipment. The accuracy of 
the proposed algorithm can be validated and compared 
with other existing unsupervised techniques including 
clustering. The fault condition and the corresponding 
faulty data can be collected using the proposed 
algorithm. It can also be used further in predictive 
maintenance using supervised learning-based 
algorithm which uses both faulty and normal operation 
data. This will be a step towards the digital 
transformation of the industry and help it to move 
towards the revolution of industry 4.0. 
Nomenclature 
PCA Principal Component Analysis 
ISO International Standards Organization 
RCM Reliability-Centred Maintenance 
SVM Support Vector Machine 
IRT Infrared Thermography 
IOTs Internet of Things 
PSO Particle Swarm Optimization 
PCs Principal Components 
MNNMDPCA Multiscale Neighborhood Normalization-
Based Multiple Dynamic Principal 
Component Analysis 
MROC Modified Rank Order Clustering 
MVNDE Motor Vibration of Non-Driving End 
MVDE Motor Vibration of Driving End 
FVDE Fan Vibration of Driving End 
FVNDE Fan Vibration of Non-Driving End 
ID Induced Draft 
FD Fault Diagnosis 
FFT Fast Fourier Transform 
WT Wavelet Transform 
WGP Wrapper Genetic Programming 
IIOT Industrial Internet of Things 
RMS Root Mean Square 
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