Abstract
1.Introduction
Numerous companies and service providers are pursuing a fully integrated service solution for wireless mobile networks. Current voice, fax, and paging services will be combined with data transfer, video conferences, and other mobile multimedia services to make the next generation of wireless mobile networks, such as IMT-2000 and UMTS networks, more attractive. Basically, these networks have been designed to support a true combination of both realtime and non-real-time services and then form a global personal communication network [1, 2] . In order to support such a wide range of data transfer and user applications, mobility management has to be considered when designing infrastructure for wireless mobile networks.
Mobility management requests are often initiated either by a mobile terminal movement (crossing a cell boundary) or by deterioration in the quality of the signal received on a currently allocated channel. Due to the anticipated increase in the usage of the wireless services in the future, the next generation of mobile networks should be able to support a huge number of users and their bandwidth requirements. Figure 1 shows two instances of a GSM network [1] [2] [3] [4] . In this network, cells are grouped together into regions. Each region contains the whole allotted frequency spectrum, while each cell of the group just uses a part of the allocated frequency. The same frequency can be used in other regions by carefully considering the minimum distance between cells to avoid cross talking [1] [2] [3] [4] . On the other hand, as the demand for wireless services increase, the size of the cells becomes smaller and the reusability of the allocated frequencies becomes more serious. As a result, network management, and consequently, location management turns into a serious problem, and, efficient techniques will be needed to ensure delivery of all incoming calls even in the tiniest of cells.
Basically, location management consists of two main parts: location update and location inquiry. In location update, every mobile terminal updates its location in the network and notifies the network its current location, while, location inquiry is performed by the network itself. In this process, the network tries to locate the user based on his last known location. Location update is usually performed when the user changes its place in the network, whereas location inquiry is usually performed when the network tries to direct an incoming call to the customer. However, location update strategies can be categorized into two main groups: dynamic and static. In dynamic schemes, different network topologies are considered for different users [5] [6] [7] [8] . These topologies are highly related to the movement pattern and calling behavior of each user. On the other hand, in static schemes, the network has a unique behavior for all users, like current GSM networks. It is obvious that dynamic schemes are much more complex than static ones and require more computation capabilities in the network. Thus, implementing static schemes is more popular [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Nevertheless, a static location update strategy must use minimum network resources to manage user tracking and should not require massive computations as well. Always update strategies, never update strategies, time based strategies, movement based strategies, distance based strategies, paging cells schemes, and location areas schemes can be mentioned as the most common techniques used for static location updating [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
In this paper, a combination of a Genetic Algorithm (GA) and Hopfield Neural Network (HNN) is used with the location areas scheme to assign optimal location areas in a mobile network. In sections 2 and 3, general overview of the genetic algorithm and the Hopfield neural network is presented respectively. Section 4 provides more details on the location area scheme. In section 5, a description of calculating the location management cost is provided. Section 6 shows how the GA and HNN can be used to solve the problem under consideration while section 7 represents the main approach to solve this problem in this work. In sections 8 and 9, results of simulation are given followed by conclusion in section 10.
2.Genetic Algorithm Optimizer
A genetic algorithm is one of the most popular search algorithms, which is based on mechanisms of the natural selections. The overall structure of a generic GA is shown in Figure 2 . The main aspects that should be taken into account in deploying this optimization algorithm to find the optimal solution of a sample problem are: parameterization of the problem, definition of the fitness function, selection of the best chromosomes, recombination of parent chromosomes, definition of the crossover, mutation and elitism operators, generation of the next population, and, termination of the algorithm.
In summary, this algorithm is normally initiated with a set of possible solutions of the problem, known as Initial Population. The initial population consists of chromosomes, and, each chromosome consists of several genes ( Figure 2 ). During the optimization process, the chromosomes are evaluated by the genetic optimizer and best of them are selected to generate the next population. Crossover, Mutation, and Elitism are the operators used to generate next population from the initial one [17, [20] [21] [22] .
3.Hopfield Neural Network Optimizer
The HNN can be used to solve a wide range of optimization problems [18] 
It can be easily seen that the equivalent unconstrained optimization problem c F , can be given as: 
Note that equation (4) has been written in the form of an energy function. Thus, if an optimization problem can be Elitism Crossover Mutation
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Next opulation Figure 2 : Overall procedure of a GA formulated as (4) (like the location management problem), it can be solved by using this artificial neural network.
4.Location Areas Scheme
One of the most famous and effective ways to reduce the total cost of a mobile managements system is the location areas scheme that is currently used in the current GSM network. In this scheme, adjacent cells in the network are bounded to make some kind of larger cells. In this case, whenever a mobile terminal enters a new LA, it updates its location, and, as long as it travels within the same LA, it never updates its location again. On the other hand, whenever there is an incoming call, and since the network doesn't know the exact location of the user in the current LA, it pages the user in all the cells of the last updated LA. For example, assume a user enters the LA marked in gray in Figure 1 from cell marked as 'X'. If the user's motion is confined to cells of this marked LA, then, it will never update its location again. Therefore, in the case of an incoming call, the user will be paged in all cells of this LA.
5.Location Update Cost
Many algorithms have been proposed to solve the location management problem [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . However, there is a need to develop a framework that can be used to compare these techniques. Toward this end, a location management cost needs to be defined to evaluate each approach. The location management cost usually consists of two main parts: updating cost and paging cost. Updating cost is the portion of the total cost due to location updates performed by mobile terminals in the network while paging cost is caused by the network during a location inquiry when the network tries to locate a user. The total cost of location management involves other parameters, like, the cost of database management to register users' locations, the cost of the wired network (backbone) that connects the base stations to each other, the cost of switching between base stations in the case of handoff and call diverting, and several other components. However, these costs are assumed to be the same for all location management strategies in general. As a result, the combination of location update and paging costs are considered to be sufficient to compare the different approaches. Therefore, the total cost of a location management scheme is given as [15] [16] [17] [18] [19] :
Where N LU is the total number of location updates, N P represent the total number of paging transactions, and is a constant representing the cost ratio of a location update to a paging transaction in the network. The number of location updates is usually caused by the movement of the user in the network, while, the number of the paging transactions is highly related to the number of incoming calls. Evidence shows that the cost of each location update is much higher than the cost of a paging transaction, because of a complex procedure that has to be executed every time a location update is performed [15] [16] [17] [18] [19] . On the other hand, most of the calls of a mobile user are the incoming calls. Therefore, if the user moves in the network without making any call, the network will undergo a huge number of useless transactions. Thus, in most cases the cost of a location update is considered to be 10 times more than that of a paging transaction, i.e. [15] [16] [17] [18] [19] . Based on the LA scheme, a location update transaction takes place when a user changes its current LA. In this case, all entrances to LAs of the network should be added to compute this cost. On the other hand, the paging cost must be considered when a user has an incoming call. Thus, all cells must be considered in calculating this cost [15] [16] [17] [18] [19] .
6.Different Approaches to Solve the Location Management Problem
Although there are few approaches that have been proposed to solve such problem, the only two approaches that are directly related to the work in this paper are described here.
Genetic Algorithm
This approach which formerly has been done in one of our works [17] is based on using a modified GA to find the optimal location areas for a mobile network. In this approach, fixed length chromosomes with the size of the number of cells in the network are used. In this approach, each gene of each chromosome represents the LA number which the cell belongs to. For example, assume the current LA scheme of the network as 
Hopfield Neural Network
This approach is another method we formerly used to solve this problem [18] . In this work, based on equation (4) the state vector of the HNN, X ( i x s), is considered to have two different parts for location updates and call arrives as follows:
where x 0 to x N-1 is the location update part and x N to x 2N-1 is the call arriving part, and, 'N' is the total number of cells in the network. However, the presented HNN model is designed to take a LA configuration of a network, and then, tries to modify its LAs in order to reduce the total cost of the network management step by step. Note that, other considerations like: generating an initial answer, defining a framework to modify the state vector and reducing the number of variations for the next move must be taken into account to get a reasonable answer while using this technique [18] 
7.Combination of Genetic Algorithm and Hopfield Neural Network in solving the Mobile Location Management Problem
This method which is going to be presented in this paper is the combination of the two methods we formerly used to solve this problem. The main reason of combining these two techniques is to exploit the advantages that both techniques offer while omitting the drawbacks that emerge from using them individually. Basically, GA is a method which has been proved to find the optimal answer of an optimization problem in unlimited number of iterations. On the other hand, in our case, each cycle of running such approach takes a lot of time because of the complex calculations that have to be performed to correct chromosomes after generating each generation [17] . As a result, this method can not be run for so many iterations to ensure reaching the optimal answer. HNN on the other hand, is a technique which doesn't take so much time to run for a cycle. However, getting the optimal answer (or even a relatively reasonable sub-optimal answer) in this technique is highly related to the initial condition the algorithm is started from. In fact, if the algorithm is started from an appropriate initial answer, reaching the optimal answer is so probable. In contrast, starting from an inappropriate condition could end up a solution far from optimality. Based on the above observations [17, 18] , it can be easily seen that, GA is really good at finding answers close to the optimal one although catching it may need endless time for it. In contrast, HNN can be really effective if it is launched from an initial condition close to the optimal solution.
Therefore, if these two characteristics can be properly combined together, an effective algorithm can be made to find the optimal answer (inherited from GA) in relatively less number of iterations (inherited from HNN) than the original GA. The approach we proposed in this paper is a framework toward this end. However, before describing the entire solution methodology, it is worthwhile mentioning a very important issue regarding the network generation for the stated problem. Basically, in almost all the available literature to solve this problem, the cell attributes of the network are generated randomly. In general, two independent attributes for each cell are considered, the number of call arrivals and the number of location updates, and both are randomly selected. In other words, the number of call arrivals and location updates of adjacent cells are not correlated, and furthermore, these numbers are completely independent for each cell. However, these numbers are highly correlated in a real network. Therefore, in generating these numbers for each cell in this paper, a set of sophisticated routines are used to generate the users' profiles, and consequently, the network attributes of each cell [27] . As a result, the generated network configurations better match real world traffic.
Generating the initial population
Generating the first population of a GA plays an important role in finding the solution. This population must be rich enough to generate all possible solutions in the following generations although going for highly populated generations may effectively sluggish the convergence speed of the algorithm. Therefore, it is usually generated in 
Next Population a way that represents the answer space homogenously. To generate each chromosome in this work, a simple technique is used to make GSM like LAs [17] . It is simply assumed that there are only two LAs in the network. Thus, each cell of the network is considered to be in one of these two LAs with the probability of 0.5. It is obvious that these two LAs are highly scattered. Then, these scattered LAs are split into proper ones (regarding the fact that all LA must be solid) to build the initial population. Figure 5a shows an instance of the LA scheme when only two LAs are considered in the network, while Figure 5b shows the result after splitting the scattered LAs [17] .
Defining the crossover operator
The crossover operation considered here is similar to the ones used in a generic GA. The only difference is in the number of breakpoints used for the crossover operation. In this approach, two chromosomes are broken into a random number that falls between 1 and the maximum number of crossover points which is predefined before launching the algorithm. Then, the genes are swapped between these breakpoints with the crossover probability [17] .
Defining the mutation operator
The mutation operator used here is different from the one used in a generic GA. In this work, three types of mutations are defined and one of them is selected randomly for the mutation operation on the generated chromosomes by the crossover operation. These mutation operations are designed to perform gene mutation and LA mutation. In the Gene Mutation a new LA number is assigned to each gene (cell number) of a chromosome with the probability of mutation. In Split LA Mutation, a LA in a chromosome is split into random smaller LAs with the probability of Split LA. And finally in the Merge Las Mutation, two random LAs of a chromosome are merged (form a unique LA) with the probability of Merge LA. All these parameters are predefined before launching the algorithm.
Defining the elitism operator
The Elitism operation is quite similar to the generic GA. In this case, a predefined number of the best chromosomes are directly copied into the next generation [17] .
Choosing the selection method
For this approach, a roulette wheel is used to select chromosomes. In this case, the slices (portions) of the wheel surface are assigned related to chromosomes fitness values [17] .
Defining the fitness Function
In this case, the fitness value of each chromosome is defined as follows:
Value Energy Value Fitness while the energy value is the total cost of the network with the LA configuration corresponding to the current chromosome.
Choosing the termination condition
Due to the difficulty of the problem, the maximum number of iterations is chosen for this approach.
Hopfield Neural Network in chromosome modification
The HNN obtains the chromosomes from the Mutation operator and tries to improve them by a couple of iterations.
Defining the overall procedure
The overall procedure of this technique is given in Figure  6 . As it can be seen, the mutation operator is split into three parts and another process is added before copying each chromosome into the next generation. This process, namely Rebuild Chromosome, gets a chromosome and checks its genes in case of scattered LAs. If there are scattered LAs in the generated chromosome, this routine splits them into feasible LAs and makes them practical.
8.Simulation Results
In this section, several test cases are presented to gauge the efficiency of the proposed approach. Three different networks are borrowed from our previous approaches for a better examination and comparison with this new approach with varying number of cells. Thus, to show the performance of the proposed algorithm, the results of solving these test networks by our former approaches, GA [17] and HNN [18] , are presented here as well.
5×5 Network
This network is shown in Figure 7 with its solutions found by GA, HNN, GA-HNN1, GA-HNN2 and GA-HNN3 respectively. In general GA-HNNx represents the approach of using the HNN to modify the chromosomes for x iterations. Figure 8 in this case represents the total cost of the network management for these approaches.
5×7 Network
The solutions for this network are shown in Figure 9 while Figure 10 represents their quality.
7×7 Network
The solutions for this network are shown in Figure 11 while Figure 12 represents their quality.
9.Discussion and Analysis
A number of observations were made and will be explained below. Some of these observations have been seen in our previous approaches too [17, 18] .
Shape of the location areas
Despite the fact that the current GSM networks deploys circular LA, the current work showed that more efficient LAs could have a variety of configurations, e.g. rectangular or triangular as seen in Figures 7, 9 , and 11.
Number of cells in a location area
Another interesting results obtained is the number of cells in each location area. In the GSM networks the cells are grouped into 7-by-7 to make a location area. This work shows that different LAs should have different number of cells. The number of cells in a LA is highly correlated to the number of users passing through the cells and the number of calls they receive at each cell.
Number of neighbors for each location area
In almost all the cases, each location area is adjacent to two to four other location areas although this number is six for the currently implemented GSM networks (Figure 1) . The main reason for this phenomenon is the reduction in the number of location updates and consequently the reduction in the cost of network management. The smaller the number of neighbors of a location area, the less updates are made by mobile users.
Boundary cells
Boundary cells of a LA tend to be less busy and have lower traffic than other cells in the same LA. For example, cells 19, 20, 26, 27 , and 34 in Figure 9 are busy cells in comparison to cells 12, 18, 17, 25, 32 , and 33 that have the less location updates and call arrivals.
Compare GA to other approaches
Based on the total cost of the network management in these test networks (Figures 7, 9 and 11 ), one can easily see that, although the GA is supposed to find the optimal answer, it wasn't able to do that always. The main reason of such inefficiency is in the number of iterations need to be performed by a GA, infinite iterations in theory. Since the GA approach hasn't got the chance to be run for infinite cycles and the algorithm is terminated after a predefined number of iterations, its solution is usually sub-optimal. 
Compare HNN to other approaches
Using this technique to solve these test networks, usually leads us to a sub-optimal answer which is better than that of the GA. However, because of the high speed of convergence in this technique, its final solutions are not usually optimal as well.
Compare GA-HNNx to other approaches
Based on the algorithms performances, this technique ends up better solutions always. Although GA-HNN3 managed to find the best answer in all tested networks, other approaches with less number of HNN iterations (GA-HNN1 and GA-HNN2) were effective too.
General overview of all answers
Although the final cost of the network management in all the mentioned approaches are really close to each other (less than 2 percent) their final answers are quite dissimilar, Figures 7, 9 and 11.
Conclusion
In this paper, a new approach based on the combination of the Genetic Algorithm and a Hopfield Neural Network was presented to find the optimal location areas configuration of a mobile network. In this new approach, the total cost of mobility management is related to the fitness value of the genetic optimizer. Implanting a HNN in the GA optimization process makes the performance of such algorithm quite different. The results show that the current GSM networks are far from optimality. The main findings of this work that could influence the design of the future GSM networks are relevant to the shape of location areas, the number of cells in each location area, the number of neighbors for each location area, and the location areas boundary cell properties.
