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ABSTRACT
For a one-dimensional chain of four nuclear spins (1/2) and taking into account first
and second neighbor interactions among the spin system, we make the numerical
simulation of Shor prime factorization algorithm of the integer number N = 4
to study the influence of the second neighbor interaction on the performance of
this algorithm. It is shown that the optimum Rabi’s frequency to control the non-
resonant effects is dominated by the second neighbor interaction coupling parameter
(J ′), and that a good Shor quantum factorization is achieved for a ratio of second
to first coupling constant of J ′/J ≥ 0.04.
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1. Introduction
The polynomial time solution of the prime decomposition of an integer number, given
by Shor factorization algorithm [1] using quantum computation, has triggered the
huge amount of work in quantum computers [2] and quantum information [3] areas in
physics. This algorithm has already been demonstrated for few qubits [4] quantum
computers. A qubit is the superposition of two quantum states of the system, say
|0〉 and |1〉, Ψ = C0|0〉+C1|1〉 such that |C0|2+ |C1|2 = 1, and it is the basic element
to process the information in a quantum computer. The states |0〉 and |1〉 can also
be called basic qubits. The L-tensorial product of L-basic-qubits forms a register of
length L, say |x〉 = |iL−1, . . . , i0〉 with ij = 0, 1 (”0” for the ground state and ”1” for
the exited state). The set of these states makes up the basis of the 2L-dimensional
Hilbert space where the quantum computer works, and a typical element of this
space is given by Ψ =
∑
Cx|x〉 with
∑ |Cx|2 = 1. A solid state quantum computer
of our particular interest and which might be developed in a near future is using
a one-dimensional chain of nuclear spins (1/2) which is inside a strong magnetic
field in the z-direction and an rf-field in the x-y plane. The magnetic field in the z-
direction determines the state of the nuclear spin, |0〉 if the nuclear spin is parallel to
this magnetic field and |1〉 if the nuclear spin is in opposite direction. This magnetic
field also determines the Zeeman spectrum of the system. The rf-field is used to
cause the desired transitions between the Zeeman levels of the systems. Up to now,
this model has been developed just theoretically and hopefully the technological and
experimental part may start in a near future. However, because the Hamiltonian
of this system is well known, very important theoretical studies have been made [5]
which are also important for the general understanding of quantum computation
[6]. In this model, first neighbor interaction among the nuclear spins is considered,
and Shor quantum factorization of the number N = 4 has been simulated with
this model [7]. In this paper, we consider also second neighbor interaction among
the nuclear spins. Using this interaction, we study Shor factorization algorithm
to factorize the integer number N=4, developing the proper code to do this. We
study the well performance of this factorization through the fidelity parameter and
determine the minimum value of the second neighbor interaction coupling constant
to do this. Finally, we also point out the modification caused by the second neighbor
interaction to the so called 2pik-method, used to suppress non-resonant transitions.
2. Equation of Motion
Consider a one-dimensional chain of four equally spaced nuclear-spins system (spin
one half) making an angle cos θ = 1/
√
3 with respect the z-component of the mag-
netic field (chosen in this way to kill the dipole-dipole interaction between spins)
and having an rf-magnetic field in the transversal plane. The magnetic field is given
by
B = (b cos(ωt+ ϕ),−b sin(ωt+ ϕ), B(z)) , (1)
where b, ω and ϕ are the amplitude, the angular frequency and the phase of the
rf-field, which could be different for different pulses. B(z) is the amplitude of the z-
component of the magnetic field. Thus, the Hamiltonian of the system up to second
2
neighbor interaction is given by
H = −
3∑
k=0
µk ·Bk − 2Jh¯
2∑
k=0
IzkI
z
k+1 − 2J ′h¯
1∑
k=0
IzkI
z
k+2 , (2)
where µk represents the magnetic moment of the kth-nucleus which is given in terms
of the nuclear spin as µk = h¯γ(I
x
k , I
y
k , I
z
k), being γ the proton gyromagnetic ratio.
Bk represents the magnetic field at the location of the kth-spin. The second term
at the right side of (2) represents the first neighbor spin interaction, and the third
term represents the second neighbor spin interaction. J and J ′ are the coupling
constants for these interactions. This Hamiltonian can be written in the following
way
H = H0 +W , (3a)
where H0 and W are given by
H0 = −h¯
{
3∑
k=0
ωkI
z
k + 2J(I
z
0 I
z
1 + I
z
1I
z
2 + I
z
2I
z
3 ) + 2J
′(Iz0I
z
2 + I
z
1I
z
3 )
}
(3b)
and
W = − h¯Ω
2
3∑
k=0
[
eiωtI+k + e
−iωtI−k
]
. (3c)
The term ωk represents the Larmore frequency of the kth-spin, ωk = γB(zk). The
term Ω is the Rabi’s frequency, Ω = γb. Finally, the term I±k = I
x
k ± iIyk represents
the ascend operator (+) or the descend operator (-). The HamiltonianH0 is diagonal
on the basis {|i3i2i1i0〉}, where ij = 0, 1 (zero for the ground state and one for the
exited state),
H0|i3i2i1i0〉 = Ei3i2i1i0 |i3i2i1i0〉 . (4a)
The eigenvalues Ei3i2i1i0 are given by
Ei3i2i1i0 = −
h¯
2
{ 3∑
k=0
(−1)ikωk + J
2∑
k=0
(−1)ik+ik+1 + J ′
1∑
k=0
(−1)ik+ik+2
}
. (4b)
The term (3c) of the Hamiltonian allows to have a single spin transitions on the
above eigenstates by choosing the proper resonant frequency.
To solve the Schro¨dinger equation
ih¯
∂Ψ
∂t
= HΨ , (5)
let us propose a solution of the form
Ψ(t) =
15∑
k=0
Ck(t)|k〉 , (6)
where we have used decimal notation for the eigenstates in (4a), H0|k〉 = Ek|k〉.
Substituting (6) in (5), multiplying for the bra 〈m|, and using the orthogonality
relation 〈m|k〉 = δmk, we get the following equation for the coefficients
ih¯C˙m = EmCm +
15∑
k=0
Ck〈m|W |k〉 m = 0, . . . , 15. (7)
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Now, using the following transformation
Cm = Dme
−iEmt/h¯ , (8)
the fast oscillation term EmCm of Eq. (7) is removed (this is equivalent to go to the
interaction representation), and the following equation is gotten for the coefficients
Dm
iD˙m =
1
h¯
15∑
k=0
WmkDke
iωmkt , (9a)
where Wmk denotes the matrix elements 〈m|W |k〉, and ωmk are defined as
ωmk =
Em − Ek
h¯
. (9b)
Eq. (9a) represents a set of 32 real coupling ordinary differential equations which
can be solved numerically, and where Wmk are given by
Wmk = − h¯Ω
2
× (0, z ”or” z∗), (9c)
where z is defined as z = ei(ωt+ϕ), and z∗ is its complex conjugated.
3. Shor’s factorization algorithm and numerical simulation
Following Shor’s approach to get the factorization of an integer number N, one
selects a L+M -register of the form |x; y〉, where |x〉 is the input register of length
L, and |y〉 is the valuation register of length M . The |y〉 register will store the values
of the periodic function y(x) = qx(mod N), where the integer q is a coprime number
of N , that is, their grater common divisor is one (gcd(q,N) = 1). Thus, starting
with the ground state,
Ψ0 = |0; 0〉 , (10)
the uniform superposition state is created in the x-register,
Ψ1 =
1
2L/2
∑
x
|x; 0〉 , (11)
where 2L is the number of qubits in the x-register. On the next step, the computation
of the function y(x) = qx(mod N) is carried out in the y-register,
Ψ2 =
1
2L/2
∑
x
|x; y(x)〉 . (12)
Then, the discrete Fourier transformation is done in the x-register,
Ψ3 =
1
2L
∑
x
∑
k
ei2pikx/2
L |x; y(x)〉 . (13)
After these steps, one makes the measurement of the state on the x-register, and
the probability must be a peak distribution with peaks separation, ∆x, equal to
∆x = 2L/T , whenever 2L be divisible by the period T . In this way, one finds the
4
period T of the function y(x) = qx(mod N). If this period is an even number, the
factors of N can be computed finding the greatest common divisor of qT/2 ± 1 and
the number N (gcd(qT/2 ± 1, N)).
Now, for N = 4, one just needs two-qubits registers in the x-register (L = 2) and
two-qubits registers in the y-register (M = 2). The only coprime number is q = 3,
and the function y(x) = 3x(mod 4) has period T = 2. Therefore, starting with the
function
Ψ0 = |00; 00〉 , (14a)
the superposition state is created in the x-register,
Ψ1 =
1
2
{
|00; 00〉 + |01; 00〉 + |10; 00〉 + |11; 00〉
}
. (14b)
Next, the function y(x) = 3x(mod 4) is valuated on the y-register,
Ψ2 =
1
2
{
|00; 01〉 + |01; 11〉 + |10; 01〉 + |11; 11〉
}
. (14c)
Then, the discrete Fourier transformation is performed to get (after summation of
all terms) the wave function
Ψ3 =
1
2
{
|00; 01〉 + |00; 11〉 + |10; 01〉 + 10; 11〉
}
. (14d)
The measurement on the x-register give us the states |00〉 or 10〉 (x = 0 or x = 2).
So, one has ∆x = 2, and the period of our function is T = 22/2 = 2. Finally, the
factors of N = 4 (4 = 2 · 2) are obtained from gcd(3T/2 − 1, 4) = 2.
To make the numerical simulation of this algorithm, we have chosen the following
parameters in units of 2pi×Mhz,
ω0 = 100 , ω1 = 200 , ω2 = 400 , ω3 = 800, J = 10 , J
′ = 0.4 , Ω = 0.1 . (15)
These parameters were chosen in this way to have a clear separation on the Zeeman
spectrum and to have a good definition for the resonant transitions in our numerical
simulation. This does not imply a restriction on our simulations since our main
results are applicable also to the current design [6]. Now, starting with the ground
state of the system, |0000〉, we create a superposition state in the x-register using
three pi/2-pulses with zero phases and with resonant frequencies ω0,4, ω0,8 and ω4,12.
The valuation of the function y(x) = 3x(mod 4) in the y-register is carried out with
four pi-pulses with zero phases and with the resonant frequencies ω0,1, ω4,5, ω5,7
and ω13,15. Finally, the discrete Fourier transformation in the x-register is gotten
through five pi-pulses with zero phases and with the frequencies ω6,7, ω2,6, ω2,3,
ω14,15, and ω11,15. The transitions involved in the algorithm are shown in Fig. 1.
Note that at the end of Shor’s algorithm, one must get the following probabilities
|C1|2 = |C3|2 = |C9|2 = |C11|2 = 1/4 , (16)
according with our final wave function (14d), note from (8) that |Ck| = |Dk|. Fig. 2
shows the behavior of the probabilities |Ck|2 during the entire Shor’s algorithm. Fig.
2a shows the formation of the superposition state (14b), starting from the ground
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state (14a). Fig. 2b shows the valuation of the function y(x) = 3x(mod 4) at the
end of four pi-pulses, wave function (14c). Fig. 2c shows the formation of the wave
function (14d) at the end of five pi-pulses. To better illustrate what is happening
during the Shor’s algorithm, we calculated the expected values of the z-component
of the spin of the system for each qubit. These expected values are given by
〈Iz0 〉 =
1
2
15∑
k=0
(−1)k|Ck(t)|2 , (17a)
〈Iz1 〉 =
1
2
{
|C0|2 + |C1|2 − |C2|2 − |C3|2 + |C4|2 + |C5|2 − |C6|2 − |C7|2
+|C8|2 + |C9|2 − |C10|2 − |C11|2 + |C12|2 + |C13|2 − |C14|2 − |C15|2
}
,
(17b)
〈Iz2 〉 =
1
2
{
|C0|2 + |C1|2 + |C2|2 + |C3|2 − |C4|2 − |C5|2 − |C6|2 − |C7|2
+|C8|2 + |C9|2 + |C10|2 + |C11|2 − |C12|2 − |C13|2 − |C14|2 − |C15|2
}
,
(17c)
and
〈Iz3 〉 =
1
2
7∑
k=0
|Ck|2 − 1
2
15∑
k=8
|Ck|2 . (17d)
Fig. 3a shows these expected values during the formation of the superposition state
on the x-register. Fig. 3b shows their behavior during the valuation of the function
y(x) = 3x(mod 4) on the y-register, and Fig. 3c shows their behavior during the
creation of the discrete Fourier transformation. Of course, this observed behavior is
the behavior that one could have expected from the Shor’s algorithm. Fig. 4a shows
the probabilities of the expected four-qubits registers at the end of Shor’s algorithm
(wave function (14d)), and Fig. 4b shows the probabilities of the non-resonant
states.
To determine the value of the second neighbor coupling constant needed to have a
good reproduction of the Shor’s algorithm, we calculate the fidelity parameter [8],
F = 〈Ψexpected|Ψ〉 , (18)
where Ψexpected is the wave function (14d), and Ψ is the resulting wave function
from our computer simulation. This is done as a function of the ratio J ′/J (second
to first neighbor coupling constant interactions). Fig. 5 shows our results of the
calculation of this parameter as a function of J ′/J . As one can see, for a value of
J ′/J ≥ 0.04, one can say that we have already a very good reproduction of the
Shor factorization algorithm. Of course, this does not mean that second neighbor
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interaction is needed to implement Shor quantum algorithm since, if J ′ = 0, one can
just change the protocol (resonant pulses) to get this algorithm. Rather, what this
result means is that, in the case of having second neighbor interaction (J ′ 6= 0), the
optimum performance of our Shor quantum algorithm is gotten for the above ratio.
4. Second neighbor interaction and the 2pik-method
One of the important results from the consideration of first neighbor interaction
and the selection of the parameter as J/∆ω ≪ 1 and Ω/∆ω ≪ 1 is the possibility
of choosing the Rabi’s frequency Ω in such a way that the non-resonant effects are
eliminated. This procedure is called the 2pik-method [9], and this Rabi’s frequency
for a pi-pulse is chosen as Ω = |∆|/√4k2 − 1, where k is an integer number, and ∆ is
the detuning parameter between the states |p〉 and |m〉, ∆ = (Ep−Em)/h¯−ω being
ω the electromagnetic resonant frequency. This detuning parameter is proportional
to the first neighbor coupling constant J . Let us see how this detuning parameter is
modified due to second neighbor interaction. Assuming that the states |p〉 and |m〉
are are the only ones involved in the dynamics, from Eq. (9a), one has
iD˙m =
Wmp
h¯
Dpe
iωmpt , and iD˙p =
Wpm
h¯
Dme
iωpmt . (19)
Thus, given the initial conditions Dp(0) = Cp(0) and Dm(0) = Cm(0), the solution
is readily given by
Dp(t) =
{
Cp(0)
[
cos
Ωet
2
− i ∆
Ωe
sin
Ωet
2
]
+ i
ΩCm(0)
Ωe
sin
Ωet
2
}
e
i∆t
2 (20a)
and
Dm(t) =
{
Cm(0)
[
cos
Ωet
2
− i ∆
Ωe
sin
Ωet
2
]
+ i
ΩCp(0)
Ωe
sin
Ωet
2
}
e
−i∆t
2 , (20b)
where Ωe is defined as Ωe =
√
Ω2 +∆2. So, for example, at the end of a pi-pulse
(t = τ = pi/Ω), the argument of the periodic functions in (20a) and (20b) is given
by Ωepi/2Ω. If one makes this term to be equal to any multiple of pi, one can get rid
of the non-resonant terms since the solutions are given by
Dp(τ) = (−1)kCp(0)ei∆pi/2Ω , and Dm(τ) = (−1)kCm(0)e−i∆pi/2Ω .
The Rabi’s frequency obtained from the condition Ωepi/2Ω = kpi is given by Ω =
|∆|/√4k2 − 1, and this is the so called 2pik-method.
Now, let us select a resonant transition containing the Larmore frequency ω0. These
frequencies could be ω0 + J + J
′, ω0 − J + J ′, ω0 − J − J ′ or ω0 + J − J ′ which
correspond to the transitions (decimal notation) |0〉 ↔ |1〉 (|10〉 ↔ |11〉), |2〉 ↔ |3〉,
|6〉 ↔ |7〉, and |2〉 ↔ |3〉. So, all of these states are pertubated during a pulse, and the
frequency difference ∆ may have the values 2J , 2J ′, 2J+2J ′, or 2J−2J ′. Choosing
other Larmore frequencies, the additional values for the detuning parameter are 4J ,
and 4J +2J ′. Thus, denoting by Ω
(k)
∆ the Rabi’s frequency selected by this method,
Ω
(k)
∆ =
|∆|√
4k2 − 1 , (21)
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there are five possible values for ∆ which are 4J + 2J ′, 4J , 2J + 2J ′, 2J and 2J ′.
To see the dependence of the Shor’s algorithm with respect the Rabi’s frequency,
we use again the fidelity parameter parameter (18). Using the same values for our
parameters as (15) but Ω, Fig. 6 shows the fidelity parameter as a function of the
Rabi’s frequency. The lines L1, L2 and L3 mark the Ω′s values where this fidelity
has peaks. These peaks correspond to the following 2pik-method Rabi frequencies
Ω
(252)
4J+2J ′ ≈ Ω(250)4J ≈ Ω(129)2J+2J ′ ≈ Ω(124)2J ≈ Ω(5)2J ′ = 0.080403 ,
Ω
(202)
4J+2J ′ ≈ Ω(198)4J ≈ Ω(103)2J+2J ′ ≈ Ω(98)2J ≈ Ω(4)2J ′ = 0.100791 ,
and
Ω
(150)
4J+2J ′ ≈ Ω(147)4J ≈ Ω(76)2J+2J ′ ≈ Ω(73)2J ≈ Ω(3)2J ′ = 0.135225 .
As one can see in Fig. 7, where we have plotted Ω
(k)
∆ (for the detuning values
mentioned above) and where the lines L1, L2 and L3 have been drawn, around
these lines there are several other values of Ω
(k)
4J+2J ′ , Ω
(k)
4J , Ω
(k)
2J+2J ′ and Ω
(k)
2J which,
in principle, should cause a peak in the fidelity parameter (because they belong
to the 2pik-method). However, they do not appear at all on Fig. 6. This means
that the peaks values on the fidelity parameter are fully dominated by the second
neighbor coupling interaction parameter (J ′).
5. Conclusions
For a one-dimensional chain of nuclear spins (one half) system quantum computer,
we have considered first and second neighbor interactions, and we have study the
effects of second neighbor interaction on Shor quantum factorization algorithm of
the number N = 4. We have shown that a good factorization algorithm can be
gotten if the ratio of second to first neighbor interaction constants is chosen such
that J ′/J ≥ 0.04. We have shown also that the application of 2pik-method to
eliminate non-resonant transitions is not so simple since the detuning factor varies
with both parameters J and J ′ (first and second neighbor coupling interactions).
However, the peaks on the fidelity parameter are dominated by the second neighbor
coupling parameter. In other words, if there exists second neighbor interaction in a
chain of nuclear spin system quantum computer, this interaction may dominate the
2pik-method to control non-resonant effects.
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Figure Captions
Fig. 1 Energy levels and resonant frequencies used within the algorithm.
Fig. 2 Probabilities |Ck|2 : (k). (a) Formation of superposition state in the x-
register, wave function (14b). (b) Formation of the wave function (14c). (c) Forma-
tion the wave function (14d).
Fig. 3 Expected values 〈Izk〉: (k=0,1,2,3). (a) During formation of wave function
(14b). (b) During formation of the wave function (14c). (c) During formation of
the wave function (14d).
Fig. 4 Probabilities |Ck|2. (a) For the expected states k = 1, 3, 5, 7. (b) For the
non-resonant states k = 0, 2, 4, 6, 8, 9, 10, 11, 12, 13, 14, 15.
Fig. 5 Fidelity parameter as a function of J ′/J .
Fig. 6 Fidelity parameter as a function of Ω.
Fig. 7 Rabi frequency Ω
(k)
∆ as a function of k for ∆ = 4J + 2J
′ (1), ∆ = 4J (2),
∆ = 2J + 2J ′ (3), ∆ = 2J (4), ∆ = 2J ′ (5). Lines L1, L2 and L3 correspond to
Fig. 6.
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