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PUKELSHEIM. F.
Neuere statistische Methoden für die Versuchsplanung
bei industriellen Fertigungsprozessen
Es wird eine Übersicht über off-line M ethoden der Qualitätsplanung gegeben, die — verbunden mit dem Namen G e n i c h i  
T a g u c h i  — in jüngerer Zeit große Publizität erlangt haben. Ziel dieser Qualitätsbemühungen ist es, mittels Methoden 
der Statistischen Versuchsplanung schon im Vorfeld (off-line) der Produktion den Entwurf des Produktes und die 
Vorbereitungen zur Fertigung optimal anzulegen. Dabei sollen drei Ziele gleichzeitig erreicht werden: Die F u n k t i o n a l i t ä t  
des Produktes soll optimal gewährleistet sein, die V a r i a b i l i t ä t  des Fertigungsprozesses soll minimiert werden, und die 
R o b u s t h e i t  des Produktes gegen Störeinflüsse in der Umwelt beim Kunden soll maximal sein. Die hierzu notwendigen 
statistischen Methoden werden dargestellt und am Beispiel einer Ventilproduktion erläutert.
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1. Einleitung
Die mit dem Nam en T a g u c h i verbundene Qualitätsphilosophie ordnet sich der totalen Qualitätskontrolle unter, wie sie 
insbesondere von Japan aus propagiert wird. Sie fordert, schon im Vorfeld (off-Une) der Serienproduktion gezielte 
Bemühungen zu unternehmen, um die Q ualität sowohl des Produktes wie auch des Produktionsprozesses zu sichern.
Um dieser Aufgabe gerecht zu werden, sind M ethoden der Statistischen Versuchsplanung notwendig, wie sie im 
weiteren Teil des Aufsatzes allgemein dargestellt und am Beispiel einer Ventilproduktion erläutert werden. Die Arbeit 
schließt mit einer Bibliographie über Veröffentlichungen zu diesem Thema, die aus den letzten Jahren stammen. Diese 
Bibliographie ergänzt die frühere von P u k e l s h e im  [49],
2. Produkt und Qualität
T a g u c h i unterscheidet, ob sich die Qualitätsbemühungen au f den Produktentw urf (product design), die Parameterwahl 
(parameter design) oder die Toleranzfestsetzung (tolerance design) richten.
Den ersten beiden Bereichen Produktentw urf und Parameterwahl ist gemeinsam, daß sie die Planungsphase vor der 
eigentlichen Produktion betreffen. Sie sind als off-line Aktivität abzugrenzen und von der on-line Qualitätssicherung durch 
statistische Prozeßkontrolle und K ontrollkarten wie auch von der Endkontrolle der Fertigung.
Die drei genannten Bereiche unterscheiden sich durch ihren zeitlichen Einsatz und durch ihre Auswirkungen au f 
die Kosten. Als erstes setzt die Q ualitätsplanung beim Produktentwurf ein ; hier können auch kostensparende Entscheidungen 
für die Fertigungsplanung fallen.
Der zweite Bereich, die Parameterwahl, zielt au f eine optimale Ausnutzung der Produktionsfaktoren ab. Dieser 
Bereich ist bisher weitgehend mißachtet worden. Die meisten der von sensationellen Erfolgen berichtenden Fallstudien 
lallen hier hinein. Die Idee gründet darauf, daß die Input-Faktoren eines Produktionsprozesses fast immer in gewissen 
Bereichen variiert werden können, ohne zu grundlegend anderen technischen und kostenmäßigen Verhältnissen zu führen. 
Der Bereich der Parameterwahl zielt darau f ab. diese Produktionsfaktoren innerhalb dieses kostenneutralen Variations­
bereiches optimal einzustellen.
Im Gegensatz dazu ist der dritte Bereich der Qualitätsplanung, die Toleranzfest Setzung. kostentreibend, da eine 
Qualitätsverbesserung meist zu einer Verschärfung der Toleranzspezifikation führt und die Kosten erhöht. Viele verfügbare 
Fallstudien belegen, daß eine Verschärfung der Toleranzen häufig verzichtbar ist und gegen die weit erfolgreichere 
Parameterplanung zurücktreten sollte.
3. Qualitätsplanung
Der schon im Vorfeld einsetzenden Q ualitätsplanung stehen Produktions- und Produktdaten noch nicht zur Verfügung. 
Teil ihrer Aufgabe ist daher die gezielte Datenerhebung mittels Statistischer Versuchsplanung. Die im Versuch beobachteten 
Daten werden dann z. B. mittels Regressions- und Varianzanalyse ausgewertet. Die in der L iteratur dokumentierten 
Versuchspläne bieten wirksame Hilfsmittel, um auch beim Vorliegen einer größeren Zahl von Produktionsfaktoren mit 
wenigen Versuchsläufen auszukommen.
Am Ende der Versuchsserie steht eine datenabhängige Klassifikation der Produktionsfaktoren in eine von drei 
Gruppen. Die erste besteht aus den Signalfaktoren, die zur Ansteuerung des Zielwertes dienen. Es ist günstig, wenn man 
sich hier auf wenige Signalfaktoren festlegen kann, um die Vorschriften zur Nachregelung des Zielwertes so einfach wie 
möglich zu halten. Die zweite G ruppe besteht aus den KontroUfaktoren, die einen signifikanten Einfluß au f die Variabilität 
des Fertigungsprozesses und dam it au f die Qualitätsschwankungen des Produktes haben. Sie werden so eingestellt, daß 
die Variabilität des Fertigungsprozesses minimiert wird. Die verbleibenden Faktoren sind Nebenfaktoren, die einen 
signifikanten Einfluß weder au f den Zielwert noch au f die Prozeßvariabilität haben. Ihre Einstellung wird möglichst 
kostengünstig gewählt.
Im Ergebnis wird dam it ein Produkt erreicht, das seine vorgegebene Funktionalität möglichst genau wahrnimmt 
und nur geringe Qualitätsschwankungen aufweist. Diese doppelte Qualitätsvorgabe, daß das Produkt den Zielwerl erreicht 
und gleichzeitig eine minimale Fimktionsvariabilität besitzt, wird von T a g u c h i  besonders betont. Hierin sehe ich einen 
Hauptbeitrag seiner Qualitätsphilosophie.
Der zweite H auptpunkt hebt au f die Funktionsrobustheit des Produktes in der Umwelt beim Kunden ab und ist 
eigentlich nur die natürliche Fortsetzung des ersten. Qualitätsschwankungen eines Produktes liegen ja  nicht nur im 
^ertigungsprozeß begründet, sondern können auch durch diverse Störquellen im Einsatz beim Kunden ausgelöst werden. 
Öa die Datenerhebung aber sowieso schon in einem gezielten Versuch stattfindet, ist es naheliegend, hier nicht nur die 
Produktionsfaktoren des Fertigungsprozesses zu untersuchen, sondern auch die typischen Rauschfaktoren, denen das 
Produkt bei seiner Nutzung ausgesetzt ist.
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4. Fallstudie: Ventilproduktion
Als Beispiel erläutern wir einen Versuch, der zur Verbesserung einer laufenden Ventilproduktion durchgeführt wurde. 
Wesentliches Qualitätsmerkmal für die Ventile war der Berstdruck. Vor der Versuchsdurchführung wurde in der Produktion 
im Durchschnitt ein Berstdruck von 16at  gemessen bei einer Standardabweichung von 1.6 at. Als Vorbereitung des 
Versuches wurden aus allen Produktionsfaktoren 22 ausgesondert, deren Studium hinsichtlich des Berstdruckverhaltens 
als wünschenswert erschien. Elf von diesen Faktoren konnten auf zwei Stufen (hoch-tief) variiert werden, die anderen
11 auf drei Stufen (hoch-m ittel-tief). U m  die Anzahl der Versuchsläufe klein zu halten, wurden in das der statistischen 
Analyse unterliegende lineare Modell nur Haupteffekte aufgenommen. Dessen Param eter setzen sich somit zusammen aus 
einem gemeinsamen Effekt, 11 Haupteffekten für die zweistufigen Faktoren und 22 Haupteffekten für die dreistufigen 
Faktoren, sowie der Modellvarianz. Insgesamt m ußten also 35 Parameter untersucht werden.
Als Versuchsplan wurde deshalb eine orthogonale Anordnung O A  (36; 211 x 3 12; 2) gewählt. Dieser Versuchsplan 
schreibt 36 Versuchsläufe vor und kann maximal 11 zwei- und 12 dreistufige Faktoren berücksichtigen. Er hat Strenge 2 
oder — was dasselbe ist — Auflösungsklasse 3. Dies bedeutet, daß die Haupteffekte vermengt sind mit Wechselwirkungen, 
falls letztere auftreten. Oder andersherum: nur wenn die Wechselwirkungen verschwinden, ist den Schätzungen der 
Haupteffekte zu trauen.
Immerhin ist bemerkenswert, daß die Gesamtzahl aller möglichen Kombinationen bei 11 zwei- und 11 dreistufigen 
Faktoren ungefähr 360 Millionen beträgt. N ur ein winziger Teil davon, nämlich 36 Kombinationen, werden in den 
Versuchsläufen realisiert. Daß diese 36 Kombinationen mit Bedacht geplant sein wollen, ist wohl offensichtlich.
Für jeden Versuchslauf wurden zehn Wiederholungen gemacht. Insgesamt standen also 360 Berstdruckmessungen 
zur Auswertung zur Verfügung. Es ergab sich, daß zehn Faktoren einen signifikanten Einfluß auf den durchschnittlichen 
Berstdruck haben, und drei Faktoren beeinflussen sowohl die Berstdruckvariabilität wie auch den Berstdruckdurchschnitt. 
Neun Faktoren waren weder für das eine noch für das andere von signifikantem Einfluß.
Hieraus ließ sich eine Empfehlung für die Einstellung der Produktionsfaktoren leicht ableiten. Die drei Kontroll- 
fak to ren  wurden so eingestellt, daß die Berstdruckvariabilität minimiert wurde. Die Stufen der zehn Signalfaktoren  wurden 
so festgelegt, daß der durchschnittliche Berstdruck möglichst groß wurde, und die übrigen neun Nebenfaktoren  wurden 
vernachlässigt. Aus dem M odellansatz wurde für die neue Faktorkom bination ein Berstdruck von ca. 22 at vorhergesagt.
Offiziell abgeschlossen wurde die Studie aber erst durch das Bestätigungsexperiment, in dem der empfohlenen 
Faktorkom bination bis au f geringfügige Ausnahmen gefolgt wurde. U nter den neuen Produktionsbedingungen wurden 
Ventile produziert mit einem durchschnittlichen Berstdruck von 22 at und einer Standardabweichung von 0.8 at.
Diese Verbesserung ist umso überraschender, wenn man sich noch einmal vor Augen führt, daß im statistischen 
Modell die Wechselwirkungen zwischen den 22 Faktoren nicht berücksichtigt wurden. Der sensationelle Erfolg liegt darin 
begründet, daß auch das einfachste Modell eine viel stärkere Einsicht in die Abhängigkeit von 22 Faktoren bringt, als 
uns dies ohne Modell je  vergönnt wäre.
5. Versuchspläne
Im vorstehenden Beispiel wurde ein Versuchsplan mit 36 Versuchsläufen für die verschiedenen Kombinationen der
Produktionsfaktoren erwähnt. Die Frage ist, wie man zusätzliche Rauschfaktoren aufnimmt, die die Störeinflüsse im
Umfeld des Kunden simulieren. Eine plausible und leicht zu vermittelnde Möglichkeit ist die, an jede K om bination der 
Produktionsfaktoren einen kleinen Versuchsplan für die Rauschfaktoren anzuhängen.
Zum Beispiel gibt es bei 2 zweistufigen Rauschfaktoren insgesamt vier Kombinationsmöglichkeiten. Ein Versuchs­
plan, so wie er von T a g u c h i  favorisiert wird, sähe dann im obigen Beispiel so aus, jeden der 36 Versuchsläufe im inneren 
Plan viermal und mit wechselnden Kombinationen der Rauschfaktoren (äußerer Plan) durchzuführen. Die Gesamtzahl 
der Versuchsläufe steigt dadurch auf 36 • 4 =  144. Hier erkennt man deutlich den Nachteil dieses Verfahrens: Die Anzahl 
der Versuchsläufe wird zu groß.
Effizienter und in einer ganzen Reihe von Arbeiten untersucht sind gemeinsame Versuchspläne für Produktions- und 
Rauschfaktoren. Die Auswahl solcher Gesamtpläne orientiert sich daran, wie die Vermengungsstruktur für die Effekte 
der Rauschfaktoren bzw. der Produktionsfaktoren aussehen soll.
Die in der Literatur vertäfelten Versuchspläne beziehen sich fast alle au f Faktoren mit wenigen Stufen. Sie können 
als orthogonale Anordnungen beschrieben werden oder — äquivalent — als Teilfaktorpläne. Gemeinsam ist ihnen, daß 
mit wenigen Versuchsläufen viele Faktoren untersucht werden sollen. Dies kostet natürlich seinen Preis: Wechselwirkungen 
sind im allgemeinen nicht identifizierbar. Eine Kennzahl, die einen Hinweis au f die vorliegende Vermengungsstruktur 
gibt, ist die Strenge der orthogonalen Anordnung oder — äquivalent — die Auflösungsklasse des Teilfaktorplanes. Der 
Experimentator muß deshalb vor Beginn des Versuchs überlegen, welche Wechselwirkungen von Interesse und welche 
Wechselwirkungen vernachlässigbar sind.
In jedem Fall sollte die Versuchsserie mit einem Bestätigungsexperiment abschließen, das aus einem kleinen Versuch 
besteht, der um die neue, empfohlene Faktorkom bination herum angelegt ist. Dies empfiehlt sich nicht nur, um sich zu 
überzeugen, daß das statistische Modell die Praxis treffend beschrieben und vorhergesagt hat. Genauso wichtig ist es, daß 
alle Beteiligten einen klaren Schlußpunkt unter die Versuchsserie setzen und am Erfolg teilhaben.
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6. Datentransformationen
Die aus den geplanten Experimenten gewonnenen Beobachtungen werden mit den Methoden der Regressions- und 
Varianzanalyse ausgewertet. Man muß sich immer vor Augen halten, daß für diese Methoden drei V ora us se tz ungen  
wesentlich sind.
1. Die Beobachtungen müssen normalverteilt sein.
2. Die Varianz muß konstant bleiben.
3. Die Beobachtungen müssen unkorreliert sein.
Bekanntlich ist eine nichtlineare Transformation f{y) einer normalverteilten Zufallsgröße y  nicht mehr normalver- 
teilt. Umgekehrt: Warum soll eine Beobachtung y  normalverteilt sein, wo doch in der Praxis die Skala von technischen 
Gegebenheiten bestimmt wird und nicht von Überlegungen zur statistischen Verteilungstheorie? Allein von daher ist es 
sinnvoll zu versuchen, die Beobachtungen durch geeignete Transformationen näher an eine Normalverteilungsannahme 
heranzuführen. Bewährt haben sich dabei die Potenztransformationen, wie sie im Lehrbuch Box und D r a p e r  [3] dargestellt 
werden. Für den Statistiker besteht hier die Aufgabe, den Potenzparameter X der Transformation aus den Daten zu 
schätzen. Dafür stehen Maximum-Likelihood-Methoden oder auch Kleinste-Quadrate-Schätzer zur Verfügung.
Mindestens ebenso wichtig ist der zweite Gesichtspunkt, daß transformierte Beobachtungen gegebenenfalls es besser 
erlauben, die Zielwertanalyse und die Variabilitätsanalyse voneinander abzusetzen. Auch für diese Trennung der 
Lokationsanalyse von der Dispersionsanalyse werden Potenztransformationen empfohlen. Andere Möglichkeiten wären 
nichtparametrische Kurvenschätzungen oder auch Hilfsmittel der grafischen Datenanalyse.
7. Mehrzielanalyse
In jedem Fall bleibt als eine der wichtigsten Aufgaben und als einer der neuen Beiträge von T a g u c h i’s Qualitätsphilosophie, 
daß bewußt unterschieden werden muß zwischen der Lokationsanalyse, die auf den Prozeßdurchschnitt gerichtet ist, und 
der Dispersionsanalyse, die auf die Prozeßvariabilität abzielt. Für beides werden die Methoden der Regressions- und 
Varianzanalyse eingesetzt, theoretisch kaum zu rechtfertigen, praktisch aber sehr erfolgreich. Daß für die Lokationsanalyse 
zu diesem Zweck die Beobachtungen selbst oder die mit einer Potenz transformierten Beobachtungen hergenommen 
werden, erscheint kaum umstritten.
Dagegen gehen die Meinungen sehr auseinander, welche Kenngrößen der Dispersionsanalyse zugrundegelegt werden 
sollen. Die Idee ist, jeden Versuchslauf gemäß einer Statistik auszuwerten, die die beobachtete Variabilität treffend 
widergibt. Eine solche noise performance Statistik ist klassischerweise die logarithmierte Stichprobenvarianz des Men 
Versuchslaufs, log sf. Der Logarithmus erklärt sich hier als varianzstabilisierende Transformation. T a g u c h i  favorisiert 
in vielen seiner Arbeiten das Signal-Rausch-Verhältnis
=  - l O l o g ^ .
N J i s f
Andererseits wird berichtet, daß T a g u c h i bis zu 60 Statistiken für diesen Zweck benutzt habe. Da diese nur anhand von 
Beispielen aufgeführt werden, fehlen allgemeine Richtlinien. Von daher entbehrt der in der Literatur heftig geführte Streit 
um die Verbindlichkeit von T a g u c h i 's Signal-Rausch-Verhältnis meiner Ansicht nach einer rationalen Grundlage.
8. Grenzfälle
Zum Abschluß seien zwei Punkte erwähnt, in denen die vorstehenden Methoden versagen. Der erste bezieht sich auf die 
Varianzanalysentabelle, in der manche Autoren nichtsignifikante Faktoren dem Fehler zuschlagen. Dieses sogenannte 
Poolen gehört verboten! Es führt zu willkürlichen Ergebnissen. Man kann ohne Schwierigkeiten die Simulationen von 
Box (20] wiederholen, die deutlich machen, daß selbst unter der Hypothese standardnormalverteilter Beobachtungen durch 
Poolen beliebige Signifikanzen erzeugt werden können.
Der zweite Fall, den die vorstehenden Methoden nicht erfassen, betrifft qualitative Merkmale. Diese treten natürlich 
auch bei technischen Versuchen häufig auf. Der von T a g u c h i  favorisierten Akkumulationsanalyse sind aber die 
klassischen Verfahren vorzuziehen, z. B. kumulierte / 2-Statistiken oder der nichtparametrische Kruskal-Wallis-Test.
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