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Abstract
For an arbitrary perfect binary (n; 3)-code, the notion of the local spectrum, a local analog
of weight spectrum, is introduced. The connection between local spectra of a code on a pair of
orthogonal faces of dimension k and (n− k) is investigated, and some properties of the spectra
considered are detected. ? 2002 Elsevier B.V. All rights reserved.
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In this paper, we study quantitative characteristics of a perfect binary (n; 3)-code
related to the distribution of code vertices in a face of the n-cube and called, as a whole
thing, the local spectrum of this code. Such characteristics attract our attention because
they help to understand the variety of geometrical structure of codes. In turn, this
understanding may possibly help to solve the problem of describing all perfect codes.
To prove the non-equivalence of two error-correcting codes, the disparity between their
weight spectra is often used. But the local spectrum inside a face is analogos to the
weight spectrum, which does not depend on a perfect code containing the zero vertex
(see [5]). However, a large diversity is observed even in local spectra: if some faces
contain di:erent numbers of vertices of a perfect code, then the local spectra of these
faces will evidently be also di:erent. Combining results of [2,6], we can obtain rather
many values for the cardinality of the intersection of a perfect code and a face of a
given dimension not exceeding (n− 1)=2.
In Section 1, we prove an auxiliary Lemma 1. In Section 2, this lemma is used
to prove the main Theorem 1 stating that the local spectrum in the face orthogonal
to a given one is uniquely determined by the local spectrum in the former face. The
connection between them is described.
In Section 3, several substantial corollaries of the main theorem are proved. For
example, we show that local spectra can be applied for =nding out if a code is sys-
tematic; more exactly, the systematic perfect codes can be characterized in terms of
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their local spectra (Corollary 4). We also show that the set of code vertices in a given
face of the cube determines the local spectra (and consequently, the number of code
vertices) in all faces orthogonal to it. In Corollary 6, we establish that in contrast to
the case of faces of small dimension, the local spectra of faces of dimension at least
(n+1)=2 (the number of code vertices in such faces depends only on their dimension
[1,4]) are uniquely de=ned by only a part of their components.
1. Preliminaries
Let us introduce the following notation and de=nitions:
En={x=(x1; x2; : : : ; xn) | xi ∈{0; 1}; 06 i6 n} denotes the n-dimensional unit cube,
or the n-cube;
	(x; y) =
∑n
i=1 |xi − yi| is the Hamming distance between the vertices x and y of
En;
C is a perfect binary (n; 3)-code, i.e., a subset of vertices of En such that the balls
of radius 1 whose centers are all vertices of C do not intersect and cover the n-cube.
Sometimes we shall call C just a code since other codes will not be mentioned;
an m-dimensional face of the n-cube is the set of all vertices of En such that certain
n− m bits xi in them are =xed;
two m-dimensional faces  and ′ will be called parallel if
= {x = (x1; x2; : : : ; xn)∈En | xi = ai; i ∈ {i1; : : : ; im}};
′ = {x = (x1; x2; : : : ; xn)∈En | xi = bi; i ∈ {i1; : : : ; im}}
an m-dimensional face  and an (n − m)-dimensional face ⊥ will be called ortho-
gonal if
= {x = (x1; x2; : : : ; xn)∈En | xi = ai; i ∈ {i1; : : : ; im}};
⊥ = {x = (x1; x2; : : : ; xn)∈En | xi = ai; i∈{i1; : : : ; im}};
where a = (a1; a2; : : : ; an) is a unique common vertex of  and ⊥; and
pi(x;N )=
∑i
j=0 (−1)j( xj )(N−xi−j ) is the Krawtchouk polynomial, where N is a positive
integer and 06 i6N (see, e.g., [3]).
For a face  and a vertex a from , we denote by Aai () the set of all vertices of 
situated at the distance i from a and by vai () the number of code vertices in the face
 situated at the distance i from a. The vector
va() = (va0(); v
a
1(); : : : ; v
a
dim ())
will be referred to as the local spectrum of C in the face  with respect to a, or simply
as the (; a)-local spectrum of C.
By ei denote the vertex (0; : : : ; 0; 1; 0; : : : ; 0); where the 1 stands at the ith place;
for every set M from the n-cube denote by M ⊕ x the set {y ⊕ x | y∈M}, where
y ⊕ x = (y1 ⊕ x1; y2 ⊕ x2; : : : ; yn ⊕ xn) is addition modulo 2.
Put
= {x = (0; : : : ; 0; xn−m+1; : : : ; xn)∈En};
i =  ∪ (⊕ ei); 16 i6 n− m:
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We also introduce va−1() and v
a
m+1(), putting them equal to zero.
Lemma 1. For each j; 06 j6m; the following is true:
(2m− n− j + 1)v0j−1() + v0j () + (j + 1)v0j+1() +
n−m∑
i=1
veij (i) =
(
m
j
)
: (1)
Proof. Let j be a number such that 06 j6m. Since the code C is perfect; each
vertex of the n-cube which does not belong to C is situated at the distance 1 from
some code vertex. Thus; A0j () is divided to the four subsets as follows:
(1) x∈C;
(2) the vertex of C nearest to x belongs to A0j−1();
(3) the vertex of C nearest to x belongs to A0j+1();
(4) the vertex of C nearest to x belongs to Aeij () for some i; 16 i6 n− m.
It is not diIcult to check that the cardinalities of such subsets are equal to v0j ();
(m− j+1)v0j−1(); (j+1)v0j+1(); and
∑n−m
i=1 v
ei
j (⊕ei); respectively. It remains to note
that for each i; 16 i6 n− m;
v0j−1() + v
ei
j (⊕ ei) = veij (i):
Since our subsets form a partition of A0j (); the last equality yields (1). Lemma 1 is
proved.
2. Connection between local spectra of perfect code in orthogonal faces of the n-cube
Let  be a k-dimensional face of the n-cube. By ⊥ denote the face of dimension
n−k that is orthogonal to . Let  and ⊥ intersect by the vertex a. The next theorem
relates the local spectra of a perfect code in  and ⊥ with respect to a, giving the
main result of this section.
Theorem 1. The (⊥; a)-local spectrum of a perfect code is uniquely determined by
its (; a)-local spectrum and is given by the coe9cients of the power series in x of
the function
f(x) =
1
n+ 1
(1 + x)n−k + (1− x)(n+1)=2−k
(1 + x)(n−1)=2−k
k∑
q=0
(−1)q
(
vaq()−
1
n+ 1
(
k
q
))
xq: (2)
Proof. Let h =
∑n−k
j=0 v
a
j (
⊥)xj. Let us show by induction on the dimension k of
 that h = f. Each time we shall make up a di:erential equation with an initial
condition for h.
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Base of induction: Let k=0, i.e., ={a}. In this case, ⊥=En, and the (⊥; a)-local
spectrum of the code is its weight spectrum with respect to a. Hence (see [5,7])
h{a}(x) =
1
n+ 1
(1 + x)n +
(
va0({a})−
1
n+ 1
)
(1− x)(n+1)=2(1 + x)(n−1)=2:
Clearly, this formula coincides with (2) for k = 0.
Inductive step: Suppose that the statement of the theorem holds for dim = k − 1.
Let us show that it is true for dim = k.
Without loss of generality we may assume that
 = {x = (x1; : : : ; xk ; 0; : : : ; 0)∈En};
⊥ = {x = (0; : : : ; 0; xk+1; : : : ; xn)∈En}
and the point of their intersection is a = 0 = (0; : : : ; 0)∈En.
Due to Lemma 1, for each j; 06 j6 n− k; we have
(n− 2k − j + 1)v0j−1(⊥)
+ v0j (
⊥) + (j + 1)v0j+1(
⊥) +
k∑
i=1
veij (
⊥
i ) =
(
n− k
j
)
; (3)
where ⊥i = 
⊥ ∪ (⊥ ⊕ ei); 16 i6 k, and v0−1(⊥) = v0n−k+1(⊥) = 0.
This system of n− k + 1 linear equations on v0(⊥) for each v00(⊥) has a unique
solution, which can be found by consecutively computing components of the spectrum
from the equations of system.
Let us multiply the jth equation of system (3) by xj and take the sum on j. After
transformations, we obtain
h′(x) =
(n− 2k)x + 1
x2 − 1 h(x) +
1
x2 − 1
(
k∑
i=1
hi(x)− (1 + x)n−k
)
; (4)
where i={x=(x1; : : : ; xi−1; 1; xi+1; : : : ; xk ; 0; : : : ; 0)∈En} is a (k−1)-dimensional face.
So, by the induction hypothesis, hi = fi .
Since v00(
⊥) = v00(), the initial condition
h(0) = v00() (5)
must be ful=lled, providing that the Cauchy problem (4), (5) has a unique solution.
It remains to prove that function (2) is a solution of this problem. Clearly, the initial
condition (5) holds for f. To check that so does (4), note that each vertex of A0r+1()
is situated at the distance r from exactly r+1 vertices belonging to A01()={e1; : : : ; ek}
and thus is covered by exactly r + 1 sets from {Aeir (i); 16 i6 k}. So,
(r + 1)v0r+1() =
k∑
i=1
veir (i)
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and
∑k
i=1 fi(x) can be expressed in terms of the (; 0)-local spectrum
k∑
i=1
fi(x) =
k
n+ 1
(1 + x)n−k−1 + (1− x)(n−1)=2−k
(1 + x)(n−3)=2−k
k−1∑
r=0
(−1)r
(
(r + 1)v0r+1()−
k
n+ 1
(
k − 1
r
))
xr:
Then we compute f′(x), substitute f(x), f
′
(x) and
∑k
i=1 fi(x) into (4), and after
some transformations get an identity. So, f(x) is a solution of (4), (5). Theorem 1
is proved.
Let us rewrite (2) from Theorem 1 in a more descriptive and symmetric form. To
do so, we introduce the value V (M) for each subset M of the n-cube as follows:
V (M)
|M | =
|C|
|En| ;
i.e.,
V (M) =
|M |
n+ 1
:
For a face  and a vertex a from it, we put
ai () = v
a
i ()− V (Aai ()); 06 i6 dim :
Since V (Aai ()) = (
dim 
i )=(n+ 1), we have two direct consequences of (2):
Corollary 1.
n−k∑
j=0
aj (
⊥)xj = (1− x)(n+1)=2−k(1 + x)(n−1)=2−k
k∑
q=0
(−1)qaq()xq: (6)
Corollary 2. If dim = k6 (n− 1)=2; then
aj (
⊥) =
∑
q+r=j
(−1)qaq()pr
(
n+ 1
2
− k; n− 2k
)
:
Note that the values of Krawtchouk polynomials occurring in the formula can be com-
puted quite easily if we consider their equivalent form.
Since
∑N
i=0 pi(x;N )z
i = (1− z)x(1 + z)N−x; for each t; 06 t6 (n− 1)=2, we have
p2t
(
n+ 1
2
; n
)
=−p2t+1
(
n+ 1
2
; n
)
= (−1)t
(
(n− 1)=2
t
)
:
3. Properties of local spectra
For an arbitrary vertex a∈En, we denote by ⊥(a) the face orthogonal to  and
containing a.
306 A.Yu. Vasil’eva /Discrete Applied Mathematics 135 (2004) 301–307
First, let us consider two special cases of Theorem 1. The =rst concerns the faces
not containing code vertices.
Corollary 3. A face  does not contain vertices of a perfect code C if and only if
the (⊥(a); a)-local spectrum of C does not depend on the choice of a vertex a of
.
Indeed, in this case, the (; a)-local spectrum does not depend on the choice of
a∈, and thus due to Theorem 1 neither does the (⊥(a); a)-local spectrum.
The second case concerns systematic perfect codes, i.e., perfect codes containing a
log(n+ 1)-dimensional face such that all faces parallel to it contain exactly one code
vertex each. Corollary 4 follows from Theorem 1 if  is such a face.
Corollary 4. A perfect code C is systematic if and only if there exists a
log(n + 1)-dimensional face  such that the (⊥(a); a)-local spectrum of C does
not depend on the vertex a of C.
Note that using (2), we can easily write down explicit expressions for the local
spectra mentioned in Corollaries 3 and 4.
If we know which vertices of  belong to the code C, then for each vertex a∈
we can compute the (; a)-local spectrum of this code, and it follows from Theorem
1 that in this case we can also compute the (⊥(a); a)-local spectrum. So, we have
the following:
Corollary 5. For each vertex a∈; the (⊥(a); a)-local spectrum of a perfect code
C is uniquely determined by the set of code vertices in the face ; i.e.; by the set
C ∩ .
Let us continue the analysis of (2). If the dimension of the initial face is
k6 (n − 1)=2, then Corollary 2 gives an explicit expression for the local spectrum
in the orthogonal face. We cannot =nd a similar formula when k¿ (n + 1)=2, but it
is precisely this fact that gives an opportunity to discover some interior connections in
the local spectrum of a high-dimensional face.
Corollary 6. Let dim=k¿ (n+1)=2; and let a be a vertex of the face . Then the
(; a)-local spectrum of a perfect code is uniquely determined by its <rst n − k + 1
components va0(); : : : ; v
a
n−k().
Proof. The dependence of the spectrum va(⊥) on va() is described by Theorem 1.
Since the coeIcients of the power series in x of f(x) constitute the (⊥; a)-local
spectrum; it follows that this function is a polynomial of degree at most n − k. If
k¿ (n + 1)=2 then (2) imply that f(x) is a polynomial only if the polynomial
G(x) = (1− x)k−(n+1)=2(1 + x)k−(n−1)=2 divides the polynomial
S(x) =
k∑
q=0
(−1)qaq()xq;
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i.e.; due to Corollary 1
S(x) = G(x)
n−k∑
j=0
aj (
⊥)xq: (7)
Consider the k × (n− k) matrix P = (Pqj) whose entry Pqj is equal to the coeIcient
of xq−j in the polynomial G(x); i.e.;
Pqj =
{
pq−j(k − (n+ 1)=2; 2k − n) for q¿ j;
0 for q¡ j:
Then it follows from (7) that
Ph= s; (8)
where the vectors h= (h0; h1; : : : ; hn−k)T and s= (s0; s1; : : : ; sk)T satisfy
hj = aj (
⊥); 06 j6 n− k and sq = (−1)qaq(); 06 q6 k:
Note that the lower triangular (n− k)× (n− k) matrix P˜=(Pqj); where 06 q6 n− k
and 06 j6 n−k; is non-singular since all its diagonal entries are equal to 1. Hence; if
we know va0(); : : : ; v
a
n−k() and consequently s˜= (s0; : : : ; sn−k); then we can uniquely
compute h from the system
P˜h= s˜
indeed; h= P˜
−1
s˜.
This and system (8) imply s= PP˜
−1
s˜.
So, the components van−k+1(); : : : ; v
a
k() of the (; a)-local spectrum can be uniquely
computed from its components va0(); : : : ; v
a
n−k(). Corollary 6 is proved.
The author expresses her gratitude to S.V. Avgustinovich and F.I. Solov’eva for
posing the problem and valuable comments.
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