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Face recognition has been receiving consistent attention in computer vision
community for over three decades. Although recent advances in deep convolutional
neural networks (DCNNs) have pushed face recognition algorithms to surpass hu-
man performance in most controlled situations, the unconstrained face recognition
performance is still far from satisfactory. This is mainly because the domain shift
between training and test data is substantial when faces are captured under extreme
pose, blur or other covariates variations. In this dissertation, we study the effects of
covariates and present approaches of mitigating the domain mismatch to improve
the performance of unconstrained face verification and identification.
To study how covariates affect the performance of deep neural networks on the
large-scale unconstrained face verification problem, we implement five state-of-the-
art deep convolutional networks (DCNNs) and evaluate them on three challenging
covariates datasets. In total, seven covariates are considered: pose (yaw and roll),
age, facial hair, gender, indoor/outdoor, occlusion (nose and mouth visibility, and
forehead visibility), and skin tone. Some of the results confirm and extend the
findings of previous studies, while others are new findings that were rarely mentioned
before or did not show consistent trends. In addition, we demonstrate that with the
assistance of gender information, the quality of a pre-curated noisy large-scale face
dataset can be further improved.
Based on the results of this study, we propose four domain adaptation methods
to alleviate the effects of covariates. First, since we find that pose is a key factor
for performance degradation, we propose a metric learning method to alleviate the
effects of pose on face verification performance. We learn a joint model for face
and pose verification tasks and explicitly discourage information sharing between
the identity and pose metrics. Specifically, we enforce an orthogonal regularization
constraint on the learned projection matrices for the two tasks leading to making
the identity metrics for face verification more pose-robust. Extensive experiments
are conducted on three challenging unconstrained face datasets that show promising
results compared to state-of-the-art methods.
Second, to tackle the negative effects brought by image blur, we propose two
approaches. The first approach is an incremental dictionary learning method to
mitigate the distribution difference between sharp training data and blurred test
data. Some blurred faces called supportive samples are selected, which are used for
building more discriminative classification models and act as a bridge to connect
the two domains. Second, we propose an unsupervised face deblurring approach
based on disentangled representations. The disentanglement is achieved by splitting
the content and blur features in a blurred image using content encoders and blur
encoders. An adversarial loss is added on deblurred results to generate visually
realistic faces. We conduct extensive experiments on two challenging face datasets
that show promising results.
Finally, apart from the effects of pose and blur, face verification performance
also suffers from the generic domain mismatch between source and target faces.
To tackle this problem, we propose a template adaptation method for template-
based face verification. A template-specific metric is trained to adaptively learn the
discriminative information between test templates and the negative training set,
which contains subjects that are mutually exclusive to subjects in test templates.
Extensive experiments on two challenging face verification datasets yield promising
results compared to other competitive methods.




Dissertation submitted to the Faculty of the Graduate School of the
University of Maryland, College Park in partial fulfillment




Professor Rama Chellappa, Chair/Advisor
Professor Joseph F. JaJa
Professor Behtash Babadi
Dr. Carlos Castillo






To my father, for supporting and pushing me all the way to become a Ph.D.
ii
Acknowledgments
Seven years ago, when I started this journey to pursue the Ph.D. degree, I
never thought I would experience so much, up and downs, joys and disappointments,
uncertainties and doubts. As I finally reach this stage, I owe my gratitude to all
the people who supported and helped me and without whom this dissertation would
not be possible.
First and foremost, I would like to thank my advisor, Professor Rama Chel-
lappa, for his constant support, encouragement and inspiration. I was given the
maximum possible freedom to explore the research topics I was interested in. When-
ever I felt frustrated, his unique sense of humor always kept me up; whenever I made
some research progress, his simple but powerful encouragement motivated me to do
better. He sets a perfect model for being a successful and admired professor: works
extremely hard, always humble and patient, helps others without any reservation. I
am so lucky to be advised by him and I will never forget his words:”being a Ph.D.
student is privilege and you should value this opportunity.”
I would also like to thank Professor JaJa, Professor Babadi, Professor Du-
raiswami and Dr. Castillo for kindly agreeing to serve on my advisory committee
and providing valuable feedbacks and suggestions to make this dissertation better.
I am thankful to all my co-authors and collaborators Dr. Nasser Nasrabadi,
Dr. Jun-Cheng Chen, and Jingxiao Zheng, with a special mention to Dr. Jun-Cheng
Chen. Dr. Chen and I worked together in almost every paper in this dissertation
and I benefited so much from his creative ideas and seriousness.
iii
In addition, my graduate life has been greatly enriched by my fellow colleagues
in Rama’s group, especially Dr. Maya Kabkab, Dr. Ashish Srivastava, Dr. Jie Ni,
Dr. Jingjing Zheng, Dr. Ching-Hui Chen, Dr. Emily Hand, Dr. Rajeev Ranjan,
Dr. Swami Sankaranarayanan, Hui Ding, Hongyu Xu, and Pengcheng Xu.
I am grateful for the administrative help I have received from Ms. Melanie
Prange, Ms. Vivian Lu, Mr. Bill Churma, Ms. Arlene Schenk, and Ms. Janice
Perone. They are always pateient and willing to help me go through many annoying
administrative procedures.
I would also like to express my deepest gratitude to my parents, my grandma,
and my aunt, who stand by me and give me inexhaustible love. In particular, I want
to thank my wife, Liuwei Zhao. Her encouragement and companionship helped me
go through many difficult moments. Without her, I will not be who I am.
Finally, my research is based upon work supported by the Office of the Director
of National Intelligence (ODNI), Intelligence Advanced Research Projects Activity
(IARPA), via IARPA R&D Contract No. 2014-14071600012. The views and con-
clusions contained herein are those of the authors and should not be interpreted
as necessarily representing the official policies or endorsements, either expressed or
implied, of the ODNI, IARPA, or the U.S. Government. The U.S. Government is
authorized to reproduce and distribute reprints for Governmental purposes notwith-





List of Tables viii
List of Figures x
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Covariates Effects on Unconstrained Face Verification . . . . . . . . . 3
1.4 Pose-Robust Face Verification by Exploiting Competing Tasks . . . . 5
1.5 Blurred Face Recognition by Incremental Dictionary Learning-based
Domain Adaptation and Unsupervised Face Deblurring . . . . . . . . 6
1.6 Regularized Metric Adaptation for Unconstrained Face Verification . 9
1.7 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 An Experimental Evaluation of Covariates Effects on Unconstrained Face
Verification 13
2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Evaluation Pipeline Overview . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Deep Representations for Faces . . . . . . . . . . . . . . . . . 15
2.2.1.1 Training set preparation . . . . . . . . . . . . . . . . 15
2.2.1.2 CNN-1 . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1.3 CNN-2 . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1.4 CNN-3 . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1.5 CNN-4 . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Face Matching and Score Level Fusion . . . . . . . . . . . . . 18
2.3 Performance Improvement by Exploiting Gender Information . . . . . 19
2.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.1 IJB-B and IJB-C 1:1 covariate protocol . . . . . . . . . . . . . 23
2.4.2 Evaluation on the overall protocol . . . . . . . . . . . . . . . . 24
v
2.4.2.1 Results for five deep networks and score-level fusion . 24
2.4.2.2 Performance improvement by gender based training
set curation . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.2.3 Comparisons with other competitive methods . . . . 29
2.4.3 Evaluation on pose . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4.4 Evaluation on gender . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.5 Evaluation on age . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.6 Evaluation on skin tone . . . . . . . . . . . . . . . . . . . . . 36
2.4.7 Evaluation on mouth and nose, and forehead visibility . . . . 37
2.4.8 Evaluation on facial hair . . . . . . . . . . . . . . . . . . . . . 38
2.4.9 Evaluation on indoor/outdoor . . . . . . . . . . . . . . . . . . 39
2.4.10 Evaluation on the effects of multiple covariates . . . . . . . . . 39
2.4.10.1 Evaluation on gender and age . . . . . . . . . . . . . 42
2.4.10.2 Evaluation on gender and skin tone . . . . . . . . . . 42
2.4.10.3 Evaluation on indoor (outdoor) and nose-mouth vis-
ibility . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4.10.4 Evaluation on indoor (outdoor) and yaw angle dif-
ference . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.11 Evaluation on the CFP dataset . . . . . . . . . . . . . . . . . 44
2.4.11.1 Performance evaluation metrics . . . . . . . . . . . . 45
2.4.11.2 Results for frontal-to-frontal and frontal-to-profile
protocols . . . . . . . . . . . . . . . . . . . . . . . . 45
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3 Pose-Robust Face Verification by Exploiting Competing Tasks 49
3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 Proposed Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.1 Joint Bayesian Metric Learning . . . . . . . . . . . . . . . . . 52
3.2.2 Learning by Exploiting Competing Tasks . . . . . . . . . . . . 53
3.2.3 Pose-Robust Face Verification . . . . . . . . . . . . . . . . . . 57
3.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.2 Evaluation Results for the IJB-A dataset . . . . . . . . . . . . 63
3.3.3 Evaluation Results on CS3 Covariates . . . . . . . . . . . . . . 63
3.3.4 Evaluation Results on CFP dataset . . . . . . . . . . . . . . . 68
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4 Incremental Dictionary Learning for Unsupervised Domain Adaptation 70
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2 Proposed Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.1 Incremental Dictionary Learning for DA . . . . . . . . . . . . 73
4.2.2 Theoretical Analysis . . . . . . . . . . . . . . . . . . . . . . . 76
4.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.1 Object Recognition . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3.1.1 Results on recognition rate: . . . . . . . . . . . . . . 80
vi
4.3.1.2 Domain Similarity Evaluation: . . . . . . . . . . . . 81
4.3.1.3 Parameter Sensitivity: . . . . . . . . . . . . . . . . . 84
4.3.2 Face Recognition . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3.2.1 Across blur and illumination variance: . . . . . . . . 84
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5 Unsupervised Domain-Specific Deblurring via Disentangled Representations 87
5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2.1 Disentanglement of Content and Blur . . . . . . . . . . . . . . 91
5.2.2 Adversarial Loss . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2.3 Cycle-Consistency Loss . . . . . . . . . . . . . . . . . . . . . . 93
5.2.4 Perceptual Loss . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2.5 Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2.6 Implementation Details . . . . . . . . . . . . . . . . . . . . . . 96
5.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.3.1 Datasets and Metrics . . . . . . . . . . . . . . . . . . . . . . . 97
5.3.2 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3.3 Paramter selection for λp . . . . . . . . . . . . . . . . . . . . . 100
5.3.4 Face Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3.5 Text results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6 Regularized Metric Adaptation for Unconstrained Face Verification 113
6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.2 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.2.1 Regularized Joint Bayesian Metric Learning . . . . . . . . . . 115
6.2.2 Metric Adaptation with Negative Set . . . . . . . . . . . . . . 117
6.2.3 Negative Set Selection . . . . . . . . . . . . . . . . . . . . . . 117
6.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.3.1 Experiment Setup . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.3.2 Evaluation on IJB-A and CS2 Datasets . . . . . . . . . . . . . 122
6.3.3 Model Size Reduction . . . . . . . . . . . . . . . . . . . . . . 125
6.3.4 Negative Set Selection Analysis . . . . . . . . . . . . . . . . . 126
6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7 Conclusions and Directions for Future Research 128
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128




2.1 Performance comparison between before and after gender-based train-
ing set curation on IJB-B and IJB-C 1:1 covariate protocol. All the
results are generated using the CNN-1 architecture. . . . . . . . . . . 21
2.2 Performance comparison for different methods on the IJB-B 1:1 co-
variate overall protocols. Our fusion results are generated by de-
tection score-based fusion of the five deep models. VGG-Face and
Center-Face results are derived by applying their pretrained models
to extract features and following the IJB-B 1:1 covariate overall proto-
col. Center-Face(retrain) is retrained using the curated MS-Celeb-1M
dataset and the Center-Face model. . . . . . . . . . . . . . . . . . . . 21
2.3 Performance comparison for different methods on the IJB-C 1:1 co-
variate overall protocol. Our fusion results are generated by detection
score-based fusion of the five deep models. VGG-Face and Center-
Face results are derived by applying their pretrained model to ex-
tract features and following the IJB-C 1:1 covariate overall proto-
col. Center-Face(retrain) is retrained using the curated MS-Celeb-1M
dataset and the Center-Face model. . . . . . . . . . . . . . . . . . . . 23
2.4 Performance comparison for different methods on CFP dataset. Our
fusion results are generated by averaging the four deep models. . . . 43
3.1 Verification results for the IJB-A dataset. Results are averaged over
ten splits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2 Verification results for the CS3 covariates protocol. . . . . . . . . . . 62
3.3 Covariates analysis on eye visibility. Same represents that the two
face images in a pair are both eye visible or non-visible, and Different
means that one of the faces is eye visible while the other is non-visible. 64
3.4 Covariates analysis on forehead visibility. Same represents that the
two face images in a pair are both forehead visible or non-visible, and
Different means that one of the faces is forehead visible while the
other is non-visible. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.5 Verification results for the frontal-to-profile protocol for the CFP
dataset. Results are averaged over ten splits. . . . . . . . . . . . . . . 65
viii
4.1 Recognition accuracies on 12 pairs of cross-domain unsupervised ob-
ject recognition. A: Amazon, C: Caltech, W: Webcam, D: DSLR
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2 Recognition accuracies on face recognition under illumination and
blur mismatch. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1 Ablation study on the effectiveness of different components. dV GG
represents the distance of feature from VGG-Face, lower is better. . . 100
5.2 Quantitative results for different settings of λp. . . . . . . . . . . . . 101
5.3 Quantitative performance comparison with state-of-the-art methods
on CelebA dataset. dV GG represents the distance of feature from
VGG-Face, lower is better. . . . . . . . . . . . . . . . . . . . . . . . . 102
5.4 Face verification results on the CFP dataset. F2F, F2P represent
frontal-to-frontal and frontal-to-profile protocols. . . . . . . . . . . . 104
5.5 Quantitative performance comparison with state-of-the-art methods
on BMVC Text dataset. dV GG represents the distance of feature from
VGG-Face, lower is better. CER is the OCR character error rate,
lower is better. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.1 Verification results on the IJB-A dataset. The results are averaged
over 10 splits. The results of SVM-TA-v0 in the third row are di-
rectly cited from the original paper. The results of SVM-TA-v1 are
implemented by us. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.2 Verification results on CS2 dataset. The results are averaged over 10
splits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.3 The results for the model size reduction which are averaged over 10
splits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.4 Negative set selection. It shows the results of different strategies for
the split 1 of the IJB-A face verfication. . . . . . . . . . . . . . . . . 127
ix
List of Figures
2.1 System pipeline for unconstrained face verification. . . . . . . . . . . 14
2.2 Examples of hard negative pairs with low detection confidence but
high similarity scores. ds indicate the detection scores for the images
and S represents similarity score for each pair. . . . . . . . . . . . . . 17
2.3 Sample images for IJB-B (first row), IJB-C (second row) and CFP
(third row) datasets. . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 ROC curves for IJB-B and IJB-C 1:1 covariates overall protocols
without specifying separate covariate labels. The fusion results are
obtained by detection-score based fusion of the five CNN networks.
The figures are best viewed in color. . . . . . . . . . . . . . . . . . . . 22
2.5 ROC curves (a) when the yaw difference between two face images
changes and (b) when absolute yaw angle of faces changes. The range
is from 0◦ to 90◦ because we average the features for original face and
its mirrored image as the final face representation. The absolute
yaw angles are computed by averaging two faces. The dashed line
represents the results for the overall protocol. . . . . . . . . . . . . . 25
2.6 ROC curves when the roll angle difference between two face images
changes for IJB-B. The range is from 0◦ to 180◦. The dashed line
represents the results for the overall protocol. . . . . . . . . . . . . . 26
2.7 ROC curves for different genders and for the case of age variation.
The dashed line represents the results for the overall protocol. Ages
that are different for two images in a pair are labeled as -1. . . . . . . 28
2.8 t-SNE visualization of CNN 2L features from different genders for
IJB-B dataset. Blue dots indicate males and red dots represent females. 29
2.9 ROC curves with changes in skin tone. The dashed line represents
performance for the overall protocol while the solid lines are curves
for different skin tones. light pink, light yellow, medium pink/brown,
medium yellow/brown, medium-dark brown and dark brown are la-
beled as 1, 2, 3, 4, 5, 6 respectively. . . . . . . . . . . . . . . . . . . . 33
2.10 ROC curves corresponding to nose/mouth and forehead visibilities
for IJB-B dataset. label 0 represents non-visible and label 1 means
visible. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
x
2.11 ROC curves for varying facial hairs and for indoor/outdoor. For
indoor/outdoor, outdoor is labeled as 0 and indoor is 1. Label -1
means one image is taken indoor and the other outdoor. . . . . . . . 35
2.12 t-SNE visualization of CNN 2L features from different skin tones for
IJB-B dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.13 ROC curves corresponding to age and gender (left) changes, and skin
tone and gender (right) changes. Color lines represent different age
groups and skin tones where small numbers represent light skin tones.
Results for women are shown in dashed lines and solid lines represent
results for men. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.14 ROC curves corresponding to nose-mouth visibility and indoor/outdoor
(left), and yaw difference and indoor/outdoor. Outdoor is shown in
dashed lines and solid lines represent indoor. . . . . . . . . . . . . . . 41
3.1 Training a face recognition classifier by coordinating with pose infor-
mation. (a) a face classifier trained with only identity information.
The red boxed face is wrongly classified due to the bias in the training
data. (b) a pose classifier trained using pose labels, and the classifier
(solid line) is discriminative only with respect to poses. (c) using the
normal direction of the pose classifier (vertical dashed line) to regu-
larize the face classifier. The red boxed face is correctly classified by
the new classifier (solid line) after regularization. . . . . . . . . . . . 51
3.2 Sample images in IJB-A dataset. . . . . . . . . . . . . . . . . . . . . 58
3.3 Sample images in CS3 dataset. . . . . . . . . . . . . . . . . . . . . . . 60
3.4 Sample images in CFP dataset. . . . . . . . . . . . . . . . . . . . . . 60
3.5 ROC curves for the CS3 Covariates and the IJB-A dataset. The
results are averaged over 10 splits for the IJB-A dataset. . . . . . . . 61
3.6 The Frobenius norm of the regularization terms for W and V matrices
over iterations for CS3 dataset. . . . . . . . . . . . . . . . . . . . . . 66
3.7 The Frobenius norm of the regularization terms for W and V matrices
over iterations for CFP dataset. . . . . . . . . . . . . . . . . . . . . . 67
4.1 Scheme of the incremental dictionary learning for domain adapta-
tion. The original source data is colored in blue and the target data
is colored in red. Different shapes represent different classes. The
red samples with shadow indicate the previously selected supportive
samples that have been added to the source domain. The red sam-
ples with black border represent the supportive samples selected in
the current iteration. . . . . . . . . . . . . . . . . . . . . . . . . . . 72
xi
4.2 Domain similarity and parameter sensitivity. (a) and (b) show the
change in domain similarity when the supportive samples are added
to the source domain. Solid and dotted lines represent the iterations
in which the domain similarity increases and decreases respectively.
In our experiments, we only continue our adaptation as long as the
similarity value goes up, which is represented by the solid lines before
the slash symbols. (c) and (d) show the classification accuracy when
K or Q varies. A: Amazon, C: Caltech, W: Webcam, D: DSLR . . . . 82
5.1 Qualitative deblurred results of the proposed method compared with
other state-of-the-art unpaired deblurring methods on real-world blurred
face and text images. . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2 Overview of the deblurring framework.The data flow of the top blur-
ring branch (bottom deblurring branch) is represented by blue (or-
ange) arrows. EcB and E
c
S are content encoders for blurred and sharp
images respectively; Eb is blur encoder; GB and GS represent blurred
image and sharp image generators respectively. Two GAN losses are
added to distinguish bs from blur images, and to distinguish sb from
sharp images. The KL divergence loss is added to the output of Eb.
Cycle-consistency loss is added to s and ŝ, b and b̂. Perceptual loss is
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Face recognition has been an active research area in computer vision commu-
nity for decades. In general, face recognition can be divided into two sub-problems:
face verification and face identification. The task of face verification is to verify
whether a pair of face images/templates belong to the same subject. In contrast,
face identification aims to match a query face images/template to one of the enrolled
gallery subjects or to classify it as an unseen subject. Recently, due to the rapid
development of deep convolutional neural networks (DCNNs), face recognition per-
formance has improved significantly and state-of-the-art face recognition algorithms
have surpassed human performance [1–6].
Despite the promising performance of DCNNs, some recent works have ob-
served that unconstrained face recognition performance is still significantly affected
by many covariates [7–10]. Therefore, the problem of unconstrained face recogni-
tion under extreme pose, illumination, blur and other covariates variations remains
unsolved. The main challenges of unconstrained face recognition come from two
aspects. First, since face images of subjects are captured in a non-cooperative way,
the pose of the face and body may vary significantly. Second, images usually are
1
not taken by professional photographers and often suffer from blur, occlusion, and
low resolution. In this dissertation, we focus on designing more robust models to
tackle these challenges.
1.2 Overview
Although there have been many previous works that have studied the effects of
covariates on the face verification performance, most of them are outdated — most
studies were conducted before the emergence of deep networks and the evaluation
datasets were small and constrained. Therefore, in the first part of this dissertation,
we perform comprehensive experiments to investigate the effects of these covariates
on the performance of the state-of-the-art deep face models.
From the experimental results, we find that two factors significantly impair the
performance: pose and blur. To mitigate the negative effects brought by pose, in
Chapter 3, we propose a pose robust metric learning approach to explicitly suppress
the pose information contained in deep features. For blur effects, we present two
methods in Chapter 4 and 5 to tackle this problem in two different ways. The first
method is based on incremental dictionary learning. It reduces the domain distance
between sharp and blurred faces in feature space. In contrast, the second approach
directly restore the blurred faces, which reduce the domain mismatch in pixel space.
In addition, we also propose a generic method for template-based face verification
in Chapter 6.
In the following sections of this chapter, we introduce more details of our study
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on covariates and the proposed methods for reducing their effects.
1.3 Covariates Effects on Unconstrained Face Verification
Covariates are factors that usually have an undesirable influence on face ver-
ification performance (e.g., gender induces different human facial appearance char-
acteristics in nature.). Some covariates represent different aspects of faces such as
pose, expression and age, some covariates represent subject-specific intrinsic charac-
teristics like gender, race and skin tone, and other covariates reflect extrinsic factors
of images, such as illuminations, occlusion and resolution. Analyzing the effects of
these covariates can not only help understand fundamental challenges in face verifi-
cation, but also provide insights for improving existing face verification algorithms.
In Chapter 2, we investigate two important problems: a) how different co-
variates affect the performance of state-of-the-art DCNNs for unconstrained face
verification; b) how to utilize gender information to improve face verification perfor-
mance. For the first problem, we implement five state-of-the-art face DCNNs and
evaluate them on three challenging covariate protocols. By conducting extensive
experiments on these datasets, we observe many interesting behaviors for different
covariates. Some of our findings support conclusions drawn from previous studies.
For example, extreme yaw angles do substantially degrade the performance [11] and
outdoor images are harder to be recognized [12]. Meanwhile, we also find some
results which extend the findings of previous works due to the availability of larger
datasets. For example, most previous studies show that face recognition algorithms
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usually achieve better performance on older subjects than younger subjects [13,14].
But in their studies, most of the enrolled subjects are under 40 years old. However,
our experiments with significantly more subjects with a wider age range show that
the performance does not monotonically increase as age progresses. The perfor-
mance increases from age group [0, 19] to age group [35, 49] but begins to drop for
age group [50, 65] and 65+. The results demonstrate that neither too young nor too
old people are easy to recognize, but the recognition results for very young people
(i.e., [0, 19]) are the worst. Moreover, we are able to better evaluate some covariates
like gender where previous works reached contradictory conclusions [13]. Our exper-
iments show that in general, males are easier to match than females. However, when
we combine gender with other covariates (age, skin tone) to investigate their mixed
effects, we find that the face verification performance for females becomes better
than males’ for older age group and darker skin tones. Finally, some of our re-
sults are surprising yet rarely analyzed in previous papers. One example is that roll
variations greatly affect verification performance in unconstrained situation. Since
most previous studies may have used manually aligned faces, roll variation was not
a significant factor in their studies. However, in unconstrained environments, face
alignment becomes a key component and our finding shows that performance varia-
tions might result from the fact that face alignment algorithms fail to work perfectly
for faces in extreme roll angles.
For the second problem, we utilize gender information to curate a noisy large-
scale face dataset. Specifically, we find that the curated MS-Celeb1M [15, 16] still
contains many noisy labels where some subjects still contain images from differ-
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ent genders. Training using the noisy data may potentially hurt the discriminative
capability of deep models and degrade their performance, especially in low FAR re-
gions (10−5, 10−6, etc). Therefore, we leverage gender information to further curate
the training set and remove subjects mixed with images of both males and females.
After retraining the model using the curated data, the performance improves at low
FARs.
1.4 Pose-Robust Face Verification by Exploiting Competing Tasks
Among the face covariates, pose variation is one of the most difficult challenges
as it has great impact on face recognition performance even when the best DCNNs
algorithms are used. This has led to growing interest in pose-robust face recognition
in recent years [17]. Li et al. [18] designed a pose-invariant representation for faces
by extracting densely sampled local features and training a Gaussian mixture model
(GMM) on them. The GMM captures the spatial-appearance distribution of face
images by augmenting local features with their locations. Zhu et al. [19] proposed
a two-stage deep neural network to frontalize the off-frontal face images. The first
module was used for feature extraction while the second module reconstructed the
faces at a canonical view. Kan et al. [20] learned a discriminant common space
for faces from different poses by maximizing the between-class variations and min-
imizing the within-class variations. Ding et al. [21] generated a generic 3D model
and transformed the profile faces to synthesized partial frontal faces. Then patch-
based face representations were used for face matching. AbdAlmageed et al. [22]
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utilized generic 3D models to generate synthetic faces in different poses and used
pose-specific CNNs to extract features. The similarity between two face images was
computed as fusion of the pose-specific feature similarities.
Different from the works mentioned above, in Chapter 3, we tackle this prob-
lem by learning pose-robust metrics in which pose-sensitive information is explicitly
mitigated. To achieve this goal, we introduce an auxiliary task called pose verifi-
cation (i.e., checking whether the two faces are in the same pose.) and exploit the
competitive relationships between the auxiliary task (pose verification) and the main
task of face verification. More specifically, we propose a multi-task framework where
the face verification and pose verification models are learned simultaneously. Based
on the intuition that the metrics for the two tasks are competing with each other,
we jointly learn the projection matrices for the two tasks and add an orthogonal
regularization constraint. The learned metric for face verification is thus robust to
pose variations and overcomes the pose mismatch between training and test data to
some extent. Experimental results on three challenging face datasets demonstrate
promising performances as compared to other competing methods.
1.5 Blurred Face Recognition by Incremental Dictionary Learning-
based Domain Adaptation and Unsupervised Face Deblurring
Image blurring is another important factor that adversely affects the quality
of images and thus significantly degrades the performance of face recognition algo-
rithms [23]. To address this problem, two types of methods have been considered.
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The first type of methods utilizes the idea of domain adaptation which explicitly
reduces the domain dissimilarity while the second category of approaches directly
applies blind image deblurring algorithms to restore the latent sharp image from a
blurred image.
Domain adaption methods originate from the observation that training and
test data are often drawn from different latent distributions for many real applica-
tions. For instance, classifiers which are trained on samples in frontal or near-frontal
poses may be called upon to recognize non-frontal poses; face verification metrics
which are learned from pairs with similar resolutions and illuminations may be
used for verifying pairs with very different acquisition conditions. This domain mis-
match violates the key assumption of the traditional supervised learning methods
and therefore leads to significant performance drop.
In Chapter 4, we propose an incremental dictionary learning method where
some target data called supportive samples are selected to assist adaptation. Sup-
portive samples are close to the source domain and have two properties: first, their
predicted class labels are reliable and can be used for building more discriminative
classification models; second, they act as a bridge to connect the two domains and
reduce the domain mismatch. Theoretical analysis shows that both properties are
important for adaptation, supporting the idea of adding supportive samples to the
source domain. A stopping criterion is designed to guarantee that the domain mis-
match decreases monotonically during adaptation. Experimental results on blurred
face datasets and object classification tasks show that the proposed approach per-
forms better than many state-of-the-art methods.
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Blind image deblurring aims to directly reconstruct sharp images. Most con-
ventional methods formulate the image deblurring task as a blur kernel estimation
problem. Since this problem is highly ill-posed, many priors have been proposed
to model the images and kernels [24–26]. However, most of these priors only per-
form well on generic natural images, but cannot generalize to specific image do-
mains, like face [27], text [28] and low-illumination images [29]. Therefore, some
priors (e.g.L0-regularized intensity and gradient prior [30], face exemplars [31]) have
been developed to handle these domain-specific image deblurring problems. Re-
cently, some learning-based approaches have been proposed for blind image deblur-
ring [27, 32, 33]. CNN-based models can handle more complex blur types and have
enough capacity to train on large-scale datasets. Meanwhile, the Generative Adver-
sarial Networks (GAN) have been found to be effective in generating more realistic
images. Nonetheless, most of these methods need paired training data, which is
expensive to collect in practice. Although numerous blur generation methods have
been developed [32,34,35], they are not capable of learning all types of blur variants
in the wild. Moreover, strong supervision may cause algorithms to overfit training
data and thus cannot generalize well to real images.
In Chapter 5, we present an unsupervised method for domain-specific single-
image deblurring based on disentangled representations. The disentanglement is
achieved by splitting the content and blur features in a blurred image using content
encoders and blur encoders. We enforce the KL divergence loss to regularize the
distribution range of extracted blur attributes such that little content information
is contained. Meanwhile, to handle the unpaired training data, a blurring branch
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and the cycle-consistency loss are added to guarantee that the content structures
of the deblurred results match the original images. We also add an adversarial loss
on deblurred results to generate visually realistic images and a perceptual loss to
further mitigate the artifacts. We perform extensive experiments on the tasks of
face and text deblurring using both synthetic datasets and real images, and achieve
improved results compared to recent state-of-the-art deblurring methods.
1.6 Regularized Metric Adaptation for Unconstrained Face Verifica-
tion
In addition to the covariates like image blur and pose variations, for uncon-
strained face verification, there exists intrinsic domain mismatch between training
and test data—the subjects in the training and test set are required to be mu-
tually exclusive. This requirement often results in the model learned by training
subjects performing poorly on test subjects. To build a connection between these
two domains, we are inspired by the idea of one-shot learning [36]. The main idea
of one-shot learning is to learn a discriminative model by using the test data and
training data simultaneously. Wolf et al. [36] proposed the one-shot similarity (OSS)
kernel based on a set of pre-selected reference images that are mutually exclusive to
the pair of images being compared and trained a discriminative classifier between
test images and the reference set. Guo et al. [37] followed the same rationale and
developed the one-shot similarity approach based on partial least square regressors
to leverage the rich information of the high-dimensional feature obtained by con-
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catenating Gabor [38], LBP [39], and HOG [40] features. Crosswhite et al. [41]
developed a one-shot similarity framework based on linear support vector machines
and deep convolutional features of faces and achieved competitive results for the
unconstrained face verification task.
In Chapter 6, we propose a metric adaptation method for unconstrained face
verification. A template-specific metric is trained to adaptively learn the discrimi-
native information in test templates and the negative training set, which contains
subjects that are mutually exclusive to subjects in test templates. The proposed
regularized joint Bayesian metric learning framework not only alleviates the overfi-
tiing problem but also provides a way to efficiently reduce the model size. We also
analyze the selection of the compact and representative negative set to speed up
the training time and to reduce storage space. Experiments on the two challenging
unconstrained face datasets yield promising results.
1.7 Contributions
• In Chapter 2, we comprehensively study the effects of seven covariates on the
performance of unconstrained face verification.
– We test seven covariates using state-of-the-art deep models. This gives
insights into the limitations of many existing DCNNs for face covariates.
– We study the mixed effects of multiple covariates. This is an important
problem for unconstrained face verification yet not deeply explored by
previous studies.
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– We propose to utilize gender information to curate the training data and
achieve enhanced performance.
• In Chapter 3, we propose a pose-robust metric learning method to mitigate
the performance drop induced by pose variation.
– We present a novel metric learning approach for unconstrained face ver-
ification, and derive an optimization algorithm. The learned metric is
robust to pose variations by reducing the effect of pose-sensitive informa-
tion from the competing task.
– We show that the proposed method yields promising experimental results
on three challenging face datasets.
• In chapter 4, we propose an incremental dictionary learning approach for un-
supervised domain adaptation.
– We present a method to iteratively select and add supportive samples to
the source domain to reduce the domain shift between source and target
domains.
– We design a stopping criterion to guarantee that the domain mismatch
decreases monotonically during adaptation.
– Experimental results on blurredface datasets and object classification
tasks show that the proposed approach performs better than many state-
of-the-art methods.
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• In chapter 5, we propose a unsupervised method for domain-specific single-
image deblurring.
– We present an approach that uses disentangled representation and GANs
for unsupervised image deblurring.
– We significantly outperform other unsupervised deblurring methods and
demonstrate superiority over supervised methods.
• In chapter 6, we propose a metric adaptation method for unconstrained face
verification.
– We present a one-shot learning-based method to improve the performance
of unconstrained face verification.
– We enforce a regularization term that reduces the model size.
12
Chapter 2: An Experimental Evaluation of Covariates Effects on Un-
constrained Face Verification
2.1 Overview
Due to the recent development of DCNNs, face verification performance has
significantly improved and has surpassed human performance in most controlled sit-
uations and some unconstrained cases [1–3]. Although deep features have proven to
be more robust to moderate variations in pose, aging, occlusion and other factors
than hand-crafted features, some recent works [7–10] have noticed that face verifi-
cation performance is still significantly affected by covariates, which are factors that
usually have an undesirable influence on face verification performance. The motiva-
tion for studying the effects of these covariates can be summarized as follows. First,
we can better understand the fundamental challenges in face verification and the
limitations of current algorithms. Second, the experimental results could provide
insights for improving existing face verification algorithms.
In this chapter, we investigate two important covariate-related problems: a)
how different covariates affect the performance of state-of-the-art DCNNs for un-

































Fig. 3: CNN Architecture for the proposed method. Each
layer is represented by filter kernel size, type of layer, num-
ber of feature maps and the filter stride. Orange represents
the pre-trained network from Sankaranarayanan et al. [41],
while blue represents added layers for MTL.
are treated as regression problems and trained with the
Euclidean loss. Only regions with IOU>0.35 contribute to
back-propagation during their training.
2) Gender Recognition: It is a binary classification prob-
lem similar to face detection. The datasets used for training
gender are listed in Table I. The training images are first
aligned using facial key-points which are either provided
by the dataset or computed using HyperFace [36]. A cross-
entropy loss LG is used for training as shown in (4)
LG =  (1  g) · log(1  pg)  g · log(pg), (4)
where g = 0 for male and 1 for female. pg is the predicted
probability that the input face is a female.
3) Smile Detection: The smile attribute is trained to
make the network robust to expression variations for face
recognition. We use CelebA [31] dataset for training. Similar
to the gender classification task, the the images are aligned
before passing them through the network. The loss function
LS is given by (5)
LS =  (1  s) · log(1  ps)  s · log(ps), (5)
where s = 1 for a smiling face and 0 otherwise. ps is the
predicted probability that the input face is a smiling.
4) Age Estimation: We formulate the age estimation task
as a regression problem in which the network learns to
predict the age from a face image. We use IMDB+WIKI [40],
Adience [27] and MORPH [39] datasets for training. It has
been shown by Ranjan et. al. [37] that Gaussian loss works
better than Euclidean loss for apparent age estimation when
the standard deviation of age is given. However, the gradient
of Gaussian loss is close to zero when the predicted age
is far from the true age (Fig. 4), which slows the training
process. Hence, we use a linear combination of these two
loss functions weighted by   as shown in (6)
LA = (1   )
1
2
(y   a)2 +  
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where LA is the age loss, y is the predicted age, a is
the ground-truth age and   is the standard deviation of
the annotated age value.   is initialized with 0 at the start
of the training, and increased to 1 subsequently. In our
implementation, we keep   = 0 initially and switch it to
1 after 20k iterations.   is fixed at 3 if not provided by the
training set.


















Fig. 4: Euclidean and Gaussian loss functions.
5) Face Recognition: We use 10, 548 subjects from CA-
SIA [51] dataset to train the face identification task. The
images are aligned using HyperFace [36] before passing
them through the network. We deploy a multi-class cross-




 yc · log(pc), (7)
where yc = 1 if the sample belongs to class c, otherwise
0. The predicted probability that a sample belongs to class c
is given by pc.
The final overall loss L is the weighted sum of individual





where Lt is the loss and  t is the loss-weight correspond-
ing to task t. The loss-weights are chosen empirically. We
assign a higher weight to regression tasks as they tend to
have lower loss magnitude than classification tasks.
Figure 2.1: System pipeline for unco trained face verification.
verification performance. For the first problem, we implement five state-of-the-art
face DCNNs and ev luate them on three challenging covariate protocols: 1:1 co-
variate protocol f he IARPA JANUS Benchmark B (IJB-B) dataset [42] and its
extended v rsi n, the IARPA JANUS Benchmark C (IJB-C) [43], and Celebrity
Frontal-Profile (CFP) Face datasets [11]. IJB-B and IJB-C 1:1 covariate protocol
are large-scale covariate dataset where seven covariates are evaluated. The CFP
dataset mainly focus on pose variations. For the second problem, we utilize gender
information to curate a noisy large-scale face dataset. Specifically, we leverage gen-
der information to curate the training set and remove subjects mixed with images
of both males and females. After retraining the model using the curated data, the
verification performance improves at low FARs.
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2.2 Evaluation Pipeline Overview
In this section, we briefly introduce the five deep networks used to perform
unconstrained face verification over covariates. Before feeding a face image into these
networks, preprocessing steps including face detection, facial landmark detection and
face alignment are performed by using the multi-task CNN framework proposed
in [44]. More details about the multi-task CNN are provided in Section 2.2.1.5.
After feature extraction, we applied Triplet Probabilistic Embedding (TPE) [45] on
the deep features to further improve the face verification performance. The TPE
learns a projection matrix W by minimizing the negative log-likelihood objective
function. More details can be found in [45]. The end-to-end system pipeline is
illustrated in Figure 5.2.
2.2.1 Deep Representations for Faces
To capture the different characteristics of faces, we use features extracted
from five state-of-the-art deep neural networks. These five networks have different
architectures and training sets with their own strengths and weaknesses.
2.2.1.1 Training set preparation
To train the deep networks, we use UMD-Faces [46, 47], Megaface [48], and
MS-Celeb-1M [15]. In addition, we found that directly using the original MS-Celeb-
1M dataset for training does not achieve good performance because the labels are
very noisy. Therefore, we used a curated version of MS-Celeb-1M dataset which is
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done using a clustering method introduced in [16]. The curated dataset contains
about 3.7 millions face images from 57,440 identities. After curation, many noisy
labels are removed while sufficient amount of face images with different variations
are retained.
2.2.1.2 CNN-1
This network employs the ResNet-27 model introduced in [49]. We modify the
original model by removing the center loss and replacing the softmax loss with the
L2-softmax loss introduced in [10]. In addition, we also add one more fully connected
layer with 512-D before the L2-softmax layer to reduce the feature dimension and
the total number of model parameters. For the input size, we change the original
size of 112×96 to 128×128 for improved face alignment. To train the model, we use
a curated version of the MS-Celeb-1M dataset described in Section 2.2.1.1, which
contains 3.7 million images from 57, 440 subjects.
2.2.1.3 CNN-2
The second network uses the ResNet-101 [50] architecture as the base network.
CNN-2 is deeper than CNN-1 and accepts larger inputs of dimensions 224 × 224.
The basic blocks for CNN-2 use bottleneck structures to reduce the number of model
parameters and achieve deeper networks given certain memory constraints. Similar
to CNN-1, CNN-2 also replaces the original softmax loss with the L2-softmax loss
and adds an additional fully connected layer before the L2-softmax layer. CNN-2 is
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Figure 2.2: Examples of hard negative pairs with low detection confidence but high
similarity scores. ds indicate the detection scores for the images and S represents
similarity score for each pair.
trained using two different training sets and thus two different models are obtained.
One model is called CNN-2 S because a small training set is used (curated MS-
Celeb-1M dataset) and the other model is called CNN-2 L because it uses a larger
training set (curated MS-Celeb-1M dataset, about 300,000 still images from the
UMDFaces dataset [46], and about 1.8 million video frames from the UMD-Faces
Video dataset [47]).
2.2.1.4 CNN-3
The Inception-ResNet-v2 [51] model is used as the base network. This model
combines the inception architecture with residual connections and scaling layers
which scale down the residuals for more stable training. We also add a 512-D fully
connected layer before the last layer. The training set is the same as for CNN-2.
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2.2.1.5 CNN-4
This network is based on the all-in-one CNN architecture [44]. The model is
trained in a multi-task learning framework which utilizes the correlations among
different tasks to learn a more robust model than learning each task individually.
The face detection and facial landmark detection branches share the first six layers
and have two separate fully connected layers for each task. The face recognition
branch consists of seven convolutional layers followed by three fully connected lay-
ers. In this chapter, we mainly utilize the face detection, facial landmark detection
branches for face alignment, and the face recognition branch to generate face fea-
tures. We also use the gender classification branch to estimate gender probabilities.
The same training set used for CNN-1 and CNN-2 S is used for this network.
2.2.2 Face Matching and Score Level Fusion
After we obtain the extracted features from the learned deep networks and the
embedding matrix W from TPE [45], the similarity scores for each pair {xi, xj} is






In the last stage of the proposed system, we fuse the scores computed from
the five networks as the final similarity score. We observe that the similarity scores
may become unreliable when the image quality is poor. Meanwhile, we find the
face detection score obtained from the face detection branches of the CNN-4 is a
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good indication of image quality. Figure 2.2 shows some hard negative pairs with
low detection scores but high similarity scores. We notice that the main reason for
the high similarity scores is that these pairs are all very blurred and each pair has
similar background. To address this issue, we reweight the similarity scores when





si, if ds > thr
αsi, otherwise,
(2.2)
where ds is the minimum of the detection scores for the pair of faces, thr is
the threshold, α is the reweight coefficient.
Then we simply average the reweighted similarity scores from the five networks







2.3 Performance Improvement by Exploiting Gender Information
Although many noisy labels are removed after curating the training set using
the clustering method mentioned in Section 2.2.1.1, there still exists many noisy
labels which cannot be handled by clustering. Moreover, we observe that some
clusters are even mixed with different genders. This motivates us to further curate
the training set by exploiting the gender information. First, gender probabilities
are estimated using the all-in-one CNN network [44] for all the face images in the
pre-curated MS-Celeb-1M dataset in 2.2.1.1. Since gender estimation may become
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Figure 2.3: Sample images for IJB-B (first row), IJB-C (second row) and CFP (third
row) datasets.
unreliable when gender probabilities are near 0.5, we only consider faces with gender
probability greater than 0.6 (male) or smaller than 0.4 (female). For each subject, if
the number of faces from the minority gender is more than 3% of the total number
of faces, we eliminate the whole subject. In total, we removed 248,059 faces from
4,160 subjects. It is worth mentioning that we also tried other possible criteria
for gender-based curation (e.g., only removing images from minority gender, or use
other thresholds instead of 3%) but observed a drop in performance.
2.4 Experimental Results
To analyze the covariate effects on unconstrained face verification performance,
we evaluate the five deep networks on three challenging face datasets that have face
verification covariate protocols: the IARPA JANUS Benchmark B (IJB-B) 1:1 co-
variates [42], the IARPA JANUS Benchmark C (IJB-C) 1:1 covariates [43] and the
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Celebrities in Frontal-Profile in the Wild (CFP) [11]. The IJB-B and IJB-C 1:1 co-
variates both contain seven covariate protocols while the CFP dataset mainly focuses
on extreme pose variations. For IJB-B and IJB-C, we first report the performance of
each individual network on the overall protocol, and then use the score-level fusion
method to analyze each covariate.
Method TAR@FAR = 10−7 TAR@FAR = 10−6 TAR@FAR = 10−5 TAR@FAR = 10−4 TAR@FAR = 10−3 TAR@FAR = 10−2 TAR@FAR = 10−1
IJB-B before curation 0.0252 0.1602 0.4455 0.6282 0.7474 0.8493 0.9328
IJB-B after curation 0.0245 0.1731 0.4636 0.6284 0.7481 0.8447 0.9290
IJB-C before curation 0.2417 0.3596 0.5023 0.6403 0.7660 0.8624 0.9368
IJB-C after curation 0.2661 0.3946 0.5378 0.6586 0.7684 0.8586 0.9337
Table 2.1: Performance comparison between before and after gender-based training
set curation on IJB-B and IJB-C 1:1 covariate protocol. All the results are generated
using the CNN-1 architecture.
Method TAR@FAR = 10−7 TAR@FAR = 10−6 TAR@FAR = 10−5 TAR@FAR = 10−4 TAR@FAR = 10−3 TAR@FAR = 10−2 TAR@FAR = 10−1
VGG-Face 0.0150 0.0440 0.0994 0.1515 0.2190 0.3318 0.5723
Center-Face 0.0063 0.0353 0.0780 0.1363 0.2370 0.4206 0.7501
Center-Face(retrain) 0.0517 0.1656 0.3880 0.6014 0.7620 0.8692 0.9460
Fusion of our five model 0.0396 0.1707 0.4882 0.7093 0.8434 0.9213 0.9688
Table 2.2: Performance comparison for different methods on the IJB-B 1:1 covariate
overall protocols. Our fusion results are generated by detection score-based fusion
of the five deep models. VGG-Face and Center-Face results are derived by applying
their pretrained models to extract features and following the IJB-B 1:1 covariate
overall protocol. Center-Face(retrain) is retrained using the curated MS-Celeb-1M



































Fusion of the Five


































Fusion of the Five
(b) ROC curves for IJB-C 1:1 covariates
Figure 2.4: ROC curves for IJB-B and IJB-C 1:1 covariates overall protocols without
specifying separate covariate labels. The fusion results are obtained by detection-
score based fusion of the five CNN networks. The figures are best viewed in color.
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Method TAR@FAR = 10−7 TAR@FAR = 10−6 TAR@FAR = 10−5 TAR@FAR = 10−4 TAR@FAR = 10−3 TAR@FAR = 10−2 TAR@FAR = 10−1
VGG-Face 0.0513 0.0792 0.1159 0.1616 0.2275 0.3396 0.5918
Center-Face 0.0479 0.0652 0.1005 0.1629 0.2746 0.4739 0.7733
Center-Face(retrain) 0.2417 0.3596 0.5023 0.6403 0.7660 0.8624 0.9368
Fusion of our five model 0.2371 0.5249 0.6478 0.7623 0.8599 0.9261 0.9681
Table 2.3: Performance comparison for different methods on the IJB-C 1:1 covariate
overall protocol. Our fusion results are generated by detection score-based fusion of
the five deep models. VGG-Face and Center-Face results are derived by applying
their pretrained model to extract features and following the IJB-C 1:1 covariate
overall protocol. Center-Face(retrain) is retrained using the curated MS-Celeb-1M
dataset and the Center-Face model.
2.4.1 IJB-B and IJB-C 1:1 covariate protocol
The IARPA JANUS Benchmark B (IJB-B) dataset [42] is a moderate-scale
unconstrained face dataset with face detection, recognition and clustering proto-
cols. It consists of 1845 subjects with human-labeled ground truth face bounding
boxes, eye/nose locations, and covariate meta-data such as occlusion, facial hair,
and skin tone for 21,798 still images and 55,026 frames from 7,011 videos. The 1:1
covariate protocol of IJB-B aims to analyze the effects of seven different covariates
(i.e., pose (yaw and roll), age, facial hair, gender, indoor/outdoor, occlusion (nose
and mouth visibility, forehead visibility), and skin tone.) on face verification per-
formance. The protocol has 20,270,277 pairs of templates (3,867,417 positive and
16,402,860 negative pairs) which enables us to evaluate algorithms at low FAR re-
gion of ROC curves (e.g., FAR at 10−5 and 10−6). Each template contains only one
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image or a video frame. The IARPA JANUS Benchmark C (IJB-C) dataset [43]
is an extended version of the IJB-B dataset, which consists of 3,531 subjects con-
taining 140,739 images and video frames. The 1:1 covariate protocol has 47,404,001
pair of templates (7,819,362 positive and 39,584,639 negative pairs). Some sample
images of the IJB-B and IJB-C datasets are shown in Figure 2.3.
To understand the effects of different covariates on face verification perfor-
mance, in addition to the identity label (positive or negative) for each pair of tem-
plates, covariate labels are also assigned to each pair. To analyze a certain covariate
(like gender), all pairs are split into groups based on the value of covariate labels
(female, male). The ROC curves are drawn for each group and the performance
difference among different groups reflects the effects of the covariates. When we
evaluate the general performance of an algorithm, all the pairs are mixed together
without their specifying separate covariate labels.
2.4.2 Evaluation on the overall protocol
In the following sections, we first present our experimental results on the overall
protocol where covariate labels are not involved and then delve into the details of
each covariate result.
2.4.2.1 Results for five deep networks and score-level fusion
To compare the performance of five deep networks, we present the ROC curves
for each network and their score-level fusion. For detection score-based fusion,





































































































(b) ROC curves with absolute yaw angle changes for IJB-B
Figure 2.5: ROC curves (a) when the yaw difference between two face images changes
and (b) when absolute yaw angle of faces changes. The range is from 0◦ to 90◦
because we average the features for original face and its mirrored image as the final
face representation. The absolute yaw angles are computed by averaging two faces.



















































Figure 2.6: ROC curves when the roll angle difference between two face images
changes for IJB-B. The range is from 0◦ to 180◦. The dashed line represents the
results for the overall protocol.
did a sensitivity analysis on these two parameters, the details of which are included
in [23]. Figures 2.4(a) and 2.4(b) show the performance for IJB-B and IJB-C 1:1
covariates respectively. From these figures, we observe that CNN-2 S and CNN-3
perform very well at high FARs of the ROC curve, but the performance drops rapidly
at low FARs. In contrast, CNN-1, and CNN-4 have smoother curves and perform
better at low FARs but worse at high FARs. Meanwhile, CNN-2 L shows very
strong performance for all FARs and outperforms the other four networks in middle
range of FARs (FAR=10−4, 10−3). Moreover, the fusion results of the five networks
outperform all individual models, especially at low FAR of the ROC curve for the
IJB-C dataset. This demonstrates the complementary behavior of the different
models and fusion can always yield some improvements over individual models. By
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comparing the ROC curves of IJB-B and IJB-C datasets, we can see similar trends
when FARs are larger than 10−4 but the performance for IJB-B drops faster at low
FARs of the ROC curve. In addition, at low FARs, different algorithms perform
very differently for IJB-C but similarly for the IJB-B dataset. This indicates that
the IJB-B dataset contains more hard negative pairs.
2.4.2.2 Performance improvement by gender based training set cura-
tion
To test the effectiveness of the dataset curation method discussed in Sec-
tion 2.3, we retrain CNN-1 using the training set curated by exploiting gender infor-
mation and compare with results obtained before curation. From Table 2.1 it can
be seen that the performance is improved at low FARs of ROC curves after training
set curation on both IJB-B and IJB-C datasets. Since the goal of gender-based cu-
ration is to improve the model’s capability to distinguish male and female subjects
who looks very similar, performance improvements at low FARs are consistent with
this goal because it indicates that the model can deal with hard negative pairs in a
better way. On the other hand, we notice that the performance improvements on
IJB-C are larger than on IJB-B, which means the gender information is more useful





































































(b) ROC curves with age changes for IJB-B
Figure 2.7: ROC curves for different genders and for the case of age variation. The
dashed line represents the results for the overall protocol. Ages that are different
for two images in a pair are labeled as -1.
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Figure 2.8: t-SNE visualization of CNN 2L features from different genders for IJB-B
dataset. Blue dots indicate males and red dots represent females.
2.4.2.3 Comparisons with other competitive methods
We also compare our fusion results with some other state-of-the-art methods
and two widely used public models are considered: VGG-Face [52] and Center-
Face [49]. We used the pretrained models provided by authors to extract features
and followed their preprocessing steps on face images. As shown in Table 2.2 and
Table 2.3, our fusion results outperform both VGG Face and Center-Face by large
margins. There are two main reasons for this dramatic performance difference.
First, we employ deeper models and various architectures to capture different char-
acteristics of faces and conduct score-level fusion to further boost the performance.
Second, the training set we use contains more faces with diverse face variations. In
order to investigate the effect of using different training sets, we retrain the Center-
Face model using the curated MS-Celeb-1M dataset. As illustrated in Table 2.2
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and Table 2.3, we see significant improvements in performance compared to the
pretrained model, but the proposed fusion method still outperforms the retrained
model significantly.
2.4.3 Evaluation on pose
To evaluate the effects of pose variations on face verification performance, the
protocol provides yaw and roll angles for each face. Since we use the average of the
features for original face and its mirrored version as the final face representation,
this restricts the range of yaw to [0◦, 90◦] and roll to [0◦, 180◦]. Based on the yaw
difference between a pair of faces, we divide all pairs into four groups: [0◦, 15◦],
[15◦, 30◦], [30◦, 45◦], and [45◦, 90◦]. Similarly, pairs are also divided into four groups
based on roll difference: [0◦, 15◦], [15◦, 30◦], [30◦, 45◦], and [45◦, 180◦]. We did not
include the IJB-C plots here because they show similar results as IJB-B.
From Figure 2.5(a), we observe that the yaw difference between a pair of faces
significantly affects the face verification performance. The ROC curves decrease
monotonically as the yaw difference between the two faces increases. Moreover, the
performance drops much faster when the yaw difference is larger than 30◦. This
supports the following two findings: a) deep face representations are robust to mod-
erate yaw changes (less than 30◦); b) the state-of-the-art deep networks are still
sensitive to large yaw variations (larger than 30◦). However, when considering the
low FARs regoins, we find the performances for different groups become similar. In
addition to yaw difference between two faces, another key factor that may influence
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the performance is the absolute yaw value of faces. In other words, even if the yaw
difference between two faces is relatively small (less than 15◦), the performance may
still be affected when the absolute yaw angles for both faces are large. In order to
separate this factor from that due to yaw difference, we further split the group of yaw
difference [0◦, 15◦] into four subgroups based on their absolute yaw angles: [0◦, 15◦],
[15◦, 30◦], [30◦, 45◦], and [45◦, 90◦], where the degrees are computed by averaging the
absolute yaw angles of a pair of faces. The ROC curves are shown in Figure 2.5(b).
Similar to the effect of yaw difference, the absolute yaw angles of faces larger than
30◦ cause a large performance drop while performance is not affected much when
yaw angles are less than 30◦. By comparing Figures 2.5(a) and 2.5(b), we have an-
other interesting finding: performance for absolute yaw angles in [45◦, 90◦] and for
yaw difference in [45◦, 90◦] are comparable, which means that as long as at least one
of the two faces is in extreme yaw angle, the performance will be poor. This result
demonstrates that face images with extreme yaw angles ([45◦, 90◦]) are hard for face
matching regardless of the yaw difference because a large part of facial information
is missing.
Figure 2.6 shows the face verification performance for various roll difference
between two faces. We find that performance is better for groups whose roll dif-
ferences are smaller than 30◦. This result is surprising because in general the roll
difference should not affect the face verification performance since 2D face alignment
is performed before face matching to normalize all faces to have the same roll angle.
However, the performance drop when increasing the roll difference shows that facial
landmarks may not be accurate so that faces are not normalized as expected when
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the roll angle is large.
2.4.4 Evaluation on gender
From Figure 2.7(a), it can be observed that the performance for men is much
better than women on the IJB-B dataset. The results for the IJB-C dataset show
similar trends and are not included. A possible explanation for this result is that
women’s faces are often occluded by their long hair and their face appearance are
changed by makeup. To further investigate the underlying reasons of our observa-
tion, we use t-SNE plots [53] to analyze the feature distributions under different
genders and the results are illustrated in Figure 2.8. The small clusters represent
different subjects and we also include the t-SNE visualization based on identities
in [23]. We can see that the feature distributions for men are much more separated
and discriminative than women, which lead to better performance.
2.4.5 Evaluation on age
The 1:1 covariate protocol labels the test pairs into six categories based on
their age distributions. Ages that are different for two faces in a pair are labeled as
-1. Results for IJB-B dataset are shown in Figure 2.7(b). We do not include the
IJB-C plots here because they show similar results as for IJB-B. The dashed line
represents performance for the overall protocol while the solid lines present curves
for different age groups. It is shown that performance goes up when age increases
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(b) ROC curves with skin tone changes for IJB-C
Figure 2.9: ROC curves with changes in skin tone. The dashed line represents
performance for the overall protocol while the solid lines are curves for different
skin tones. light pink, light yellow, medium pink/brown, medium yellow/brown,
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(b) ROC curves with forehead visibility changes
Figure 2.10: ROC curves corresponding to nose/mouth and forehead visibilities for
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(b) ROC curves with indoor/outdoor changes for IJB-B
Figure 2.11: ROC curves for varying facial hairs and for indoor/outdoor. For in-
door/outdoor, outdoor is labeled as 0 and indoor is 1. Label -1 means one image is
taken indoor and the other outdoor.
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middle-age group ([35, 49]]) is the easiest one to be recognized while too young or
too old subjects are both challenging for face verification. One possible explanation
for this result may be because new born babies all look very similar and their unique
facial features begin to emerge as they grow. However, as people age, some common
features for elderly people like wrinkles and sagging skins impair the uniqueness of
their facial characteristics, which may make them harder to be distinguished. On
the other hand, we find the performances for age groups that are older than 35
become closer at low FARs. In addition, we notice that age group -1 (ages of two
images are different.) performs similarly as the overall protocol, which means cross-
age face verification is as hard as the general case. Nonetheless, this dataset does
not fully explore the difficulty of cross-age face verification because the IJB-B and
IJB-C datasets do not have images from the same person across large age gaps.
2.4.6 Evaluation on skin tone
For skin tone, the protocol defines six classes: (1) light pink, (2) light yellow,
(3) medium pink/brown, (4) medium yellow/brown, (5) medium dark brown, and
(6) dark brown. From Figure 2.9, we observe that the performances for different skin
tone groups show different trends on IJB-B and IJB-C. For IJB-B, the ROC curves
for different groups are well separated. A general trend is that the performance
drops when the skin tone becomes darker. However, a counterexample is skin tone
group 6 (darkest), which performs better than group 2 to group 5. On the other
hand, the performance for group 3 drops rapidly and performs the worst at low
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FARs. This demonstrates that the hard negative pairs for group 3 are more difficult
to recognize. For IJB-C, except group 1 and group 5 which have the same trends
as IJB-B, the performances for other skin tone groups are very close. Thus, we
can only draw the conclusion that skin tone group 1 is the easiest and skin tone
group 5 is the hardest for face verification. However, since defining or recognizing
skin tones is ambiguous sometimes, it is hard to decide which skin tone is easier
for face verification only from these results. In Figure 2.12, we visualize the feature
distribution for different skin-tone groups in the IJB-B dataset. We can easily find
that features for group 1 (shown in red dots) are most separated and thus achieve
the best performance. Nonetheless, feature distributions for other groups do not
show much information.
2.4.7 Evaluation on mouth and nose, and forehead visibility
To evaluate the effects of occlusion, the protocol tests two types of visibilities:
mouth and nose visibility, and forehead visibility. Label 0 (1) represents the parts
are both invisible (visible) for two images, and label -1 means the part is visible
for one image but not for the other. The ROC curves for the IJB-B dataset are
presented in Figures 2.10(a) and 2.10(b) respectively. We see similar results for
mouth/nose and forehead visibility: class -1 and 0 have comparable performance
but are worse than class 1, which means that performance falls by large margins
if nose, mouth or forehead are occluded for at least one of the images. This result
indicates the importance of the visibility of key facial parts for recognizing faces.
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Figure 2.12: t-SNE visualization of CNN 2L features from different skin tones for
IJB-B dataset.
However, when considering the low FARs regoins, we find the performances for
different groups become similar. This means for low FAR regions, occlusion is not
the key factor that decides performance since the pairs are often affected by many
covariates (e.g., pose, occlusion, illumination).
2.4.8 Evaluation on facial hair
There are four classes for evaluation in facial hair protocol: no facial hair,
moustache, goatee and beard respectively. Label -1 means facial hair classes are
different for two images. From Figure 2.11(a), we observe that performance is not
very sensitive to facial hair changes. This result demonstrates that facial hair does
not change the key features of faces and state-of-the-art deep models can handle
most facial hair variations.
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2.4.9 Evaluation on indoor/outdoor
The last covariate we evaluate in the protocol is indoor/outdoor. Outdoor is
labeled as 0 and indoor is 1. Label -1 means one image is taken indoor and the other
outdoor. Performance is shown in Figure 2.11(b). We can see that the performance
of class 1 is much better than class 0 and -1. This implies that indoor images are
easier for face verification. Different from occlusion, we find that performance for
indoor is still better than outdoor even at low FARs. This leads to a claim that
indoor is an important condition to recognize hard negative pairs. There are two
possible reasons for this result. First, outdoor images could be easily over-exposed
and lose significant facial information. Second, outdoor images are often taken by
hand-held cameras when people are walking. In contrast, indoor images are usually
captured without much motion. So the image quality for indoor images is often
better than outdoor images.
2.4.10 Evaluation on the effects of multiple covariates
In unconstrained face verification, multiple face covariates are often correlated
with each other which may affect the performance. It has been found that some
covariates may show different trends on face verification performance when other
covariates are considered together [54, 55]. To study the correlations among the
different covariates, we choose four pairs of related covariates and evaluated their
interactive effects: gender and age, gender and skin tone, indoor (outdoor) and





















































































(b) ROC curves with skin tone and gender changes on IJB-B
Figure 2.13: ROC curves corresponding to age and gender (left) changes, and skin
tone and gender (right) changes. Color lines represent different age groups and skin
tones where small numbers represent light skin tones. Results for women are shown
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(b) ROC curves with indoor/outdoor and yaw difference changes.
Figure 2.14: ROC curves corresponding to nose-mouth visibility and indoor/outdoor
(left), and yaw difference and indoor/outdoor. Outdoor is shown in dashed lines and
solid lines represent indoor.
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results are reported only for the IJB-B dataset.
2.4.10.1 Evaluation on gender and age
In order to show how gender and age influence each other, we draw the ROC
curves in Figure 2.13(a) for each possible combination of values from genders and age
groups. Different age groups are represented using different colors and men/women
is showed in solid/dashed lines. First, we fix the gender factor and compare the
performance of different age groups for males or females. We see that males and
females show very different trends on age group effects. More specifically, men in
middle age group [35, 49] performs best and the performances for men in age group
[50, 64] and 65+ decrease. In contrast, for women the performance always increases
when age groups get older.
Alternatively, we can fix the age group factor and compare the performance
of men and women for each age group. As observed in Section 2.4.4, in general,
results for men are better than those for women. However, this finding does not
hold for age groups [50, 64] and 65+. For age group [50, 64], men and women perform
comparably while for age group 65+ women outperform men.
2.4.10.2 Evaluation on gender and skin tone
We repeated the procedure discussed above for analyzing the combination of
gender and skin tone. The ROC curves are shown in Figure 2.13(b). For skin tone
groups 4 and 6, the performance for women is better than that for men, while men
perform better for group 1, 2 and 5. For skin tone group 3, men and women perform
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similarly. This result shows that the combinations of gender and skin tone do not
show clear trends and the performance is dependent on datasets.
Frontal-to-Frontal Frontal-to-Profile
Accuracy EER AUC Accuracy EER AUC
Deep features [11] 0.964(0.007) 0.035(0.007) 0.994(0.003) 0.849(0.018) 0.150(0.020) 0.930(0.016)
Human [11] 0.962(0.007) 0.053(0.018) 0.982(0.011) 0.946(0.011) 0.050(0.011) 0.989(0.005)
CNN-1 0.988(0.002) 0.012(0.004) 0.999(0.001) 0.938(0.012) 0.062(0.013) 0.986(0.005)
CNN-2 S 0.997(0.003) 0.003(0.003) 1.000(0.000) 0.981(0.007) 0.018(0.007) 0.997(0.002)
CNN-2 L 0.996(0.003) 0.004(0.003) 1.000(0.000) 0.980(0.004) 0.021(0.006) 0.997(0.002)
CNN-3 0.994(0.004) 0.006(0.005) 1.000(0.001) 0.969(0.009) 0.029(0.011) 0.994(0.003)
CNN-4 0.982(0.008) 0.018(0.008) 0.998(0.001) 0.912(0.012) 0.085(0.012) 0.972(0.006)
Fusion 0.995(0.003) 0.004(0.004) 1.000(0.001) 0.973(0.006) 0.027(0.008) 0.996(0.002)
Table 2.4: Performance comparison for different methods on CFP dataset. Our
fusion results are generated by averaging the four deep models.
2.4.10.3 Evaluation on indoor (outdoor) and nose-mouth visibility
In addition to the demographic covariates, we are also interested in the mixed
effects of covariates related to extrinsic factors. Figure 2.14(a) shows the perfor-
mance for different indoor/outdoor and nose-mouth visibility combinations. As we
already saw, visible nose-mouth and indoor are more favorable for better perfor-
mance. However, these two factors may not have independent impacts on perfor-
mance. From Figure 2.14(a), we find that only when nose or mouth is visible and
the images are taken indoor, the performance is good. Either occlusion or outdoor
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can deteriorate the performance. At low FARs, we find that indoor/outdoor is more
important than nose-mouth visibility, as the performance for green dashed line is
better than yellow solid line in this region. This finding confirms the claim made in
Section 2.4.7 and 2.4.9.
2.4.10.4 Evaluation on indoor (outdoor) and yaw angle difference
The last combination we considered is indoor/outdoor and yaw angle differ-
ence. The ROC curves are presented in Figure 2.14(b). We notice that when fixing
the indoor/outdoor factor, the performance for smaller yaw angle difference is al-
ways better. On the other hand, when the yaw angle difference is fixed, indoor faces
always outperform outdoor faces. This result demonstrates that yaw angle differ-
ence and indoor/outdoor can affect the face verification performance independently
and changing any one of the two factors can affect the performance.
2.4.11 Evaluation on the CFP dataset
Since pose variation is a key challenging issue for face verification, we also used
the Celebrities in Frontal-Profile (CFP) dataset to further investigate the underlying
effects of extreme pose variations on unconstrained face verification performance.
The CFP dataset consists of 7,000 still images from 500 subjects with 14 images per
subject. For each subject, it has 10 images in frontal pose and 4 images in profile
pose. To evaluate the performance for different poses, the protocol contains two
settings: frontal-to-frontal (FF) and frontal-to-profile (FP) face verification. In the
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frontal-to-frontal setting, two test images are both in frontal pose and in frontal-to-
profile setting, a test pair includes one frontal face and one profile face. Each setting
divides the whole dataset into ten splits and each split consists of 350 positive and
350 negative pairs. Some sample images are shown in Figure 2.3.
2.4.11.1 Performance evaluation metrics
We follow the performance evaluation metrics used in [11] and report three
numbers for each setting: Area under the curve (AUC), Equal Error Rate (EER)
and Accuracy. AUC measures the area under ROC curves and lies in the range 0
to 1 where higher value corresponds to better performance. EER is the point where
the false accept rate is equal to false reject rate. It also lies in the 0 to 1 with lower
values indicating better performance. We use an optimal threshold to classify all
pairs and calculate the classification accuracy. For the optimal threshold, we choose
the value that provides highest classification accuracy on the cross validation set.
2.4.11.2 Results for frontal-to-frontal and frontal-to-profile protocols
The experimental results for frontal-to-frontal and frontal-to-profile protocols
are summarized in Table 2.4. CNN-1 to CNN-4 results are obtained by using the
same models and processing steps for IJB-B and IJB-C experiments. For the fusion
part, since all detection scores for the images in CFP dataset are near 1, we simply
average the similarity score for CNN-1 through CNN-4. Deep features and human
results are directly cited from [11]. The performance is reported by averaging over
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ten splits.
For the frontal-to-frontal setting, CNN-1 to CNN-4 all outperform both the
deep features method and human performance in [11]. CNN-2 S and CNN-2 L
perform almost identically. CNN-2 and CNN-3 perform similarly and their perfor-
mances are slightly better than CNN-1 and CNN-4. Since performances of CNN-2
and CNN-3 have already saturated, fusion results for the five networks do not change
much compared to CNN-2 or CNN-3. For the frontal-to-profile setting, different al-
gorithms begin to show significant difference in performance. CNN-1 results are
slightly worse than human performance but are 2% better than CNN-4. On the
other hand, CNN-2 and CNN-3 both surpass human performance by more than 2%.
Another interesting finding is that while the performance for different algorithms
do not vary much in frontal-to-frontal protocol, the performance drops from frontal-
to-frontal to frontal-to-profile is quite different among the compared algorithms.
Generally speaking, better algorithms are more robust to extreme yaw variations
and always have smaller performance degradation for frontal-to-profile setting. In
particular, CNN-2 S has the smallest performance drop of 1.6% from frontal-to-
frontal to frontal-to-profile, which is similar to human performance. However, if
we compare the results with Section 2.4.3, even the best results are still severely
affected by pose variations. This is because the IJB-B and IJB-C datasets contain
other challenging factors and pose variations can still degrade performance once
combined with these factors. Therefore, even for state-of-the-art face models, there
is still room to improve robustness to extreme pose variations.
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2.5 Conclusions
In this chapter, we present the results of comprehensive experiments performed
to study the effects of covariates on unconstrained face verification performance. Our
evaluations are based on deep learning networks and large training data sets. We
also curate the training data by exploiting gender information and achieve improved
performance. Experimental results on the overall protocols of IJB-B and IJB-C co-
variate verification tasks show the outstanding performance of five implemented
deep models and their score-level fusion. However, when we focus on each specific
covariate, we find that many covariates still significantly affect the verification per-
formance. Pose variations and occlusions are the top confounding factors that could
cause performance drop by large margins. Indoor performance is much better than
outdoors. On the other hand, the difficulty of unconstrained face verification varies
significantly for different demographic groups. Age, gender and skin tone impact
performance. Specifically, males are easier to verify than females and old subjects
generally performs better than young ones. For skin tone, light pink achieves the
best performance while medium-dark brown performs the worst. However, since
IJB-B and IJB-C show very different tendencies on skin tone groups, we are not be
able to draw a clear conclusion on its effects.
Most of the findings discussed above confirm the conclusions of previous stud-
ies. However, there are also some new findings that were rarely mentioned by other
studies or somewhat surprising. First, we find that verification performance does
not increase monotonically as subjects get older. In contrast, performance begins
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to drop for age group of [50, 65] and 65+. This result is different from most studies
which claim older subjects are always easier to be recognized. However, since most
of other studies did not have a sufficient number of older subjects to analyze, their
results still make sense because middle age group performs better than children
and teenagers. Second, we observe that extreme roll angle differences between faces
still affect performance substantially. This result is unexpected as roll variations
should be eliminated by face alignment. Therefore, we conclude that face alignment
performance needs to get better when faces are in extreme roll angles.
Finally, we investigate the mixed effects of multiple covariates. First, males
and females show very different trends on the effects of age groups. For males, per-
formance first increases then drops when age goes up while for females, older age
groups always perform better. On the other hand, the interaction between gender
and skin tone does not show clear trends. Second, when we consider indoor/outdoor
and occlusion together, we find that indoor and nose-mouth visibility must be sat-
isfied simultaneously to achieve good performance. However, indoor/outdoor and
yaw angle difference can affect the performance independently.
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Chapter 3: Pose-Robust Face Verification by Exploiting Competing
Tasks
3.1 Overview
In the unconstrained face verification problem, pose variation is one of the
most difficult factor to handle as face images from various poses lie in a highly
nonlinear manifold, where the structure can hardly be captured and modeled [56].
In addition, possible pose variations in the training and test set may introduce
large domain mismatch. Therefore, pose-invariant face verification has attracted
significant attention [17]. Some previous works seek to learn a pose-invariant repre-
sentation [19, 57], while others focus on multi-view common subspace learning [20],
or synthesize faces based on generic 3D models [21]. In this chapter, we propose
a pose-robust metric learning framework for face verification by cooperating with
the pose verification task. Based on the intuition that the metrics for the two tasks
are competing with each other, we jointly learn the projection matrices for the two
tasks and add an orthogonal regularization constraint. The orthogonal regulariza-
tion enforces the metrics for the two tasks to be uncorrelated with each other and
to capture different kinds of information in the features. Therefore, the learned
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metrics for the main task extracts pose-robust identity information and discounts
the pose-sensitive information contained in the metrics for the auxiliary task.
To better understand why the two tasks are competing, we give a simple
example of face identification and pose classification, which are closely related to
the task of face and pose verification. In Fig. 3.1(a), an identity classifier for
face identification is trained to classify two different subjects. However, some of
the training data is biased, e.g., for some particular persons, the number of training
samples is limited and most of the faces are frontal or near-frontal. In this situation,
given a new profile face of the person, it is very likely that the face will be classified
as someone else who has plenty of profile faces in the training set. To solve this
problem, we can exploit the information from pose classification. As illustrated in
Fig. 3.1(b), the pose classifier indicates the most pose-sensitive orientation, while
the normal vector of the pose classifier represents the least discriminative direction
for poses (the dashed line). This observation suggests that the normal vector of the
pose classifier can provide helpful information for the identity classifier to achieve
pose robustness, which is shown in Fig. 3.1(c). In other words, adding an orthogonal
constraint between the classifiers for the two tasks would make the identity classifier
more pose-robust.
3.2 Proposed Approach
In this section, we describe the proposed metric learning framework. After
the metrics is learned, we demonstrate how to use them for pose-invariant face
50
(a) (b) (c)
Figure 3.1: Training a face recognition classifier by coordinating with pose informa-
tion. (a) a face classifier trained with only identity information. The red boxed face
is wrongly classified due to the bias in the training data. (b) a pose classifier trained
using pose labels, and the classifier (solid line) is discriminative only with respect
to poses. (c) using the normal direction of the pose classifier (vertical dashed line)
to regularize the face classifier. The red boxed face is correctly classified by the new
classifier (solid line) after regularization.
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verification. For the following subsections, we first briefly review the joint Bayesian
metric learning as the baseline method and then present the the details of the
proposed algorithm.
3.2.1 Joint Bayesian Metric Learning
The joint Bayesian method is widely used for face verification tasks [58, 59].
The main idea behind the joint Bayesian method is to model the joint distribution
of a pair of feature vectors and maximize the log likelihood ratio of intra-class and
inter-class distributions [58]. The final formulation of joint Bayesian can also be
interpreted as a combination of Mahalanobis distance and projected cosine similar-
ity. Instead of using statistical techniques to generate the solution, Chen et al. [59]





max{0, α− lij(b− dW(xi,xj) + 2sV(xi,xj))} (3.1)




TVxj is the projected similarity. Both W ∈ Rn×d and V ∈
Rn×d are the projection matrices. Here the projection matrices are either low rank
embeddings (n < d) or full rank transformations (n = d). lij = 1 if {xi,xj} is a
positive pair and lij = −1, otherwise. b is the bias and α is the margin parameter.
The optimization problem in (3.1) can be efficiently solved by Stochastic Gradient
Descent (SGD) method. The details can be found in [59].
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3.2.2 Learning by Exploiting Competing Tasks
In order to fully exploit pose-sensitive information and coordinate with face
verification task, we construct an auxiliary competing task called pose verification.
Different from the main task of face verification, pose verification aims to learn the
pose-sensitive information in features. More specifically, given a pairs of features
{yi,yj}, the algorithm generates large (small) similarity scores when yi and yj have
similar (different) poses. One key property is that the similarity scores should only
depend on the similarity of poses, regardless of whether the features come from the
same person or not.
For the main task of face verification, we rewrite the hinge-loss objective func-
tion in (3.1) as Lf (Wf ,Vf , bf ). Similarly, we can denote the objective function
for pose verification as Lp(Wp,Vp, bp). Intuitively, the competing relationships be-
tween the main task and the auxiliary task suggest that the projections for face
verification and that for pose verification should be uncorrelated. In addition, the
features used for both tasks should be extracted from the same feature pool, which
makes the projection matrices for different tasks comparable. The joint multi-task
model is formulated as:
argmin
Wf ,Vf ,bf ,
Wp,Vp,bp
Lf (Wf ,Vf , bf ) + Lp(Wp,Vp, bp) + λ1‖WTf Wp‖2F + λ2‖VTf Vp‖2F (3.2)
where λ1, λ2 are regularization parameters. The projection matrices are chosen to
be low-rank embeddings and can be initialized by applying principal component
53
analysis (PCA) to the training data. The low rank embeddings not only efficiently
simplify the computational complexity, but also eliminate the underlying noise and
provide imrpoved performance [45]. Although the optimization of the projection
matrices is a non-convex problem, the algorithm still yields good results [60].
The objective function in (3.2) has two parts. The first two terms jointly
minimize the verification errors for both tasks, while the last two terms enforce
the orthogonal regularizations on the projection matrices for face and pose verifica-
tion. Compared to the baseline method, the projection matrices for face verification
learned by the proposed framework are more robust to pose variations because
they not only encode the identity-sensitive information, but also mitigate the pose-
sensitive information by coordinating with the pose verification task.
We use SGD to optimize the objective function in (3.2). In each iteration, we
randomly pick up a positive or negative pair of training samples {xi,xj} for face
verification and {yi,yj} for pose verification. If the similarity condition is violated,
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btp, if aijθij ≥ αp
btp + τpaij, otherwise,
(3.4)
where τf , τp are the learning rates, lij, aij are training labels, Ψij = (xi −
xj)(xi − xj)T , Φij = (yi − yj)(yi − yj)T , Γij = xixTj + xjxTi , ∆ij = yiyTj + yjyTi ,
ρij = bf − dWf (xi,xj) + 2sVf (xi,xj), θij = bp − dWp(yi,yj) + 2sVp(yi,yj). Instead
of updating at every iteration, the regularization terms are updated only when the
similarity condition is violated. In practice, this strategy significantly reduces the
computational complexity but yields similar results.
Although the same deep features are used for both tasks, the difficulties for
the main task (face verification) and the auxiliary task (pose verification) are very
different since the deep neural networks are trained solely by the identity labels.
Therefore, the features are more specific to identity information. To solve this
problem, we pre-train the pose verification model using the pose labels. The pre-
trained model can thus encode more pose information from the features and provide
a good initialization of the pose metrics for multi-task learning. The whole procedure
is summarized in Algorithm 3.
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Algorithm 1 Stochastic Gradient Descent for Multi-Task Metric Learning
Input: Training pairs X with associated labels L for face verification and pairs
Y with labels A for pose verification, margin α, parameter λ1, λ2, maximum
iteration number N
1: Pre-train Pose Model: Pre-train the pose model Wp0,Vp0, bp0 using (3.1)
2: Initialization: Initialize Wf0,Wf0 using PCA, bf0 = 0, Wp0,Vp0, bp0 from the
pre-trained model
3: for t = 1:N do













Output: Projection matrices Wf ,Wp,Vf ,Vp and biases bf , bp
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3.2.3 Pose-Robust Face Verification
Although the joint model learns two metrics, one for the main task and the
other for the auxiliary task, we only utilize the face verification model to achieve
improved performance on the main task. Once the projection matrices Wf ,Vf are
learned, we calculate the similarity scores of the test pairs {xi,xj} as
sim(xi,xj) = 2sVf (xi,xj)− dWf (xi,xj) (3.5)
The learned bias bf is not included in the final formulation of the similar-
ity scores because the bias is only an uniform offset and will not change the final
performance.
3.3 Experiments
In this section, we evaluate the proposed approach on three challenging datasets:
IARPA Janus Benchmark A (IJB-A), Janus Challenging Set 3 Covariates (CS3 cov),
and Celebrities in Frontal-Profile (CFP). We begin with introducing the details of
the datasets and the experimental settings. Then discussions on the experimental
results are presented.
IARPA Janus Benchmark A [61]: This dataset contains 500 subjects with
a total of 5,397 images and 2,042 videos. For the evaluation purpose, ten splits
are generated based on different training / test set division. Each training set and
test set contains 333 subjects and 167 subjects, respectively. The dataset contains
many extreme pose and illumination variations and some sample images are shown
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Figure 3.2: Sample images in IJB-A dataset.
in Figure 3.2. The IJB-A verification protocol has around 11,748 pairs of gallery-
to-probe templates (1,756 positive and 9,992 negative pairs), with each templates
containing a mixture of images and video frames.
Janus Challenging Set 3 Covariates: The Janus Challenging Set 3 (CS3)
dataset contains 1871 subjects and 68716 images and video frames. The covariates
protocol aims to focus on the effect of eight different covariates (age, eyes visible,
facial hair, forehead visible, gender, indoor, nose and mouth visible and skin tone)
on the verification performance. The protocol evaluates 20,866,895 pair of templates
(5,961,839 positive and 14,905,056 negative pairs) where each template contains one
image or frame. Some sample images are shown in Figure 3.3.
Celebrities in Frontal-Profile [11]: This dataset investigates the influence
of extreme pose variations on the face verification performance. The dataset contains
500 subjects, with 10 frontal and 4 profile images for each subject. Most of the
profile images are in extreme poses and some sample images are shown in 3.4. For
the evaluation protocol, there are two settings: frontal-to-frontal and frontal-to-
profile face verification. For each setting, it consists of ten disjoint splits and each
split has 350 positive and 350 negative pairs. The final performance is averaged over
ten splits. In this chapter, we focus on pose-variant face verification and thus only
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run the experiments for the frontal-to-profile protocol.
3.3.1 Experimental Setup
Features: The deep CNN features used in all the experiments of this work
are extracted using the architecture proposed in [59]. The model consists of ten
convolutional layers, five pooling layers and one fully connected layer and is trained
using the CASIA-WebFace dataset [62]. The output of the pool5 layer is used as the
final features and the dimensionality of the features is 320. All the features are l2
normalized before computing the similarity score. In IJB-A dataset, there are more
than one samples in each templates. We use the media averaging strategy which is
similar to the one reported in [45].
Auxiliary Task Design: The face poses used in this chapter are estimated
using the approach discussed in [63]. Since the estimated poses may not be perfectly
accurate, we cluster the poses into groups and treat the poses equally within each
group. For CS3 and IJB-A datasets, we divide the poses into four groups and for the
CFP dataset three groups are generated. In order to avoid the identity bias in the
pose groups (some subjects may have more large poses than others), we randomly
choose samples from different subjects for each pose group. The positive pairs are
selected by randomly picking up two samples in the same group and the negative
pairs consist of samples picked from different groups.
Accuracy Metrics: To evaluate the CS3 Covariates and IJB-A verification
performance, we follow the evaluation protocol defined in [61]. The original protocol
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Figure 3.3: Sample images in CS3 dataset.
Figure 3.4: Sample images in CFP dataset.
reports ROC curves as well as the True Acceptance Rate (TAR) when False Alarm
Rate (FAR) equals 10−3, 10−2, 10−1. For the CS3 Covariates protocol, the total
number of pairs is extremely large (about 20 million pairs), thus we also report
the TAR at FAR= 10−5, 10−4. In addition, we also analyze the performance under
different covariates that are related with poses (eyes visibility, forehead visibility).
The accuracy metrics used for the CFP dataset follow the protocol in [11]. AUC
Method TAR@FAR = 10−3 TAR@FAR = 10−2 TAR@FAR = 10−1
Cosine 0.734±0.042 0.864±0.014 0.950±0.006
JBML [59] 0.799±0.022 0.906±0.010 0.973±0.004
TPE [45] 0.813±0.020 0.900±0.010 0.964±0.005
Proposed Method 0.814±0.027 0.913±0.010 0.977±0.003
Table 3.1: Verification results for the IJB-A dataset. Results are averaged over ten
splits.
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(a) ROC curves for IJB-A












































(b) ROC curves for CS3 Covariates
Figure 3.5: ROC curves for the CS3 Covariates and the IJB-A dataset. The results
are averaged over 10 splits for the IJB-A dataset.
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and EER are computed for each split, as well as the classification accuracy. The
performance is reported by averaging over ten splits. For classification accuracy, we
select the threshold that provides highest accuracy on the training set.
Parameters: We set the margin αf = αp = 0.001. Intuitively, a small margin
encourages the projection matrices to be updated only by the hard negative/positive
pairs since small margins result in less strict condition than large margins. The hard
negative mining yields a similar idea and has been widely used for SGD updating.
Based on the above observation, we choose the margin to be a small value. The
initialization of the projection matrices for the CS3 dataset is the whitening PCA
of the training data while for IJB-A and CFP datasets, we find that initialization
using WCPA makes the projection matrices have very large values and thus they
become unstable. Therefore, we use PCA to initialize the projection matrices. The
learning rates are set to be 3 × 10−4, 5 × 10−3, 3 × 10−3 for CS3, IJB-A and CFP
respectively.
Method TAR@FAR = 10−5 TAR@FAR = 10−4 TAR@FAR = 10−3 TAR@FAR = 10−2 TAR@FAR = 10−1
Cosine 0.148 0.302 0.548 0.792 0.931
JBML [59] 0.236 0.410 0.601 0.784 0.921
TPE [45] 0.213 0.400 0.602 0.788 0.919
Proposed Method 0.252 0.424 0.618 0.798 0.930
Table 3.2: Verification results for the CS3 covariates protocol.
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3.3.2 Evaluation Results for the IJB-A dataset
Compared Methods: The experimental results of the proposed approach are
compared with two baseline methods, the cosine similarity and the joint Bayesian
metric learning (JBML). The cosine similarity measure is computed directly from
the raw features while JBML is learned by using the identity labels of the training
data. In addition, we also compare with the triplet probabilistic embedding (TPE)
method [45]. We use the same features to compute the similarity scores for cosine
similarity, JBML and our method. In contrast, the results for TPE are directly cited
from [45] and we observe that the raw features used in [45] have a better baseline
performance than our features.
Table 3.1 summarizes the results for the IJB-A dataset. It can be seen that the
proposed metric learning method outperforms the cosine similarity, JBML baselines
and TPE method at all the FARs. In addition, considering the fact that TPE has
better features, the proposed method achieves competitive performance. To better
visualize the performance, the ROC curves are shown in Fig. 3.5(a).
3.3.3 Evaluation Results on CS3 Covariates
General Performance: For a fair comparison, the same features are used for
all the methods. We plot the ROC curves for the CS3 Covariates protocol in Fig.
3.5(b) and Table 3.2 shows the True Acceptance Rate (TAR) versus False Alarm
Rate (FAR) at different values. We notice that the proposed approach consistently
improves the JBML baseline and outperforms TPE at all FARs. Interestingly, we
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Eye Visible Method TAR@FAR = 10−5 TAR@FAR = 10−4 TAR@FAR = 10−3 TAR@FAR = 10−2 TAR@FAR = 10−1
Same
Cosine 0.146 0.297 0.546 0.798 0.935
JBML [59] 0.219 0.404 0.605 0.792 0.926
Proposed Method 0.243 0.418 0.622 0.805 0.933
Different
Cosine 0.118 0.254 0.468 0.705 0.888
JBML [59] 0.220 0.344 0.503 0.694 0.874
Proposed Method 0.221 0.350 0.515 0.709 0.886
Table 3.3: Covariates analysis on eye visibility. Same represents that the two face
images in a pair are both eye visible or non-visible, and Different means that one
of the faces is eye visible while the other is non-visible.
Forehead Visible Method TAR@FAR = 10−5 TAR@FAR = 10−4 TAR@FAR = 10−3 TAR@FAR = 10−2 TAR@FAR = 10−1
Same
Cosine 0.145 0.305 0.559 0.796 0.930
JBML [59] 0.219 0.413 0.609 0.788 0.919
Proposed Method 0.245 0.430 0.624 0.798 0.926
Different
Cosine 0.161 0.294 0.530 0.785 0.933
JBML [59] 0.260 0.404 0.586 0.777 0.923
Proposed Method 0.267 0.415 0.608 0.797 0.935
Table 3.4: Covariates analysis on forehead visibility. Same represents that the two
face images in a pair are both forehead visible or non-visible, and Different means
that one of the faces is forehead visible while the other is non-visible.
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Method Accuracy EER AUC
Cosine 0.904 0.094 0.967
Sengupta et al. [11] 0.849 0.150 0.930
JBML [59] 0.924 0.068 0.981
Proposed Method 0.929 0.071 0.981
Table 3.5: Verification results for the frontal-to-profile protocol for the CFP dataset.
Results are averaged over ten splits.
observe that JBML and TPE perform slightly worse than the cosine baseline at
FAR= 10−2, 10−1. Possibly, this is because the training set may not contain sufficient
face images with large poses and the learned metrics become biased to frontal or
near-frontal faces. When the projection matrices are applied to the test data, where
many faces are in extreme poses, the performance goes down. In contrast, the
proposed method explicitly avoids the pose informations in the metrics for the main
task, and thus it is more pose-robust than the baseline metric.
Covariates Analysis: In order to better understand how the covariates affect
the verification performance, we evaluate two pose-relevant covariates, eye visibility
and forehead visibility, and present the results. Tables 3.3 and 3.4 show the exper-
imental results for cosine, JBML and the proposed method over eye and forehead
visibility. same represents the same visibility (both visible or non-visible) and dif-
ferent means different visibility for the compared faces. Generally, the performance
for same visibility is better than that for different visibility. Since eye and forehead
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Figure 3.6: The Frobenius norm of the regularization terms for W and V matrices
over iterations for CS3 dataset.
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every one million iterations















inner product for W
inner product for V
Figure 3.7: The Frobenius norm of the regularization terms for W and V matrices
over iterations for CFP dataset.
visibility partially reflect the pose variations, it demonstrates that pose variations
indeed degrade the performance. We notice that the proposed approach consistently
outperforms the joint Bayesian baseline and cosine similarity for most cases except
slightly worse than cosine similarity at FAR= 10−1. Moreover, the improvement of
our method over the baseline shows similar trends for same and different visibility
cases. This reveals that the pose variations still exist, though smaller than that in
different visibility case, in the same visibility situation.
Regularization Parameter Analysis: The regularization parameter λ con-
trols the orthogonality of the projection matrices for the two tasks. We investigate
the function of the regularization terms by varying the values of λ. The Frobenius
norm of the inner product of the projection matrices for the two tasks are shown in
Fig 3.6. We can see that the Frobenius norm monotonically goes down as the itera-
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tions increase and a larger λ results in a more strict regularization on the projection
matrices. When λ is large enough (typically larger than 0.005), the Frobenius norm
becomes small and does not change much. We also run experiments to see how the
performance changes with different λ’s and do not notice much difference when λ
changes from 10−4 to 5× 10−3.
3.3.4 Evaluation Results on CFP dataset
For the CFP dataset, the experimental results are given in Table 3.5. Sur-
prisingly, we see that the proposed approach only slightly outperforms the JBML
baseline on accuracy for 0.5% and performs a bit worse on EER. Intuitively, the
learned metrics should alleviate the pose mismatch in the test pairs and improve
the JBML performance. We further conduct experiments to see the underlying rea-
sons for this issue. We find that the pose metric converges much faster than the
identity metric. The accuracy for the pose verification is almost 100%. Considering
the fact that the dataset only consists frontal and profile faces, the learned pose
metric is not discriminative enough to small pose differences. At the same time,
we draw the plot in Fig. 3.7 that the regularization term does not change much
during joint training. This further demonstrates that the regularization term does
not affect the face metric much.
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3.4 Conclusion
In this chapter, we showed the benefit of cooperating with the pose verification
task for pose-robust face verification. We proposed a joint model to learn the metrics
for the two tasks together and enforced an orthogonal regularization on the learned
projection matrices for the two tasks. By excluding the information contained in
the auxiliary task, the learned metric for face verification is more pose-robust. We
conducted extensive experiments on three challenging datasets and the experimental
results show that the proposed approach improves the baseline methods and is
competitive with the state-of-the-art.
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Chapter 4: Incremental Dictionary Learning for Unsupervised Do-
main Adaptation
4.1 Overview
Classification tasks often assume that training and test data are drawn from
the same distribution. However, this assumption is often challenged by real appli-
cations. For example, face recognition models trained on frontal faces with good
resolution may be called upon to classify non-frontal or blurred faces. This domain
shift has resulted in a large drop in classification performance and many domain
adaptation (DA) methods have been developed to address this problem [64–68].
There are two main settings for DA: semi-supervised DA allows a few class labels
in the target domain and in the case of unsupervised DA, target labels are not
available. In this chapter, we focus on the more difficult unsupervised setting.
One class of unsupervised methods learns a transformation and project samples
from both domains into a common subspace, in which the distribution divergence
between the two domain becomes smaller [65–68]. Others attempt to reduce the
domain mismatch by reweighting or selecting some source samples [69, 70]. In
contrast, some bootstrapping-based DA methods [64,71–73] use the source classifier
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to predict some target labels and then add them to the source domain to adapt the
initial classifier.
In this chapter, we propose an incremental dictionary learning-based method
which explicitly reduces the cross-domain divergence, and simultaneously performs
adaptation and classification. Specifically, we iteratively find some supportive sam-
ples in the target domain and add them to the source domain. These supportive
samples have two nice properties. First, the predicted labels of the supportive sam-
ples are reliable. So they are used to train a more powerful classification model.
Second, the supportive samples are close to the source domain. So they reduce the
domain dissimilarity. In addition, a good stopping criterion is crucial for efficient
adaptation. We introduce a domain similarity measure and only conduct adapta-
tion when the domain similarity value increases after each iteration. In this way, we
automatically guarantee that our adaptation will monotonically reduce the domain
mismatch.
4.2 Proposed Approach
In this section, we first present the proposed incremental dictionary learning-
based DA method. We will then introduce a domain similarity measure and give
some theoretical analysis to prove the effectiveness of the proposed method. We
begin with describing some notations used in the chapter.
We use Xs = X(0) = {xsi} ∈ Rd×Ns , X t = {xti} ∈ Rd×Nt to denote the
data from source and target domains, where Ns , Nt denote the number of samples
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Figure 4.1: Scheme of the incremental dictionary learning for domain adaptation.
The original source data is colored in blue and the target data is colored in red. Dif-
ferent shapes represent different classes. The red samples with shadow indicate the
previously selected supportive samples that have been added to the source domain.
The red samples with black border represent the supportive samples selected in the
current iteration.
respectively, and d is the dimension of data. Let L = {1, .., C} represent the existing
label set. Let D(0) = [D
(0)
1 |...|D(0)C ] denote the original dictionary trained on source
domain where D
(0)
j ∈ Rd×K denote the sub-dictionary that corresponds to class j,
and K represents the number of atoms in each class specific sub-dictionary. Let
P ∈ RNt×C denote the confidence matrix with each element pij ∈ [0, 1] representing
the probability that target sample xti belongs to the class j. Let W ∈ RNt×C denote
the binary selection matrix with each element wij ∈ {0, 1} indicating whether the
target sample xti is selected as supportive samples for class j. X
(k), D(k), P (k), W (k)
denote the augmented source domain, dictionary, confidence and selecting matrix
in the kth iteration.
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4.2.1 Incremental Dictionary Learning for DA
Given the dictionary D(k), we want to select a subset of target samples as sup-
portive samples. We have two constraints on this selection. First, the supportive
samples selected in the previous iterations should be excluded as we want to add new
data for adaptation. Second, we select equal number of supportive samples for each
class to ensure class balance during adaptation [69]. With these two constraints,
we select the most confident samples that minimize the reconstruction error when
represented by D(k). Then we update the augmented source domain by adding sup-
portive samples and retrain the dictionary. The stopping criterion is then checked
to see whether adding new supportive samples will reduce the domain dissimilarity.
The proposed approach is shown in Fig. 4.1 for better understanding.
Confidence Matrix Update: In the (k+1)th iteration, We update the confidence


































where σ2 is a normalization parameter and eij denotes the reconstruction error of






ij = ||xti −D(k)j · γ(k+1)ij ||22 (4.2)
where γ
(k+1)
ij is the sparse code. Here p
(k+1)
ij 6= 0 only when j is the most likely
class that sample i belongs to. This constraint guarantees that a sample cannot be
selected as the supportive sample for multiple classes.
Supportive Samples Selection: We select new supportive samples using W (k+1)















j = 0, ||W (k+1)j ||0 = Q, j = 1, ..., C
(4.3)
where Wj ∈ RNt×Nt are diagonal matrices with each element in the jth column of
W on the diagonal, e.g., Wj = diag{w1j, w2j...} and similarly Pj = diag{p1j, p2j...}.
Q is the number of supportive samples for each class.
This objective function (4.3) maximizes the confidence of the selected sup-
portive samples. The first constraint requires that the supportive samples in the
(k+1)th iteration are disjoint from the previously chosen ones which ensures that we
keep adding new supportive samples to the source domain. The second constraint
ensures that the number of supportive samples for each class is balanced.
The solution to (4.3) is to find the corresponding Q supportive samples that
maximize the confidence with the constraint that old supportive samples are ex-
cluded.
74
Augmented Source Domain Update: After selecting the supportive samples,






j |X tW (k+1)j P (k+1)j ] j = 1, ..., C (4.4)
Since the labels of the supportive samples may have error, each selected supportive
sample is weighted by its confidence. The weights indicate the reliability of the
labels of the supportive samples and highly confident supportive samples will con-
tribute more to the model.






||X(k+1)j −Dj · Zj||2F + λ||Zj||1 j = 1, ..., C. (4.5)
We solve ( 4.5) using the online dictionary learning method [74]. The dictio-
nary obtained in the previous iteration is used as the initial dictionary in the next
iteration. In this way, the computational cost is relatively low.
Stopping criterion: One trivial stopping criterion is to stop when there is no new
supportive samples for one of the classes. But our goal is to guarantee that the
adaptation monotonically reduces the domain shift. In this way, the classification
error bound in target domain will decrease as stated in [75]. So we design a do-
main similarity measure and perform adaptation only when the domain similarity
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increases after each iteration. The proposed approach is summarized in Algorithm 3.
4.2.2 Theoretical Analysis
In this section, we first introduce the domain similarity measure used for de-
termining the stopping criterion. In order to quantify the domain similarity, sev-
eral methods have been proposed [67, 76]. However, they need to design the dic-
tionary or do PCA for both domains, which may be time consuming when data
size is large. We introduce a simple domain similarity measure for Xs and X t:















Since the classification accuracy on supportive samples is good, the main rea-
son that causes the performance to drop in the target domain is that the source
classifier behaves poorly on the non-supportive samples. It indicates that domain
mismatch mainly lies between the source samples and the non-supportive samples.
If the distance between supportive samples and non-supportive samples is smaller
than the distance between the source domain and the non-supportive samples, se-
lecting supportive samples can help reduce the domain mismatch and thus help
classification as stated in [75]. The following theorem proves this notion and we
present experimental results to validate the theoretical results in Section 4.3.
Theorem 1. We divide the target samples into two part, supportive samples Xf
and non-supportive samples Xn with Nf and Nn samples. With the definition of ρ
above, and if ρ(Xf , Xn) > ρ(X
s, Xn), then the domain similarity (or mismatch) will
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Algorithm 2 Incremental dictionary learning for unsupervised DA
Input: Initial dictionary D(0) = [D
(0)
1 |...|D(0)C ] learned from the source data, the
target domain data X t, similarity measure of two domains ρ(Xs, X t), number of
supportive samples Q per class, parameters λ.
Output: Class labels for target data X t.
k = 0
repeat
1. Confidence update: For each input data xti, compute the reconstruction
error on each D
(k)
j using ( 4.2). Update each element of the confidence matrix
P (k+1) using ( 4.1)
2. Supportive sample selection: For each class j, select the supportive
samples using W
(k+1)
j by maximizing ( 4.3).
3. Augmented source domain update: Update the augmented source
domain X
(k+1)





j |X tW (k+1)j P (k)j ] j = 1, ..., C (4.6)





5. k ← k + 1.
until no supportive samples is selected or ρ(X(k+1), X t) <= ρ(X(k), X t)
classify X t using the final dictionary.
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increase(or decrease) when we add some supportive samples to the source domain:
ρ(Xsnew, X
t) > ρ(Xsold, X
t) (4.7)
where Xsold = X
s and Xsnew = [X
s|Xf ].
Proof. Since ρ(Xf , Xn) > ρ(X
s, Xn), we have:
























































⇔ tr((NsXfXTf −NfXsXsT )XnXTn ) > 0.
4.3 Experiments
In this section, we evaluate the proposed method for 2D object classification
and face recognition. For object classification, we use the standard benchmark
dataset Office+Caltech [77, 78] for domain adaptation. For face recognition, we
follow [76] and conduct experiments on the CMU-PIE dataset [79]. We compare
our method with several state-of-the-art unsupervised DA methods. Experimental




Office+Caltech contains object images of four domains: Amazon (A), Webcam
(W), DSLR (D), and Caltech (C). This leads to a total of 12 domain pairs for test.
10 common classes are selected in all domains. For each class, A, C, D and W
have about 100, 100, 15 and 30 images, respectively. We follow the protocol used in
[69, 80] to generate the source and target domain data. DeCAF features [81] are
used in our experiment.
We compare two non-adaptation (NA) methods, and five state-of-the-art un-
supervised DA methods: SVM and Dictionary Learning Based Classification (DLC)
are the two NA methods, Subspace Interpolation via Dictionary Learning (SIDL)
[76], Geodesic Flow Kernel (GFK) [66], Transfer Joint Matching (TJM) [80], Land-
marks [69] and DA-NBNN [71] are the unsupervised DA methods. Dictionary
trained using the DLC method is also used as the initial dictionary in our method.
GFK, SIDL and TJM are based on learning domain-invariant subspaces and
they are fully unsupervised. In particular, SIDL shares a similar idea with GFS [65],
but they use dictionary as basis. Landmarks reweight and select some source samples
to assist adaptation, and they also utilize source labels to learn a discriminative
classifier. DA-NBNN is a bootstrapping based method and is most closely related
to our proposed approach, while our method differ from DA-NBNN in that we use
different sample selection and stopping criteria.
We set λ = 0.05 and σ2 = 0.05. For λ, [82] has shown it is non-sensitive
to classification . For σ2, we use maximum likelihood estimation to estimate it in
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a similar way as suggested in [83] for each domain. In practice, we calculate the
mean for all domains and set a uniform value for simplicity. For A, C, W and D,
we set K = 80, 80, 20 and 8 respectively. Theoretically, Q can be set uniformly to
1. We can accelerate the convergence speed by setting Q to a reasonably larger
value according to the dataset size. For A,C, W and D we set Q = 8, 8, 2 and 1,
respectively. We only show the sensitivity analysis results on K and Q in section
4.3.
Method A→C A→D A→W C→A C→D C→W W→A W→D W→C D→A D→C D→W
NA
SVM 85.04 87.90 78.98 91.44 89.81 80.00 75.68 99.36 71.95 87.06 78.81 98.64
DLC 85.31 82.17 75.59 91.34 87.90 78.64 78.40 98.72 76.05 88.10 81.56 99.32
DA
GFK [66] 77.29 84.71 81.02 88.52 85.99 80.34 81.84 100 73.91 85.80 75.96 97.29
SIDL [76] 84.51 81.53 74.24 90.92 89.81 78.31 75.05 100 71.15 87.89 80.14 99.32
TJM [80] 80.14 84.71 75.25 89.04 85.35 76.94 84.86 100 78.01 87.37 77.38 98.64
DA-NBNN [71] 83.44 80.89 76.61 89.67 87.90 80.34 88.00 100 82.46 91.34 86.11 97.97
Landmarks [69] 84.68 85.99 82.37 92.38 92.35 84.07 84.03 98.73 71.68 77.04 74.35 95.25
Proposed method 86.73 92.36 88.47 93.31 88.54 95.59 92.80 100 88.69 93.11 89.13 99.32
Table 4.1: Recognition accuracies on 12 pairs of cross-domain unsupervised object
recognition. A: Amazon, C: Caltech, W: Webcam, D: DSLR
4.3.1.1 Results on recognition rate:
The recognition rates for all 12 domain pairs are summarized in Table 4.1. Our
proposed approach outperforms other methods on most pairs by a large margin. We
notice that the difficulty for the 12 adaptation tasks vary a lot. Our method tends
to gain more over other approaches on more difficult pairs, e.g., A→W, W→C, and
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behaves similar to other methods on the easier pairs, e.g., D→W. This indicates that
our method can boost more on those pairs where domain dissimilarity is relatively
large. The reason is that large domain discrepancy provides more scope for our
adaptation process, which means adding the supportive samples can continuously
reduce the domain divergence. In contrast, if the initial domain dissimilarity is
small, adding the supportive samples may not reduce the domain distance in a
significant way, and our method is likely to stop early and thus behave similar to
other techniques.
We notice that [69] performs better than baselines when A or C act as the
source domain. It demonstrates the effectiveness of selecting easier adaptive samples.
However, its performance drops significantly when W or D act as the source domain.
This is because when the source domain is relatively small, the selection of landmarks
will further reduce the source domain size and leads to insufficient training data. In
addition, the performance of [71] is good when W or D acts as the source domain.
Thus it is very important to exploit the target discriminate information when the
source domain is small.
4.3.1.2 Domain Similarity Evaluation:
In section 4.2.2, by setting up the stopping criterion, we proved that adding
supportive samples reduce the domain divergence under a mild assumption. In this
section, we compute the similarity of the source and target domains as the supportive
samples are gradually added to the source domain. Results are shown in Fig. 4.2
(a) and (b). Here we set the adaptation iteration number to be 10 to monitor how
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(a) A as source domain (b) W as source domain
(c) dictionary atoms K (d) Number of supportive samples per class Q
Figure 4.2: Domain similarity and parameter sensitivity. (a) and (b) show the
change in domain similarity when the supportive samples are added to the source
domain. Solid and dotted lines represent the iterations in which the domain similar-
ity increases and decreases respectively. In our experiments, we only continue our
adaptation as long as the similarity value goes up, which is represented by the solid
lines before the slash symbols. (c) and (d) show the classification accuracy when K
or Q varies. A: Amazon, C: Caltech, W: Webcam, D: DSLR
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the similarity value changes as adaptation is performed. In our experiments, we
only continue our adaptation as long as the similarity value goes up, which are
represented by the solid lines. The dotted lines show that adding more supportive
samples may enlarge the domain mismatch after some iterations. In this situation,
the adaptation process should be terminated.
We compare the changes in domain similarity in Fig. 4.2 with our classification
results in Table 4.1, and find that we are likely to gain more from our method when
the domain similarity value continues to go up as more supportive samples are
added to the source, e.g., A→W. It indicates that reducing domain dissimilarity
indeed helps the classification task.
It can be observed from Fig. 4.2 that when the domain similarity, before adap-
tation, is high it often means the NA methods can work well with high classification
performance. However, in this case, as we add more supportive samples to the source
domain, the domain similarity may change very little or even decrease, where the
adaptation may bring no additional benefits or even harm the classification perfor-
mance. In contrast, if the original domain similarity value is low, the condition in
theorem 1 is easy to satisfy and the domain similarity can increase continuously
as more supportive samples are added. Therefore, better results can be achieved




We conduct sensitivity analysis on parameter K and Q and show results on
three pairs. Other pairs behave in a similar way. We can see from Figures. 4.2
(c) and (d) that the performance does not depend much on K and Q. Basically,
a relatively small K makes the dictionary more compact and relatively a large Q
accelerates the rate of convergence.
4.3.2 Face Recognition
Here we show the experimental results for face recognition on the CMU-PIE
dataset. We follow the protocol presented in [76] and consider the proposed ap-
proach for face recognition under blur and illumination variations.
4.3.2.1 Across blur and illumination variance:
We select faces from 34 classes with 21 lighting conditions for each class, in
which 11 samples for training and 10 samples for test. We add Gaussian blur
and motion blur to test samples to evaluate different situations. Six situations are
considered in our experiments: Gaussian blur with standard deviation of 3, 4, or 5,
motion blur with lengths of 9, 11, or 13. In our experiments, λ is set to be 0.05. σ2
is chosen to be 10. We set K = 10 and Q = 1. We compare our results with the
same baseline methods as in section 4.3.1.
Results are presented in Table 4.2 and the proposed method outperforms other
approaches by a large margin. We see that DLC approach gives us a good initial
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Methods σ = 3 σ = 4 σ = 5 len = 9 len = 11 len = 13
SVM 76.18 71.47 69.71 80.00 74.71 67.06
DLC 88.82 87.35 86.18 91.18 82.06 75.00
GFK [66] 78.53 77.65 74.71 84.41 73.82 64.71
SIDL [76] 80.29 77.94 76.76 85.88 81.18 73.53
TJM [80] 76.18 72.06 70.29 78.24 65.88 53.24
DA-NBNN [71] 62.35 58.53 57.94 65.59 54.12 42.65
Landmarks [69] 80.29 77.94 77.06 82.65 76.18 70.59
Proposed method 94.70 93.24 90.29 96.47 93.24 92.35
Table 4.2: Recognition accuracies on face recognition under illumination and blur
mismatch.
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point for adaptation. It indicates that dictionary-based classification methods are
robust to Gaussian blur and motion blur, as well as illumination changes. We
normally gain 5% -10% from the initial point and similar to object recognition, we
tend to gain more when the initial mismatch between source and target is relatively
large. Our method can overcome some blur variations at the beginning and then
further reduce domain mismatch through adaptation from the source to target.
We can also interpret the physical meaning of the supportive sample faces.
Since the light condition changes smoothly from source to target, the supportive
samples should have closer illumination conditions with the source domain than
other non-supportive samples. Once the supportive samples are added to the source
domain, the rest of the samples in the target are easier to classify because the
supportive samples reduce the illumination mismatch from source to target.
4.4 Conclusion
In this chapter, we proposed a novel incremental dictionary learning method
for unsupervised domain adaptation. Supportive samples are iteratively selected to
smoothly connect the source and target domains. We utilize the supportive samples
to reduce the domain mismatch, and to build a more discriminate classifier, both of
which are crucial for classification performance. We design an efficient stopping cri-
terion to guarantee that adaptation reduces the domain dissimilarity monotonically.
Extensive experiments on both object classification and face recognition datasets
show promising results compared to many state-of-the-art DA methods.
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Chapter 5: Unsupervised Domain-Specific Deblurring via Disentan-
gled Representations
5.1 Overview
Image blur is an important factor that adversely affects the quality of images
and thus significantly degrades the performances of many computer vision applica-
tions, such as object detection [32] and face recognition [23, 84]. To address this
problem, blind image deblurring aims to restore the latent sharp image from a
blurred image. Most conventional methods formulate the image deblurring task as
a blur kernel estimation problem. Since this problem is highly ill-posed, many pri-
ors have been proposed to model the images and kernels [24–26]. However, most of
these priors only perform well on generic natural images, but do not generalize to
specific image domains, like face [27], text [28] and low-illumination images [29].
Recently, some learning-based approaches have been proposed for blind image
restoration [27,32,33]. CNN-based models can handle more complex blur types and
have enough capacity to train on large-scale datasets. Meanwhile, the Generative
Adversarial Networks (GAN) have been found to be effective in generating more re-
alistic images. Nonetheless, most of these methods need paired training data, which
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(a) Blurred (b) [85] (c) Ours (d) Blurred (e) [86] (f) Ours
Figure 5.1: Qualitative deblurred results of the proposed method compared with
other state-of-the-art unpaired deblurring methods on real-world blurred face and
text images.
is expensive to collect in practice. Although numerous blur generation methods
have been developed [32, 34, 35], they are not capable of learning all types of blur
variants in the wild. Moreover, strong supervision may cause algorithms to overfit
training data and thus cannot generalize well to real images.
More recently, Nimisha et al. [85] proposed an unsupervised image deblurring
method based on GANs where they add reblur loss and multi-scale gradient loss on
the model. Although they achieved good performance on synthetic datasets, their
results on some real blurred images are not satisfactory (Fig. 5.1(b)). Another solu-
tion might be to directly use some existing unsupervised methods (CycleGAN [86],
DualGAN [87]) to learn the mappings between sharp and blurred images. However,
these generic approaches often encode other factors (e.g., color, texture) rather than
blur information into the generators, and thus do not produce good restored images
(Fig. 5.1(e)).
In this chapter, we propose an unsupervised domain-specific image deblurring




















Figure 5.2: Overview of the deblurring framework.The data flow of the top blurring
branch (bottom deblurring branch) is represented by blue (orange) arrows. EcB and
EcS are content encoders for blurred and sharp images respectively; E
b is blur en-
coder; GB and GS represent blurred image and sharp image generators respectively.
Two GAN losses are added to distinguish bs from blur images, and to distinguish
sb from sharp images. The KL divergence loss is added to the output of E
b. Cycle-
consistency loss is added to s and ŝ, b and b̂. Perceptual loss is added to b and
sb.
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content and blur features from blurred images to accurately encode blur information
into the deblurring framework. As shown in Fig. 5.2, the content encoders extract
content features from unpaired sharp and blurred images, and the blur encoder cap-
tures blur information. In addition, we share the weights of the last layer of both
content encoders so that the content encoders can project the content features of
both domains onto a common space. However, this structure by itself does not guar-
antee that the blur encoder captures blur features—it may encode content features
as well. Inspired by [88], we add a KL divergence loss to regularize the distribution of
blur features to suppress the contained content information. Then, the deblurring
generator GS and the blurring generator GB take corresponding content features
conditioned on blur attributes to generate deblurred and blurred images. Similar
to CycleGAN [86], we also use the adversarial loss and the cycle-consistency loss
as regularizers to assist the generator networks to yield more realistic images, and
also preserve the content of the original image. To further remove the unpleasant
artifacts introduced by the deblurring generator GS, we add the perceptual loss to
the proposed framework. Some sample deblurred images are shown in Fig. 5.1.
We conduct extensive experiments on face and text deblurring and achieve
competitive performance compared with other state-of-the-art deblurring methods.
We also evaluate the proposed method on face verification and optical character




The proposed approach consists of four parts: 1) content encoders EcB and
EcS for blurred and sharp image domains; 2) blur encoder E
b; 3) blurred and sharp
image generators GB and GS; 4) blurred and sharp image discriminators DB and
DS. Given a training sample b ∈ B in the blurred image domain and s ∈ S in the
sharp image domain, the content encoders EcB and E
c
S extract content information
from corresponding samples and Eb estimates the blur information from b. GS then
takes EcB(b) and E
b(b) to generate a sharp image sb while GB takes E
c
S(s) and
Eb(b) to generate a blurred image bs. The discriminators DB and DS distinguish
between the real and generated examples. The end-to-end architecture is illustrated
in Fig. 5.2.
In the following subsections, we first introduce the method to disentangle con-
tent and blur components in Section 5.2.1. Then, we discuss the loss functions used
in our approach. In Section 5.2.5, we describe the testing procedure of the proposed
framework. Finally, the implementation details are discussed in Section 5.2.6.
5.2.1 Disentanglement of Content and Blur
Since the ground truth sharp images are not available in the unpaired setting, it
is not trivial to disentangle the content information from a blurred image. However,
since sharp images only contain content components without any blur information,
the content encoder EcS should be a good content extractor. We enforce the last
layer of EcB and E
c
S to share weights so as to guide E
c
B to learn how to effectively
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extract content information from blurred images.
On the other hand, the blur encoder Eb should only encode blur information.
To achieve this goal, we propose two methods to help Eb suppress as much content
information as possible. First, we feed Eb(b) together with EcS(s) into GB to generate
bs. Since bs is a blurred version of s and it will not contain content information of b,
this structure discourages Eb(b) to encode content information of b. Second, we add
a KL divergence loss to regularize the distribution of the blur features zb = E
b(b)
to be close to the normal distribution p(z) ∼ N(0, 1). As shown in [88], this will

















i − log(σ2i )− 1) (5.2)
where µ and σ are the mean and standard deviation of zb and N is the dimension
of zb. Similar to [26], zb is sampled as zb = µ + z ◦ σ, where p(z) ∼ N(0, 1) and ◦
represents element-wise multiplication.
5.2.2 Adversarial Loss
In order to make the generated images look more realistic, we apply the adver-






where DS tries to maximize the objective function to distinguish between restored
and real sharp images. In contrast, GS aims to minimize the loss to make deblurred
images look similar to real samples in domain S. Similarly, we define the adversarial





After competing with discriminator DS in the minmax game, GS should be
able to generate visually realistic sharp images. However, since no pairwise super-
vision is provided, the deblurred image may not retain the content information in
the original blurred image. Inspired by CycleGAN [86], we introduce the cycle-
consistency loss to guarantee that the deblurred image sb can be reblurred to re-
construct the original blurred sample, and bs can be translated back to the original
sharp image domain. The cycle-consistency loss further limits the space of the gen-
erated samples and preserves the content of original images. More specifically, we

















We define the cycle-consistency loss on both domains as:
Lcc = Es∼p(s)[‖s− ŝ‖1] + Eb∼p(b)[||b− b̂||1] (5.7)
5.2.4 Perceptual Loss
From our preliminary experiments, we find that the generated deblurred sam-
ples often contain many unpleasant artifacts. Motivated by observations from [89,90]
that features extracted from pre-trained deep networks contain rich semantic infor-
mation, and their distances can act as perceptual similarity judgments, we add a
perceptual loss between the deblurred images and corresponding original blurred
images:
Lp = ‖φl(sb)− φl(b)‖22 (5.8)
where φl(x) is the features of the l-th layer of the pre-trained CNN. In our experi-
ments, we use the conv3,3 layer of VGG-19 network [91] pre-trained on ImageNet [92].
There are two main reasons why we use the blurred image b instead of the sharp
one s as the reference image in the perceptual loss. First, we assume that the content
information of b can be extracted by the pre-trained CNN. As shown in Fig. 5.3.2,
the experimental results confirm this point. Second, since s and b are unpaired,
applying the perceptual loss between s and sb will force sb to encode irrelevant
content information from s. However, since we also notice that the perceptual loss is
sensitive to blur as shown in [93], we carefully balance the weight of the perceptual
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loss with other losses to prevent sb from staying too close to b. The sensitivity
evaluation of varying the weight is conducted in Section 5.3.3.
It is worth mentioning that the perceptual loss is not added to bs and s. This
is because we do not find obvious artifacts in bs during training. Moreover, for text
image deblurring, since we observe the percetual loss does not help but sometimes
hurt the performance, we do not include it for this task. One possible reason may be
due to the pixel intensity distribution of the text images being very different from
the natural images in the ImageNet dataset.
The full objective function is a weighted sum of all the losses from (5.2) to (5.8):
L = λadvLadv + λKLLKL + λccLcc + λpLp (5.9)
where Ladv = LDS + LDB . We empirically set the weights of each loss to balance
their importances.
5.2.5 Testing
At test time, the blurring branch is removed. Given a test blurred image bt,
EcB and E
b extract the content and blur features. Then GS takes the outputs and







Architecture and training details. For the network architectures, we fol-
low the structures similar to the one used in [94]. The content encoder is composed of
three strided convolution layers and four residual blocks. The blur encoder contains
four strided convolution layers and a fully connected layer. For the generator, the
architecture is symmetric to the content encoder with four residual blocks followed
by three transposed convolution layers. The discriminator applies a multi-scale
structure where feature maps at each scale go through five convolution layers and
then are fed into sigmoid outputs. The end-to-end design is implemented in Py-
Torch [95]. During training, we use Adam solver [96] to perform two steps of update
on discriminators, and then one step on encoders and generators. The learning rate
is initially set to 0.0002 for the first 40 epochs, then we use exponential decay over
the next 40 epochs. In all the experiments, we randomly crop 128 × 128 patches
with batch size of 16 for training. For hyper-parameters, we experimentally set:
λadv = 1, λKL = 0.01, λcc = 10 and λp = 0.1.
Motion blur generation. We follow the procedure in DeblurGAN [32] to
generate motion blur kernels to blur face images. A random trajectory is gener-
ated as described in [97]. Then the kernels are generated by applying sub-pixel
interpolation to the trajectory vector. For parameters, we use the same values as
in [32] except that we set the probability of impulsive shake as 0.005, the probabil-




We evaluate the proposed approach on three datasets: CelebA dataset [98],
BMVC Text dataset [28], and CFP dataset [99].
5.3.1 Datasets and Metrics
CelebA dataset: This dataset consists of more than 202,000 face images.
Most of the faces are of good quality and at near-frontal poses. We randomly split
the whole dataset into three mutually exclusive subsets: sharp training set (100K
images), blurred training set (100K images) and test set (2137 images). For the
blurred training set, we use the method in Section 5.2.6 to blur the images. The
faces are detected and aligned using the method proposed in [44].
BMVC text dataset: This dataset is composed of 66,000 text images with
size 300 × 300 for training and 94 images with size 512 × 512 for OCR testing.
Similar to CelebA, we evenly split the training sets as sharp and blurred set. Since
the dataset already contains the blurred text images, we directly use them instead
of generating new ones.
CFP dataset: This dataset consists of 7,000 still images from 500 subjects
and for each subject, it has ten images in frontal pose and four images in profile
pose. The datasets are divided into ten splits and two protocols: frontal-to-frontal
(FF) and frontal-to-profile (FP). We used the same method as described above to
blur the images. The faces are detected and aligned similarly as the CelebA dataset.
For CelebA and BMVC Text datasets, we use standard debluring metrics
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(PSNR, SSIM) for evaluation. We also use feature distance (i.e., the L2 distance of
the outputs from some deep networks) between the deblurred image and the ground
truth image as a measure of semantic similarity because we find this to be a better
perceptual metric than PSNR and SSIM [93]. For the CelebA dataset, we use the
outputs of pool5 layer from VGG-Face [100] and for the text dataset, we use the
outputs of pool5 layer from a VGG-19 network. For text deblurring, another mean-
ingful metric is the OCR recognition rate for the deblurred text. We follow the same
protocol as in [28] to report the character error rate (CER) for OCR evaluation.
To study the influence of motion blur on face recognition and test the perfor-
mance of different deblurring algorithms, we perform face verification on the CFP
dataset. Both frontal-to-frontal and frontal-to-profile protocol are evaluated. The
frontal-to-profile protocol can further be used to examine the robustness of the de-
blurring methods on pose.
In order to test the generalization capability of the proposed method, we also
try our approach on natural images. More details are presented in the supplementary
materials.
5.3.2 Ablation Study
In this section, we present the results of an ablation study to analyze the ef-
fectiveness of each component or loss in the proposed framework. Both quantitative
and qualitative results on CelebA dataset are reported for the following five vari-
ants of our methods where each component is gradually added: 1) only including
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(a) (b) (c) (d) (e) (f) (g)
Figure 5.3: Ablation study. (a) shows the blurred image and (g) is the sharp image.
(b) only contains deblurring branch (bottom branch of Fig. 5.2), (c) adds blurring
branch (bottom branch of Fig. 5.2), (d) adds disentanglement (Eb), (e) adds the KL
divergence loss, and (f) adds perceptual loss.
deblurring branch (i.e., removing the top cycle in Fig. 5.2 and the blur encoder Eb);
2) adding blurring branch (adding the top cycle of Fig. 5.2); 3) adding content and
blur disentanglement; 4) adding the KL divergence loss; 5) adding the perceptual
loss.
We present the PSNR, SSIM and VGG-Face distance (dV GG) for each variant
in Table 5.1 and the visual comparisons are shown in Fig. 5.3. From Table 5.1, we see
that adding the blurring branch significantly improves the deblurring performance,
especially for the perceptual distance. As shown in Fig. 5.3 (c) many artifacts are
removed from face and colors are preserved well compared to (b). This confirms
the findings in CycleGAN [86] that only one direction cycle-consistency loss is not
enough to recover good images. However, we find that adding a disentanglement
component does not help but rather hurt the performance ( Fig. 5.3 (d)). This
demonstrates that the blurring encoder Eb will induce some noise and confuse the
generator GS if the KL divergence loss is not enforced. In contrast, when the
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Method PSNR SSIM dV GG
Only deblurring branch 18.83 0.56 82.9
Add blurring branch 19.84 0.59 65.5
Add disentanglement 19.58 0.57 69.8
Add KL divergence loss 20.29 0.61 60.6
Add perceptual loss 20.81 0.65 57.6
Table 5.1: Ablation study on the effectiveness of different components. dV GG repre-
sents the distance of feature from VGG-Face, lower is better.
KL diveregence loss is added to Eb (Fig. 5.3 (e)), content and blur information
can be better disentangled and we observe some improvements on both PSNR and
perceptual similarities. Finally, the perceptual loss can improve the perceptual
reality of the face notably. By comparing Fig. 5.3 (e) and (f), we find that the
artifacts on cheek and forehead are further removed. Furthermore, the mouth region
of (f) is more realistic than (e).
5.3.3 Paramter selection for λp
As we mentioned above, the weight for perceptual loss λp needs to be tuned
so that the deblurred image neither stays too close to the original blurred image,
nor contains many artifacts. The quantitative performance and qualitative visual-
izations are shown in Table 5.2 and Fig. 5.4 respectively. If setting the λp too high
(λp = 1), the deblurred images become very blurred (Fig. 5.4(b)), and both the
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Values PSNR SSIM dV GG
λp = 1 18.40 0.59 78.0
λp = 0.1 20.81 0.65 57.6
λp = 0.01 20.21 0.62 58.7
Table 5.2: Quantitative results for different settings of λp.
(a) Blurred (b) λp = 1 (c) λp = 0.1 (d) λp = 0.01 (e) Sharp
Figure 5.4: Visualizations of sample images with different settings of λp. Best viewed
by zooming in.
quantitative performance and visualization results are poor. In contrast, if λp is set
too low (λp = 0.01), the deblurred images contain many artifacts (Fig. 5.4(d)).
5.3.4 Face Results
Compared methods: We compare the proposed method with some state-
of-the-art deblurring methods [24, 25, 27, 30–33, 86, 101]. We directly use the pre-
trained models provided by authors except for CycleGAN [86], where we retrain
the model by using the same training set as our method. Both CNN-based models
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Method PSNR SSIM dV GG
Pan et al. [30] 17.34 0.52 96.6
Pan et al. [24] 17.59 0.54 85.6
Shen et al. [27] 21.50 0.69 57.9
Pan et al. [31] 15.16 0.38 166.6
Xu et al. [25] 16.84 0.47 102.0
Krishnan et al. [101] 18.51 0.56 89.4
Kupyn et al. [32] 18.86 0.54 116.5
Nah et al. [33] 18.26 0.57 75.6
Zhu et al. [86] 19.40 0.56 103.2
Ours 20.81 0.65 57.6
Table 5.3: Quantitative performance comparison with state-of-the-art methods on
CelebA dataset. dV GG represents the distance of feature from VGG-Face, lower is
better.
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(a) Blurred (b) [30] (c) [24] (d) [27] (e) [31] (f) [25]
(g) [101] (h) [32] (i) [33] (j) [86] (k) Ours (l) Sharp
Figure 5.5: Visual performance comparison with state-of-the-art methods on CelebA
dataset. Best viewed in color and by zooming in.
[27,32,33,86] and conventional MAP-based methods are included [24,25,30,31,101].
Among these approaches, two are specific for face deblurring [27, 31] while others
are generic deblurring algorithm. The kernel size for [24, 30] is set to 9. We found
that the face deblurring method [27] is very sensitive to face alignment, we follow
the sample image provided by the author to align the faces before running their
algorithm. Meanwhile, CycleGAN is the only unsupervised CNN-based method we
compare with.
CelebA dataset results. The quantitative results for CelebA dataset are
shown in Table 5.3 and the visual comparisons are illustrated in Fig. 5.5. Our
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Methods F2F Accuracy F2P Accuracy
Blurred 0.920±0.014 0.848±0.013
Sharp 0.988±0.005 0.949±0.014
Pan et al. [30] 0.930±0.013 0.853±0.010
Pan et al. [24] 0.935±0.015 0.872±0.015
Shen et al. [27] 0.959±0.008 0.821±0.022
Pan et al. [31] 0.916±0.011 0.825±0.016
Xu et al. [25] 0.944±0.012 0.865±0.013
Krishnan et al. [101] 0.941±0.012 0.857±0.014
Kupyn et al. [32] 0.948±0.012 0.872±0.007
Nah et al. [33] 0.960±0.007 0.885±0.016
Zhu et al. [86] 0.941±0.012 0.864±0.015
Ours 0.948±0.006 0.872±0.015
Table 5.4: Face verification results on the CFP dataset. F2F, F2P represent frontal-
to-frontal and frontal-to-profile protocols.
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approach shows superior performance to other unsupervised algorithms on both
conventional metrics and VGG-Face distance. Furthermore, we achieve comparable
results with state-of-the-art supervised face deblurring method [27]. From Fig. 5.5
we see that conventional methods often over-deblur or under-deblur the blurred
images. Among them, Krishnan et al. [101] perform the best in PSNR and SSIM and
Pan et al. [24] perform the best in perceptual distance. For CNN-based methods,
Shen et al. [27] include a face parsing branch and achieve the best performance
among the compared methods. The results for DeblurGAN [32] contain some ringing
artifacts and CycleGAN [86] cannot recover the mouth part of both images that well.
Nah et al. [33] shows better visual results than other CNN-based generic methods
but still contains some blur in local structures.
Face verification results. The face verification results for the CFP dataset
are reported in Table 5.4. We train a 27-layer ResNet [23] on the curated MS-
Celeb1M dataset [15, 16] with 3.7 millions face images and extract features of the
deblurred faces for each method. Cosine similarities of test pairs are used as sim-
ilarity scores for face verification. We follow the protocols used in [9, 102] and the
verification accuracy for both frontal-to-frontal and frontal-to-profile protocols are
reported. As shown in Table 5.4, the proposed method improves the baseline results
of blurred images and outperforms CycleGAN [86] on both protocols. Moreover,
we achieve comparable performance compared to other state-of-the-art supervised
deblurring methods. Shen et al. [27] perform very well for frontal-to-frontal proto-
col, yet provide the worst performance on frontal-to-profile protocol, which shows
that the face parsing network in their method is sensitive to poses. In contrast, the
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(a) Blurred (b) [30] (c) [24] (d) [27] (e) [31] (f) [25]
(g) [101] (h) [32] (i) [33] (j) [86] (k) Ours
Figure 5.6: Visual comparisons with state-of-the-art methods on real blurred face
images. Best viewed in color and by zooming in.
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proposed method works for both frontal and profile face images even though we do
not explicitly train on faces with extreme poses.
Real blurred images results We also evaluate the proposed method on
some real-world images from the datasets of Lai et al. [103], and the results are
shown in Fig. 5.6. Similar to what we have observed for CelebA, our method shows
competitive performance compared to other state-of-the-art approaches. Conven-
tional methods [24, 25, 30, 31, 101] still tend to under-deblur or over-deblur images,
especially on local regions such as eyes and mouths. On the other hand, the generic
CNN-based method [32] does not perform very well on face deblurring. Cycle-
GAN [86] fails to recover sharp faces but only changes the background color of
images (e.g., third row of Fig. 5.6(j)). Nah et al. [33] produce good results on the
first two faces, but generate some artifacts in the third image. Deep semantic face
deblurring [27] generates better results than other compared methods. Nonetheless,
due to the existence of face parsing, they tend to sharpen some facial parts (eye, nose
and mouth) but over-smooth the ears and the background. In contrast, our method
not only recovers sharp faces, but also restores sharp textures in the background
(e.g., third row of Fig. 5.6(k)).
5.3.5 Text results
BMVC Text dataset results. Similar to face experiments, we train a Cycle-
GAN model using the same training set as our method. The kernel size for [24,30] is
set to 12. The quantative results for the BMVC Text dataset are shown in Table 5.5
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(a) Blurred (b) [30] (c) [24] (d) [33]
(e) [86] (f) [28] (g) Ours (h) Sharp
Figure 5.7: Visual results compared with state-of-the-art methods on BMVC Text
dataset. Best viewed by zooming in.
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(a) Blurred (b) [30] (c) [24] (d) [33]
(e) [86] (f) [28] (g) Ours
Figure 5.8: Visual results compared with state-of-the-art methods on real blurred
text images. Best viewed by zooming in.
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Method PSNR SSIM dV GG CER
Pan et al. [30] 21.18 0.92 19.7 42.3
Pan et al. [24] 21.84 0.93 15.7 35.3
Nah et al. [33] 22.27 0.92 31.9 50.6
Hradis et al. [28] 30.6 0.98 1.6 7.2
Zhu et al. [86] 19.57 0.89 18.8 53.0
Ours 22.56 0.95 2.2 10.1
Table 5.5: Quantitative performance comparison with state-of-the-art methods on
BMVC Text dataset. dV GG represents the distance of feature from VGG-Face, lower
is better. CER is the OCR character error rate, lower is better.
and some sample images are presented in Fig. 5.7. We can see that conventional
methods [24,30] and generic deblurring approaches [33] do not perform well on text
deblurring. The visual quality is poor and the OCR error rate is very high. The
results for CycleGAN [86] contain some unexplainable blue background. Although
it removes the blur in images, it fails to recover recognizable text. In contrast, our
method achieves good visual quality and its performance is comparable to the state-
of-the-art supervised text deblurring method [28] on semantic metrics (i.e., percep-
tual distance and OCR error rate). Interestingly, we find the PNSR performance for
our approach is worse than the method [28] by large margins. We carefully examine
our visual results and find that the proposed method sometimes changes the font
of the text while deblurring. For example, as shown in the first row of Fig. 5.7(g),
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the font of our deblurred text becomes lighter and thinner compared to the original
sharp text image (Fig. 5.7(h)). The main reason for this phenomenon is that our
method does not utilize paired training data so that the deblurring generator cannot
preserve some local details of text images.
Real blurred text images results We also evaluate our deblurring method
on real blurred text images provided by Hradis et al. [28]. Due to space limitation,
200× 200 patches are randomly cropped, and some visual results are illustrated in
Fig. 5.8. Similar to the results of BMVC Text dataset, we find that conventional
methods [24,30] fail to deblur the given text images. Nah et al. [33], in contrast, gen-
erate a reasonable deblurred result for the first image but cannot handle the second
one. CycleGAN [86] again produces blue artifacts and cannot recover meaningful
text information. Hradiset al. [28] and our approach both generate satisfactory re-
sults. Although we mis-recognize some characters (e.g., in the second images, ”i.e.,
BING” is recovered as ”Le.,BING”), we still correctly recover most of the blurred
images.
5.4 Conclusions
In this chapter, we presented an unsupervised method for domain-specific sin-
gle image deblurring. We disentangled the content and blur features in a blurred
image and added the KL divergence loss to discourage the blur features to encode
content information. In order to preserve the content of the original images, we
added a blurring branch and cycle-consistency loss to the framework. The percep-
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tual loss helps the blurred image remove unrealistic artifacts. Ablation study on
each component shows the effectiveness of different modules. We conducted exten-
sive experiments on face and text deblurring. Both quantative and visual results
show promising performance compared to other state-of-the-art approaches.
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Chapter 6: Regularized Metric Adaptation for Unconstrained Face
Verification
6.1 Overview
Face verification research has been one of the active research areas in computer
vision community for decades. Although the performance on the constrained face
verification dataset has been already pushed to surpass human performance, the
problem of unconstrained face verification under extreme pose, illumination, and
expression variations is still unsolved. Moreover, the acquisition condition of the
training samples may not match the condition of the test pairs, which may lead to
the domain mismatch problem. In this chapter, we propose a metric adaptation
method for the template-based face verification problem. Given a pair of templates,
the idea of metric adaptation is to learn a template-specific metric by utilizing
the intra-information between features in one template and the inter-information
between the template and the negative set (i.e., the negative set consists of samples
from subjects who are mutually exclusive to the test data.). In principle, this is
similar to the one-shot approach [36]. However, one-shot learning methods mainly
consider one-to-one verification where intra-information inside the templates cannot
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Figure 6.1: The system overview of the proposed regularized metric adaptation
method for unconstrained face verification.
be exploited.
In general, the proposed regularized JBML framework not only alleviates the
over-fitting problem, but also provides a way to significantly reduce the model size
without much degradation in performance. We also analyze the selection of the neg-
ative set to reduce its size and to accelerate the metric learning process. Extensive




6.2.1 Regularized Joint Bayesian Metric Learning
The joint Bayesian metric learning has been shown to be effective for face
verification [58, 104]. Its formulation can also be interpreted as the combination of
two components: Mahalanobis distance and projected cosine similarity. In general,
directly minimizing the hinge loss objective function usually results in a large model
complexity and over-fitting problems due to a large number of parameters introduced
by metric matrices. On the other hand, Euclidean distance and cosine similarity
provide a good baseline performance on deep convolutional features [104] for the
face verification task. In addition, Euclidean distance and cosine similarity have
better generalization capability because they are not trained on a particular training
set. The model size for Euclidean and cosine metric is also small since only the
diagonal terms are non-zeros. Therefore, we add the regularization terms to enforce
the learned metric matrices to stay close to identity matrices, since when both
metric matrices are identity, the computation of the similarity scores reduces to the
summation of the Euclidean distance and the cosine similarity.
Given a set of features X, we construct positive pairs if both features belong
to the same person and negative pairs otherwise. The goal of the metric learning is
to increase the similarity score of positive pairs while decreasing the negative ones.
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max{0, α−lij(b−dW(xi, xj)+2sV(xi, xj))}+λ1‖W−I‖2F+λ2‖V−I‖2F
(6.1)
where dW(xi, xj) = (xi − xj)TWTW(xi − xj) is the Mahalanobis distance and
sV(xi, xj) = x
T
i V
TVxj is the projected similarity. Both W ∈ Rd×d and V ∈ Rd×d
are the projection matrices. lij = 1 if {xi, xj} is a positive pair and lij = −1,
otherwise. b is the bias and α is the margin parameter. λ1, λ2 are the regularization
parameters to control the regularization terms.






Wt, if lijρij ≥ α





Vt, if lijρij ≥ α





bt, if lijρij ≥ α
bt + τ lij, otherwise,
(6.2)
where τ is the learning rate, Ψij = (xi − xj)(xi − xj)T , Γij = xixTj + xjxTi , ρij =
b−dW(xi, xj)+2sV(xi, xj). Note that the regularization term is updated only when
the condition is violated instead of being updated for every iteration. In practice,
this strategy significantly reduces the computational complexity but yields similar
results.
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6.2.2 Metric Adaptation with Negative Set
Given a negative training set T which has no overlapping subjects with the test
set and a pair of test templates G and P , we adaptively learn two metric metrics
for templates G and P as described below. The positive pairs are generated by
every two features in G (i.e., if the template only contains a single face image, we
use the features extracted from the image and its horizontally flipped one.). On
the other hand, the negative pairs are generated for every two features between
G and T (i.e., one in G, and the other one in T .). With a bunch of positive
and negative pairs, we train the regularized metric for G by solving (6.1). Once
the metric matrices are learned, we compute the similarity score ρG(P,G) = bG −
dWG(xG, xP ) + 2sVG(xG, xP ), where xG and xP are the average of unit-normalized
features for the template (i.e. the average used here is media sensitive: the features
from the same video will be averaged first and then averaged with others.). Similarly,
we train a metric for the template P and compute ρP (P,G). Finally, the similarity
score between G and P is computed as the weighted sum of the two scores: s(P,G) =
βρG + (1−β)ρP where β is the weight used to balance the two similarity scores and
is determined as the ratio of the number of positive pairs in each template. The
overview of the proposed method is illustrated in Figure 6.1.
6.2.3 Negative Set Selection
In general, a large negative set is preferred for metric adaptation since more
diverse negative pairs help to learn a better metric. However, since metric adaptation
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is conducted during test time, it is essential to reduce the size of the negative set to
speed up the computation. One simple solution is to directly average and normalize
the features by subjects and use the averaged features as the negative set. However,
since the training set contains some faces which may be badly aligned or in extreme
pose or illumination conditions, directly averaging them with other good features
introduces errors and degrades the performance. We develop a strategy to identify
outliers based on the results of K-means clustering and only use the good features
for averaging. First, the mean feature of each subject is used to initialize the K-
means algorithm, K is set as the number of subjects in the negative set, and then
we apply the K-means algorithm on the entire negative set. In the best situation, all
the features should be assigned to the cluster corresponding to their ground truth
labels. If some features are assigned to the clusters of other subjects, these features
are potential outliers to their own subjects. Nevertheless, if the subjects contain
very few features, it is possible that all the features in the subjects are assigned to
other subjects. In this case, we should preserve all the features in the subjects. The
detailed steps are summarized in Algorithm 3.
6.3 Experimental Results
In this section, we evaluate the proposed approach on the challenging IARPA
Janus Benchmark A (IJB-A) and its extended version, the Janus Challenging Set 2
(CS2). Some alternative methods are compared and the receiver operating charac-
teristic curves (ROC) are used to measure the performance for different algorithms.
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Algorithm 3 Negative Set Selection
Input: Original Negative Set X, class labels for all the features in X.
Output: Representative negative set Xr.
1. Mean selection: For each subject i, compute the mean point xMi
2. Representative feature selection: Apply the K-means algorithm on the
entire set X, using all the xMi obtained from step 3 for initialization. For each
feature, compare its new cluster index with its true label. Preserve the consistent
ones.
3. Outliers removing: Remove the non-consistent features. If there is no
consistent feature for certain subjects, preserve all the features.
4. Representative features averaging: Average the remaining features in
each subject to get the final negative set Xr.
We also discuss the reduction of model size and the selection of the negative set.
6.3.1 Experiment Setup
The DCNN features used in all the experiments of this work are the pool5
features extracted by the deep convolutional network proposed in [104] which con-
sists of ten convolutional layers, five pooling layers and one fully connected layer
and is trained using the CASIA-WebFace dataset [105]. The dimensionality of the
pool5 features is 320. Media averaging pooling followed by unit-normalization for
the feature vectors are used as the preprocessing steps after feature extraction [41].
For the parameters used in (6.1), we set margin α = 0.001, regularization
parameters λ1 = λ2 = 0.01, and the learning rate τ = 0.01. In general, a large
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Method Negative Set Usage, Size TAR@FAR = 10−3 TAR@FAR = 10−2 TAR@FAR = 10−1
Cosine No 0.598±0.078 0.802±0.055 0.945±0.009
JBML Yes, during training period, about 10,000 0.655±0.072 0.836±0.028 0.955±0.006
SVM-TA-v0 [41] Yes, during adaptation period, N/A N/A 0.939±0.013 N/A
SVM-TA-v1 [41] Yes, during adaptation period, 332 0.723±0.034 0.874±0.012 0.956±0.006
SVM-TA-v1 [41] Yes, during adaptation period, about 10,000 0.757±0.048 0.888±0.013 0.956±0.007
RMA Yes, during adaptation period, 332 0.763±0.037 0.887±0.014 0.959±0.005
Table 6.1: Verification results on the IJB-A dataset. The results are averaged over
10 splits. The results of SVM-TA-v0 in the third row are directly cited from the
original paper. The results of SVM-TA-v1 are implemented by us.
margin results in a more strict condition for lijρij ≥ α in (6.2), where the condition is
easier to be violated and the metric will be updated very often. This may discourage
the metric from learning the hard positives or negatives. Therefore, we set the
margin to a relatively small number so that the metric is updated based on the hard
negative/positive pairs. This idea is similar to the hard negative/positive mining
strategy which is widely used in metric learning and has proven to be effective
[45, 106, 107]. The learning rate and the regularization parameter are determined
based on cross validation. We initialize W0 = V0 = I and b0 is learned using only
the negative set during the training period. The size of negative set is 332 which is
the number of subjects in the set. In our experiments, all the possible positive and
negative pairs are used to learn the metric for five epochs because the size of the
negative set and the test templates are small. The weight used to balance the two




Figure 6.2: ROC curves for IJB-A and CS2 dataset. The results are averaged over
10 splits. SVM-TA-SMALL means using a small negative set and SVM-TA-LARGE
means using a large negative set where SVM-TA refers to our implementation, SVM-
TA-v1.
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Figure 6.3: Sample images in IJB-A dataset.
6.3.2 Evaluation on IJB-A and CS2 Datasets
Both IJB-A and JANUS CS2 datasets contain 500 subjects with 5,397 images
and 2,042 videos. The datasets are divided into training sets which contain 333
subjects, and test sets which contain 167 subjects. Based on the different training/
test set division, ten splits are generated. Some sample images are shown in Figure
6.3. The training sets are shared for both datasets. For the test set, JANUS CS2
contains about 167 gallery templates and 1763 probe templates. All pairs of gallery-
to-probe templates are used for verification. The IJB-A evaluation protocol selects
around 11,748 hard pairs of gallery-to-probe templates (1,756 positive and 9,992
negative pairs) from JANUS CS2.
We compare the results of the proposed regularized metric adaptation (RMA)
approach with two baseline methods, the cosine similarity without metric learning
and the joint Bayesian metric learning (JBML) without metric adaptation. The
cosine similarity method is unsupervised and does not require any training set while
JBML is trained using the training data of IJB-A and JANUS CS2 during the
training period and the trained model is then applied in the test phase. We also
compare our results with the recently proposed SVM-based template adaptation
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Figure 6.4: Sample pair that is correctly classified by RMA while mis-classified by
JBML.
(SVM-TA) method [41], which requires a large negative set in test phase for tem-
plate adaptation. We cite the results from [41] as SVM-TA-v0. We also follow the
same preprocessing steps and use the same parameters described in [41] for our im-
plemented features as SVM-TA-v1 for comparison. The main difference comes from
the DCNN features used in both works where in [41] the network is trained using
the VGG face dataset which contains more face images (around 2.6 million faces)
than the CASIA-WebFace dataset (around 500K faces) used by us.
Method Negative Set Usage, Size TAR@FAR = 10−3 TAR@FAR = 10−2 TAR@FAR = 10−1
Cosine No 0.748±0.031 0.898 ±0.010 0.945 ±0.003
JBML Yes, during training period, about 10,000 0.773±0.040 0.908±0.007 0.974±0.004
SVM-TA-v1 [41] Yes, during adaptation period, 332 0.792±0.018 0.904±0.007 0.965±0.004
SVM-TA-v1 [41] Yes, during adaptation period, about 10,000 0.827±0.014 0.918± 0.007 0.965±0.003
RMA Yes, during adaptation period, 332 0.822±0.019 0.922±0.008 0.971±0.002
Table 6.2: Verification results on CS2 dataset. The results are averaged over 10
splits.
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Figure 6.2(a) shows the ROC curves for the IJB-A dataset. Table 6.1 shows
the TAR for FARs at 10−3, 10−2, 10−1. The results are averaged over 10 splits. It
is observed that the proposed method RMA shows better results than other non-
adaptation baselines especially in the low FAR region. Figure 6.4 shows an example
pair that is correctly classified by RMA, yet mis-classified by JBML at FAR = 10−2.
It demonstrates the effectiveness of the metric adaptation approach for the hard
case, where extreme poses and occlusions are present. Notice that two versions of
the SVM-TA-v1 results are reported based on whether a small or a large negative
set is used. We outperform SVM-TA-v1 when using the same negative set while
perform comparably when SVM-TA-v1 uses a larger negative set. It demonstrates
that metric learning can fully exploit the discriminative information in a relatively
small negative set.
Figure 6.2(b) shows the ROC curves for the CS2 dataset. Table 6.2 shows the
performance of different methods on the CS2 dataset. Results are averaged over 10
splits. As an extended version of IJB-A dataset, the CS2 dataset compares all the
possible pairs in the gallery and probe sets. The baseline for CS2 is higher than
for the IJB-A dataset which makes it more difficult to improve from the baseline.
The proposed RMA still outperforms the non-adaptation method by 2% at FAR =
10−2 and 5% at FAR = 10−3. SVM-TA-v1 with the large negative set still yields
comparable results. However, when using the same negative set, it can hardly
improve the performance from the non-adaptation baselines.
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6.3.3 Model Size Reduction
When the model learned by the metric adaptation needs to be saved for future
use (e.g., the subject is enrolled in the database.), it is useful to reduce the model
size as small as possible for practical use. The original model requires O(n2) storage
space where n is the dimension of the data sample. Since the model is template-
specific, the whole model size for a dataset will be proportional to the number of
unique templates which is usually very large. We reduce the original model size
to O(n) by taking only the diagonal of W and the transformed feature VTVx
for each template. The similarity is then computed as ρG(xG, xP ) = bG − (xG −
xP )
Tdiag(WG)
2(xG− xP ) + 2xPVTGVGxG and similarly for ρP (xG, xP ). The reason
why we keep the diagonal elements of W is that as we enforce a regularization
term in (6.1), which guarantees that the elements on the diagonal preserve the
most information as compared to other off-diagonal elements. The results with and
without model size reduction are listed in Table 6.3. From the table, the performance
only decreases by a small margin while the whole model size is significantly reduced
from O(n2) to O(n).
Model Size TAR@FAR = 10−3 TAR@FAR = 10−2 TAR@FAR = 10−1
O(n) 0.746±0.041 0.878±0.016 0.956±0.005
O(n2) 0.763±0.037 0.887±0.014 0.959±0.005
Table 6.3: The results for the model size reduction which are averaged over 10 splits.
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6.3.4 Negative Set Selection Analysis
The size of the negative set significantly influences the adaptation time as well
as the storage space. It is desired to keep a relatively small negative set while main-
taining a similar performance as the large one. We investigate and compare different
strategies to reduce the size, including (1) Random where a media feature (i.e. fea-
tures from the same media are averaged) for each subject is randomly selected into
the negative set, (2) Naive K-means where the media average feature for each
subject (i.e. features from the same media are averaged first and then different
media from one subject are averaged) is used as the negative set, (3) Naive K-
medoids where the 1-medoid of all the media features of each subject is taken into
the negative set, (4) Outlier Removed K-means means the method described in
Algorithm 3, and (5) Outlier Removed K-medoids means the similar strategy
described as Outlier Removed K-means but K-means is replaced by K-medoids.
Table 6.4 summarizes the results of different methods using RMA on IJB-A
verification split 1. It shows that methods based on K-means outperform K-medoids
based method and randomly selection by a large margin. It shows that by averaging
different media in one subject, we obtain more discriminative information than just
including a single media feature. The Outlier Removed Kmeans performs slightly
better than Naive Kmeans at FAR = 10−2.
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Method TAR@FAR = 10−3 TAR@FAR = 10−2 TAR@FAR = 10−1
Random 0.683 0.848 0.943
Naive K-means 0.773 0.886 0.952
Outlier Removed K-means 0.770 0.890 0.953
Naive K-medoids 0.672 0.851 0.946
Outlier Removed K-medoids 0.673 0.851 0.947
Table 6.4: Negative set selection. It shows the results of different strategies for the
split 1 of the IJB-A face verfication.
6.4 Conclusion
In this chapter, we proposed a regularized metric adaptation approach to learn
a template-specific metric for the set-based face verification problem. Extensive
experiments on the newly released IARPA Janus Benchmark A(IJB-A) and CS2
dataset demonstrate the effectiveness of the proposed method for unconstrained
face verification when the negative set is used. In addition, the proposed approach
can be used to significantly reduce the model size while still yielding comparable
performance to the original model. Analysis shows the importance of the negative set
selection on the verification performance. A K-means based method can efficiently
construct a compact and representative negative set.
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Chapter 7: Conclusions and Directions for Future Research
7.1 Conclusions
In this dissertation, we begin with studying the effects of covariates on un-
constrained face verification. Our evaluations are based on deep learning networks
and large training data sets. We find that most studied covariates remarkably af-
fect the face verification performance. Pose variations and occlusions are the top
confounding factors that cause performance drop by large margins. Indoor is more
favorable than outdoors for image acquisition. In addition, different demographic
groups present significant differences on performance. Males are easier to verify
than females and old subjects generally performs better than young ones. For skin
tone, light pink achieves the best performance while medium-dark brown performs
the worst.
Based on experimental results, we proposed several domain adaptation meth-
ods to mitigate the negative effects of these covariates. In Chapter 3, we showed
the benefit of cooperating with the pose verification task for pose-robust face veri-
fication. We proposed a joint model to learn the metrics for the two tasks together
and enforce an orthogonal regularization on the learned projection matrices for the
two tasks. By excluding the information contained in the auxiliary task, the learned
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metric for face verification is more pose-robust. We conducted extensive experiments
on three challenging datasets and the experimental results show that the proposed
approach improves the baseline methods.
In Chapter 4 and Chapter 5, we presented two methods to improve blurred
face recognition performance. In Chapter 4, we applied an incremental dictionary
learning method to explicitly reduce the domain mismatch. We utilized the sup-
portive samples to smoothly connect the source and target domains and designed an
efficient stopping criterion to guarantee the adaptation reduces the domain dissimi-
larity monotonically. We also proposed an unsupervised face deblurring method to
restore the latent sharp images in Chapter 5. We utilized the idea of disentangled
representation to split the content and blur features in a blurred image. By adding
KL divergence loss, the blur features are discouraged to encode content information.
In order to preserve the content structure of the original images, we added a blurring
branch and cycle-consistency loss to the framework. The perceptual loss helps the
blurred image remove unrealistic artifacts.
In Chapter 6, we proposed a template adaptation approach to ensure that the
metric learned by training set can generalize well to test data. Template-specific
metrics was learned by using each test templates and the negative sets. A regular-
izer was added to efficiently reduce the model size while still yielding comparable
performance to the original model.
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7.2 Directions for Future Research
In Chapter 2, we studied the effects of covariates. Some of the results from our
studies show promising research directions. First, apart from the yaw problem, we
should also consider the influence of roll when designing face verification systems.
This can be done by either improved face alignment or more robust feature extrac-
tion models. Second, since gender, age and skin tone all have significant impact on
performance, we may collect the training set more carefully to improve the perfor-
mance on certain demographic groups. Third, just as gender estimation was helpful
for data curation, other covariates like race may also be used in a similar way.
In Chapter 3, we developed a metric learning approach for pose-robust face
verification. To extend the proposed multi-task framework, we could develop a
method for training pair selection. In the experiments, we found the selection of
training pairs to be crucial for improving verification performance. This is because
the discriminative capability of the learned metric is affected by the spread of the
training data. Moreover, since the features used for both tasks are extracted from
the same feature pool, we also need to simultaneously consider the diversity of the
pose distribution of the training data. Another possible research direction is to ex-
plore more auxiliary tasks. Tasks like age verification and expression verification
are also competing tasks with respect to face verification. We could also add or-
thogonal constraints to the metric learned for these tasks and to the metric for face
verification.
In Chapter 4, incremental dictionary learning method was used to reduce
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domain mismatch. A possible direction to extend the proposed method is to de-
velop online methods. Most existing domain adaptive methods assume that source
and target domains are static. However, in practice target domains are usually
dynamic and evolving over time. For example, in surveillance videos, the light con-
dition changes gradually from day to night and the background may vary due to
the weather change. Another simple example could be the aging problem for face
datasets. Gallery faces are captured at one time and probe faces become older over
time. In these cases, only performing adaptation once cannot meet the requirements.
The model needs to be updated dynamically when new probe data is acquired.
In Chapter 5, an unsupervised domain-specific deblurring method was pro-
posed to restore latent sharp images. A straightforward extension would be design-
ing a generic method for natural image deblurring. In a priliminary experiment, we
find directly applying our methods to generic images does not work well. Colors
may change and details are missing in the deblurred results. Another promising
direction is to explore this idea to other tasks like dehazing and super-resolution.
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