Abstract-We provide the first analysis of a non-trivial quantization scheme for compressed sensing measurements arising from structured measurements. Specifically, our analysis studies compressed sensing matrices consisting of rows selected at random, without replacement, from a circulant matrix generated by a random subgaussian vector. We quantize the measurements using stable, possibly one-bit, Sigma-Delta schemes, and use a reconstruction method based on convex optimization. We show that the part of the reconstruction error due to quantization decays polynomially in the number of measurements. This is in-line with analogous results on Sigma-Delta quantization associated with random Gaussian or subgaussian matrices, and significantly better than results associated with the widely assumed memoryless scalar quantization.
I. INTRODUCTION
Compressed sensing [7] , [8] , [13] deals with accurately reconstructing sparse (or approximately sparse) vectors x ∈ R N from relatively few generalized linear measurements of the form ( a i , x ) m i=1 , where m < N and where the vectors a i ∈ R N are chosen appropriately. Tractable reconstruction algorithms in the compressed sensing context rely heavily on sophisticated, non-linear techniques including convex optimization and greedy numerical methods (e.g., [3] , [9] , [31] ). Consider the m × n matrix A whose rows are given by the vectors a i , and denote the possibly noisy compressed sensing measurements by y = Ax + e,
where e ∈ R m represents noise. If e 2 ≤ , and A is chosen appropriately, then standard compressed sensing results guarantee (e.g., [7] , [8] , [13] , see also [17] ) that the solution x to the optimization problem
satisfies x −x 2 ≤ C( e 2 + x − x s 1 √ s ).
Above, x s denotes the best s-sparse approximation to x (i.e., the vector with at most s non-zero entries that best approximates x).
The need for sophisticated non-linear decoders such as (2) , which can only be reliably implemented on digital computers, implies that compressed sensing is inextricably linked to a digitization (quantization) step. Through quantization, the measurements are converted from continuous valued quantities to elements from a finite set (e.g., {±1}), so that they can be stored and manipulated (and ultimately used for reconstruction) via digital computers.
Despite the importance of quantization, and a flurry of recent activity focusing on this subject in the compressed sensing context, its treatment remains rather underdeveloped in at least two ways. First, most of the current literature (e.g., [5] , [23] , [28] , [33] , [38] , [41] ) has focused on the most intuitive approach to quantization, namely memoryless scalar quantization (MSQ). However, MSQ is known to have strong theoretical limitations to its reconstruction error guarantees [18] . Second, all works on the topic to date have only considered compressed sensing matrices A with subgaussian random entries, both for MSQ and for more sophisticated quantization schemes such as Σ∆ quantization, which have been shown to outperform MSQ.
A. Contributions
In this paper, we address the lack of a non-trivial quantization theory for a practically important class of measurement matrices: partial random circulant matrices showing that if the compressed sensing measurement matrix is a randomly subsampled partial random circulant matrix, and the measurements are quantized by a stable (even 1-bit) Sigma-Delta quantizer, then with an appropriate tractable decoder (which we specify):
• The reconstruction error due to quantization decays polynomially with the number of measurements.
• The recovery is robust to noise and stable with respect to deviations from the sparsity assumption.
II. BACKGROUND AND NOTATION

A. Notation and basic definitions
We denote by [N ] the set {1, . . . , N } and by e k the k-th standard basis vector. A vector x ∈ R N is s-sparse if only s of its entries are non-vanishing, that is, its support T = supp(x) = {j ∈ [N ] : x j = 0} satisfies |T | = s. We say that a matrix A satisfies the restricted isometry property of order s and constant δ, if for all s-sparse vectors x We write f g for two functions f and g if they are defined on the same domain D and there exists an absolute constant C such that f (y) ≤ Cg(y) for all y ∈ D, f g is defined analogously. Given a full-rank matrix A ∈ R m×d with m > d, its pseudo-inverse is given by
B. Partial random circulant matrices
is defined by
In this paper we consider random circulant matrices C ξ arising from random vectors ξ whose entries are independent Lsubgaussian random variables with variance 1 and mean 0, in the sense of the following definition.
Up to absolute multiplicative constants, the subgaussian parameter L is equivalent to the subgaussian norm X Ψ2 defined as
A partial random circulant matrix is obtained from a random circulant matrix by sampling the rows of the latter. In this paper, we consider only sampling without replacement, thus obtaining the following definition.
be a random circulant matrix as in (4) and, for m ≤ N , let Ω = (Ω 1 , . . . , Ω m ) be a random vector obtained by sampling from [N ] without replacement. That is, Ω is drawn uniformly at random from the set
Then the associated partial random circulant matrix is given by
where R Ω is the subsampling operator
e j e * Ωj .
Partial random circulant matrices are important to the practical application of compressed sensing. This is due to the simple observation that a circular convolution of a signal x ∈ R N with a "filter" ξ ∈ R N , as given by the vector y = x ξ ∈ R N with entries
can be represented by the action of a circulant matrix. Indeed one has x ξ = C ξ x, where ξ ∈ R N is defined via ξ N −j+1 = ξ j for j ∈ {1, ..., N } and C ξ is as in (4) . Consequently, as the convolution is commutative, one has C ξ x = C x ξ; we will repeatedly make use of this observation.
Due to the ubiquity of convolutions in signal processing applications, partial random circulant matrices, modeling subsampled random convolutions, have played an important role in the development of compressed sensing applications such as radar imaging, Fourier optical imaging, and wireless channel estimation (see, e.g., [21] , [35] ). Recovery guarantees for partial circulant matrices have been an active area of research in the last decade, the best known results have recently been proved by Mendelson, Rauhut, and Ward [30] .
C. Quantization
In the compressed sensing context, quantization is the map that replaces the vector y = Ax + e ∈ R m by a representation that uses a finite number of bits. Most often, practical quantization maps are of the form
where A ⊂ R is a finite set, called the quantization alphabet.
In this work, we will focus on the so-called mid-rise alphabet with 2L levels and step-size δ, denoted by A The fact that Q outputs a vector of alphabet elements allows the quantization to be implemented progressively. That is, one can relate each entry of the quantized vector to some measurement and each subsequent measurement can then be quantized in a way that depends on previous measurements. This idea is exploited in Σ∆ schemes.
Sigma-Delta quantization
Sigma-Delta (Σ∆) quantization is a quantization method that, in its simplest form, works by scalar quantizing the sum of the current measurement and a state variable, and then updating the state variable. It is through the state variable that the dependencies between the measurements are accounted for in the quantization. Σ∆ schemes were proposed in the 1960's [22] for quantizing bandlimited functions and have seen widespread use in practice, particularly in audio applications [32] . For almost 40 years, there was no precise understanding of Σ∆ from a mathematical perspective, before recently, following the seminal work of Daubechies and Devore in [10] , a number of works analyzed Σ∆ schemes for bandlimited functions from a mathematical perspective [11] , [12] , [19] , [27] .
INTERNATIONAL CONFERENCE ON SAMPLING THEORY AND APPLICATIONS (SAMPTA)
In addition, Σ∆ schemes have recently been shown to be well suited for quantizing finite-frame expansions [1] , [2] , [4] , [25] as well as compressed sensing measurements [20] , [26] , [36] , [37] . We refer to the journal version of this article [16] for a review of these results and its comparison to memoryless scalar quantization, where each measurement is quantized independently. We now focus on the relevant details of Σ∆ quantization schemes.
In a Σ∆ scheme, a state variable u i accounts for a higher order version of the accumulated quantization error. Moreover, before applying the scalar quantizer
some quantization rule ρ : R r+1 → R is applied. That is, the quantized measurement vector q with entries q i ∈ A is computed via the recursion
Using the first-order difference matrix D with entries given by
the relationship between x, u, and q can be concisely written in matrix-vector notation as
The inverse D −r will play a crucial role in our analysis, which is why we fix the notation
for its singular value decomposition throughout this paper. Sigma-Delta schemes can be shown to allow for approximate recovery of signals from their quantized representations, provided the schemes are stable, i.e., (9) and (10) 
for all N ∈ N, and y ∈ R N with y ∞ ≤ 1. Importantly, we require that C ρ,Q : N → R + be entirely independent of both N and y. One can show that stable r th -order Σ∆ schemes exist with C ρ,Q (r) = O((Cr) r ) for some constant C [12] , [19] , even when A is a 1-bit alphabet, but that there are fundamental lower bounds on C and no better dependence on r can be achieved [6] , [27] .
D. RIP based quantization analysis
This work builds on [37] , which proposed and analyzed a decoder based on convex optimization, with the main result being that it could handle both arbitrary signals and measurement noise (bounded by ). Specifically, if q results from quantizing compressed sensing measurements y (as in (1)) using an r th -order Σ∆ scheme, one approximates x withx via (x,ê) := arg min
where γ(r) depends on the quantization scheme used. The resulting approximation error due to quantization in [37] decays as m −r+1/2 , i.e., polynomially in m, and the approach is shown to be stable and robust. As in [15] , a main ingredient in the proofs of [37] is an analysis based on the restricted isometry properties of certain matrices arising from the interaction of the difference matrix with the compressed sensing matrix. The following result, which we will also use, is proved in [37] .
Theorem 1.
[37] Let A be an m × N matrix, and let k, l ∈ {1, ..., m}. Suppose that 1 √ P V * A satisfies the restricted isometry property of order 2k and constant δ < 1/9. Denote by Q r Σ∆ a stable rth order Σ∆ quantizer. Then, for all x ∈ R N with Ax ∞ ≤ µ < 1 and all e ∈ R m with e ∞ ≤ < 1 − µ the estimatex obtained by solving (13) 
where the constants C 1 , C 2 , C 3 depend on the quantizer, but not the dimensions of the problem.
The combination of stability, robustness, quantization error decay, and practicability make the Σ∆ quantization approach, followed by recovery via (13) amenable to practical applications, but only for subgaussian matrices Φ . As such, the results of [37] do not apply to important practical setups such as system identification, radar, and coded-aperture imaging, where structured random matrices such as partial random circulant ones arise naturally in the compressed sensing context (see, e.g., [21] , [34] ). The only result we are aware of (aside from those of this manuscript) that addresses quantization in the context of structured random measurement matrices is that of [40] . [40] shows that first order Σ∆ quantization coupled with an appropriate decoder yields an error decaying as , which is considerably worse than the linear scaling of m with k (up to log factors) arising in Theroem 1 and commonly in compressed sensing without quantization. One of our main contributions (Theorem 2) is to show that such a linear scaling (up to log factors) also holds for certain structured random measurements, specifically for random circulant matrices.
III. MAIN RESULT
In this section, we discuss the following theorem, which is the main result of this paper. 
Here C, C 1 , C 2 , C 3 are constants that only depend on r and L.
Proof. Theorem 2 can be immediately obtained from Theorem 1, which requires a bound on the restricted isometry constants of P V * R Ω C ξ where = m( 
where the supremum is over all s-sparse vectors. In other words, with probability exceeding 1 − e −η , the matrix 1 √ P V * R Ω C ξ satisfies the restricted isometry property of order s, with constant 1/9. Sketch of proof. Note that by the triangle inequality,
Thus, the proof of Proposition 1 boils down to controlling each of the summands in (14) . The third summand is deterministic bounded by sm N . To see this, one uses the special structure of the circulant matrix and the fact that V is unitary. The first two summands are random and can be interpreted as the worst case deviation of a random variable from its (conditional) expectation. The worst case for the first summand is, conditional on Ω, the supremum of a second order subgaussian chaos process. Thus, the concentration around its mean follows from Theorem 3.1 in [24] . To bound the second summand, one uses a variant of McDiarmid's inequality [29] in combination with Dudley's inequality [14] . Due to space limitation, we refer the reader to the journal version of this manuscript [16] for further details.
