



With the explosive growth in modems, LANs (local-area networks) and WANS (wide-area net-
works), especially the worldwide Internet, its has become relatively easy to achieve physical connec-
tions between multiple computers. However, achieving physical connectivity is not everything.
There remains the little matter of software for these systems. Existing software is primitive, at best,
and has a long way to go before we will achieve efficient, reliable, coherent distributed systems. In
this lecture I will discuss some of the fundamental software issues that relate to building future distri-
buted systems.
Various definitions of distributed systems have been given in the literature, none of them satis-
factory and none of them in agreement with any of the others. For our purposes it is sufficient to give
a loose characterization:
A distributed system is a collection of independent computers that
appear to the users of the system as a single computer.
This definition has two aspects. The first one deals with hardware: the machines are autonomous.
The second one deals with software: the users think of the system as a single system, not a loosely
connected network. Both are essential.
One can distinguish a distributed system from a network and a parallel system. A network is
just a collection of machines that communicate. The fact that multiple machines are present is clearly
visible to the users. A parallel system also makes the existence of multiple machines visible, but here
there is a specific goal: to speed up solution of a single problem. In contrast, a distributed system is
about sharing resources and information among (widely) scattered users.
Distributed systems can be local or wide area. The thing that makes them into a distributed sys-
tem is the software that makes the whole thing act like a single coherent entity. Nevertheless, there is
great confusion in the literature about what a distributed system is. To help clarify this point, a
shared-memory multiprocessor is not a distributed system. A multicomputer, in which every com-
puter has its own private memory, may or may not be a distributed system, depending on whether it
has coherent software that hide the processors from the users. If a collection of machines on a LAN
act like a big timesharing system, it is a distributed system, otherwise it is not.
2. COMMUNICATION
The most important issue for any distributed system is the communication model. In this sec-
tion we will look at some of the issues related to communication. One (older) communication model
is the ISO OSI Reference Model. This model structures communication in seven layers. Layer 1 is
the physical layer, which is concerned with moving bits. Layer 2, the data link later, breaks the bit
stream into a frame stream for error control and flow control. Layer 3, the network layer, handles
routing. Layer 4, the transport layer, allows reliable end-to-end connections. Layer 5, the session
layer, groups messages into activities for recovery purposes. Layer 6, the presentation layer, defines
abstract data structures for use by applications. Finally, layer 7, the application layer, contains file
transfer, job entry, virtual terminal, and various other standard protocols. The ISO OSI model, once
of great interest to some, is rapidly losing out to the TCP/IP model.
The TCP model really has two layers. The IP layer moves packets from source to destination
over an arbitrary collection of networks. On top of this is the TCP layer, which provides end-to-end
connections. All the applications go above this. What happens below the IP layer is a bit vague, but
there must be a data link layer and a physical layer of some kind, only these are not defined by the
model. The TCP/IP protocol is the glue holding the Internet together.
Another important model is the request-reply model, in which a sender sends a request message
to a receiver, which then does some work and sends back the answer. Client-server systems often use
this model, with the client sending a message and the server sending back a reply. Various ack-
nowledgement protocols can be used with this protocol, for example, using the reply as an implicit
acknowledgement, or acknowledging each message separately. These protocols have different pro-
perties in the face of errors. Other issues that arise here are blocking vs. nonblocking sends, address-
ing, and buffering.
A variant on the theme of request-reply is Remote Procedure Call (RPC). In this scheme,
access to a remote resource is encapsulated in such a way as to make the remote resource look local.
To read a remote file, for example, the system would provide a stub routine, read(), that a user pro-
cess can call to do the read. The stub routine prepares and sends a message to the remote machine
asking for the data. On the remote side, another stub unpacks the incoming message and makes a call
on the server procedure. The beauty of this mechanism is that both the user and the server think they
are dealing with a local procedure--all the details about the network are hidden away inside the stubs.
Another communication model is active messages. In this scheme, each message contains the
address of a local procedure to be called. As soon as the message has been received, the local pro-
cedure is invoked, with a pointer to the message as parameter. Because the procedure is called
directly by the interrupt handler, no additional context switch is required, but certain restrictions
apply to what the procedure is allowed to do. This model potentially offers a very high performance
compared to the other models.
Up until now, we have only discussed point-to-point communication, with one sender and one
receiver. However, in many situations, group communication is also important, with one sender and
many receivers. Having one sender sends the same message to a group of receivers, we call the com-
munication multicasting. When a sender sends a message to all possible receivers, it is called broad-
casting.
Multicasting can be implemented by having the sender simply send the message to each poten-
tial receiver, one at a time. This approach requires that the sender know who all the receivers are.
Another approach is to use broadcasting, and have the receivers throw away all messages not
intended for them. Finally, true multicasting can also be implemented, both in hardware on LANs,
and by using multicast trees on WANs. Any system for group communication must manage not only
the multicasting, but also group membership, since processes can leave and enter groups dynamically.
Since any member of a group can multicast a message to any other member, certain problems
can arise. One of the most important ones is that messages can be interleaved. For example, suppose
that process A sends message 1 and process B sends message 2. It is entirely possible that some
group members get message 1 first and others get message 2 first. If both messages update the value
of some shared data structure, when all is said and done, different members will have different values
for the data structure.
To prevent this situation, some group communication systems support total ordering, in which
all messages are forced to be accepted in some fixed order. One way to achieve this is to have a cen-
tral machine that issues numbered tickets. With this design, all messages bear a ticket number.
Receivers getting an out-of-sequence message must hold it until the earlier ones have arrived.
An alternative design in causal ordering, in which each process keeps track of which messages
it has seen from each group member. This information is stored in the form of a vector, which is
included in each message. If a process receives a message that states that the sender has seen mes-
sage i from group member j, then the receiver may not process that message until it, too, has received
message i from group member j. This scheme preserves causality, and is called causal ordering.
3. CLOCK SYNCHRONIZATION
Synchronizing clocks in a distributed system is complicated due to the fact that each local clock
runs at a slightly different rate. Furthermore, message transport takes a finite, variable, and unknown
amount of time. As a consequence, it is never possible to have all the clocks in the distributed system
record the same time, at least in the absence of an external way to achieve synchronization.
As an example of the consequences of unsynchronized clocks, consider the UNIX Make pro-
gram. When Make is called, it examines the times of all the source and object files named in the
Makefile. For every source file that is newer than the corresponding object file, Make calls the com-
piler to recompile the source file to generate an up-to-date object file. In this way, only those source
files that have been changed since the last compilation have to be recompiled.
Now consider what happens if Make is being run on a distributed system on which the clocks
are not perfectly synchronized. Suppose machine 1 runs the compiler and machine 2 runs the editor
used by the programmer to edit files. Further assume that the clock on machine 2 is behind the clock
on machine 1 by 30 seconds. At 12:00:00 according to its clock machine 1 compiles a file to produce
an object file with time 12:00:01. A few seconds later, the programmer makes one last change to the
file (on machine 2), and writes it to disk with time 11:59:45. Now the programmer calls Make, which
inspects the times of the source and object files and falsely concludes that the object file is newer
than the source file (11:59:45 < 12:00:01), so it does not recompile the newly modified file. When
the program is run, the effects of the last change will not show up, causing great confusion for the
programmer, who is absolutely sure that the change was made.
One approach to synchronizing clocks, logical clocks, was devised by Leslie Lamport (1978).
This scheme does not maintain absolute times, but does maintain relative ordering. It makes it possi-
ble to tell which of two events happened first. In it, each machine has a clock and puts its current
time in every message. When a message arrives at a machine whose clock has a lower value than
that contained in the message, the receiver’s clock is fast forwarded to a value one tick more than the
value contained in the message. In this way, any two messages that are casually related bear different
numbers (time stamps), with the first one having the lower number. Events that are not causally
related do not exhibit the "happens before" property.
Nevertheless, in some systems, a stronger constraint than simply causality is needed: the clocks
must actually reflect the outside world’s notion of time (Universal Coordinated Time). One syn-
chronization algorithm, used in Berkeley UNIX, is to have a single time server in the system, which
actively polls all the machines in the system and asks them the time. It then averages the results, and
tells each machine how far to set its clock forward or backward. If the transit time from the time
server to the various machines can differ appreciably, the transit time must be taken into account.
4. MUTUAL EXCLUSION
In many applications, it is essential for two or more processes to share a data structure, but
equally essential that only one process at a time have access to it. In uniprocessor systems, such data
structures are typically protected by semaphores or monitors. The question naturally arises: how is
such mutual exclusion done in a distributed system?
One approach is a centralized lock manager. To get access to a data structure, a process asks
the lock manager for permission. If the lock is available, permission is granted; otherwise, it is not
and the caller blocks waiting for a reply. This scheme works, but the centralized lock manager can
become a bottleneck and also a single point of failure.
Distributed mutual exclusion algorithms also exist. Ricart an Agrawala (1981) have devised a
mutual exclusion algorithm that assumes it is always possible to tell which of two events happened
first. This effect can be achieved using global time or using Lamport’s algorithm. To enter a critical
region, a process sends every other process a (reliable) messages telling which which critical region
(i.e., which data structure) it wants, along with its ID and the current time. It then waits for oks from
all other processes.
When a request comes in, a process that is not interested in that critical region just says OK. A
process already in the critical region queues the request until it has exited. A process that wants to
enter the region itself compares the time in the message to the time in the message it sent to all
processes. If the incoming message has a lower time, the process sends back an OK message. Other-
wise, it queues the request. In this manner, the requests are granted in time order and there is no
deadlock.
Yet another algorithm is to use a (logical) token ring. In this scheme, a token is constantly
circulating among all the processes in a fixed order. To enter a critical region, a process must capture
and hold the token. Since there is only one token, only one process at a time can enter a critical
region, guaranteeing mutual exclusion.
5. ELECTION ALGORITHMS
Another issue that often arises is electing one process to perform or coordinate some activity.
Various algorithms are known. Below we will examine the bully algorithm (Garcia-Molina, 1982).
In this algorithm, every process is assumed to have a unique process number (e.g., its IP or Ethernet
address), and every process is assumed to know the numbers of all the other processes. However,
some of these processes may have crashed and not be available.
To start an election, a process sends an ELECTION message to every other process with a
higher number than its own. If any of these respond, the sender knows that it is not the highest run-
ning process, so it will not win the election. It’s job is thus done, and it waits to hear the results later.
If none of them respond, the sender is apparently the highest running process, so it wins the election.
The algorithm also works if two processes start an election simultaneously. Suppose that
processes 0 through 7 exist, and that process 7 has just crashed. Simultaneously, processes 5 and 6
start elections. Process 5 sends messages to 6 and 7, and process 6 sends a message to 7. Process 6
gets 5’s message and responds to it, taking 5 out of the running. Process 6 gets no responses, how-
ever, so it wins the election. After realizing that it has won, it tells all the other processes.
6. DISTRIBUTED FILE SYSTEMS
Distributed file systems are typically built around the idea of one or more file servers that store
files, and numerous clients that can request file access. In one design, remote access, every time a
process wants to read or write a file, it sends a request to some server, which then performs the work.
In another design, local access, to access a file, a client asks a server to send it a copy of the file,
which it then caches locally, in its memory or on its disk. The client can then perform one or more
operations locally. When it is done, it can send the whole file back to the server. If only a small
number of operations need to be performed, and/or files are very large, the first model works better.
However, if a large number of operations are needed, and/or files are very small, the latter works
better.
When multiple processes are interested in reading and writing the same file, the exact semantics
get complicated. On a single processor, the semantics are usually clear: if one process writes to a file
and then a second process reads from the file, the second process sees the results of the first process’
write. In a distributed system using remote access, the results are the same as on a single processor,
but in a system in which files are cached locally, the following situation can occur. Client 1 asks for
a gets a copy of some file. Then client 2 asks for a gets a copy of the same file. Now process 1
modifies the file. When process 2 reads its copy, it does not see the changes that process one made.
Worse yet, if both processes modify the file and send it back to the server, the first copy sent back
will eventually be overwritten by the second one.
There are two possible solutions to this problem. In the first one, once a process has asked for
and been granted a file, no other copies will be sent out until the first one has been returned. Effec-
tively, the file is then locked. The second solution allows multiple copies, but redefines the semantics
to say that once a file has been cached by a client, the effect of a simultaneous operation by another
client is undefined. The effect of one or more operations only becomes definitive when the file is
closed and written back to the server. While this approach changes the meaning of concurrent opera-
tion, it is much more efficient.
An issue that occurs in the design of any file server is whether to make the file server stateless
or stateful. A stateless server does not remember anything between operations. Each operation is self
contained and is carried out and then forgotten by the server. Thus, for example, there is no concept
of any open file. The opposite design allows the server to maintain state, such as open files. Stateless
servers have the advantage of not needing OPEN or CLOSE calls, tolerate crashes well (no state is
lost), and do not waste space on tables. On the other hand, they tend to require longer messages,
cannot provide readahead, and make file locking impossible.
For performance reasons, some kind of caching is often needed. It is worth pointing out that
there are four places from which a file can be retrieved: the server’s disk, the server’s RAM, the
client’s disk, and the client’s RAM. The former two can be used with the remote access model. The
latter two can be used with the local access model.
To improve availability in the face of crashes and offer higher performance, many systems
replicate files on two or more servers. Doing so introduces the problem of how to keep the files con-
sistent. In other words, what is to prevent client 1 from updating the file at server 1, while at the
same time client 2 updates the same file at server 2? One algorithm that can be used is a voting algo-
rithm. Assume that N identical file servers exist. To do a read, one must get copies from Nr servers.
To do a write, one must tell all servers. The write is said to be completed as soon as Nw servers have
acknowledged it. Nr and Nw can be chosen freely, subject to the constraint that Nr + Nw > N. For
example, with 12 servers, we could have Nr = 3 and Nw = 10, or we could have Nr = 7 and Nw = 6,
or other combinations. In the former case, a write is only definitive if 10 or more servers have com-
pleted it and sent back acknowledgements. In that case, any read from three servers is guaranteed to
contain the most recent value, which can be determined by a timestamp.
7. DISTRIBUTED SHARED MEMORY
An interesting concept that is used in some distributed systems is distributed shared memory.
The idea here is to simulate a paged virtual memory over a network of machines. In the simplest ver-
sion, all the machines share a single virtual address space that is broken up into fixed-size pages.
Each page resides on exactly one machine. If a process references a page that is not present, it gets a
page fault, the same way as on a normal paging system. Only now, the page is fetched not from the
disk, but from the processor that holds the page. It is unmapped from that machine and sent to the
machine that needs it. In this way, processes on different machines can operate as if they had a com-
mon shared memory.
This page-based scheme has the disadvantage of requiring entire pages to be shipped back and
forth all the time. It also has the problem that if process 1 needs the first word of a page and process
2 needs the last word of the page, the page will ping-pong back and forth, even though there is no real
conflict. This problem is called false sharing.
A possible solution is not to share pages, but to share software objects. In this scheme, objects
may be replicated on multiple machines. Processes have access to objects only via the objects’
methods. Direct access to the data is not permitted. This restriction makes it possible for objects to
be shared with an arbitrary granularity, and for objects to use whatever sharing protocol they wish.
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