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MHD BOUNDARY LAYERS THEORY IN SOBOLEV SPACES WITHOUT
MONOTONICITY. I. WELL-POSEDNESS THEORY
CHENG-JIE LIU, FENG XIE, AND TONG YANG
Abstract. We study the well-posedness theory for the MHD boundary layer. The boundary layer equations
are governed by the Prandtl type equations that are derived from the incompressible MHD system with non-
slip boundary condition on the velocity and perfectly conducting condition on the magnetic field. Under
the assumption that the initial tangential magnetic field is not zero, we establish the local-in-time existence,
uniqueness of solution for the nonlinear MHD boundary layer equations. Compared with the well-posedness
theory of the classical Prandtl equations for which the monotonicity condition of the tangential velocity
plays a crucial role, this monotonicity condition is not needed for MHD boundary layer. This justifies the
physical understanding that the magnetic field has a stabilizing effect on MHD boundary layer in rigorous
mathematics.
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1. Introduction and Main Result
One important problem about Magnetohydrodynamics(MHD) is to understand the high Reynolds numbers
limits in a domain with boundary. In this paper, we consider the following initial boundary value problem
for the two dimensional (2D) viscous MHD equations (cf. [4, 5, 7, 37]) in a periodic domain tpt, x, yq : t P
r0, T s, x P T, y P R`u : $&
%
Btuǫ ` puǫ ¨∇quǫ ´ pHǫ ¨∇qHǫ `∇pǫ “ µǫ△uǫ,
BtHǫ ´∇ˆ puǫ ˆHǫq “ κǫ△Hǫ,
∇ ¨ uǫ “ 0, ∇ ¨Hǫ “ 0.
(1.1)
Here, we assume the viscosity and resistivity coefficients have the same order of a small parameter ǫ. uǫ “
puǫ1, uǫ2q denotes the velocity vector, Hǫ “ phǫ1, hǫ2q denotes the magnetic field, and pǫ “ p˜ǫ ` |H
ǫ|2
2
denotes
the total pressure with p˜ǫ the pressure of the fluid. On the boundary, the non-slip boundary condition is
imposed on velocity field
uǫ|y“0 “ 0, (1.2)
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and the perfectly conducting boundary condition on magnetic field
hǫ2|y“0 “ Byhǫ1|y“0 “ 0. (1.3)
The formal limiting system of (1.1) yields the ideal MHD equations when ǫ tends to zero. However, there is a
mismatch in the tangential velocity between the equations (1.1) and the limiting equations on the boundary
y “ 0. This is why a boundary layer forms in the vanishing viscosity and resistivity limit process. To find
out the terms in (1.1) whose contribution is essential for the boundary layer, we use the same scaling as the
one used in [32],
t “ t, x “ x, y˜ “ ǫ´ 12 y,
then, set #
u1pt, x, y˜q “ uǫ1pt, x, yq,
u2pt, x, y˜q “ ǫ´ 12 uǫ2pt, x, yq,
#
h1pt, x, y˜q “ hǫ1pt, x, yq,
h2pt, x, y˜q “ ǫ´ 12hǫ2pt, x, yq,
and
ppt, x, y˜q “ pǫpt, x, yq.
Then by taking the leading order, the equations (1.1) are reduced to$’’’’’&
’’’’’%
Btu1 ` u1Bxu1 ` u2Byu1 ´ h1Bxh1 ´ h2Byh1 ` Bxp “ µB2yu1,
Byp “ 0,
Bth1 ` Bypu2h1 ´ u1h2q “ κB2yh1,
Bth2 ´ Bxpu2h1 ´ u1h2q “ κB2yh2,
Bxu1 ` Byu2 “ 0, Bxh1 ` Byh2 “ 0,
(1.4)
in tt ą 0, x P T, y P R`u, where we have replaced y˜ by y for simplicity of notations.
The second equation of (1.4) implies that the leading order of boundary layers for the total pressure
pǫpt, x, yq is invariant across the boundary layer, and should be matched to the outflow pressure P pt, xq on
top of boundary layer, that is, the trace of pressure of ideal MHD flow. Consequently, we have
ppt, x, yq ” P pt, xq.
It is worth noting that the pressure p˜ǫ of the fluid may have the leading order of boundary layers because of
the appearance of the boundary layer for magnetic field. It is different from the general fluid in the absence
of magnetic field, for which the leading boundary layer for the pressure of the fluid always vanishes.
The tangential component u1pt, x, yq of velocity field, respectively h1pt, x, yq of magnetic filed, should
match the outflow tangential velocity Upt, xq, respectively the outflow tangential magnetic field Hpt, xq, on
the top of boundary layer, that is,
u1pt, x, yq Ñ Upt, xq, h1pt, x, yq Ñ Hpt, xq, as y Ñ `8, (1.5)
where Upt, xq and Hpt, xq are the trace of tangential velocity and magnetic field respectively. Therefore, we
have the following “matching” condition:
Ut ` UUx ´HHx ` Px “ 0, Ht ` UHx ´HUx “ 0, (1.6)
which shows that (1.5) is consistent with the first and third equations of (1.4). Moreover, on the boundary
ty “ 0u, the boundary conditions (1.2) and (1.3) give
u1|y“0 “ u2|y“0 “ Byh1|y“0 “ h2|y“0 “ 0. (1.7)
On the other hand, it is noted that equation (1.4)4 is a direct consequence of equations (1.4)3, Bxh1`Byh2 “
0 in p1.4q5 and the boundary condition (1.7). Hence, we only need to study the following initial-boundary
value problem of the MHD boundary layer equations in tt P r0, T s, x P T, y P R`u,$’’’’’&
’’’’’%
Btu1 ` u1Bxu1 ` u2Byu1 ´ h1Bxh1 ´ h2Byh1 “ µB2yu1 ´ Px,
Bth1 ` Bypu2h1 ´ u1h2q “ κB2yh1,
Bxu1 ` Byu2 “ 0, Bxh1 ` Byh2 “ 0,
u1|t“0 “ u10px, yq, h1|t“0 “ h10px, yq,
pu1, u2, Byh1, h2q|y“0 “ 0, lim
yÑ`8
pu1, h1q “ pU,Hqpt, xq.
(1.8)
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The aim of this paper is to show the local well-posedness of the system (1.8) with non-zero tangential
component of that magnetic field, that is, without loss of generality, by assuming
h1pt, x, yq ą 0. (1.9)
Let us first introduce some weighted Sobolev spaces for later use. Denote
Ω :“  px, yq : x P T, y P R`(.
For any l P R, denote by L2l pΩq the weighted Lebesgue space with respect to the spatial variables:
L2l pΩq :“
!
fpx, yq : ΩÑ R, }f}L2
l
pΩq :“
´ż
Ω
xyy2l|fpx, yq|2dxdy
¯ 1
2 ă `8
)
, xyy “ 1` y,
and then, for any given m P N, denote by Hml pΩq the weighted Sobolev spaces:
Hml pΩq :“
!
fpx, yq : ΩÑ R, }f}Hm
l
pΩq :“
´ ÿ
m1`m2ďm
}xyyl`m2Bm1x Bm2y f}2L2pΩq
¯ 1
2 ă `8
)
.
Now, we can state the main result as follows.
Theorem 1.1. Let m ě 5 be a integer, and l ě 0 a real number. Assume that the outer flow pU,H, Pxqpt, xq
satisfies that for some T ą 0,
M0 :“
2m`2ÿ
i“0
´
sup
0ďtďT
}BitpU,H, P qpt, ¨q}H2m`2´ipTxq ` }BitpU,H, P q}L2p0,T ;H2m`2´ipTxqq
¯
ă `8. (1.10)
Also, we suppose the initial data pu10, h10qpx, yq satisfies´
u10px, yq ´ Up0, xq, h10px, yq ´Hp0, xq
¯
P H3m`2l pΩq, (1.11)
and the compatibility conditions up to m-th order. Moreover, there exists a sufficiently small constant δ0 ą 0
such that ˇˇxyyl`1Biypu10, h10qpx, yqˇˇ ď p2δ0q´1, h10px, yq ě 2δ0, for i “ 1, 2, px, yq P Ω. (1.12)
Then, there exist a postive time 0 ă T˚ ď T and a unique solution pu1, u2, h1, h2q to the initial boundary
value problem (1.8), such that
pu1 ´ U, h1 ´Hq P
mč
i“0
W i,8
´
0, T˚;H
m´i
l pΩq
¯
, (1.13)
and
pu2 ` Uxy, h2 `Hxyq P
m´1č
i“0
W i,8
´
0, T˚;H
m´1´i
´1 pΩq
¯
,
pByu2 ` Ux, Byh2 `Hxq P
m´1č
i“0
W i,8
`
0, T˚;H
m´1´i
l pΩq
˘
. (1.14)
Moreover, if l ą 1
2
,
pu2 ` Uxy, h2 `Hxyq P
m´1č
i“0
W i,8
´
0, T˚;L
8
`
Ry,`;H
m´1´ipTxq
˘¯
. (1.15)
Remark 1.1. Note that the regularity assumption on the outflow pU,H, P q and the initial data pu10, h10q is
not optimal. Here, we need the regularity to simplify the construction of approximate solution, cf. Section
4. One may relax the regularity requirement by using other approximations.
We now review some related works to the problem studied in this paper. First of all, the study on fluid
around a rigid body with high Reynolds numbers is an important problem in both physics and mathematics.
The classical work can be traced back to Prandtl in 1904 about the derivation of the Prandtl equations for
boundary layers from the incompressible Navier-Stokes equations with non-slip boundary condition, cf. [33].
About sixty years after its derivation, the first systematic work in rigorous mathematics was achieved by
Oleinik, cf. [31], in which she showed that under the monotonicity condition on the tangential velocity field
in the normal direction to the boundary, local in time well-posedness of the Prandtl system can be justified
4 CHENG-JIE LIU, FENG XIE, AND TONG YANG
in 2D by using the Crocco tranformation. This result together with some extensions are presented in Oleinik-
Samokhin’s classical book [32]. Recently, this well-posedness result was proved by using simply energy method
in the framework of Sobolev spaces in [1] and [30] independently by taking care of the cancellation in the
convection terms to overcome the loss of derivative in the tangential direction. Moreover, by imposing an
additional favorable condition on the pressure, a global in time weak solution was obtained in [39]. Some
three space dimensional cases were studied for both classical and weak solutions in [23, 24]. Since Oleinik’s
classical work, the necessity of the monotonicity condition on the velocity field for well-posedness remained as
a question until 1980s when Caflisch and Sammartino [35, 36] obtained the well-posedness in the framework
of analytic functions without this condition, cf. [18–20, 28, 29, 41] and the references therein. And recently,
the analyticity condition can be further relaxed to Gevrey regularity, cf. [10, 11, 21, 22].
When the monotonicity condition is violated, separation of the boundary layer is expected and observed
for classical fluid. For this, E-Engquist constructed a finite time blowup solution to the Prandtl equations
in [8]. Recently, when the background shear flow has a non-degenerate critical point, some interesting ill-
posedness (or instability) phenomena of solutions to both the linear and nonlinear Prandtl equations around
the shear flow are studied, cf. [9, 12, 14, 15, 25, 27] and the references therein. All these results show that the
monotonicity assumption on the tangential velocity is essential for the well-posedness except in the framework
of analytic functions or Gevrey functions.
On the other hand, for electrically conducting fluid such as plasmas and liquid metals, the system of
magnetohydrodynamics(denoted by MHD) is a fundamental system to describe the movement of fluid under
the influence of electro-magnetic field. The study on the MHD was initiated by Alfve´n [2] who showed that
the magnetic field can induce current in a moving conductive fluid with a new propagation mechanism along
the magnetic field, called Alfve´n waves.
For plasma, the boundary layer equations can be derived from the fundamental MHD system and they
are more complicated than the classical Prandtl system because of the coupling of the magnetic field with
velocity field through the Maxwell equations. On the other hand, in physics, it is believed that the magnetic
field has a stabilizing effect on the boundary layer that could provide a mechanism for containment of, for
example, the high temperature gas. If the magnetic field is transversal to the boundary, there are extensive
discussions on the so called Hartmann boundary layer, cf. [5, 16, 17]. In addition, there are works on the
stability of boundary layers with minimum Reynolds number for flow with different structures to reveal the
difference from the classical boundary layers without electro-magnetic field, cf. [3, 6, 34].
In terms of mathematical derivation when the non-slip boundary condition for the velocity is present,
the boundary layer systems that capture the leading order of fluid variables around the boundary depend
on three physical parameters, magnetic Reynolds number, Reynolds number and their ratio called magnetic
Prandtl number. When the Reynolds number tends to infinity while the magnetic Reynolds number is fixed,
the derived boundary layer system is similar to the Prandtl system for classical fluid and its well-posedness
was discussed in Oleinik-Samokhin’s book [32], for which the monotonicity condition on the velocity field
is needed. When the Reynolds number is fixed while the magnetic Reynolds number tends to infinity that
corresponds to infinite magnetic Prandtl number, the boundary layer system is similar to inviscid Prandtl
system and the monotonicity condition on the velocity field is not needed for well-posedness. The case with
finite magnetic Prandtl number when both the Reynolds number and magnetic Reynolds number tend to
infinity at the same rate, the boundary layer system is totally different from the classical Prandtl system, and
this is the system to be discussed in this paper. Note that for this system, there are no any mathematical well-
posedness results obtained so far in the Sobolev spaces. Furthermore, we mention that in [38], the authors
establish the vanishing viscosity limit for the MHD system in a bounded smooth domain of Rd, d “ 2, 3 with
a slip boundary condition, while the leading order of boundary layers for both velocity and magnetic field
vanishes because of the slip boundary conditions.
Precisely, in this paper, to capture the stabilizing effect of the magnetic field, we establish the well-
posedness theory for the problem (1.8) without any monotonicity assumption on the tangential velocity. The
only essential condition is that the background tangential magnetic field has a lower positive bound. Hence,
the result in this paper enriches the classical local well-posedness results of the classical Prandtl equations.
In the same time, it is in agreement with the general physical understanding that the magnetic field stabilizes
the boundary layer.
The rest of the paper is organized as follows. Some preliminaries are given in Section 2. In Section 3,
we establish the a priori energy estimates for the nonlinear problem (1.8). The local-in-time existence and
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uniqueness of the solution to (1.8) in Sobolev space are given in Section 4. In Section 5, we introduce another
method for the study on the well-posedness theory for (1.8) by using a nonlinear coordinate transform in the
spirit of Crocco transformation for the classical Prandtl system. Finally, some technical proof of a lemma is
given in the Appendix.
2. Preliminaries
Firstly, we introduce some notations. Use the tangential derivative operator
Bβτ “ Bβ1t Bβ2x , for β “ pβ1, β2q P N2, |β| “ β1 ` β2,
and then denote the derivative operator (in both time and space) by
Dα “ Bβτ Bky , for α “ pβ1, β2, kq P N3, |α| “ |β| ` k.
Set ei P N2, i “ 1, 2 and Ej P N3, j “ 1, 2, 3 by
e1 “ p1, 0q P N2, e2 “ p0, 1q P N2, E1 “ p1, 0, 0q P N3, E2 “ p0, 1, 0q P N3, E3 “ p0, 0, 1q P N3,
and denote by B´1y the inverse of derivative By, i.e., pB´1y fqpyq :“
şy
0
fpzqdz. Moreover, we use the notation
r¨, ¨s to denote the commutator, and denote a nondecreasing polynomial function by Pp¨q, which may differ
from line to line.
For m P N, define the function spaces Hml of measurable functions fpt, x, yq : r0, T s ˆ Ω Ñ R, such that
for any t P r0, T s,
}fptq}Hm
l
:“
´ ÿ
|α|ďm
}xyyl`kDαfpt, ¨q}2L2pΩq
¯ 1
2 ă `8. (2.1)
The following inequalities will be used frequently in this paper.
Lemma 2.1. For proper functions f, g, h, the following holds.
i) If lim
yÑ`8
pfgqpx, yq “ 0, then
ˇˇˇ ż
Tx
pfgq|y“0dx
ˇˇˇ
ď }Byf}L2pΩq}g}L2pΩq ` }f}L2pΩq}Byg}L2pΩq. (2.2)
In particular, if lim
yÑ`8
fpx, yq “ 0, then
››f |y“0››L2pTxq ď ?2 }f} 12L2pΩq}Byf} 12L2pΩq. (2.3)
ii) For l P R and an integer m ě 3, any α “ pβ, kq P N3, α˜ “ pβ˜, k˜q P N3 with |α| ` |α˜| ď m,››`Dαf ¨Dα˜g˘pt, ¨q››
L2
l`k`k˜
pΩq
ď C}fptq}Hm
l1
}gptq}Hm
l2
, @ l1, l2 P R, l1 ` l2 “ l. (2.4)
iii) For any λ ą 1
2
, λ˜ ą 0,››xyy´λpB´1y fqpyq››L2ypR`q ď 22λ´ 1
››xyy1´λfpyq››
L2ypR`q
,
››xyy´λ˜pB´1y fqpyq››L8y pR`q ď 1λ˜
››xyy1´λ˜fpyq››
L8y pR`q
,
(2.5)
and then, for l P R, an integer m ě 3, and any α “ pβ, kq P N3, β˜ “ pβ˜1, β˜2q P N2 with |α| ` |β˜| ď m,››`Dαg ¨ Bβ˜τ B´1y h˘pt, ¨q››L2
l`kpΩq
ď C}gptq}Hm
l`λ
}hptq}Hm
1´λ
. (2.6)
In particular, for λ “ 1,››xyy´1pB´1y fqpyq››L2ypR`q ď 2››f››L2ypR`q, ››`Dαg ¨ Bβ˜τ B´1y h˘pt, ¨q››L2l`kpΩq ď C}gptq}Hml`1}hptq}Hm0 . (2.7)
iv) For any λ ą 1
2
, ››pB´1y fqpyq››L8y pR`q ď C}f}L2y,λpR`q, (2.8)
and then, for l P R, an integer m ě 2, and any α “ pβ, kq P N3, β˜ “ pβ˜1, β˜2q P N2 with |α| ` |β˜| ď m,››`Dαf ¨ Bβ˜τ B´1y g˘pt, ¨q››L2
l`kpΩq
ď C}fptq}Hm
l
}gptq}Hm
λ
. (2.9)
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To overcome the technical difficulty originated from the boundary terms at ty “ `8u, we introduce an
auxiliary function φpyq P C8pR`q satisfying that
φpyq “
#
y, y ě 2R0,
0, 0 ď y ď R0
for some constant R0 ą 0. Then, set the new unknowns:
upt, x, yq :“ u1pt, x, yq ´ Upt, xqφ1pyq, vpt, x, yq :“ u2pt, x, yq ` Uxpt, xqφpyq,
hpt, x, yq :“ h1pt, x, yq ´Hpt, xqφ1pyq, gpt, x, yq :“ h2pt, x, yq `Hxpt, xqφpyq. (2.10)
Choose the above construction for pu, v, h, gq to ensure the divergence free conditions and homogenous bound-
ary conditions, i.e.,
Bxu` Byv “ 0, Bxh` Byg “ 0,
pu, v, Byh, gq|y“0 “ 0, lim
yÑ`8
pu, hq “ 0,
which implies that v “ ´B´1y Bxu and g “ ´B´1y Bxh. And it is easy to get that
pu, hqpt, x, yq “ `u1pt, x, yq ´ Upt, xq, h1pt, x, yq ´Hpt, xq˘` `Upt, xqp1 ´ φ1pyqq, Hpt, xqp1 ´ φ1pyqq˘,
which implies that by the construction of φpyq,
}pu, hqptq}Hm
l
´ CM0 ď }pu1 ´ U, h1 ´Hqptq}Hm
l
ď}pu, hqptq}Hm
l
` CM0. (2.11)
By using the new unknowns pu, v, h, gq given by (2.10), we can reformulate the original problem (1.8) to the
following: $’’’’’’’’’&
’’’’’’’’’%
Btu`
“pu` Uφ1qBx ` pv ´ UxφqBy‰u´ “ph`Hφ1qBx ` pg ´HxφqBy‰h´ µB2yu
`Uxφ1u` Uφ2v ´Hxφ1h´Hφ2g “ r1,
Bth`
“pu` Uφ1qBx ` pv ´ UxφqBy‰h´ “ph`Hφ1qBx ` pg ´HxφqBy‰u´ κB2yh
`Hxφ1u`Hφ2v ´ Uxφ1h´ Uφ2g “ r2,
Bxu` Byv “ 0, Bxh` Byg “ 0,
pu, v, Byh, gq|y“0 “ 0,
pu, hq|t“0 “
`
u10px, yq ´ Up0, xqφ1pyq, h10px, yq ´Hp0, xqφ1pyq
˘
fi pu0, h0qpx, yq,
(2.12)
where #
r1 “ Utrpφ1q2 ´ φφ2 ´ φ1s ` Px
“pφ1q2 ´ φφ2 ´ 1‰` µUφp3q,
r2 “ Htrpφ1q2 ` φφ2 ´ φ1s ` κHφp3q.
(2.13)
Note that we have used the divergence free conditions in obtaining the equations of pu, hq in (2.12), and the
relations (1.6) in the calculation of (2.13). It is worth noting that by substituting (2.10) into the second
equation of (1.8) directly, there is another equivalent form for the equation of h, which may be convenient
for use in some situations:
Bth` By
“pv ´ Uxφqph`Hφ1q ´ pu` Uφ1qpg ´Hxφq‰ ´ κB2yh “ ´Htφ1 ` κHφp3q. (2.14)
By the choice of φpyq, it is easy to get that
r1pt, x, yq, r2pt, x, yq ” 0, y ě 2R0,
r1pt, x, yq ” ´Pxpt, xq, r2pt, x, yq ” 0, 0 ď y ď R0, (2.15)
and then for any t P r0, T s, λ ě 0 and |α| ď m, by virtue of (1.10),
}xyyλDαr1ptq}L2pΩq, }xyyλDαr2ptq}L2pΩq ď C
ÿ
|β|ď|α|`1
}Bβτ pU,H, Pxqptq}L2pTxq ď CM0. (2.16)
Furthermore, similar to (2.11) we have that for the initial data:
}pu0, h0q}H2m
l
pΩq ´ CM0 ď
››`u10px, yq ´ Up0, xq, h10 ´Hp0, xq˘››H2m
l
pΩq
ď }pu0, h0q}H2m
l
pΩq ` CM0. (2.17)
Finally, from the transformation (2.10), and the relations (2.11) and (2.17), it is easy to know that Theorem
1.1 is a corollary of the following result.
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Theorem 2.2. Let m ě 5 be a integer, l ě 0 a real number, and pU,H, Pxqpt, xq satisfies the hypotheses
given in Theorem 1.1. In addition, assume that for the problem (2.12), the initial data
`
u0px, yq, h0px, yq
˘ P
H3m`2l pΩq, and the compatibility conditions up to m-th order. Moreover, there exists a sufficiently small
constant δ0 ą 0, such thatˇˇxyyl`1Biypu0, h0qpx, yqˇˇ ď p2δ0q´1, h0px, yq `Hp0, xqφ1pyq ě 2δ0, for i “ 1, 2, px, yq P Ω. (2.18)
Then, there exist a time 0 ă T˚ ď T and a unique solution pu, v, h, gq to the initial boundary value problem
(2.12), such that
pu, hq P
mč
i“0
W i,8
´
0, T˚;H
m´i
l pΩq
¯
, (2.19)
and
pv, gq P
m´1č
i“0
W i,8
´
0, T˚;H
m´1´i
´1 pΩq
¯
, pByv, Bygq P
m´1č
i“0
W i,8
`
0, T˚;H
m´1´i
l pΩq
˘
. (2.20)
Moreover, if l ą 1
2
,
pv, gq P
m´1č
i“0
W i,8
´
0, T˚;L
8
`
Ry,`;H
m´1´ipTxq
˘¯
. (2.21)
Therefore, our main task is to show the above Theorem 2.2, and its proof will be given in the following
two sections.
3. A priori estimates
In this section, we will establish a priori estimates for the nonlinear problem (2.12).
Proposition 3.1. [Weighted estimates for Dmpu, hq]
Let m ě 5 be a integer, l ě 0 be a real number, and the hypotheses for pU,H, Pxqpt, xq given in Theorem 1.1
hold. Assume that pu, v, h, gq is a classical solution to the problem (2.12) in r0, T s, satisfying that pu, hq P
L8
`
0, T ;Hml
˘
, pByu, Byhq P L2
`
0, T ;Hml
˘
, and for sufficiently small δ0:
hpt, x, yq `Hpt, xqφ1pyq ě δ0, xyyl`1Biypu, hqpt, x, yq ď δ´10 , i “ 1, 2, pt, x, yq P r0, T s ˆ Ω. (3.1)
Then, it holds that for small time,
sup
0ďsďt
}pu, hqpsq}Hm
l
ď δ´40
´
P
`
M0 ` }pu0, h0q}H2m
l
pΩq
˘` CM60 t¯ 12
¨
!
1´ Cδ´240
´
P
`
M0 ` }pu0, h0q}H2m
l
pΩq
˘` CM60 t¯2t)´ 14 . (3.2)
Also, we have that for i “ 1, 2,
}xyyl`1Biypu, hqptq}L8pΩq ď }xyyl`1Biypu0, h0q}L8pΩq ` Cδ´40 t
´
P
`
M0 ` }pu0, h0q}H2m
l
pΩq
˘` CM60 t¯ 12
¨
!
1´ Cδ´240
´
P
`
M0 ` }pu0, h0q}H2m
l
pΩq
˘` CM60 t¯2t)´ 14 , (3.3)
and
hpt, x, yq ě h0px, yq ´ Cδ´40 t
´
P
`
M0 ` }pu0, h0q}H2m
l
pΩq
˘` CM60 t¯ 12
¨
!
1´ Cδ´240
´
P
`
M0 ` }pu0, h0q}H2m
l
pΩq
˘` CM60 t¯2t)´ 14 . (3.4)
The proof of Proposition 3.1 will be given in the following two subsections. More precisely, we will obtain
the weighted estimates for Dαpu, hq for α “ pβ, kq “ pβ1, β2, kq, satisfying |α| “ |β| ` k ď m, |β| ď m´ 1, in
the first subsection, and the weighted estimates for Bβτ pu, hq for |β| “ m in the second subsection.
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3.1. Weighted Hml ´estimates with normal derivatives.
The weighted estimates on Dαpu, hq with |α| “ |β| ` k ď m, |β| ď m ´ 1 can be obtained by the stan-
dard energy method because one order tangential regularity loss is allowed. That is, we have the following
estimates:
Proposition 3.2. [Weighted estimates for Dαpu, hq with |α| ď m, |β| ď m´ 1]
Let m ě 5 be a integer, l ě 0 be a real number, and the hypotheses for pU,H, Pxqpt, xq given in Theorem
1.1 hold. Assume that pu, v, h, gq is a classical solution to the problem (2.12) in r0, T s, and satisfies pu, hq P
L8
`
0, T ;Hml
˘
, pByu, Byhq P L2
`
0, T ;Hml
˘
. Then, there exists a positive constant C, depending on m, l and φ,
such that for any small 0 ă δ1 ă 1,ÿ
|α|ďm
|β|ďm´1
´ d
dt
}Dαpu, hqptq}2L2
l`k
pΩq ` µ}DαByuptq}2L2
l`k
pΩq ` κ}DαByhptq}2L2
l`k
pΩq
¯
ď δ1C}pByu, Byhqptq}2Hm
0
` Cδ´11 }pu, hqptq}2Hm
l
`
1` }pu, hqptq}2Hm
l
˘` ÿ
|α|ďm
|β|ďm´1
}Dαpr1, r2qptq}2L2
l`kpΩq
` C
ÿ
|β|ďm`2
}Bβτ pU,H, P qptq}2L2pTxq. (3.5)
Proof. Applying the operator Dα “ Bβτ Bky for α “ pβ, kq “ pβ1, β2, kq, satisfying |α| “ |β| ` k ď m, |β| ď
m´ 1, to the first two equations of p2.12q, it yields that$’’’’’&
’’’’’%
BtDαu “ Dαr1 ` µB2yDαu´Dα
!“pu` Uφ1qBx ` pv ´ UxφqBy‰u´ “ph`Hφ1qBx ` pg ´HxφqBy‰h
`Uxφ1u` Uφ2v ´Hxφ1h´Hφ2g
)
,
BtDαh “ Dαr2 ` κB2yDαh´Dα
!“pu` Uφ1qBx ` pv ´ UxφqBy‰h´ “ph`Hφ1qBx ` pg ´HxφqBy‰u
`Hxφ1u`Hφ2v ´ Uxφ1h´ Uφ2gu.
(3.6)
Multiplying p3.6q1 by xyy2l`2kDαu, p3.6q2 by xyy2l`2kDαh respectively, and integrating them over Ω, with
respect to the spatial variables x and y, we obtain that
1
2
d
dt
››xyyl`kDαpu, hqptq››2
L2pΩq
“
ż
Ω
´
Dαr1 ¨ xyy2l`2kDαu`Dαr2 ¨ xyy2l`2kDαh
¯
dxdy
` µ
ż
Ω
`B2yDαu ¨ xyy2l`2kDαu˘dxdy ` κ
ż
Ω
`B2yDαh ¨ xyy2l`2kDαh˘dxdy
´
ż
Ω
´
I1 ¨ xyy2l`2kDαu` I2 ¨ xyy2l`2kDαh
¯
dxdy, (3.7)
where $’’’’’’&
’’’’’’%
I1 “ Dα
!“pu ` Uφ1qBx ` pv ´ UxφqBy‰u´ “ph`Hφ1qBx ` pg ´HxφqBy‰h
`Uxφ1u` Uφ2v ´Hxφ1h´Hφ2g
)
,
I2 “ Dα
!“pu ` Uφ1qBx ` pv ´ UxφqBy‰h´ “ph`Hφ1qBx ` pg ´HxφqBy‰u
`Hxφ1u`Hφ2v ´ Uxφ1h´ Uφ2g
)
.
(3.8)
First of all, it is easy to get that by virtue of (2.16),ż
Ω
´
Dαr1 ¨ xyy2l`2kDαu`Dαr2 ¨ xyy2l`2kDαh
¯
dxdy
ď1
2
}Dαpu, hqptq}2L2
l`kpΩq
` 1
2
}Dαpr1, r2qptq}2L2
l`kpΩq
. (3.9)
Next, we assume that the following two estimates holds, which will be proved later: for any small 0 ă δ1 ă 1,
µ
ż
Ω
`B2yDαu ¨ xyy2l`2kDαu˘dxdy ` κ
ż
Ω
`B2yDαh ¨ xyy2l`2kDαh˘dxdy
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ď´ µ
2
››DαByuptq››2L2
l`kpΩq
´ κ
2
››DαByhptq››2L2
l`kpΩq
` δ1
››pByu, Byhqptq››2
Hm
0
` Cδ´11 }pu, hqptq}2Hm
l
`
1` }pu, hqptq}2Hm
l
˘` C ÿ
|β|ďm´1
}Bβτ Pxptq}2L2pTxq, (3.10)
and
´
ż
Ω
´
I1 ¨ xyy2l`2kDαu` I2 ¨ xyy2l`2kDαh
¯
dxdy
ď C` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq `
››pu, hqptq››
Hm
l
˘››pu, hqptq››2
Hm
l
. (3.11)
At the moment, by plugging the above inequalities (3.9)-(3.11) into (3.7), and summing over α, we obtain
that there exists a constant Cm ą 0, depending only on m, such thatÿ
|α|ďm
|β|ďm´1
´ d
dt
››Dαpu, hqptq››2
L2
l`kpΩq
` µ››DαByuptq››2L2
l`kpΩq
` κ››DαByhptq››2L2
l`kpΩq
¯
ď δ1Cm
››pByu, Byhqptq››2Hm
0
` Cδ´11 }pu, hqptq}2Hm
l
`
1` }pu, hqptq}2Hm
l
˘` ÿ
|α|ďm
|β|ďm´1
}Dαpr1, r2qptq}2L2
l`kpΩq
` C
ÿ
|β|ďm`2
}Bβτ pU,H, P qptq}2L2pTxq, (3.12)
which implies the estimate (3.5) immediately.
Now, it remains to show the estimates (3.10) and (3.11) that will be given as follows.
Proof of (3.10). In this part, we will first handle the term µ
ş
Ω
`B2yDαu ¨ xyy2l`2kDαu˘dxdy, and the term
κ
ş
Ω
`B2yDαh ¨ xyy2l`2kDαh˘dxdy can be estimated similarly. By integration by parts, we have
µ
ż
Ω
`B2yDαu ¨ xyy2l`2kDαu˘dxdy “´ µ››xyyl`kByDαuptq››2L2pΩq ` 2pl ` kqµ
ż
Ω
`xyy2l`2k´1ByDαu ¨Dαu˘dxdy
` µ
ż
Tx
pByDαu ¨Dαuq
ˇˇ
y“0
dx. (3.13)
By Cauchy-Schwarz inequality,
2pl ` kqµ
ż
Ω
`xyy2l`2k´1ByDαu ¨Dαu˘dxdy
ď µ
14
››xyyl`kByDαuptq››2L2pΩq ` 14µpl` kq2}xyyl`kDαuptq}2L2pΩq, (3.14)
which implies that by plugging (3.14) into (3.13),
µ
ż
Ω
`B2yDαu ¨ xyy2l`2kDαu˘dxdy
ď´ 13µ
14
››xyyl`kDαByuptq››2L2pΩq ` C}uptq}2Hml ` µ
ż
Tx
pByDαu ¨Dαuq
ˇˇ
y“0
dx. (3.15)
The last term in (3.15), that is, the boundary integral µ
ş
Tx
pByDαu ¨Dαuq
ˇˇ
y“0
dx is treated in the following
two cases.
Case 1: |α| ď m´ 1. By the inequality (2.2), we obtain that for any small 0 ă δ1 ă 1,
µ
ˇˇˇ ż
Tx
pByDαu ¨Dαuq
ˇˇ
y“0
dx
ˇˇˇ
ď µ››B2yDαuptq››L2pΩq››Dαuptq››L2pΩq ` µ››ByDαuptq››2L2pΩq
ď δ1
››B2yDαuptq››2L2pΩq ` µ24δ1 }Dαuptq}2L2pΩq ` µ
››ByDαuptq››2L2pΩq
ď δ1}Byuptq}Hm
0
` Cδ´11 }uptq}2Hm
0
. (3.16)
Case 2: |α| “ |β|`k “ m. It implies that k ě 1 from |β| ď m´1. Then, denote by γ fi α´E3 “ pβ, k´1q
with |γ| “ |β| ` k ´ 1 “ m´ 1, the first equation in p2.12q reads
µByDαu “ µB2yDγu “Dγ
!
Btu`
“pu` Uφ1qBx ` pv ´ UxφqBy‰u´ “ph`Hφ1qBx ` pg ´HxφqBy‰h
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` Uxφ1u` Uφ2v ´Hxφ1h´Hφ2g ´ r1
)
.
Then, combining (2.15) with the fact φ ” 0 for y ď R0, it yields that at y “ 0,
µByDαu “ Dγ
”
Btu`
`
uBx ` vBy
˘
u´ `hBx ` gBy˘h` Pxı
“ DγPx `Dγ`E1u`Dγ
`
uBxu´ hBxh
¯
`Dγ`vByu´ gByh¯. (3.17)
It is easy to get that by (2.3),ˇˇˇ ż
Tx
`
DγPx ¨Dαu
˘ˇˇ
y“0
dx
ˇˇˇ
ď ››DγPxptq››L2pTxq››Dαuptq|y“0››L2pTxq
ď
?
2
››DγPxptq››L2pTxq››Dαuptq›› 12L2pΩq››DαByuptq›› 12L2pΩq
ď µ
14
}DαByuptq}2L2pΩq ` C}uptq}2Hm
0
` C››DγPxptq››2L2pTxq, (3.18)
provided |α| “ m. Also, by (2.2) and |γ ` E1| “ m,ˇˇˇ ż
Tx
`
Dγ`E1u ¨Dαu˘ˇˇ
y“0
dx
ˇˇˇ
ď ››Dγ`E1Byuptq››L2pΩq››Dαuptq››L2pΩq ` ››Dγ`E1uptq››L2pΩq››DαByuptq››L2pΩq
ď δ1
3
}Dγ`E1Byuptq}2L2pΩq `
µ
14
}DαByuptq}2L2pΩq ` Cδ´11 }uptq}2Hm
0
. (3.19)
Hence, as we know DγpuBxu
˘ “ řγ˜ďγ
ˆ
γ
γ˜
˙´
Dγ˜u ¨Dγ´γ˜`E2u
¯
, it follows that
ˇˇˇ ż
Tx
`
DγpuBxuq ¨Dαu
˘ˇˇ
y“0
dx
ˇˇˇ
ď C
ÿ
γ˜ďγ
!››By`Dγ˜u ¨Dγ´γ˜`E2u˘››L2pΩq››Dαu››L2pΩq
` ››Dγ˜u ¨Dγ´γ˜`E2u››
L2pΩq
››DαByu››L2pΩq
)
. (3.20)
Then, by using (2.4) and note that |γ| “ m´ 1 ě 3, we have››By`Dγ˜u ¨Dγ´γ˜`E2u˘››L2pΩq ď ››Dγ˜Byu ¨Dγ´γ˜`E2u››L2pΩq ` ››Dγ˜u ¨Dγ´γ˜`E2Byu››L2pΩq
ď C}Byuptq}Hm´1
0
}Bxuptq}Hm´1
0
` C}uptq}
H
m´1
0
}B2xyuptq}Hm´1
0
ď C}uptq}Hm
0
}Byuptq}Hm
0
` C}uptq}2Hm
0
,
and ››Dγ˜u ¨Dγ´γ˜`E2u››
L2pΩq
ď C}uptq}Hm
0
}uptq}Hm
0
ď C}uptq}2Hm
0
.
Substituting the above two inequalities into (3.20) givesˇˇˇ ż
Tx
`
DγpuBxuq ¨Dαu
˘ˇˇ
y“0
dx
ˇˇˇ
ď C
ÿ
γ˜ďγ
´`}uptq}Hm
0
}Byuptq}Hm
0
` }uptq}2Hm
0
˘››Dαu››
L2pΩq
` }uptq}2Hm
0
››ByDαu››L2pΩq
¯
ď δ1
3
}Byuptq}2Hm
0
` µ
14
}DαByuptq}2L2pΩq ` Cδ´11 }uptq}4Hm
0
` C}uptq}2Hm
0
. (3.21)
Similarly, we haveˇˇˇ ż
Tx
`
DγphBxhq ¨Dαu
˘ˇˇ
y“0
dx
ˇˇˇ
ď C`}hptq}Hm
0
}Byhptq}Hm
0
` C}hptq}2Hm
0
˘››Dαu››
L2pΩq
` C}hptq}2Hm
0
››ByDαu››L2pΩq
ď δ1
3
}pByu, Byhqptq}2Hm
0
` µ
14
}DαByuptq}2L2pΩq ` Cδ´11 }pu, hqptq}4Hm
0
` C}pu, hqptq}2Hm
0
. (3.22)
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We now turn to control the integral
ˇˇˇ ş
Tx
`
DγpvByuq ¨ Dαu
˘ˇˇ
y“0
dx
ˇˇˇ
. Recall that Dγ “ Bβτ Bk´1y , by the
boundary condition v|y“0 “ 0 and divergence free condition ux ` vy “ 0, we obtain that on ty “ 0u,
DγpvByuq “ Bβτ
´
vBkyu`
k´1ÿ
i“1
ˆ
k ´ 1
i
˙
Biyv ¨ Bk´iy u
¯
“
k´2ÿ
j“0
ˆ
k ´ 1
j ` 1
˙
Bβτ
”
´ BjyBxu ¨ Bk´j´1y u
ı
“ ´
ÿ
β˜ďβ
0ďjďk´2
ˆ
k ´ 1
j ` 1
˙ˆ
β
β˜
˙´
Bβ˜`e2τ Bjyu ¨ Bβ´β˜τ Bk´j´1y u
¯
,
where we denote
ˆ
j
i
˙
“ 0 for i ą j. Note that the right-hand side of the above equality vanishes when
k “ 1, and we only need to consider the case k ě 2. Thus, from the above expression for DγpvByuq at y “ 0,
we obtain that by (2.2),ˇˇˇ ż
Tx
`
DγpvByuq ¨Dαu
˘ˇˇ
y“0
dx
ˇˇˇ
ď C
ÿ
β˜ďβ
0ďjďk´2
!››By`Bβ˜`e2τ Bjyu ¨ Bβ´β˜τ Bk´j´1y u˘››L2pΩq››Dαu››L2pΩq
` ››Bβ˜`e2τ Bjyu ¨ Bβ´β˜τ Bk´j´1y u››L2pΩq››DαByu››L2pΩq
)
. (3.23)
As 0 ď j ď k ´ 2, it follows that by (2.4),››By`Bβ˜`e2τ Bjyu ¨ Bβ´β˜τ Bk´j´1y u˘››L2pΩq ď ››Bβ˜`e2τ Bj`1y u ¨ Bβ´β˜τ Bk´j´1y u››L2pΩq ` ››Bβ˜`e2τ Bjyu ¨ Bβ´β˜τ Bk´jy u››L2pΩq
ď C}Byuptq}Hm´1
0
}Byuptq}Hm´1
0
` C}Bxuptq}Hm´1
0
}Byuptq}Hm´1
0
ď C}uptq}2Hm
0
,
and ››Bβ˜`e2τ Bjyu ¨ Bβ´β˜τ Bk´j´1y u››L2pΩq ď C}uptq}Hm0 }uptq}Hm0 ď C}uptq}2Hm0 ,
provided that |β| ` k “ |α| “ m. Substituting the above two inequalities into (3.23) givesˇˇˇ ż
Tx
`
DγpvByuq ¨Dαu
˘ˇˇ
y“0
dx
ˇˇˇ
ďC
ÿ
β˜ďβ
0ďjďk´2
!
}uptq}2Hm
0
››Dαu››
L2pΩq
` }uptq}2Hm
0
››ByDαu››L2pΩq
)
ď µ
14
}DαByuptq}2L2pΩq ` C}uptq}4Hm
0
` C}uptq}2Hm
0
. (3.24)
Similarly, we can obtainˇˇˇ ż
Tx
`
DγpgByhq ¨Dαu
˘ˇˇ
y“0
dx
ˇˇˇ
ďC}hptq}2Hm
0
››Dαu››
L2pΩq
` C}hptq}2Hm
0
››ByDαu››L2pΩq
ď µ
14
}DαByuptq}2L2pΩq ` C}pu, hqptq}4Hm
0
` C}pu, hqptq}2Hm
0
. (3.25)
Therefore, from (3.17) and combining the estimates (3.18), (3.19), (3.21), (3.22), (3.24) and (3.25), we have
that when |α| “ |β| ` k “ m with |β| ď m´ 1,ˇˇˇ ż
Tx
pµByDαu ¨Dαuq
ˇˇ
y“0
dx
ˇˇˇ
ď δ1
››pByu, Byhqptq››2Hm
0
` 3µ
7
}DαByuptq}2L2pΩq ` Cδ´11 }pu, hqptq}4Hm
0
` Cδ´11 }pu, hqptq}2Hm
0
` C}DγPxptq}2L2pTxq. (3.26)
Combining (3.16) with (3.26), it implies that for |α| “ |β| ` k ď m, |β| ď m´ 1,ˇˇˇ ż
Tx
pµByDαu ¨Dαuq
ˇˇ
y“0
dx
ˇˇˇ
ď δ1
››pByu, Byhqptq››2Hm
0
` 3µ
7
}DαByuptq}2L2pΩq ` Cδ´11 }pu, hqptq}2Hm
0
`
1` }pu, hqptq}2Hm
0
˘
` C
ÿ
|β|ďm´1
}Bβτ Pxptq}2L2pTxq.
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Then, plugging the above estimate (3.27) into (3.15) we have
µ
ż
Ω
`B2yDαu ¨ xyy2l`2kDαu˘dxdy
ď´ µ
2
››DαByuptq››2L2
l`k
pΩq
` δ1
››pByu, Byhqptq››2Hm
0
` Cδ´11 }pu, hqptq}2Hm
0
`
1` }pu, hqptq}2Hm
0
˘
` C
ÿ
|β|ďm´1
}Bβτ Pxptq}2L2pTxq. (3.28)
On the other hand, one can get the similar estimation on the term κ
ş
Ω
`B2yDαh ¨ xyy2l`2kDαh˘dxdy:
κ
ż
Ω
`B2yDαh ¨ xyy2l`2kDαh˘dxdy ď´ κ2
››DαByhptq››2L2
l`kpΩq
` δ1
››pByu, Byhqptq››2Hm
0
` Cδ´11 }pu, hqptq}2Hm
0
`
1` }pu, hqptq}2Hm
0
˘
. (3.29)
Thus, we prove (3.10) by combining (3.28) with (3.29).
Proof of (3.11). From the definition (3.8) of I1 and I2, we have
I1 “
“pu` Uφ1qBx ` pv ´ UxφqBy‰Dαu´ “ph`Hφ1qBx ` pg ´HxφqBy‰Dαh
` “Dα, pu` Uφ1qBx ` pv ´ UxφqBy‰u´ “Dα, ph`Hφ1qBx ` pg ´HxφqBy‰h
`Dα“Uxφ1u` Uφ2v ´Hxφ1h´Hφ2g‰
fi I11 ` I21 ` I31 ,
and
I2 “
“pu` Uφ1qBx ` pv ´ UxφqBy‰Dαh´ “ph`Hφ1qBx ` pg ´HxφqBy‰Dαu
` “Dα, pu` Uφ1qBx ` pv ´ UxφqBy‰h´ “Dα, ph`Hφ1qBx ` pg ´HxφqBy‰u
`Dα“Hxφ1u`Hφ2v ´ Uxφ1h´ Uφ2g‰
fi I12 ` I22 ` I32 .
Thus, we divide the term ´ ş
Ω
´
I1 ¨ xyy2l`2kDαu` I2 ¨ xyy2l`2kDαh
¯
dxdy into three parts:
´
ż
Ω
´
I1 ¨ xyy2l`2kDαu` I2 ¨ xyy2l`2kDαh
¯
dxdy
“ ´
3ÿ
i“1
ż
Ω
´
Ii1 ¨ xyy2l`2kDαu` Ii2 ¨ xyy2l`2kDαh
¯
dxdy
:“ G1 `G2 `G3, (3.30)
and estimate each Gi, i “ 1, 2, 3 in the following. Firstly, note that
φpyq ” y, φ1pyq ” 1, φpiqpyq ” 0, for y ě 2R0, i ě 2,
and then, there exists some positive constant C such that
}xyyi´1φpiqpyq}L8pR`q, }xyyλφpjqpyq}L8pR`q ď C, for i “ 0, 1, j ě 2, λ P R, . (3.31)
Estimate for G1: Note that
Bxpu` Uφ1q ` Bypv ´ Uxφq “ 0, Bxph`Hφ1q ` Bypg ´Hxφq “ 0,
and the boundary conditions pv ´ Uxφq|y“0 “ pg ´Hxφq|y“0 “ 0, we obtain that by integration by parts,
G1 “ ´ 1
2
ż
Ω
!
xyy2l`2k“pu ` Uφ1qBx ` pv ´ UxφqBy‰`|Dαu|2 ` |Dαh|2˘)dxdy
`
ż
Ω
!
xyy2l`2k“ph`Hφ1qBx ` pg ´HxφqBy‰`Dαu ¨Dαh˘)dxdy
“ pl ` kq
ż
Ω
!
xyy2l`2k´1pv ´ Uxφq ¨
`|Dαu|2 ` |Dαh|2˘)dxdy
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´ 2pl ` kq
ż
Ω
!
xyy2l`2k´1pg ´Hxφq ¨
`
Dαu ¨Dαh˘)dxdy.
Then, by using that v “ ´B´1y Bxu, g “ ´B´1y Bxh and (3.31) for i “ 0, we get that by virtue of (2.5) and
Sobolev embedding inequality,
G1 ď pl ` kq
´›››v ´ Uxφ
1` y
›››
L8pΩq
`
›››g ´Hxφ
1` y
›››
L8pΩq
¯
¨ ››xyyl`kDαpu, hqptq››2
L2pΩq
ď C`}uxptq}L8pΩq ` }hxptq}L8pΩq ` }pUx, Hxqptq}L8pTxq˘ ¨ ››xyyl`kDαpu, hqptq››2L2pΩq
ď C`}pu, hqptq}H3
0
` }pUx, Hxqptq}L8pTxq
˘}pu, hqptq}2Hm
l
. (3.32)
Estimate for G2: For G2, note that
G2 ď }I21 ptq}L2l`kpΩq}D
αuptq}L2
l`kpΩq
` }I22 ptq}L2l`kpΩq}D
αhptq}L2
l`kpΩq
. (3.33)
Thus, we need to obtain }I21 ptq}L2l`kpΩq and }I22 ptq}L2l`kpΩq. To this end, we are going to estimate only the
L2l`k of I
2
1 , because the L
2
l`k´estimate on I22 can be obtained similarly.
Rewrite the quantity I21 as:
I21 “
“
Dα, uBx ` vBy
‰
u´ “Dα, hBx ` gBy‰h
` “Dα, Uφ1Bx ´ UxφBy‰u´ “Dα, Hφ1Bx ´HxφBy‰h
:“ I21,1 ` I21,2. (3.34)
In the following, we will estimate }I21,1}L2l`kpΩq and }I21,2}L2l`kpΩq respectively.
L2l`k´estimate on I21,1: The quantity I21,1 can be expressed as:
I21,1 “
ÿ
0ăα˜ďα
ˆ
α
α˜
˙!´
Dα˜u Bx `Dα˜v By
¯
pDα´α˜uq ´
´
Dα˜h Bx `Dα˜g By
¯
pDα´α˜hq
)
. (3.35)
Let α˜ fi pβ˜, k˜q, then we will study the terms in (3.35) through the following two cases corresponding to k˜ “ 0
and k˜ ě 1 respectively.
Case 1: k˜ “ 0. Firstly, Dα˜ “ Bβ˜τ and β˜ ě ei, i “ 1 or 2 since |α˜| ą 0. Then, we obtain that by (2.4),››Dα˜u ¨ BxDα´α˜u››L2
l`kpΩq
“››Bβ˜´eiτ pBeiτ uq ¨Dα´α˜pBxuq››L2
l`kpΩq
ď C}Beiτ uptq}Hm´1
0
}Bxuptq}Hm´1
l
ď C}uptq}2Hm
l
,
provided that m´ 1 ě 3. Similarly, it also holds››Dα˜h ¨ BxDα´α˜h››L2
l`kpΩq
ď C}hptq}2Hm
l
.
On the other hand, by using v “ ´B´1y Bxu, we have
Dα˜v ¨ ByDα´α˜u “ ´ Bβ˜τ B´1y pBxuq ¨ Bβ´β˜τ Bk`1y u.
Then, when |α| “ |β| ` k ď m´ 1, applying (2.7) to the right-hand side of the above equality yields››Dα˜v ¨ ByDα´α˜u››L2
l`kpΩq
“ ››Bβ˜τ B´1y pBxuq ¨ Bβ´β˜τ BkypByuq››L2
l`kpΩq
ď C}Bxuptq}Hm´1
0
}Byuptq}Hm´1
l`1
ď C}uptq}2Hm
l
,
provided that m´ 1 ě 3. When |α| “ |β| ` k “ m, it implies that k ě 1 since |β| ď m´ 1, and consequently,
we get that by (2.7),››Dα˜v ¨ ByDα´α˜u››L2
l`kpΩq
“ ››Bβ˜´eiτ B´1y pBei`e2τ uq ¨ Bβ´β˜τ Bk´1y pB2yuq››L2
l`1`pk´1q
pΩq
ď C}Bei`e2τ uptq}Hm´2
0
}B2yuptq}Hm´2
l`2
ď C}uptq}2Hm
l
,
provided that m´ 2 ě 3. Therefore, it holds that for |α| “ |β| ` k ď m, |β| ď m´ 1,››Dα˜v ¨ ByDα´α˜u››L2
l`kpΩq
ď C}uptq}2Hm
l
.
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Similarly, one can obtain ››Dα˜g ¨ ByDα´α˜h››L2
l`k
pΩq
ď C}hptq}2Hm
l
.
Thus, we conclude that for k˜ “ 0 with α˜ “ pβ˜, k˜q,››`Dα˜u Bx `Dα˜v By˘pDα´α˜uq ´ `Dα˜h Bx `Dα˜g By˘pDα´α˜hq››L2
l`kpΩq
ď C}pu, hqptq}2Hm
l
. (3.36)
Case 2: k˜ ě 1. It follows that α˜ ě E3, and then, the right-hand side of (3.35) becomes:`
Dα˜u Bx `Dα˜v By
˘pDα´α˜uq ´ `Dα˜h Bx `Dα˜g By˘pDα´α˜hq
“ `Dα˜u Bx ´Dα˜´E3pBxuq By˘pDα´α˜uq ´ `Dα˜h Bx ´Dα˜´E3pBxhq By˘pDα´α˜hq.
By applying (2.4) to the terms on the right-hand side of the above quality, we get››Dα˜u ¨ BxDα´α˜u››L2
l`kpΩq
“ ››Dα˜´E3pByuq ¨Dα´α˜pBxuq››L2
l`1`pk´1q
pΩq
ď C}Byuptq}Hm´1
l`1
}Bxuptq}Hm´1
0
ď C}uptq}2Hm
l
,››Dα˜´E3pBxuq ¨ ByDα´α˜u››L2
l`kpΩq
“ ››Dα˜´E3pBxuq ¨Dα´α˜pByuq››L2
l`1`pk´1q
pΩq
ď C}Bxuptq}Hm´1
0
}Byuptq}Hm´1
l`1
ď C}uptq}2Hm
l
,››Dα˜h ¨ BxDα´α˜h››L2
l`kpΩq
“ ››Dα˜´E3pByhq ¨Dα´α˜pBxhq››L2
l`1`pk´1q
pΩq
ď C}Byhptq}Hm´1
l`1
}Bxhptq}Hm´1
0
ď C}hptq}2Hm
l
,››Dα˜´E3pBxhq ¨ ByDα´α˜h››L2
l`kpΩq
“ ››Dα˜´E3pBxhq ¨Dα´α˜pByhq››L2
l`1`pk´1q
pΩq
ď C}Bxhptq}Hm´1
0
}Byhptq}Hm´1
l`1
ď C}hptq}2Hm
l
.
Consequently, we actually conclude that for k˜ ě 1 with α˜ “ pβ˜, k˜q,››`Dα˜u Bx `Dα˜v By˘pDα´α˜uq ´ `Dα˜h Bx `Dα˜g By˘pDα´α˜hq››L2
l`kpΩq
ď C}pu, hqptq}2Hm
l
. (3.37)
Finally, based on the results obtained in the above two cases, it holds that by using (3.36) and (3.37) in
(3.35),
}I21,1ptq}L2l`kpΩq ď C}pu, hqptq}
2
Hm
l
. (3.38)
L2l`k´estimate on I21,2: Write
I21,2 “
ÿ
0ăα˜ďα
ˆ
α
α˜
˙!´
Dα˜pUφ1q Bx ´Dα˜pUxφq By
¯
pDα´α˜uq ´
´
Dα˜pHφ1q Bx ´Dα˜pHxφq By
¯
pDα´α˜hq
)
.
Let α˜ fi pβ˜, k˜q and note that |α´ α˜| ď |α| ´ 1 ď m´ 1. By using (3.31), we estimate each term on the right
hand side of the above equility as follows:››Dα˜pUφ1q ¨ BxDα´α˜u››L2
l`k
pΩq
ď ››xyyk˜Dα˜pUφ1qptq››
L8pΩq
››xyyl`k´k˜BxDα´α˜uptq››L2pΩq
ď C››Bβ˜τ Uptq››L8pTxq}uptq}Hml ,››Dα˜pUxφq ¨ ByDα´α˜u››L2
l`k
pΩq
ď ››xyyk˜´1Dα˜pUxφqptq››L8pΩq››xyyl`k´k˜`1ByDα´α˜uptq››L2pΩq
ď C››Bβ˜τ Uxptq››L8pTxq}uptq}Hml ,
and similarly, ››Dα˜pHφ1q ¨ BxDα´α˜h››L2
l`kpΩq
ď C››Bβ˜τHptq››L8pTxq}hptq}Hml ,››Dα˜pHxφq ¨ ByDα´α˜h››L2
l`kpΩq
ď C››Bβ˜τHxptq››L8pTxq}hptq}Hml .
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Therefore, it follows
}I21,2ptq}L2l`kpΩq ď C}pu, hqptq}Hml ¨
` ÿ
|β|ďm`1
}Bβτ pU,Hqptq}L8pTxq
˘
. (3.39)
Now, we can obtain the estimate of }I21 }L2l`kpΩq. Indeed, plugging (3.38) and (3.39) into (3.34) yields
}I21 ptq}L2l`kpΩq ď C
` ÿ
|β|ďm`1
}Bβτ pU,Hqptq}L8pTxq ` }pu, hqptq}Hml
˘ }pu, hqptq}Hm
l
. (3.40)
Similarly, one can also get
}I22 ptq}L2l`kpΩq ď C
` ÿ
|β|ďm`1
}Bβτ pU,Hqptq}L8pTxq ` }pu, hqptq}Hml
˘ }pu, hqptq}Hm
l
, (3.41)
then, substituting (3.40) and (3.41) into (3.33) gives
G2 ď C
´ ÿ
|β|ďm`1
}Bβτ pU,Hqpxq}L8pTxq ` }pu, hqptq}Hml
¯
}pu, hqptq}Hm
l
}Dαpu, hqptq}L2
l`kpΩq
ď C
´ ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hqptq}Hml
¯
}pu, hqptq}2Hm
l
. (3.42)
Estimate on G3: For G3, the Cauchy-Schwarz inequality implies
G3 ď }I31 ptq}L2l`kpΩq}D
αuptq}L2
l`kpΩq
` }I32 ptq}L2l`kpΩq}D
αhptq}L2
l`kpΩq
. (3.43)
Then, it remains to estimate }I31 ptq}L2l`kpΩq and }I32 ptq}L2l`kpΩq. In the following, we are going to establish the
weighted estimate on I31 , for example, and the weighed estimate on I
3
2 can be obtained in a similar way.
Recall that Dα “ Bβτ Bky , we have
I31 “
ÿ
α˜ďα
ˆ
α
α˜
˙”
Dα˜u ¨Dα´α˜pUxφ1q `Dα˜v ¨Dα´α˜pUφ2q ´Dα˜h ¨Dα´α˜pHxφ1q ´Dα˜g ¨Dα´α˜pHφ2q
ı
.
(3.44)
Then, let α˜ fi pβ˜, k˜q, and we estimate each term in (3.44) as follows. Firstly, by using (3.31) we have››Dα˜u ¨Dα´α˜pUxφ1q››L2
l`kpΩq
ď ››xyyl`k˜Dα˜uptq››
L2pΩq
››xyyk´k˜Dα´α˜pUxφ1qptq››L8pΩq
ď C}uptq}Hm
l
››Bβ´β˜τ Uxptq››L8pTxq,
and similarly, ››Dα˜h ¨Dα´α˜pHxφ1q››L2
l`kpΩq
ď C}hptq}Hm
l
››Bβ´β˜τ Hxptq››L8pTxq.
Secondly, as v “ ´B´1y Bxu, it reads
Dα˜v ¨Dα´α˜pUφ2q “ ´Dα˜`E2B´1y u ¨Dα´α˜pUφ2q.
Therefore, if k˜ ě 1, it follows that by (3.31),››Dα˜v ¨Dα´α˜pUφ2q››
L2
l`kpΩq
“ ››Bβ˜`e2τ Bk˜´1y u ¨ Bβ´β˜τ Bk´k˜y pUφ2q››L2
l`kpΩq
ď ››xyyk˜´1Bβ˜`e2τ Bk˜´1y uptq››L2pΩq››xyyl`k´k˜`1Bβ´β˜τ Bk´k˜y pUφ2qptq››L8pΩq
ď C}uptq}Hm
0
››Bβ´β˜τ Uptq››L8pTxq;
if k˜ “ 0, we obtain that by (2.7) and (3.31),
››Dα˜v ¨Dα´α˜pUφ2q››
L2
l`kpΩq
“
›››Bβ˜`e2τ B´1y u
1` y ¨ B
β´β˜
τ BkypUφ2q
›››
L2
l`k`1pΩq
ď
›››Bβ˜`e2τ B´1y uptq
1` y
›››
L2pΩq
››xyyl`k`1Bβ´β˜τ BkypUφ2qptq››L8pΩq
ď C}Bβ˜`e2τ uptq}L2pΩq
››Bβ´β˜τ Uptq››L8pTxq
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ď C}uptq}Hm
0
››Bβ´β˜τ Uptq››L8pTxq,
provided that |β˜| ď |β| ď m´ 1. Combining the above two inequalities yields that››Dα˜v ¨Dα´α˜pUφ2q››
L2
l`kpΩq
ď C}uptq}Hm
0
¨ ` ÿ
|β|ďm`1
}Bβτ pU,Hqptq}L8pTxq
˘
.
Similarly, we have››Dα˜g ¨Dα´α˜pHφ2q››
L2
l`kpΩq
ď C}hptq}Hm
0
¨ ` ÿ
|β|ďm`1
}Bβτ pU,Hqptq}L8pTxq
˘
.
We take into account the above arguments, to conclude that
}I31 ptq}L2l`kpΩq ď C}pu, hqptq}Hml ¨
` ÿ
|β|ďm`1
}Bβτ pU,Hqptq}L8pTxq
˘
. (3.45)
Then, one can obtain a similar estimate of I32 :
}I32 ptq}L2l`kpΩq ď C}pu, hqptq}Hml ¨
` ÿ
|β|ďm`1
}Bβτ pU,Hqptq}L8pTxq
˘
, (3.46)
which implies that by plugging (3.45) and (3.46) into (3.43),
G3 ď C}Dαpu, hqptq}L2
l`k
pΩq}pu, hqptq}Hml ¨
` ÿ
|β|ďm`1
}Bβτ pU,Hqpxq}L8pTxq
˘
ď C}pu, hqptq}2Hm
l
¨ ` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq
˘
. (3.47)
Now, as we have completed the estimates on Gi, i “ 1, 2, 3 given by (3.32), (3.42) and (3.47) respectively,
from (3.30) the conclusion of this step follows immediately:
´
ż
Ω
´
I1 ¨ xyy2l`2kDαu` I2 ¨ xyy2l`2kDαh
¯
dxdy
ď C` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hqptq}Hml
˘ }pu, hqptq}2Hm
l
,
and we complete the proof of (3.11). 
3.2. Weighted Hml ´estimates only in tangential variables.
Similar to the classical Prandtl equations, an essential difficulty for solving the problem (2.12) is the loss of one
derivative in the tangential variable x in the terms vByu´gByh and vByh´gByu. In other words, v “ ´B´1y Bxu
and g “ ´B´1y Bxh, by the divergence free conditions, create a loss of x´derivative that prevents us to apply
the standard energy estimates. Precisely, consider the following equations of Bβτ pu, hq with |β| “ m, by taking
the m´th order tangential derivatives on the first two equations of (2.12)$’’’&
’’%
BtBβτ u`
“pu` Uφ1qBx ` pv ´ UxφqBy‰Bβτ u´ “ph`Hφ1qBx ` pg ´HxφqBy‰Bβτ h´ µB2yBβτ u
`pByu` Uφ2qBβτ v ´ pByh`Hφ2qBβτ g “ Bβτ r1 `Rβu,
BtBβτ h`
“pu ` Uφ1qBx ` pv ´ UxφqBy‰Bβτ h´ “ph`Hφ1qBx ` pg ´HxφqBy‰Bβτ u´ κB2yBβτ h
`pByh`Hφ2qBβτ v ´ pByu` Uφ2qBβτ g “ Bβτ r2 `Rβh,
(3.48)
where$’’’’’’’’&
’’’’’’’’%
Rβu “ Bβτ
`´ Uxφ1u`Hxφ1h˘´ rBβτ , Uφ2sv ` rBβτ , Hφ2sg ´ rBβτ , pu` Uφ1qBx ´ UxφBysu
`rBβτ , ph`Hφ1qBx ´HxφBysh´
ř
0ăβ˜ăβ
˜
β
β˜
¸´
Bβ˜τ v ¨ Bβ´β˜τ Byu´ Bβ˜τ g ¨ Bβ´β˜τ Byh
¯
,
R
β
h “ Bβτ
`´Hxφ1u` Uxφ1h˘´ rBβτ , Hφ2sv ` rBβτ , Uφ2sg ´ rBβτ , pu` Uφ1qBx ´ UxφBysh
`rBβτ , ph`Hφ1qBx ´HxφBysu´
ř
0ăβ˜ăβ
˜
β
β˜
¸´
Bβ˜τ v ¨ Bβ´β˜τ Byh´ Bβ˜τ g ¨ Bβ´β˜τ Byu
¯
.
(3.49)
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From the expression (3.49) and by using the inequalities (2.4)-(2.7), we can control the L2l pΩq´estimates of
each term given in (3.49), and then obtain the estimates of }Rβuptq}L2l pΩq and }R
β
hptq}L2l pΩq. For example, for
β˜ ą 0, which implies that β˜ ě ei, i “ 1 or 2, by virtue of (2.4),››“Bβ˜τ pu` Uφ1qBx ´ Bβ˜τ pUxφqBy‰pBβ´β˜τ uq››L2
l
pΩq
ď ››“Bβ˜´eiτ pBeiτ uq ¨ Bβ´β˜τ pBxuq››L2
l
pΩq
` ››Bβ˜τ pUφ1qptq››L8pΩq}BxBβ´β˜τ uptq}L2l pΩq
`
›››Bβ˜τ pUxφqptq
1` y
›››
L8pΩq
}ByBβ´β˜τ uptq}L2l`1pΩq
ď C}Beiτ uptq}Hm´1
0
}Bxuptq}Hm´1
l
` C}Bβ˜τ pU,Uxqptq}L8pTxq}uptq}Hml
ď C`}Bβ˜τ pU,Uxqptq}L8pTxq ` }uptq}Hml ˘}uptq}Hml ,
provided m´ 1 ě 3 and |β ´ β˜| ď m´ 1; (2.7) gives that for β˜ ă β
››Bβ˜τ v ¨ Bβ´β˜τ pUφ2q››L2
l
pΩq
ď
›››Bβ˜`e2τ B´1y uptq
1` y
›››
L2pΩq
››xyyl`1Bβ´β˜τ pUφ2qptq››L8pΩq
ď C}Bβ´β˜τ Uptq}L8pTxq}uptq}Hm0 ;
moreover, for 0 ă β˜ ă β which implies that β˜ ě ei, β ´ β˜ ě ej , i, j “ 1 or 2, (2.7) yields that››Bβ˜τ v ¨ Bβ´β˜τ pByuq››L2
l
pΩq
“ ››Bβ˜´eiτ B´1y pBei`e2τ uq ¨ Bβ´β˜´ejτ pBejτ Byuq››L2
l
pΩq
ď C}Bei`e2τ uptq}Hm´2
0
}ByBejτ uptq}Hm´2
l`1
ď C}uptq}2Hm
l
provided m´ 2 ě 3. The other terms in Rβu and Rβh can be estimated similarly so that
}Rβuptq}L2l pΩq, }R
β
hptq}L2l pΩq ď C
` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hqptq}Hml
˘}pu, hqptq}Hm
l
. (3.50)
On the other hand, consider the equations (3.48), the main difficulty comes from the terms
pByu` Uφ2qBβτ v ´ pByh`Hφ2qBβτ g “ ´pByu` Uφ2q ¨ pB´1y Bβ`e2τ uq ` pByh`Hφ2q ¨ pB´1y Bβ`e2τ hq,
and
pByh`Hφ2qBβτ v ´ pByu` Uφ2qBβτ g “ ´pByh`Hφ2q ¨ pB´1y Bβ`e2τ uq ` pByu` Uφ2q ¨ pB´1y Bβ`e2τ hq,
that contain the m` 1´th order tangential derivatives which can not be controlled by the standard energy
method. To overcome this difficulty, we rely on the following two key observations. One is that from the
equation (2.14), B´1y h satisfies the following equation (see also the equation (3.56) for ψ)
BtpB´1y hq ` pv ´ Uxφqph`Hφ1q ´ pg ´Hxφqpu ` Uφ1q ´ κByh “ ´Htφ` κHφ2,
or
BtpB´1y hq ` ph`Hφ1qv ` pu` Uφ1qBxpB´1y hq ´ Uxφh`Hxφu ´ κByh “ Htφpφ1 ´ 1q ` κHφ2,
by using g “ ´BxB´1y h and the second relation of (1.6). This inspires us in the case of h ` Hφ1 ą 0, to
introduce the following two quantities
uβ :“ Bβτ u´
Byu` Uφ2
h`Hφ1 B
β
τ B´1y h, hβ :“ Bβτ h´
Byh`Hφ2
h`Hφ1 B
β
τ B´1y h, (3.51)
to eliminate the terms involving Bβτ v, then to avoid the loss of x´derivative on v. Note that the new quantities
puβ, hβq are almost equivalent to Bβτ pu, hq in L2l -norm, that is,
}Bβτ pu, hq}L2l pΩq À }puβ, hβq}L2l pΩq À }B
β
τ pu, hq}L2l pΩq, (3.52)
that will be proved at the end of this subsection.
18 CHENG-JIE LIU, FENG XIE, AND TONG YANG
Another observation is that by using the above two new unknowns puβ, hβq in (3.51), the regularity loss
generated by g “ ´B´1y Bxh, can be cancelled by using the convection terms´ph`Hφ1qBxh and´ph`Hφ1qBxu,
more precisely,
´ ph`Hφ1qBxBβτ h´ pByh`Hφ2qBβτ g
“´ ph`Hφ1qBx
´
hβ ` Byh`Hφ
2
h`Hφ1 B
β
τ B´1y h
¯
` pByh`Hφ2q ¨ pB´1y Bβ`e2τ hq
“ ´ ph`Hφ1qBxhβ ´ ph`Hφ1qBx
´Byh`Hφ2
h`Hφ1
¯
¨ Bβτ B´1y h,
and
´ ph`Hφ1qBxBβτ u´ pByu` Uφ2qBβτ g
“´ ph`Hφ1qBx
´
uβ ` Byu` Uφ
2
h`Hφ1 B
β
τ B´1y h
¯
` pByu` Uφ2q ¨ pB´1y Bβ`e2τ hq
“ ´ ph`Hφ1qBxuβ ´ ph`Hφ1qBx
´Byu` Uφ2
h`Hφ1
¯
¨ Bβτ B´1y h.
This cancellation mechanism reveals the stabilizing effect of the magnetic field on the boundary layer. Note
that in the above expressions, the convection terms can be handled by the symmetric structure of the system.
Based on the above discussion, we will carry out the estimation as follows. First of all, we always assume
that there exists a positive constant δ0 ď 1, such that
hpt, x, yq `Hpt, xqφ1pyq ě δ0, for pt, x, yq P r0, T s ˆ Ω. (3.53)
Firstly, from the divergence free condition Bxh` Byg “ 0, there exists a stream function ψ, such that
h “ Byψ, g “ ´Bxψ, ψ|y“0 “ 0. (3.54)
Then, the equation (2.14) for h reads
BtByψ ` By
“pv ´ UxφqpByψ `Hφ1q ` pBxψ `Hxφqpu ` Uφ1q‰´ κB3yψ “ ´Htφ1 ` κHφp3q. (3.55)
By virtue of the boundary conditions:
Btψ|y“0 “ Bxψ|y“0 “ B2yψ|y“0 “ v|y“0 “ 0,
and φpyq ” 0 for y P r0, R0s, we integrate the equation (3.55) with respect to the variable y over r0, ys, to
obtain
Btψ `
“pu` Uφ1qBx ` pv ´ UxφqBy‰ψ `Hxφu`Hφ1v ´ κB2yψ “ r3, (3.56)
with
r3 “ Htφpφ1 ´ 1q ` κHφp3q. (3.57)
Next, applying the m-th order tangential derivatives operator on (3.56) and by virtue of Byψ “ h, it yields
that
BtBβτ ψ `
“pu` Uφ1qBx ` pv ´ UxφqBy‰Bβτ ψ ` ph`Hφ1qBβτ v ´ κB2yBβτ ψ “ Bβτ r3 `Rβψ, (3.58)
where Rβψ is defined as follows:
R
β
ψ “ ´ Bβτ
`
Hxφu
˘´ rBβτ , Hφ1sv ´ rBβτ , pu` Uφ1qBx ´ UxφBysψ ´ ÿ
0ăβ˜ăβ
ˆ
β
β˜
˙`Bβ˜τ v ¨ Bβ´β˜τ Byψ˘. (3.59)
By ψ “ B´1y h and v “ ´BxB´1y u, it gives
R
β
ψ “ ´ Bβτ
`
Hxφu
˘` rBβτ , Hφ1sBxB´1y u´ rBβτ , pu` Uφ1qsBxB´1y h` rBβτ , Uxφsh
`
ÿ
0ăβ˜ăβ
ˆ
β
β˜
˙`Bβ˜`e2τ B´1y u ¨ Bβ´β˜τ h˘
“ ´
ÿ
β˜ďβ
ˆ
β
β˜
˙“Bβ˜τ pHxφq ¨ Bβ´β˜τ u‰` ÿ
0ăβ˜ďβ
ˆ
β
β˜
˙”
Bβ˜τ pHφ1q ¨ Bβ´β˜`e2τ B´1y u
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´ Bβ˜τ pu` Uφ1q ¨ Bβ´β˜`e2τ B´1y h` Bβ˜τ pUxφq ¨ Bβ´β˜τ h
ı
`
ÿ
0ăβ˜ăβ
ˆ
β
β˜
˙`Bβ˜`e2τ B´1y u ¨ Bβ´β˜τ h˘,
and then, we can estimate
›››Rβψptq1`y ›››
L2pΩq
from the above expression term by term. For example, it is easy to
get that
›››Bβ˜τ pHxφq ¨ Bβ´β˜τ u
1` y
›››
L2pΩq
ď
›››Bβ˜τ pHxφqptq
1` y
›››
L8pΩq
››Bβ´β˜τ uptq››L2pΩq ď C}Bβ˜τHxptq}L8pTxq}uptq}Hm0 ,
and (2.7) implies that
›››Bβ˜τ pHφ1q ¨ Bβ´β˜`e2τ B´1y u
1` y
›››
L2pΩq
ď ››Bβ˜τ pHφ1qptq››L8pΩq
›››Bβ´β˜`e2τ B´1y uptq
1` y
›››
L2pΩq
ď C}Bβ˜τHptq}L8pTxq}uptq}Hm0 ,
provided |β ´ β˜| ď |β| ´ 1 “ m´ 1. Also, (2.7) allows us to get that for β˜ ě ei, i “ 1 or 2,
›››Bβ˜τ u ¨ Bβ´β˜`e2τ B´1y h
1` y
›››
L2pΩq
“ ››Bβ˜´eiτ pBeiτ uq ¨ Bβ´β˜τ B´1y pBxhq››L2´1pΩq
ď C}Beiτ uptq}Hm´1
0
}Bxhptq}Hm´1
0
ď C}pu, hqptq}2Hm
0
.
The other terms in Rβψ can be estimated similarly, and we have
›››Rβψptq
1` y
›››
L2pΩq
ď C` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hq}Hm0
˘}pu, hq}Hm
0
. (3.60)
Now, combining (3.51) with (3.54), we define new functions:
uβ “ Bβτ u´
Byu` Uφ2
h`Hφ1 B
β
τ ψ, hβ “ Bβτ h´
Byh`Hφ2
h`Hφ1 B
β
τ ψ, (3.61)
and denote
η1 fi
Byu` Uφ2
h`Hφ1 , η2 fi
Byh`Hφ2
h`Hφ1 . (3.62)
Then, by noting that Bβτ g “ ´BxBβτ ψ from (3.54), we compute p3.48q1 ´ p3.56q ˆ η1 and p3.48q2 ´ p3.56q ˆ η2
respectively, to obtain that#
Btuβ `
“pu` Uφ1qBx ` pv ´ UxφqBy‰uβ ´ “ph`Hφ1qBx ` pg ´HxφqBy‰hβ ´ µB2yuβ ` pκ´ µqη1Byhβ “ Rβ1 ,
Bthβ `
“pu` Uφ1qBx ` pv ´ UxφqBy‰hβ ´ “ph`Hφ1qBx ` pg ´HxφqBy‰uβ ´ κB2yhβ “ Rβ2 ,
(3.63)
where#
R
β
1 “ Bβτ r1 ´ η1Bβτ r3 `Rβu ´ η1Rβψ ` r2µByη1 ` pg ´Hxφqη2 ` pµ´ κqη1η2sBβτ h´ ζ1Bβτ ψ,
R
β
2 “ Bβτ r1 ´ η2Bβτ r2 `Rβh ´ η2Rβψ `
“
2κByη2 ` pg ´Hxφqη1
‰Bβτ h´ ζ2Bβτ ψ, (3.64)
with
ζ1 “ Btη1 `
“pu ` Uφ1qBx ` pv ´ UxφqBy‰η1 ´ “ph`Hφ1qBx ` pg ´HxφqBy‰η2 ´ µB2yη1 ` pκ´ µqη1Byη2,
ζ2 “ Btη2 `
“pu ` Uφ1qBx ` pv ´ UxφqBy‰η2 ´ “ph`Hφ1qBx ` pg ´HxφqBy‰η1 ´ κB2yη2. (3.65)
Also, direct calculation gives the corresponding initial-boundary values as follows:$’&
’%
uβ |t“0 “ Bβτ up0, x, yq ´ Byu0px,yq`Up0,xqφ
2pyq
h0px,yq`Hp0,xqφ1pyq
şy
0
Bβτ hp0, x, zqdz fi uβ0px, yq,
hβ |t“0 “ Bβτ hp0, x, yq ´ Byh0px,yq`Hp0,xqφ
2pyq
h0px,yq`Hp0,xqφ1pyq
şy
0
Bβτ hp0, x, zqdz fi hβ0px, yq,
uβ |y“0 “ 0, Byhβ |y“0 “ 0.
(3.66)
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Finally, we obtain the initial-boundary value problem for puβ , hβq:$’&
’%
Btuβ `
“pu` Uφ1qBx ` pv ´ UxφqBy‰uβ ´ “ph`Hφ1qBx ` pg ´HxφqBy‰hβ ´ µB2yuβ ` pκ´ µqη1Byhβ “ Rβ1 ,
Bthβ `
“pu` Uφ1qBx ` pv ´ UxφqBy‰hβ ´ “ph`Hφ1qBx ` pg ´HxφqBy‰uβ ´ κB2yhβ “ Rβ2 ,
puβ , Byhβq|y“0 “ 0, puβ , hβq|t“0 “ puβ0, hβ0qpx, yq,
(3.67)
with the initial data puβ0, hβ0qpx, yq given by (3.66). Moreover, by combining ψ “ B´1y h with (2.7),
}xyy´1Bβτ ψptq}L2pΩq ď 2}Bβτ hptq}L2pΩq. (3.68)
From the expression(3.62) of η1 and η2, by (3.53) and Sobolev embedding inequality we have that for λ P R
and i “ 1, 2,
}xyyληi}L8pΩq ď Cδ´10
`}pU,Hqptq}L8pTxq ` }pu, hq}H3λ´1˘,
}xyyλByηi}L8pΩq ď Cδ´20
`}pU,Hqptq}L8pTxq ` }pu, hq}H4λ´1˘2, (3.69)
and
}xyyλζi}L8pΩq ď Cδ´30
` ÿ
|β|ď1
}Bβτ pU,Hqptq}L8pTxq ` }pu, hq}H5λ´1
˘3
, i “ 1, 2. (3.70)
Then, for the terms Rβ1 and R
β
2 given by (3.64), from the above inequalities (3.68)-(3.70), the estimates (3.50)
and (3.60) we obtain that for |β| “ m ě 5, l ě 0,
}Rβ1 ptq}L2l pΩq ď }B
β
τ r1 ´ η1Bβτ r3}L2l pΩq ` }R
β
u}L2l pΩq ` }xyy
l`1η1}L8pΩq}xyy´1Rβψ}L2pΩq
` `››2µByη1 ` pµ´ κqη1η2››L8pΩq ` ››xyy´1pg ´Hxφq››L8pΩq››xyyη2››L8pΩq˘}Bβτ h››L2
l
pΩq
` }xyyl`1ζ1}L8pΩq}xyy´1Bβτ ψ}L2pΩq
ď }Bβτ r1 ´ η1Bβτ r3}L2l pΩq ` Cδ
´3
0
` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hq}Hml
˘3}pu, hqptq}Hm
l
,
(3.71)
and
}Rβ2 ptq}L2l pΩq ď }B
β
τ r2 ´ η2Bβτ r3}L2l pΩq ` }R
β
h}L2l pΩq ` }xyy
l`1η2}L8pΩq}xyy´1Rβψ}L2pΩq
` `››2κByη2››L8pΩq ` ››xyy´1pg ´Hxφq››L8pΩq››xyyη1››L8pΩq˘}Bβτ h››L2
l
pΩq
` }xyyl`1ζ2}L8pΩq}xyy´1Bβτ ψ}L2pΩq
ď }Bβτ r2 ´ η2Bβτ r3}L2l pΩq ` Cδ
´3
0
` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hq}Hml
˘3}pu, hqptq}Hm
l
.
(3.72)
Now, we are going to derive the following L2l -norms of puβ , hβq.
Proposition 3.3. [L2l´estimate on puβ , hβq]
Under the hypotheses of Proposition 3.1, we have that for any t P r0, T s and the quantity puβ , hβq given in
(3.61), ÿ
|β|“m
´ d
dt
}puβ, hβqptq}2L2
l
pR2`q
` µ}Byuβptq}2L2
l
pΩq ` κ}Byhβptq}2L2
l
pΩq
¯
ď
ÿ
|β|“m
´
}Bβτ r1 ´ η1Bβτ r3}2L2
l
pΩq ` }Bβτ r2 ´ η2Bβτ r3}2L2
l
pΩq
¯
` Cδ´20
` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hqptq}Hml
˘2´ ÿ
|β|“m
}puβ, hβqptq}2L2
l
pΩq
¯
` Cδ´40
` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hq}Hml
˘4}pu, hqptq}2Hm
l
. (3.73)
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Proof. Multiplying p3.67q1 and (3.67)2 by xyy2luβ and xyy2lhβ respectively, and integrating them over Ω
with t P r0, T s, we obtain that by integration by parts,
1
2
d
dt
}puβ, hβqptq}2L2
l
pR2`q
` µ}Byuβ}2L2
l
pΩq ` κ}Byhβ}2L2
l
pΩq
“ 2l
ż
Ω
xyy2l´1“pv ´ Uxφqu2β ` h2β
2
´ pg ´Hxφquβhβ
‰
dxdy ` pµ´ κq
ż
Ω
xyy2l`η1Byhβ ¨ uβ˘dxdy
`
ż
Ω
xyy2l`uβRβ1 ` hβRβ2 ˘dxdy ´ 2l
ż
Ω
xyy2l´1`µuβByuβ ` κhβByhβ˘dxdy, (3.74)
where we have used the boundary conditions in (3.67) and pv, gq|y“0 “ 0.
By (2.5), it gives thatˇˇˇ
2l
ż
Ω
xyy2l´1“pv ´ Uxφqu2β ` h2β
2
´ pg ´Hxφquβhβ
‰
dxdy
ˇˇˇ
ď 2l
´›››v ´ Uxφ
1` y
›››
L8pΩq
`
›››g ´Hxφ
1` y
›››
L8pΩq
¯
}puβ , hβq}2L2
l
pΩq
ď 2l`}pUx, Hxqptq}L8pTxq ` }uxptq}L8pΩq ` }hxptq}L8pΩq˘}puβ, hβqptq}2L2
l
pΩq
ď C`}pUx, Hxqptq}L8pTxq ` }pu, hqptq}Hml ˘}puβ, hβqptq}2L2l pΩq. (3.75)
By integration by parts and the boundary condition uβ|y“0 “ 0, we obtain that
pµ´ κq
ż
Ω
xyy2l`η1Byhβ ¨ uβ˘dxdy
“´ µ
ż
Ω
hβBy
`xyy2lη1uβ˘dxdy ´ κ ż
Ω
xyy2l`η1Byhβ ¨ uβ˘dxdy
ď µ
4
}Byuβptq}2L2
l
pΩq `
κ
4
}Byhβptq}2L2
l
pΩq ` C
`
1` }η1ptq}2L8pΩq ` }Byη1ptq}L8pΩq
˘}puβ, hβqptq}2L2
l
pΩq
ď µ
4
}Byuβptq}2L2
l
pΩq `
κ
4
}Byhβptq}2L2
l
pΩq ` Cδ´20
`}pU,Hqptq}L8pTxq ` }pu, hqptq}Hml ˘2}puβ, hβqptq}2L2l pΩq,
(3.76)
where we have used (3.69) in the above second inequality.
Next, it is easy to get that by (3.71) and (3.72),ż
Ω
xyy2l`uβRβ1 ` hβRβ2 ˘dxdy ď }uβptq}L2l pΩq}Rβ1 ptq}L2l pΩq ` }hβptq}L2l pΩq}Rβ2 ptq}L2l pΩq
ď }Bβτ r1 ´ η1Bβτ r3}2L2
l
pΩq ` }Bβτ r2 ´ η2Bβτ r3}2L2
l
pΩq
` Cδ´20
` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hqptq}Hml
˘2}puβ , hβqptq}2L2
l
pΩq
` Cδ´40
` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hq}Hml
˘4}pu, hqptq}2Hm
l
. (3.77)
Also, ˇˇˇ
2l
ż
Ω
xyy2l´1`µuβByuβ ` κhβByhβ˘dxdy ˇˇˇ
ď µ
4
}Byuβptq}2L2
l
pΩq `
κ
4
}Byhβptq}2L2
l
pΩq ` C}puβ, hβqptq}2L2
l
pΩq. (3.78)
Substituting (3.75)-(3.78) into (3.74) yields that
d
dt
}puβ, hβqptq}2L2
l
pR2`q
` µ}Byuβ}2L2
l
pΩq ` κ}Byhβ}2L2
l
pΩq
ď }Bβτ r1 ´ η1Bβτ r3}2L2
l
pΩq ` }Bβτ r2 ´ η2Bβτ r3}2L2
l
pΩq
` Cδ´20
` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hqptq}Hml
˘2}puβ, hβqptq}2L2
l
pΩq
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` Cδ´40
` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hq}Hml
˘4}pu, hqptq}2Hm
l
, (3.79)
thus we prove (3.73) by taking the summation over all |β| “ m in (3.79). 
Finally, we give the following result, which shows the almost equivalence in L2l´norm between Bβτ pu, hq
and the quantities puβ , hβq given by (3.61).
Lemma 3.4. [Equivalence between }Bβτ pu, hq}L2l and }puβ , hβq}L2l ]
If the smooth function pu, hq satisfies the problem (2.12) in r0, T s, and (3.53) holds, then for any t P r0, T s, l ě
0, aninteger m ě 3 and the quantity puβ , hβq with |β| “ m defined by (3.61), we have
Mptq´1}Bβτ pu, hqptq}L2l pΩq ď }puβ, hβqptq}L2l pΩq ď Mptq}B
β
τ pu, hqptq}L2l pΩq, (3.80)
and ››ByBβτ pu, hqptq››L2
l
pΩq
ď }Bypuβ, hβqptq}L2
l
pΩq `Mptq}hβptq}L2
l
pΩq, (3.81)
where
Mptq :“ 2δ´10
´
C}pU,Hqptq}L8pTxq `
››xyyl`1Bypu, hqptq››L8pΩq ` ››xyyl`1B2ypu, hqptq››L8pΩq
¯
. (3.82)
Proof. Firstly, from the definitions of uβ and hβ in (3.61), we have by using (3.68),
}uβptq}L2
l
pΩq ď }Bβτ uptq}L2l pΩq ` }xyy
l`1η1ptq}L8pΩq}xyy´1Bβτ ψptq}L2pΩq
ď }Bβτ uptq}L2l pΩq ` 2δ
´1
0
`
C}Uptq}L8pTxq ` }xyyl`1Byuptq}L8pΩq
˘}Bβτ hptq}L2pΩq,
and
}hβptq}L2
l
pΩq ď }Bβτ hptq}L2l pΩq ` }xyy
l`1η2ptq}L8pΩq}xyy´1Bβτ ψptq}L2pΩq
ď 2δ´10
`
C}Hptq}L8pTxq ` }xyyl`1Byhptq}L8pΩq
˘}Bβτ hptq}L2l pΩq.
Thus, we have that by (3.82),
}puβ, hβqptq}L2
l
pΩq ď Mptq
››Bβτ pu, hqptq››L2
l
pΩq
. (3.83)
On other hand, note that from Byψ “ h and the expression of hβ in (3.61),
hβ “ Bβτ h´
Byh`Hφ2
h`Hφ1 B
β
τ ψ “ ph`Hφ1q ¨ By
´ Bβτ ψ
h`Hφ1
¯
,
which implies that by Bβτ ψ|y“0 “ 0,
Bβτ ψpt, x, yq “
`
hpt, x, yq `Hpt, xqφ1pyq˘ ¨ ż y
0
hβpt, x, zq
hpt, x, zq `Hpt, xqφ1pzqdz. (3.84)
Therefore, combining the definition (3.61) for puβ, hβq with (3.84), we have#
Bβτ upt, x, yq “ uβpt, x, yq `
`Byupt, x, yq ` Upt, xqφ2pyq˘ ¨ şy0 hβpt,x,zqhpt,x,zq`Hpt,xqφ1pzqdz,
Bβτ hpt, x, yq “ hβpt, x, yq `
`Byhpt, x, yq `Hpt, xqφ2pyq˘ ¨ şy0 hβpt,x,zqhpt,x,zq`Hpt,xqφ1pzqdz. (3.85)
Then, by using (2.7),
}Bβτ uptq}L2l pΩq ď }uβptq}L2l pΩq `
››xyyl`1`Byu` Uφ2qptq››L8pΩq
››› 1
1` y
ż y
0
hβpt, x, zq
hpt, x, zq `Hpt, xqφ1pzqdz
›››
L2pΩq
ď }uβptq}L2
l
pΩq ` 2
`
C}Uptq}L8pTxq ` }xyyl`1Byuptq}L8pΩq
˘››› hβ
h`Hφ1
›››
L2pΩq
ď }uβptq}L2
l
pΩq ` 2δ´10
`
C}Uptq}L8pTxq ` }xyyl`1Byuptq}L8pΩq
˘}hβptq}L2pΩq,
and similarly,
}Bβτ hptq}L2l pΩq ď 2δ
´1
0
`
C}Hptq}L8pTxq ` }xyyl`1Byhptq}L8pΩq
˘}hβptq}L2
l
pΩq,
which implies that,
}Bβτ pu, hqptq}L2l pΩq ď Mptq}puβ, hβqptq}L2l pΩq, (3.86)
provided that Mptq is given in (3.82). Thus, combining (3.83) with (3.86) yields (3.80).
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Furthermore, by taking the derivation of (3.85) in y, we get the following forms of ByBβτ u and ByBβτ h:#
ByBβτ upt, x, yq “ Byuβpt, x, yq ` η1pt, x, yqhβpt, x, yq `
`B2yupt, x, yq ` Upt, xqφp3qpyq˘ ¨ şy0 hβpt,x,zqhpt,x,zq`Hpt,xqφ1pzqdz,
ByBβτ hpt, x, yq “ Byhβpt, x, yq ` η2pt, x, yqhβpt, x, yq `
`B2yhpt, x, yq `Hpt, xqφp3qpyq˘ ¨ şy0 hβpt,x,zqhpt,x,zq`Hpt,xqφ1pzqdz.
Then, it follows that by (2.7) and (3.69),
}ByBβτ uptq}L2l pΩq ď }Byuβptq}L2l pΩq ` }η1ptq}L8pΩq}hβptq}L2l pΩq
` ››xyyl`1pB2yu` Uφp3qqptq››L8pΩq
››› 1
1` y
ż y
0
hβpt, x, zq
hpt, x, zq `Hpt, xqφ1pzqdz
›››
L2pΩq
ď }Byuβptq}L2
l
pΩq ` δ´10
`
C}Uptq}L8pTxq ` }Byuptq}L8pΩq
˘}hβptq}L2
l
pΩq
` 2`C}Uptq}L8pTxq ` }xyyl`1B2yuptq}L8pΩq˘››› hβh`Hφ1
›››
L2pΩq
ď }Byuβptq}L2
l
pΩq `Mptq}hβptq}L2
l
pΩq,
and similarly,
}ByBβτ hptq}L2l pΩq ď }Byhβptq}L2l pΩq `Mptq}hβptq}L2l pΩq.
Combining the above two inequalities yields that by (3.82),
}ByBβτ pu, hqptq}L2l pΩq ď }Bypuβ , hβqptq}L2l pΩq `Mptq}hβptq}L2l pΩq.
Thus we obtain (3.81) and this completes the proof. 
3.3. Closeness of the a priori estimates.
In this subsection, we will prove Proposition 3.1. Before that, we need some preliminaries. First of all, as we
know that from (3.1), ››xyyl`1Biypu, hqptq››L8pΩq ď δ´10 , for i “ 1, 2, t P r0, T s,
combining with the definitions (3.62) for ηi, i “ 1, 2, and (3.82) for Mptq, it implies that for δ0 sufficiently
small,
}xyyl`1ηiptq}L8pΩq ď 2δ´20 , Mptq ď 2δ´10
`
C}pU,Hqptq}L8pTxq ` 2δ´10
˘ ď 5δ´20 , i “ 1, 2. (3.87)
Then, recall that Dα “ Bβτ Bky , we obtain that by (3.80) and (3.81) given in Lemma 3.4,
}pu, hqptq}2Hm
l
“
ÿ
|α|ďm
|β|ďm´1
}Dαpu, hqptq}2L2
l
pΩq `
ÿ
|β|“m
}Bβτ pu, hqptq}2L2
l
pΩq
ď
ÿ
|α|ďm
|β|ďm´1
}Dαpu, hqptq}2L2
l
pΩq ` 25δ´40
ÿ
|β|“m
}puβ, hβqptq}2L2
l
pΩq,
and
}Bypu, hqptq}2Hm
l
“
ÿ
|α|ďm
|β|ďm´1
}DαBypu, hqptq}2L2
l
pΩq `
ÿ
|β|“m
}ByBβτ pu, hqptq}2L2
l
pΩq
ď
ÿ
|α|ďm
|β|ďm´1
}DαBypu, hqptq}2L2
l
pΩq ` 2
ÿ
|β|“m
}Bypuβ, hβqptq}2L2
l
pΩq ` 50δ´40
ÿ
|β|“m
}hβptq}2L2
l
pΩq.
Consequently, we have the following
Corollary 3.5. Under the assumptions of Proposition 3.1, for any t P r0, T s and the quantity puβ , hβq, |β| “
m given by (3.61), it holds that
}pu, hqptq}2Hm
l
ď
ÿ
|α|ďm
|β|ďm´1
}Dαpu, hqptq}2L2
l
pΩq ` 25δ´40
ÿ
|β|“m
}puβ, hβqptq}2L2
l
pΩq, (3.88)
24 CHENG-JIE LIU, FENG XIE, AND TONG YANG
and
}Bypu, hqptq}2Hm
l
ď
ÿ
|α|ďm
|β|ďm´1
}DαBypu, hqptq}2L2
l
pΩq ` 2
ÿ
|β|“m
}Bypuβ, hβqptq}2L2
l
pΩq ` 50δ´40
ÿ
|β|“m
}hβptq}2L2
l
pΩq.
(3.89)
Now, we can derive the desired a priori estimates of pu, hq for the problem (2.12). From Proposition 3.2
and 3.3, it follows that for m ě 5 and any t P r0, T s,
d
dt
´ ÿ
|α|ďm
|β|ďm´1
››Dαpu, hqptq››2
L2
l
pR2`q
` 25δ´40
ÿ
|β|“m
››puβ, hβqptq››2L2
l
pΩq
¯
` µ
´ ÿ
|α|ďm
|β|ďm´1
››DαByuptq››2L2
l
pR2`q
` 25δ´40
ÿ
|β|“m
››Byuβptq››2L2
l
pΩq
¯
` κ
´ ÿ
|α|ďm
|β|ďm´1
››DαByhptq››2L2
l
pR2`q
` 25δ´40
ÿ
|β|“m
››Byhβptq››2L2
l
pΩq
¯
ď δ1C}Bypu, hqptq}2Hm
0
` Cδ´11 }pu, hqptq}2Hml
`
1` }pu, hqptq}2Hm
l
˘` ÿ
|α|ďm
|β|ďm´1
}Dαpr1, r2qptq}2L2
l`kpΩq
` C
ÿ
|β|ďm`2
}Bβτ pU,H, P qptq}2L2pTxq ` 25δ´40
ÿ
|β|“m
´
}Bβτ r1 ´ η1Bβτ r3}2L2
l
pΩq ` }Bβτ r2 ´ η2Bβτ r3}2L2
l
pΩq
¯
` Cδ´60
` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hqptq}Hml
˘2´ ÿ
|β|“m
}puβ, hβqptq}2L2
l
pΩq
¯
` Cδ´80
` ÿ
|β|ďm`2
}Bβτ pU,Hqptq}L2pTxq ` }pu, hq}Hml
˘4}pu, hqptq}2Hm
l
. (3.90)
Plugging the inequalities (3.88) and (3.89) given in Corollary 3.5 into (3.90), and choosing δ1 small enough,
we get
d
dt
´ ÿ
|α|ďm
|β|ďm´1
››Dαpu, hqptq››2
L2
l
pR2`q
` 25δ´40
ÿ
|β|“m
››puβ , hβqptq››2L2
l
pΩq
¯
`
´ ÿ
|α|ďm
|β|ďm´1
››DαBypu, hqptq››2L2
l
pR2`q
` 25δ´40
ÿ
|β|“m
››Bypuβ, hβqptq››2L2
l
pΩq
¯
ď C
ÿ
|α|ďm
|β|ďm´1
}Dαpr1, r2qptq}2L2
l`kpΩq
` Cδ´40
ÿ
|β|“m
´
}Bβτ pr1, r2qptq}2L2
l
pΩq ` 4δ´40 }Bβτ r3}2L2´1pΩq
¯
` Cδ´80
´
1`
ÿ
|β|ďm`2
}Bβτ pU,H, P qptq}2L2pTxq
¯3
` Cδ´80
´ ÿ
|α|ďm
|β|ďm´1
}Dαpu, hqptq}2L2
l
pΩq ` 25δ´40
ÿ
|β|“m
}puβ, hβqptq}2L2
l
pΩq
¯3
, (3.91)
where we have used the fact that
}ηiBβτ r3}L2l pΩq ď }xyy
i`1ηiptq}L8pΩq}xyy´1Bβτ r3}L2pΩq ď 2δ´20 }Bβτ r3}L2´1pΩq, i “ 1, 2.
Denote by
F0 :“
ÿ
|α|ďm
|β|ďm´1
}Dαpu, hqp0q}2L2
l
pΩq ` 25δ´40
ÿ
|β|“m
››puβ0, hβ0q››2L2
l
pΩq
, (3.92)
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and
F ptq :“ C
ÿ
|α|ďm
|β|ďm´1
}Dαpr1, r2qptq}2L2
l`kpΩq
` Cδ´40
ÿ
|β|“m
´
}Bβτ pr1, r2qptq}2L2
l
pΩq ` 4δ´40 }Bβτ r3}2L2´1pΩq
¯
` Cδ´80
´
1`
ÿ
|β|ďm`2
}Bβτ pU,H, P qptq}2L2pTxq
¯3
. (3.93)
By the comparison principle of ordinary differential equations in (3.91), it yields thatÿ
|α|ďm
|β|ďm´1
}Dαpu, hqptq}2L2
l
pΩq ` 25δ´40
ÿ
|β|“m
››puβ, hβqptq››2L2
l
pΩq
`
ż t
0
´ ÿ
|α|ďm
|β|ďm´1
››DαBypu, hqpsq››2L2
l
pΩq
` 25δ´40
ÿ
|β|“m
››Bypuβ , hβqpsq››2L2
l
pΩq
¯
ds
ď `F0 ` ż t
0
F psqds˘ ¨ !1´ 2Cδ´80 `F0 `
ż t
0
F psqds˘2t)´ 12 . (3.94)
Then, it implies that by combining (3.88) with (3.94),
sup
0ďsďt
}pu, hqpsq}Hm
l
ď `F0 ` ż t
0
F psqds˘ 12 ¨ !1´ 2Cδ´80 `F0 `
ż t
0
F psqds˘2t)´ 14 . (3.95)
As we know
xyyl`1Biypu, hqpt, x, yq “ xyyl`1Biypu0, h0qpx, yq `
ż t
0
xyyl`1BtBiypu, hqps, x, yqds, i “ 1, 2,
and
hpt, x, yq “ h0px, yq `
ż t
0
Bthps, x, yqds.
Then, by the Sobolev embedding inequality and (3.95) we have that for i “ 1, 2,
}xyyl`1Biypu, hqptq}L8pΩq
ď }xyyl`1Biypu0, h0q}L8pΩq `
ż t
0
}xyyl`1BtBiypu, hqpsq}L8pΩqds
ď }xyyl`1Biypu0, h0q}L8pΩq ` C
`
sup
0ďsďt
}pu, hqpsq}H5
l
˘ ¨ t
ď }xyyl`1Biypu0, h0q}L8pΩq ` Ct ¨
`
F0 `
ż t
0
F psqds˘ 12!1´ 2Cδ´80 `F0 `
ż t
0
F psqds˘2t)´ 14 . (3.96)
Similarly, one can obtain that
hpt, x, yq ě h0px, yq ´
ż t
0
}Bthpsq}L8pΩqds ě h0px, yq ´ C
`
sup
0ďsďt
}hpsq}H3
0
˘ ¨ t
ě h0px, yq ´ Ct ¨
`
F0 `
ż t
0
F psqds˘ 12!1´ 2Cδ´80 `F0 `
ż t
0
F psqds˘2t)´ 14 . (3.97)
Therefore, we obtain the following
Proposition 3.6. Under the assumptions of Proposition 3.1, there exists a constant C ą 0, depending only
on m,M0 and φ, such that
sup
0ďsďt
}pu, hqpsq}Hm
l
ď `F0 ` ż t
0
F psqds˘ 12 ¨ !1´ 2Cδ´80 `F0 `
ż t
0
F psqds˘2t)´ 14 , (3.98)
for small time, where the quantities F0 and F ptq are defined by (3.92) and (3.93) respectively. Also, we have
that for i “ 1, 2,
}xyyl`1Biypu, hqptq}L8pΩq
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ď }xyyl`1Biypu0, h0q}L8pΩq ` Ct ¨
`
sup
0ďsďt
}pu, hqpsq}H5
l
˘
ď }xyyl`1Biypu0, h0q}L8pΩq ` Ct ¨
`
F0 `
ż t
0
F psqds˘ 12!1´ 2Cδ´80 `F0 `
ż t
0
F psqds˘2t)´ 14 , (3.99)
and
hpt, x, yq ě h0px, yq ´ C
`
sup
0ďsďt
}hpsq}H3
0
˘ ¨ t
ě h0px, yq ´ Ct ¨
`
F0 `
ż t
0
F psqds˘ 12!1´ 2Cδ´80 `F0 `
ż t
0
F psqds˘2t)´ 14 . (3.100)
From the above Proposition 3.6, we are ready to prove Proposition 3.1. Indeed, by using (1.10), (2.16)
and the fact }Bβτ r3}L2´1pΩq ď CM0 from the expression (3.57), it follows that from the definition (3.93) for
F ptq,
F ptq ď Cδ´80 M60 . (3.101)
Next, by direct calculation we know that Dαpu, hqp0, x, yq, |α| ď m can be expressed by the spatial derivatives
of initial data pu0, h0q up to order 2m. Then, combining with (3.66) we get that F0, given by (3.92), is a
polynomial of
››`u0, h0˘››H2m
l
pΩq
, and consequently
F0 ď δ´80 P
`
M0 ` }pu0, h0q}H2m
l
pΩq
˘
. (3.102)
Plugging (3.101) and (3.102) into (3.98)-(3.100), we derive the estimates (3.2)-(3.4), and then obtain the
proof of Proposition 3.1.
4. Local-in-time existence and uniqueness
In this section, we will establish the local-in-time existence and uniqueness of solutions to the nonlinear
problem (2.12).
4.1. Existence.
For this, we consider a parabolic regularized system for problem (2.12), from which we can obtain the local
(in time) existence of solution by using classical energy estimates. Precisely, for a small parameter 0 ă ǫ ă 1,
we investigate the following problem:$’’’’’’’&
’’’’’’’%
Btuǫ `
“puǫ ` Uφ1qBx ` pvǫ ´ UxφqBy‰uǫ ´ “phǫ `Hφ1qBx ` pgǫ ´HxφqBy‰hǫ ` Uxφ1uǫ ` Uφ2vǫ
´Hxφ1hǫ ´Hφ2gǫ “ ǫB2xuǫ ` µB2yuǫ ` rǫ1,
Bthǫ `
“puǫ ` Uφ1qBx ` pvǫ ´ UxφqBy‰hǫ ´ “phǫ `Hφ1qBx ` pgǫ ´HxφqBy‰uǫ `Hxφ1uǫ `Hφ2vǫ
´Uxφ1hǫ ´ Uφ2gǫ “ ǫB2xhǫ ` κB2yhǫ ` rǫ2,
Bxuǫ ` Byvǫ “ 0, Bxhǫ ` Bygǫ “ 0,
puǫ, hǫq|t“0 “ pu0, h0qpx, yq, puǫ, vǫ, Byhǫ, gǫq|y“0 “ 0,
(4.1)
where the source term
prǫ1, rǫ2qpt, x, yq “ pr1, r2q ` ǫpr˜ǫ1, r˜ǫ2qpt, x, yq. (4.2)
Here, pr1, r2q is the source term of the original problem (2.12), and pr˜ǫ1, r˜ǫ2q is constructed to ensure that the
initial data pu0, h0q also satisfies the compatibility conditions of (4.1) up to the order of m. Actually, we can
use the given functions Bitpu, hqp0, x, yq, 0 ď i ď m, which can be derived from the equations and initial data
of (2.12) by induction with respect to i, and it follows that Bitpu, hqp0, x, yq can be expressed as polynomials
of the spatial derivatives, up to order 2i, of the initial data pu0, h0q. Then, we may choose the corrector
pr˜ǫ1, r˜ǫ2q in the following form:
pr˜ǫ1, r˜ǫ2qpt, x, yq :“ ´
mÿ
i“0
´ ti
i!
B2xBitpu, hqp0, x, yq
¯
, (4.3)
which yields that by direct calculation,
Bitpuǫ, hǫqp0, x, yq “ Bitpu, hqp0, x, yq, 0 ď i ď m.
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Likewise, we can derive that ψǫ :“ B´1y hǫ satisfies
Btψǫ `
“puǫ ` Uφ1qBx ` pvǫ ´ UxφqBy‰ψǫ `Hxφuǫ `Hφ1vǫ ´ κB2yψǫ “ rǫ3,
where
rǫ3 “ r3 ´ ǫ
mÿ
i“0
´ ti
i!
ż y
0
B2xBithp0, x, zqdz
¯
:“ r3 ` ǫr˜3 (4.4)
with r3 given by (3.57). Moreover, we have for α “ pβ, kq “ pβ1, β2, kq with |α| ď m,
}Dαpr˜ǫ1, r˜ǫ2qptq}L2l`kpΩq, }B
β
τ r˜
ǫ
3ptq}L2´1pΩq ď
ÿ
β1ďiďm
ti´β1P
´
M0 ` }pu0, h0q}H2i`2`β2`k
l
¯
. (4.5)
Based on the a priori energy estimates established in Proposition 3.6, we can obtain
Proposition 4.1. Under the hypotheses of Theorem 2.2, there exist a time 0 ă T˚ ď T , independent of ǫ,
and a solution puǫ, vǫ, hǫ, gǫq to the initial boundary value problem (4.1) with puǫ, hǫq P L8`0, T˚;Hml ˘, which
satisfies the following uniform estimates in ǫ:
sup
0ďtďT˚
››`uǫ, hǫ˘ptq››
Hm
l
ď 2F 120 , (4.6)
where F0 is given by (3.92)). Moreover, for t P r0, T˚s, px, yq P Ω,››xyyl`1Biypuǫ, hǫqptq››L8pΩq ď δ´10 , hǫpt, x, yq `Hpt, xqφ1pyq ě δ0, i “ 1, 2. (4.7)
Proof. Since the problem (4.1) is a parabolic system, it is standard to show that (4.1) admits a solution
in a time interval r0, Tǫs (Tǫ may depend on ǫ) satisfying the estimates (4.7). Indeed, one can establish a
priori estimates for (4.1), and then obtain the local existence of solution by the standard iteration and weak
convergence methods.
On the other hand, we can derive the similar a priori estimates as in Proposition 3.6 for (4.1), so by
the standard continuity argument we can obtain the existence of solution in a time interval r0, T˚s, T˚ ą 0
independent of ǫ. Therefore, we only determine the uniform lifespan T˚, and verify the estimates (4.6) and
(4.7).
According to Proposition 3.6, we can obtain the estimates for puǫ, hǫq similar as (3.98):
sup
0ďsďt
}puǫ, hǫqpsq}Hm
l
ď `F0 ` ż t
0
F ǫpsqds˘ 12 ¨ !1´ 2Cδ´80 `F0 `
ż t
0
F ǫpsqds˘2t)´ 14 , (4.8)
as long as the quantity in t¨u on the right-hand side of (3.2) is positive, where the quantity F0 is given by
(3.92), and F ǫptq is defined as follows (similar as (3.93)):
F ǫptq :“ C
ÿ
|α|ďm
|β|ďm´1
}Dαprǫ1, rǫ2qptq}2L2
l`kpΩq
` Cδ´40
ÿ
|β|“m
´
}Bβτ prǫ1, rǫ2qptq}2L2
l
pΩq ` 4δ´40 }Bβτ rǫ3}2L2´1pΩq
¯
` Cδ´80
´
1`
ÿ
|β|ďm`2
}Bβτ pU,H, P qptq}2L2pTxq
¯3
. (4.9)
Substituting (4.2)-(4.4) into (4.9) and recalling F ptq defined by (3.93), it yields that
F ǫptq “ F ptq ` Cǫ2
ÿ
|α|ďm
|β|ďm´1
}Dαpr˜ǫ1, r˜ǫ2qptq}2L2
l`kpΩq
` Cǫ2δ´40
ÿ
|β|“m
´
}Bβτ pr˜ǫ1, r˜ǫ2qptq}2L2
l
pΩq ` 4δ´40 }Bβτ r˜ǫ3}2L2´1pΩq
¯
,
which implies that from (3.101) and (4.5),
F ǫptq ď Cδ´80 M60 ` ǫ2δ´80 P
`
M0 ` }pu0, h0q}H3m`2
l
˘ ď δ´80 P`M0 ` }pu0, h0q}H3m`2
l
˘
.
Therefore, by choosing
T1 :“ min
! δ80F0
P
`
M0 ` }pu0, h0q}H3m`2
l
˘ , 3δ80
32CF 20
)
in (4.8), we obtain (4.6) for T˚ ď T1.
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On the other hand, similar as the estimates (3.99) and (3.100) given in Proposition 3.6, we have the
following bounds for xyyl`1Biypuǫ, hǫq, i “ 1, 2 and hǫ :
}xyyl`1Biypuǫ, hǫqptq}L8pΩq ď }xyyl`1Biypu0, h0q}L8pΩq ` Ct ¨
`
sup
0ďsďt
}puǫ, hǫqpsq}H5
l
˘
, i “ 1, 2, (4.10)
and
hǫpt, x, yq ě h0px, yq ´ Ct ¨
`
sup
0ďsďt
}puǫ, hǫqpsq}H3
0
˘
. (4.11)
Then, from the assumptions (2.18) for the initial data pu0, h0q, and the chosen of T1 above, we obtain that
by (4.8),
}xyyl`1Biypuǫ, hǫqptq}L8pΩq ď p2δ0q´1 ` 2CF
1
2
0 t, i “ 1, 2,
hǫpt, x, yq `Hpt, xqφ1pyq ě 2δ0 `
`
Hpt, xq ´Hp0, xq˘φ1pyq ´ 2CF 120 t ě 2δ0 ´ C`M0 ` 2F 120 ˘t.
So, let us choose
T2 :“ min
!
T1,
1
4Cδ0F
1
2
0
,
δ0
C
`
M0 ` 2F
1
2
0
˘),
then, (4.7) holds for T˚ “ T2. Therefore, we find the lifespan T˚ “ T2 and establish the estimates (4.6) and
(4.7), and consequently complete the proof of this proposition.

From the above Proposition 4.1, we obtain the local existence of solutions puǫ, vǫ, hǫ, gǫq to the problem
(4.1) and their uniform estimates in ǫ. Now, by letting ǫ Ñ 0 we will obtain the solution to the original
problem (2.12) through some compactness arguments. Indeed, from the uniform estimate (4.6), by the Lions-
Aubin lemma and the compact embedding of Hml pΩq in Hm
1
loc for m
1 ă m (see [30, Lemma 6.2]), we know
that there exists pu, hq P L8`0, T˚;Hml ˘Ş´Şm1ăm´1 C1`r0, T˚s;Hm1locpΩq˘¯, such that, up to a subsequence,
Bitpuǫ, hǫq ˚á Bitpu, hq, in L8
`
0, T˚;H
m´i
l pΩq
˘
, 0 ď i ď m,
puǫ, hǫq Ñ pu, hq, in C1`r0, T˚s;Hm1locpΩq˘.
Then, by using the uniform convergence of pBxuǫ, Bxhǫq because of pBxuǫ, Bxhǫq P Lip pΩT˚q, we get the
pointwise convergence for pvǫ, gǫq, i.e.,
pvǫ, gǫq “ `´ ż y
0
Bxuǫdz,´
ż y
0
Bxhǫdz
˘Ñ `´ ż y
0
Bxudz,´
ż y
0
Bxhdz
˘
:“ pv, gq. (4.12)
Now, we can pass the limit ǫ Ñ 0 in the problem (4.1), and obtain that pu, v, h, gq, v and g given
by (4.12), solves the original problem (2.12). As pu, hq P L8`0, T˚;Hml ˘ it is easy to get that pu, hq PŞm
i“0W
i,8
´
0, T ;Hm´il pΩq
¯
, and consequently (2.19) is proven. Moreover, the relation (2.20), respectively
(2.21), follows immediately by combining the divergence free conditions v “ ´B´1y Bxu, g “ ´B´1y Bxh with
(2.7), respectively (2.8). Thus, we prove the local existence result of Theorem 2.2.
4.2. Uniqueness.
We will show the uniqueness of the obtained solution to (2.12). Let pu1, v1, h1, g1q and pu2, v2, h2, g2q be
two solutions in r0, T˚s, constructed in the previous subsection, with respect to the initial data pu10, h10q and
pu20, h20q respectively. Set
pu˜, v˜, h˜, g˜q “ pu1 ´ u2, v1 ´ v2, h1 ´ h2, g1 ´ g2q,
then we have$’’’’’’&
’’’’’’’%
Btu˜`
“pu1 ` Uφ1qBx ` pv1 ´ UxφqBy‰u˜´ “ph1 `Hφ1qBx ` pg1 ´HxφqBy‰h˜´ µB2yu˜
`pBxu2 ` Uxφ1qu˜` pByu2 ` Uφ2qv˜ ´ pBxh2 `Hxφ1qh˜´ pByh2 `Hφ2qg˜ “ 0,
Bth˜`
“pu1 ` Uφ1qBx ` pv1 ´ UxφqBy‰h˜´ “ph1 `Hφ1qBx ` pg1 ´HxφqBy‰u˜´ κB2yh˜
`pBxh2 `Hxφ1qu˜` pByh2 `Hφ2qv˜ ´ pBxu2 ` Uxφ1qh˜´ pByu2 ` Uφ2qg˜ “ 0,
Bxu˜` By v˜ “ 0, Bxh˜` Byg˜ “ 0,
pu˜, h˜q|t“0 “ pu10 ´ u20, h10 ´ h20q, pu˜, v˜, Byh˜, g˜q|y“0 “ 0.
(4.13)
LOCAL WELL-POSEDNESS THEORY FOR MHD BOUNDARY LAYER 29
Denote by ψ˜ :“ B´1y h˜ “ B´1y ph1 ´ h2q, then from the second equation (4.13)2 of h˜ and the divergence free
conditions, we know that ψ˜ satisfies the following equation:
Btψ˜ `
“pu1 ` Uφ1qBx ` pv1 ´ UxφqBy‰ψ˜ ´ `g2 ´Hxφqu˜` ph2 `Hφ1qv˜ ´ κB2yψ˜ “ 0. (4.14)
Similar as (3.51), we introduce the new quantities:
u¯ :“ u˜´ Byu
2 ` Uφ2
h2 `Hφ1 ψ˜, h¯ :“ h˜´
Byh2 `Hφ2
h2 `Hφ1 ψ˜, (4.15)
and then,
u¯ :“ u1 ´ u2 ´ η21 B´1y ph1 ´ h2q, h¯ :“ h1 ´ h2 ´ η22 B´1y ph1 ´ h2q, (4.16)
where we denote
η21 :“
Byu2 ` Uφ2
h2 `Hφ1 , η
2
2 :“
Byh2 `Hφ2
h2 `Hφ1 .
Next, we can obtain that through direct calculation, pu¯, h¯q admits the following initial-boundary value prob-
lem:$’’’’’&
’’’’’’%
Btu¯`
“pu1 ` Uφ1qBx ` pv1 ´ UxφqBy‰u¯´ “ph1 `Hφ1qBx ` pg1 ´HxφqBy‰h¯´ µB2yu¯` pκ´ µqη21Byh¯
`a1u¯` b1h¯` c1ψ˜ “ 0,
Bth¯`
“pu1 ` Uφ1qBx ` pv1 ´ UxφqBy‰h¯´ “ph1 `Hφ1qBx ` pg1 ´HxφqBy‰u¯´ κB2yh¯
`a2u¯` b2h¯` c2ψ˜ “ 0,
pu¯, Byh¯q|y“0 “ 0, pu¯, h¯q|t“0 “
`
u10 ´ u20 ´ η210 B´1y ph10 ´ h20q, h10 ´ h20 ´ η220 B´1y ph10 ´ h20q
˘
,
(4.17)
where
a1 “Bxu2 ` Uxφ1 ` pg2 ´Hxφqη21 , b1 “ pκ´ µqη21η22 ´ 2µByη21 ´ pBxh2 `Hxφ1q ´ pg2 ´Hxφqη22 ,
c1 “
“Bt ` pu1 ` Uφ1qBx ` pv1 ´ UxφqBy ´ µB2y‰η21 ´ “ph1 `Hφ1qBx ` pg1 ´HxφqBy‰η22 ´ 2µη22Byη21
` pκ´ µqη21
“pη22q2 ` Byη22‰` pg2 ´Hxφq“pη21q2 ´ pη22q2‰` pBxu2 ` Uxφ1qη21 ´ pBxh2 `Hxφ1qη22 ,
a2 “Bxh2 `Hxφ1 ` pg2 ´Hxφqη22 , b2 “ ´2κByη22 ´ pBxu2 ` Uxφ1q ´ pg2 ´Hxφqη21 ,
c2 “
“Bt ` pu1 ` Uφ1qBx ` pv1 ´ UxφqBy ´ κB2y‰η22 ´ “ph1 `Hφ1qBx ` pg1 ´HxφqBy‰η21 ´ 2κη22Byη22
` pBxh2 `Hxφ1qη21 ´ pBxu2 ` Uxφ1qη22 , (4.18)
and
η210px, yq :“
Byu20 ` Up0, xqφ2pyq
h20 `Hp0, xqφ1pyq
, η220px, yq :“
Byh20 `Hp0, xqφ2pyq
h20 `Hp0, xqφ1pyq
.
Combining (4.15) with the fact ψ˜ “ B´1y h˜, we get that
h¯ “ ph2 `Hφ1q ¨ By
´ ψ˜
h2 `Hφ1
¯
,
and then, by ψ˜|y“0 “ 0,
ψ˜pt, x, yq “ `h2pt, x, yq `Hpt, xqφ1pyq˘ ¨ ż y
0
h¯pt, x, zq
h2pt, x, zq `Hpt, xqφ1pzqdz. (4.19)
Since h2 `Hφ1 ě δ0, applying (2.7) in (4.19) gives››› ψ˜ptq
1` y
›››
L2pΩq
ď 2δ´10
››h2 `Hφ1››
L8pr0,T˚sˆΩq
}h¯ptq}L2pΩq. (4.20)
Moreover, through a similar process of getting the estimates (3.70), we can obtain that there exists a constant
C “ C
´
T˚, δ0, φ, U,H, }pu1, h1q}H5
l
, }pu2, h2q}H5
l
¯
ą 0,
such that
}ai}L8pr0,T˚sˆΩq, }bi}L8pr0,T˚sˆΩq, }p1` yqci}L8pr0,T˚sˆΩq ď C, i “ 1, 2. (4.21)
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Thus, we have from (4.20) and (4.21),
}pciψ˜qptq}L2pΩq ď C }h¯ptq}L2pΩq, i “ 1, 2. (4.22)
Proposition 4.2. Let pu1, v1, h1, g1q and pu2, v2, h2, g2q be two solutions of problem (2.12) with respect to
the initial data pu10, h10q and pu20, h20q respectively, satisfying that puj , hjq P
Şm
i“0W
i,8
´
0, T ;Hm´il pΩq
¯
for
m ě 5, j “ 1, 2. Then, there exists a positive constant
C “ C
´
T˚, δ0, φ, U,H, }pu1, h1q}H5
l
, }pu2, h2q}H5
l
¯
ą 0,
such that for the quantities pu¯, h¯q given by (4.16),
d
dt
}pu¯, h¯qptq}2L2pΩq ` }pByu¯, Byh¯qptq}2L2pΩq ď C}pu¯, h¯q}2L2pΩq. (4.23)
The above Proposition 4.2 can be proved by the standard energy method and the estimates (4.21), (4.22),
here we omit the proof for brevity of presentation. Then, by virtue of Proposition 4.2 we can prove the
uniqueness of solutions to (2.12) as follows.
Firstly, if the initial data satisfying pu1, h1q|t“0 “ pu2, h2q|t“0, then we know that from (4.17), pu¯, h¯q
admits the zero initial data, which implies that pu¯, h¯q ” 0 by applying Gronwall’s lemma to (4.23). Secondly,
it yields that ψ˜ ” 0 by plugging h¯ ” 0 into (4.19). Then, from (4.16) we have pu1, h1q ” pu2, h2q immediately
through the following calculation:
pu1, h1q ´ pu2, h2q “ pu˜, h˜q “ pu¯, h¯q ` pη21 , η22q ψ˜ ” 0.
Finally, we obtain pv1, g1q ” pv2, g2q since vi “ ´B´1y Bxui and gi “ ´B´1y Bxhi for i “ 1, 2, and show the
uniqueness of solutions.
Remark 4.1. We mention that in the independent recent preprint [13], the authors give a systematic derivation
of MHD boundary layer models, and consider the linearization for the similar system as (1.8) around some
shear flow. By using the analogous transformation to (3.61), they obtain the linear stability for the system
in the Sobolev framework.
5. A coordinate transformation
In this section, we will introduce another method to study the initial-boundary value problem considered
in this paper: $’’&
’’’%
Btu1 ` u1Bxu1 ` u2Byu1 “ h1Bxh1 ` h2Byh1 ` µB2yu1,
Bth1 ` Bypu2h1 ´ u1h2q “ κB2yh1,
Bxu1 ` Byu2 “ 0, Bxh1 ` Byh2 “ 0,
pu1, u2, Byh1, h2q|y“0 “ 0, lim
yÑ`8
pu1, h1q “ pU,Hq.
(5.1)
As we mentioned in Subsectin 2.3, by the divergence free condition,
Bxh1 ` Byh2 “ 0,
there exists a stream function ψ, such that
h1 “ Byψ, h2 “ ´Bxψ, ψ|y“0 “ 0, (5.2)
moreover, ψ satisfies
Btψ ` u1Bxψ ` u2Byψ “ κB2yψ. (5.3)
Under the assumptions that
h1pt, x, yq ą 0, or Byψpt, x, yq ą 0, (5.4)
we can introduce the following transformation
τ “ t, ξ “ x, η “ ψpt, x, yq, (5.5)
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and then, (5.1) can be written in the new coordinates as follows:$’&
’%
Bτu1 ` u1Bξu1 ´ h1Bξh1 ` pκ´ µqh1Bηh1Bηu1 “ µh21B2ηu1,
Bτh1 ´ h1Bξu1 ` u1Bξh1 “ κh21B2ηh1,
pu1, h1Bηh1q|y“0 “ 0, lim
ηÑ`8
pu1, h1q “ pU,Hq.
(5.6)
Remark 5.1. The equations (5.6) are quasi-linear equations, and there is no loss of regularity term in (5.6),
then we can use the classical Picard iteration scheme to establish the local existence. However, in order to
guarantee the coordinates transformation to be valid, one needs to assume that h1pt, x, yq ą 0. Moreover,
one can obtain the stability of solutions to (5.6) in the new coordintes pτ, ξ, ηq. It is necessary to transfer the
well-posedness of solutions to the original equations (5.1). And then, there will be some loss of regularity.
Remark 5.2. Based on the well-posedness result for MHD boundary layer in the Sobolev framework given
in this paper, we will show the validity of the vanishing limit of the viscous MHD equations (1.1) as ǫ Ñ 0
in a future work [26], that is, to show the solution to (1.1) converges to a solution of ideal MHD equations,
corresponding to ǫ “ 0 in (1.1), outside the boundary layer, and to a boundary layer profile studied in this
paper inside the boundary layer.
Appendix A. Some inequalities
In this appendix, we will prove the inequalities given in Lemma (2.1). Such inequalities can be found
in [30] and [40], here we give a proof for readers’ convenience.
Proof of Lemma 2.1. i) From lim
yÑ`8
pfgqpx, yq “ 0, it yields
ˇˇˇ ż
Tx
pfgq|y“0dx
ˇˇˇ
“
ˇˇˇ ż
Ω
Bypfgqdxdy
ˇˇˇ
ď
ż
Ω
|Byf ¨ g|dxdy `
ż
Ω
|f ¨ Byg|dxdy
ď }Byf}L2pΩq}g}L2pΩq ` }f}L2pΩq}Byg}L2pΩq,
and we get (2.2). (2.3) follows immediately by letting g “ f in (2.2).
ii) From m ě 3 and |α| ` |α˜| ď m, we know that there must be |α| ď m ´ 2 or |α| ď m ´ 2. Without
loss of generality, we assume that |α| ď m´ 2, then for any l1, l2 ě 0 with l1 ` l2 “ l, we have that by using
Sobolev embedding inequality,››`Dαf ¨Dα˜g˘pt, ¨q››
L2
l`k`k˜
pΩq
ď ››xyyl1`kDαfpt, ¨q››
L8pΩq
¨ ››xyyl2`k˜Dα˜gpt, ¨q››
L2pΩq
ď C››xyyl1`kDαfpt, ¨q››
H2pΩq
}gptq}
H
|α˜|
l2
ď C››fptq››
H
|α|`2
l1
pΩq
}gptq}Hm
l2
,
which implies (2.4) because of |α| ` 2 ď m.
iii) For λ ą 1
2
, it follows that by integration by parts,
››xyy´λpB´1y fqpyq››2L2ypR`q “
ż `8
0
“pB´1y fqpyq‰2
1´ 2λ dp1 ` yq
1´2λ “ 2
2λ´ 1
ż `8
0
p1 ` yq1´2λfpyq ¨ pB´1y fqpyqdy
ď 2
2λ´ 1
››xyy´λpB´1y fqpyq››L2ypR`q ¨ ››xyy1´λfpyq››L2ypR`q,
which implies the first inequality of (2.5).
On the other hand, note that for λ˜ ą 0,
|pB´1y fqpyq| ď
ż y
0
|fpzq|dz ď }p1` zq1´λ˜fpzq}L8p0,yq ¨
ż y
0
p1` zqλ˜´1dz
ď p1 ` yq
λ˜ ´ 1
λ˜
}p1` yq1´λ˜fpyq}L8y pR`q,
which implies the second inequality of (2.5) immediately.
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Next, as m ě 3 and |α|` |β˜| ď m, we also get |α| ď m´2 or |β˜| ď m´2. If |α| ď m´2, by using Sobolev
embedding inequality and the first inequality of (2.5), we have for any λ ą 1
2
,››`Dαg ¨ Bβ˜τ B´1y h˘pt, ¨q››L2
l`kpΩq
ď ››xyyl`λ`kDαgpt, ¨q››
L8pΩq
¨ ››xyy´λBβ˜τ B´1y hpt, ¨q››L2pΩq
ď C››xyyl`λ`kDαgpt, ¨q››
H2pΩq
¨ ››xyy1´λBβ˜τ hpt, ¨q››L2pΩq
ď C}gptq}
H
|α|`2
l`λ
}hptq}
H
|β˜|
1´λ
.
If |β˜| ď m´ 2, by Sobolev embedding inequality and the second inequality of (2.5),››`Dαg ¨ Bβ˜τ B´1y h˘pt, ¨q››L2
l`kpΩq
ď ››xyyl`λ`kDαgpt, ¨q››
L2pΩq
¨ ››xyy´λBβ˜τ B´1y hpt, ¨q››L8pΩq
ď C}gptq}
H
|α|
l`λ
¨ ››xyy1´λBβ˜τ hpt, ¨q››H2pΩq
ď C}gptq}
H
|α|
l`λ
}hptq}
H
|β˜|`2
1´λ
.
Thus, we get the proof of (2.6), and then, (2.7) follows by letting λ “ 1 in (2.6).
iv) For any λ ą 1
2
,ˇˇpB´1y fqpyqˇˇ ď }fpyq}L1ypR2`q ď }xyy´λ}L2ypR`q}xyyλf}L2ypR`q ď C}xyyλf}L2ypR`q,
and we get (2.8).
For m ě 2 and |α| ` |β˜| ď m, we get that |α| ď m ´ 1 or |β˜| ď m´ 1. If |α| ď m´ 1, by using Sobolev
embedding inequality and (2.8), we have for any λ ą 1
2
,››`Dαf ¨ Bβ˜τ B´1y g˘pt, ¨q››L2
l`kpΩq
ď ››xyyl`kDαfpt, ¨q››
L8x L
2
ypΩq
¨ ››Bβ˜τ B´1y gpt, ¨q››L2xL8y pΩq
ď C››xyyl`kDαfpt, ¨q››
H1pΩq
¨ ››xyyλBβ˜τ gpt, ¨q››L2pΩq
ď C}fptq}
H
|α|`1
l
}gptq}
H
|β˜|
λ
.
If |β˜| ď m´ 1, by Sobolev embedding inequality and (2.8),››`Dαf ¨ Bβ˜τ B´1y g˘pt, ¨q››L2
l`kpΩq
ď ››xyyl`kDαfpt, ¨q››
L2pΩq
¨ ››Bβ˜τ B´1y gpt, ¨q››L8pΩq
ď C}fptq}
H
|α|
l
¨ ››xyyλBβ˜τ gpt, ¨q››Hx
1
L2ypΩq
ď C}fptq}
H
|α|
l
}gptq}
H
|β˜|`1
λ
.
Thus, we get (2.9), and then complete the proof of this lemma.
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