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Introdution
Une équation diophantienne est une équation dont les coeﬃcients sont des entiers
dont on cherche les solutions entières. On étend parfois la déﬁnition aux solutions
rationnelles. Historiquement, les équations diophantiennes trouvent leur source dans
la Grèce antique.
Au cours des siècles, la résolution des équations diophantiennes a motivé un grand
nombre de mathématiciens. Leurs études ont fourni de nombreux développement
dans la théorie des nombres, la géométrie, la géométrie algébrique...
L’exemple le plus fascinant est sans nul doute l’équation de Fermat. Au XVII ème
siècle, P. Fermat conjecture que l’équation
xn + yn = zn, n ≥ 3,
n’a pas de solutions non triviales. La résolution complète de ce problème a occupé les
plus grands mathématiciens pendant plus de trois siècles, et a contribué à dévelop-
per de nombreuses théories telles que la théorie des corps de nombres, des courbes
elliptiques, des courbes modulaires ...
En cherchant à résoudre les équations diophantiennes on est amené à introduire
d’autres objets mathématiques. Par exemple lors de l’étude des équations de Pell-
Fermat x2 − Ny2 = ±1, on peut introduire le corps de nombre Q(√N), et les
solutions de l’équation sont les unités de ce corps de nombres.
Dans d’autres cas, on peut considérer la courbe associée à l’équation. En ef-
fet lorsque l’équation est polynomiale, elle déﬁnit une courbe algébrique dont les
propriétés peuvent permettre de résoudre l’équation de départ. Dans cette direc-
tion, le Théorème de Siegel nous permet d’obtenir la ﬁnitude du nombre de solution
d’une équation Diophantienne en fonction des invariants géométriques de la courbe
associée.
On appelle alors problème diophantien dans un sens plus large, la recherche des
points entiers ou rationnels sur des courbes algébriques. On étendra encore un peu
plus la déﬁnition, en cherchant des points "spéciaux" sur les courbes algébriques.
Dans cette situation, le théorème de Siegel nous oﬀre un point de départ permet-
tant a priori de décider du nombre (ﬁni ou inﬁni) de solutions. Lorsque le théorème
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de Siegel assure la ﬁnitude du nombre de solution, on s’intéresse à la recherche de ces
solutions. Malheureusement, le théorème de Siegel n’est pas eﬀectif et nous permet
pas de conclure.
La recherche d’une méthode permettant de trouver explicitement les solutions
d’une équation diophantienne était le neuvième problème que D. Hilbert a posé
au début du XX ème siècle. En 1970, Yu. Matiassevitch répond négativement à
ce problème et démontre l’impossibilité de trouver un algorithme permettant de
résoudre toutes les équations diophantiennes. Ce théorème ferme la porte à une
étude des équations diophantiennes en toute généralité, mais laisse la possibilité
d’une étude spéciﬁque à chaque situation.
Dans cette thèse nous allons étudier deux problèmes diophantiens distincts. Le
premier concerne les points entiers d’une classe de courbe modulaire et le second
concerne les points de multiplication complexe sur les droites
Courbe modulaire
Sans rentrer dans les détails, une courbe modulaire peut être vue comme le quo-
tient du demi-plan de Poincaré, formé des nombres complexes de partie imaginaire
strictement positive par un sous groupe du groupe modulaire.
Les courbes modulaires sont des surfaces de Riemann et par suite des courbes
algébriques complexes. Elles sont en fait, déﬁnies sur des corps cyclotomiques. Les
équations polynomiales déﬁnissant les courbes modulaires sont souvent très com-
pliquées, et la recherche des points entiers via la résolution d’équation diophantienne
est alors vaine.
D’un point de vue algébrique, les courbes modulaires paramètrisent les courbes
elliptiques ayant une certaine structure. Par exemple, chaque point complexe de
X(1) = SL2(Z) correspond à une classe d’isomorphisme de courbes elliptiques.
Dans cette thèse nous nous intéresserons plus précisément aux courbes modu-
laires associées aux normalisateurs de Cartan non déployé, noté X+ns(p) où p est un
nombre premier. Les principaux résultats connus jusqu’ici concerne les cas p = 5
[Ch99], p = 7 [Ke85] et p = 11 [ST12]. Dans les deux premiers cas les auteurs
trouvent une paramétrisation des solutions en utilisant le genre 0 de la courbe et
en déduisent les points entiers. Dans le troisième article, la courbe est de genre 1 et
la méthode précédente ne fonctionne plus. Les auteurs établissent un isomorphisme
exceptionnel entre X+ns(11) et une courbe elliptique. Dans tous les cas, les méthodes
utilisées se généralisent mal, et n’ouvrent pas la voie à une étude systématique.
Nous présenterons une méthode algorithmique, permettant de trouver tous les
points entiers de ces courbes. La méthode décrite ici, nous a d’ores et déjà, permis
de traiter les cas 7 ≤ p ≤ 71.
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Multiplication complexe
Le deuxième problème que nous étudierons concerne les points de multiplication
complexe. Étant donnée une courbe C aﬃne plane complexe, on cherche les points
de C s’écrivant (j(τ), j(τ ′)), où τ et τ ′ sont des nombres quadratiques imaginaires
et j est l’invariant modulaire. On appelle de tels points des points de multiplication
complexe.
Un cas particulier de la conjecture de André-Oort, démontré par Y. André lui-
même assure que si C est bien choisie (n’est ni une droite verticale, ni une droite
horizontale, ni une certaine classe de courbe modulaire) alors C n’a qu’un nombre
ﬁni de points de multiplication complexe.
Le résultat de Y. André, établit la ﬁnitude de solution mais n’établit aucune
borne sur les solutions. Nous nous proposons dans cette thèse d’établir une méthode
algorithmique de recherche des points de multiplications complexes sur les droites
complexes.
Pour étudier ces deux problèmes nous allons combiner deux types de méthodes.
D’un côté la théorie de Baker sur les formes linéaires en logarithmes. D’un autre
côté les méthodes d’approximation diophantienne eﬀectives. Nous expliquons ces
méthodes dans les grandes lignes ci-dessous.
Théorie de Baker
Une forme linéaire en logarithmes est une quantité Λ :
Λ =
n∑
i=1
βi logαi,
où les αi sont des nombres algébriques et βi ∈ Z. La théorie de Baker, qui a valu
la Médaille Fields à son auteur en 1970, dit que si une telle forme est non nulle
alors elle ne peut être trop petite. Les résultats de Baker permettent de minorer
explicitement Λ, en fonction des nombres βi.
Depuis les années 60, ce théorème a été amélioré plusieurs fois. Dans cette thèse
nous utiliserons le résultat de Matveev [Ma00] qui oﬀre une borne optimisée dans
notre cas et le théorème de Waldschmidt [Wa00] qui permet d’étendre le résultat au
cas où les nombres βi sont algébriques.
La méthode générale pour la résolution des équations diophantiennes par la méth-
ode de Baker, est de construire à partir des solutions de l’équation un élément λ
proche de 1 et appartenant à un sous groupe multiplicatif de C. Dès lors, en prenant
Λ = logλ, on obtiendra une petite forme linéaire en logarithmes. Typiquement, les
relations recherchées sont
|Λ| = O
(
e−Cmax |βi|
)
.
Dans nos situations précises on obtiendra les formes linéaires de deux manières
diﬀérentes. Dans le cas des courbes modulaires, nous construirons à partir d’un
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point entier P , une fonction modulaire vériﬁant U(P ) proche de 1 et telle que U(P )
soit une unité d’un sous-corps de corps cyclotomique. Dans le cas des points de
multiplication complexe nous utiliserons directement les propriétés de la fonction j
pour obtenir une forme linéaire en deux logarithmes.
Cette méthode permet de montrer des résultats de ﬁnitude eﬀective du nombre de
solution, en bornant explicitement celle-ci. En règle générale, on obtient des bornes
très grandes ( de l’ordre de 1050 pour max bi) qui laissent un grand nombre de cas à
traiter, rendant impossible l’énumération de tous les cas possibles.
Les résultats de Baker et ceux qui suivirent ont les défauts de leurs qualités. En ef-
fet, ces résultats sont très généraux et englobent, de fait, des situations défavorables.
Ceci explique, en partie, la grandeur de la borne trouvée. Pour pallier ce problème
nous allons utiliser des arguments d’approximation diophantienne eﬀective.
Approximation Diophantienne
De manière générale l’approximation diophantienne consiste à approcher un nom-
bre réel par un nombre rationnel. On distingue deux types d’approximation, d’un
côté les résultats théoriques, comme par exemple le théorème de Dirichlet assurant
que pour tout réel x et pour tout réel Q > 1 il existe un rationnel p/q tel que∣∣∣∣∣x− pq
∣∣∣∣∣ ≤ 1qQ avec q ≤ Q.
D’autres résultats, comme le théorème de Roth [Ro55] assure que l’équation ci-dessus
est quasi-optimale dans le cas des nombres algébriques. Plus précisément, si x est
un nombre algébrique de degré ≥ 2 on a∣∣∣∣∣x− pq
∣∣∣∣∣ > Cx,ε 1q2+ε .
Une autre approche consiste à chercher explicitement le nombre rationnel véri-
ﬁant la première inégalité. Dans ce cadre le principal outil pratique et l’algorithme
des fractions continues.
Revenons à notre problème initial, ici on oublie les logarithmes, on a alors de
manière générale
|β1x1 + · · ·+ βnxn| = O
(
e−Cmax |βi|
)
, βi ∈ Z et xi ∈ R.
De plus la méthode de Baker nous a permis de majorer max βi par une constante
explicite B0. Dans le cas où n = 2, on a alors∣∣∣∣∣β1β2 − α
∣∣∣∣∣ = O
(
e−Cmax |βi|
)
,
où α ∈ R. Les fractions continues permettent alors de trouver rapidement la fraction
de dénominateur inférieur à B0 minimisant le terme de gauche. En comparant avec
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le terme de droite on trouve ainsi une nouvelle borne. Historiquement cette idée est
due à A. Baker et H. Davenport dans [BD69].
Lorsque n est supérieur à trois cette méthode ne s’applique plus. En eﬀet, les frac-
tions continues permettent d’approcher un seul nombre réel ; or dans le cas général,
il faut approcher n nombres réels simultanément. La méthode de Baker pour la
résolution des équations diophantiennes connait alors un ralentissement jusqu’à la
découverte de l’algorithme LLL. Cette algorithme permet, entre autres, de trouver
le "presque" plus petit vecteur d’un réseau. En l’appliquant à un réseau judicieuse-
ment choisi, B.M.M. De Weger et N. Tzanakis dans [TW89] franchisse une étape et
permettent de réduire la borne de Baker dans le cas général pour résoudre eﬀective-
ment les équations de Thue. Leur méthode a ensuite été raﬃné par M. Mignotte
et B.M.M. De Weger [MW96], puis par B.M.M. De Weger et M. Bennett [BW98].
Enﬁn dans [BH96] Yu. Bilu et G. Hanrot montrent que dans le cas des équations
de Thue le recours à l’algorithme LLL n’était ﬁnalement pas nécessaire. Dans cette
thèse nous exploiterons leurs idées pour les courbes modulaires.
Ces techniques d’approximations s’avèrent très eﬃcaces et permettent d’obtenir
une borne autorisant une énumération systématique de toutes les solutions.
La thèse se découpe en deux parties indépendantes. La première partie composée
des trois premiers chapitres étudie les points entiers de la courbe modulaire X+ns(p).
Nous commencerons par introduire les courbes modulaires dans un premier chapitre.
Dans le second chapitre, nous entamerons une étude plus spéciﬁque à notre situation
et concluons par une borne théorique sur les solutions. Enﬁn dans un troisième
chapitre, nous cherchons explicitement toutes les solutions à notre problème. Dans
la deuxième partie, composée du quatrième chapitre, nous étudions les points de
multiplication complexe sur les droites. Dans les deux cas, de nombreux exemples
numériques viendront illustrer nos méthodes.
Les résultats de cette thèse seront publiés dans les articles suivant :
1. Bounding j-invariants of integral points on X+ns(p), A. Bajolet, M. Sha,
arXiv :1203.1187v1. soumis.
2. Finding integral points on X+ns(p), A. Bajolet, Yu. Bilu.
3. Finding singular moduli on a complex line, A. Bajolet (soumis).

Chapitre 1
Courbes modulaires
1.1 Prérequis à l’étude des courbes modulaires
Dans cette partie, on expose les prérequis à l’étude des points entiers sur la
courbe X+ns(p). En particulier on déﬁnit les courbes modulaires, en introduisant tous
les invariants nécessaires à leurs études. En général les démonstrations ne seront pas
données. On peut les trouver dans de nombreux ouvrages traitant le sujet comme
par exemple : [DS05] ou [Sh71]. Nous allons commencer par introduire la notion de
courbe modulaire, de manière géométrique, via l’action d’un groupe sur le demi-plan
de Poincaré. Les propriétés de l’action de groupe permettront de munir l’ensemble
des orbites, d’une structure de surface de Riemann. Ce sera l’occasion de rappeler
les principales notions liées aux surfaces de Riemann (genre, ramiﬁcation, ...). De
telles surfaces ont des propriétés algébriques, le théorème de Riemann assure qu’elles
sont des variétés algébriques déﬁnies sur C. C’est-à-dire déﬁnies par les zéros d’une
famille de polynômes homogènes complexes de degré 2. Les courbes modulaires ont
la propriété plus forte d’être déﬁnies sur les corps cyclotomiques, ouvrant ainsi la
voie à une étude arithmétique. Enﬁn, nous étudierons le lien étroit qu’il existe entre
les courbes modulaires et les courbes elliptiques.
1.1.1 Introduction
Premières Définitions
Soit H le demi-plan de Poincaré , c’est-à-dire
H = {z ∈ C, Im(z) > 0},
l’ensemble des nombres complexes de partie imaginaire strictement positive. Le
groupe modulaire SL2 (Z), agit par homographie sur H, via l’action :(
a b
c d
)
· z = az + b
cz + d
.
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On vériﬁe la stabilité de H sous l’action de SL2(Z) :
∀z ∈ H, Im
(
az + b
cz + d
)
=
Im(z)
|cz + d|2 > 0.
On peut alors déﬁnir un domaine fondamental pour l’action de SL2 (Z) sur H,
c’est-à-dire un sous ensemble D de H tel que toute orbite de SL2 (Z) \H ait un
unique représentant dans D. Le domaine fondamental standard , noté D (cf. ﬁgure
1.1), désigne le sous ensemble de H déﬁni par :
D = {z ∈ H,−1/2 ≤ Re(z) < 1/2 et |z| ≥ 1} \
{
z ∈ H, |z| = 1 et Re(z) > 0
}
(1.1)
i
D
Figure 1.1 – Le domaine fondamental standard
L’ensemble SL2 (Z) \H est le premier exemple de courbe modulaire, on la note
Y (1).
Topologiquement, on peut voir la courbe Y (1) en identiﬁant d’une part les deux
demi-droites verticales de D et d’autre part les deux arcs de cercle autour de i. On
obtient ainsi une surface à laquelle il manque un point à l’inﬁni pour être compacte.
Si on ajoute ce point, on obtient une surface homéomorphe à la sphère de Riemann.
L’action s’étend facilement aux sous-groupes de SL2(Z), en choisissant de "bons"
sous-groupes, on construira des surfaces ayant de "bonnes" propriétés.
Le groupe modulaire
Dans cette partie nous étudions le groupe modulaire des matrices carrées de taille
2 a coeﬃcients dans Z et de déterminant 1 noté communément SL2(Z), ce groupe
est engendré par deux éléments S et T :
S =
(
0 −1
1 0
)
, T =
(
1 1
0 1
)
.
Soit N un entier positif, on considère les sous-groupes de SL2(Z) suivant :
Γ(N) = {M ∈ Γ(1) |M ≡ I2 (mod N)}.
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Γ(N) peut être vu comme le noyau du morphisme
πN : SL2(Z) −→ SL2(Z/NZ)
M −→ M (mod N) (1.2)
de sorte que Γ(N) est un sous-groupe normal de SL2(Z) d’indice
[SL2(Z) : Γ(N)] = |SL2(Z/NZ)| = N3
∏
p|N
(
1− 1
p2
)
.
On a l’égalité SL2(Z) = Γ(1).
Nous pouvons désormais déﬁnir les sous-groupes de congruence.
Définition 1.1. Soit Γ un sous-groupe de Γ(1), on dira que Γ est un sous-groupe de
congruence de niveau N s’il existe un entier N tel que Γ(N) ⊂ Γ. Le groupe Γ(N)
est appelé sous-groupe principal de congruence de niveau N .
Les sous-groupes de congruence sont d’indice ﬁni et agissent par homographie
sur H.
Parmi ces sous-groupes, nous avons les exemples classiques :
Γ0(N) =
{(
a b
c d
)
∈ SL2(Z) |
(
a b
c d
)
≡
(∗ ∗
0 ∗
)
(mod N)
}
et
Γ1(N) =
{(
a b
c d
)
∈ SL2(Z) |
(
a b
c d
)
≡
(
1 ∗
0 1
)
(mod N)
}
.
Le groupe Γ0(N) est appelé sous-groupe de Borel de niveau N .
1.1.2 Formes modulaires
Dans cette partie, nous introduisons rapidement les notions de fonctions et de
formes modulaires. En particulier, la fonction j, invariant modulaire, qui jouera un
rôle singulier dans la suite.
Définition 1.2. Soit k un entier, Γ un sous-groupe de congruence de SL2(Z), une
fonction f : H −→ C est une forme modulaire de poids k par rapport à Γ si
– f est holomorphe sur H
– f (γ(τ)) = (cτ + d)k f(τ) pour tout τ ∈ H et tout γ =
(
a b
c d
)
∈ Γ.
– ∀γ =
(
a b
c d
)
∈ SL2(Z), (cτ + d)−k f(γ(τ)) est holomorphe à l’inﬁni.
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Il nous faut éclaircir le dernier point, et déﬁnir ce que l’on entend par holomorphe
à l’inﬁni. Tout d’abord une fonction vériﬁant le deuxième point, vériﬁe pour un
certain T ∈ N
f(τ + T ) = f(τ), ∀τ ∈ H.
En eﬀet, si Γ(N) est un sous-groupe de Γ alors la matrice(
1 N
0 1
)
correspondant à la translation par N appartient à Γ.
De plus, l’application q(τ) déﬁnie sur H par q(τ) = e2iπτ/T envoie H sur le
disque épointé D∗ = {z ∈ C×, |z| < 1}. La fonction g déﬁnie par g (q) = f(τ),
est alors holomorphe sur D∗. On dira alors que f est holomorphe à l’inﬁni si g
s’étend holomorphiquement en 0. La fonction g a alors un développement en série
de Laurent, faisant intervenir uniquement des puissances positives de q. On a ainsi
déﬁni l’holomorphie à l’inﬁni pour une fonction vériﬁant le deuxième point de 1.2.
Or si f vériﬁe cette propriété il est facile de voir que la fonction (cτ + d)−k f(γ(τ))
vériﬁe la même propriété pour le sous-groupe de congruence γ−1Γγ.
Dans la ﬁn de cette partie, nous allons donner quelques exemples importants de
forme modulaire. Soit k un entier, on déﬁnit les fonctions Gk sur H par
Gk(τ) =
∑
Z2\{(0,0)}
1
(cτ + d)k
·
Les fonctions Gk sont des formes modulaires de poids k par rapport à Γ(1). On
déﬁnit alors trois autres fonctions dérivées de celles-ci :
g2(τ) = 60G4(τ), g3(τ) = 140G6(τ) et ∆(τ) = (g2(τ))3 − 27(g3(τ))2.
La fonction ∆ appelée discriminant modulaire est une forme modulaire de poids 12
par rapport à Γ(1).
La fonction η de Dedekind peut être déﬁnie à partir de ∆ :
η(τ) =
1
2π
∆(τ)1/12. (1.3)
Elle peut également être déﬁnie par un produit inﬁni
η(τ) = q1/24
∞∏
n=1
(1− qn), où q = e2iπτ (1.4)
et vériﬁe
η(τ + 1) = exp(2πi/24)η(τ)
η(−1/τ) = √−iτη(τ). (1.5)
Nous utiliserons ces proriétés dans la partie 2.2.
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Enﬁn on déﬁnit l’invariant modulaire j(τ) par
j(τ) =
g2(τ)3
∆(τ)
. (1.6)
Comme g32 et ∆ sont de poids 12, la fonction j est de poids 0. Ainsi pour tout
γ ∈ SL2(Z), on a
j(γ(τ)) = j(τ).
D’où le nom d’invariant modulaire. Cependant j n’est pas une forme modulaire,
puisqu’elle possède un pôle à l’inﬁni. On peut calculer le développement de j en série
de Fourier en suivant par exemple [JS87]. Les premiers termes de ce développement
sont :
j(τ) =
1
q
+ 744 + 196884q + 21493760q2 + 864299970q3 + 20245856256q4 + · · · .
(1.7)
où q = e2iπτ . Le terme 1/q conﬁrme le pôle à l’inﬁni. Les coeﬃcients du développe-
ment, ont la propriété remarquable d’être tous positifs.
1.1.3 Les courbes modulaires
Définitions
Dans cette partie nous allons voir une première méthode de construction de
courbes modulaires ainsi que leurs premières propriétés. Soit Γ un sous-groupe de
congruence de Γ(1). Commençons par étudier les propriétés topologiques du quo-
tient,
YΓ = Γ\H.
Ce quotient n’est pas compact. En eﬀet si l’on considère le cas de Y (1) et son
domaine fondamental D, il est clair qu’il y a un défaut de compacité en ∞. Il nous
faut donc ajouter ce point à "l’inﬁni" pour obtenir un objet compact. Pour généraliser
ce raisonnement nous allons introduire la notion de pointe. On étend l’action de Γ
à H ∪Q ∪ {∞} en posant (
a b
c d
)
· ∞ = a
c
,
l’action sur Q étant la même, que l’action sur H, en posant de plus(
a b
c d
)
· −d
c
=∞.
L’ensemble Q∪{∞} est stable sous l’action de Γ, et nous avons la déﬁnition suivante.
Définition 1.3. Soit Γ un sous-groupe de congruence de Γ(1), et YΓ = Γ\H. On
appelle pointes de YΓ, les orbites de Q ∪ {∞} sous l’action de Γ.
De plus on notera H¯ = H ∪Q ∪ {∞} le demi-plan de Poincaré étendu.
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Dans la suite nous noterons systématiquement c∞ la pointe correspondant à
l’orbite de ∞.
Remarquons que Y (1) possède une seule pointe c∞. Ce n’est bien sûr pas le cas
général, et le nombre de pointe aura une importance capitale dans notre algorithme
de recherche des points entiers. Celui-ci s’appliquera si nous avons trois pointes ou
plus.
Surfaces de Riemann
La présentation faite ici est essentiellement une synthèse de [Sh71] et [DS05]. Son
but est de ﬁxer les notations et d’éclairer les notions qui seront utilisées par la suite.
Les preuves ne seront pas données mais peuvent être trouvées dans les ouvrages cités
en référence ou tout livre traitant de la théorie élémentaire des courbes modulaires.
Soit Γ un sous-groupe de congruence de Γ(1), on déﬁnit alors la courbe modulaire
associée à Γ, par
XΓ = Γ\H¯.
Il s’agit de l’ensemble YΓ auquel on adjoint les pointes aﬁn de le rendre compact.
Le premier résultat concernant les courbes modulaires est le suivant
Théorème 1.4. Soit Γ un sous-groupe de congruence de Γ(1), alors la courbe mod-
ulaire XΓ est une surface de Riemann compacte.
Pour une preuve de ce résultat on peut se référer au chapitre 2 de [DS05]. Ce
résultat ne tient pas de la forme particulière des sous-groupes de congruence. Il est
en fait un corollaire d’un résultat plus général assurant que le quotient de H¯ par
un groupe fuchsien (sous-groupe discret de SL2(R)) est une surface de Riemann. On
pourra se référer au chapitre 5 de [JS87] ou au chapitre 1 de [Sh71] pour ce théorème
général.
Comme pour X(1) on peut déﬁnir un domaine fondamental pour XΓ. En eﬀet
en trouvant un système de représentants de Γ/Γ(1), noté par exemple γ1, . . . γr où
r = [Γ(1) : Γ]. Un domaine fondamental pour XΓ est donné par
∆ =
r⋃
i=1
γiD¯ (1.8)
où D¯ = D ∪ {∞} est déﬁni par (1.1).
Topologiquement, une surface de Riemann est une somme connexe de tores. Le
genre est le nombre de tore composant la surface de Riemann. L’objectif de ce qui
suit est de calculer, ou du moins de donner une méthode de calcul du genre de la
surface. Nous verrons dans la partie 1.2 que nous pouvons calculer très simplement
le genre de la courbe qui nous intéressera. Aﬁn de calculer, ce genre nous aurons
besoin de quelques déﬁnitions.
Définition 1.5. Soit z ∈ H, on dit que z est un point elliptique pour Γ, s’il existe
un élément γ ∈ Γ tel que γ · z = z.
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Soit z est un point elliptique, on note Γz le stabilisateur de z dans Γ c’est-à-dire
le sous-groupe de Γ vériﬁant
Γz = {γ ∈ Γ, γ · z = z}.
Alors, Γz est un sous-groupe cyclique ﬁni de Γ. On peut faire une étude plus ﬁne
de Γz. Dans [Sh71], l’auteur montre que les éléments de Γ(1) ﬁxant un élément
elliptique sont conjugués à l’un de ces éléments
±
(
0 −1
1 0
)
, ±
(
0 −1
1 −1
)
, ±
(−1 1
−1 0
)
. (1.9)
On appelle période d’un point elliptique l’entier
|{±I}Γz/{±I}| .
Un calcul facile nous permet d’aﬃrmer que les points elliptiques sont de périodes 2
ou 3. Dans le cas de X(1), on connaît les points elliptiques, il s’agit des orbites de i
et de e2iπ/3.
Nous allons introduire la ramiﬁcation : celle-ci nous sera très utile par la suite,
d’abord pour calculer le genre de notre courbe mais également plus tard, lorsque nous
introduirons les paramètres locaux. Cette notion est liée aux surfaces de Riemann.
Soit X et Y deux surfaces de Riemann compacte et f une fonction holomorphe
non-constante de X vers Y , alors f est surjective. Soit y ∈ Y , alors f−1(y) est
un ensemble ﬁni de X. Soit x ∈ f−1(y), t un paramètre local en x (c’est-à-dire
un homéomorphisme d’un voisinage de x vers un ouvert de C compatible avec les
cartes de la surface de Riemann sous-jacente) et u un paramètre local en y tels que
t(x) = u(y) = 0, on appelle alors indice de ramification de f en x et on note ex, la
multiplicité de u ◦ f en x. En d’autres termes, au voisinage de x on a
u(f(z)) = at(z)ex + bt(z)ex+1 + . . . , a 6= 0.
On a alors le résultat suivant : pour tout point y ∈ Y l’entier
d =
∑
x∈f−1(y)
ex (1.10)
est indépendant de y et dépend seulement des surfaces de Riemann et de la fonction
f , c’est pourquoi on l’appelle degré de f .
Définition 1.6. Soient X et Y deux surfaces de Riemann compactes, f : X 7→ Y
une fonction holomorphe et x ∈ X, on dira que x est ramifié si ex > 1, sinon on
dira que x est non ramifié.
La formule de Riemann-Hurwitz lie le genre de X et de Y . On note g le genre
de X et g′ le genre de Y . On a alors
2g − 2 = d(2g′ − 2) + ∑
x∈X
(ex − 1) (1.11)
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Genre des courbes modulaires
Regardons maintenant ce qui se passe dans le cas des courbes modulaires. Soit Γ
un sous-groupe de congruence de Γ(1). On a alors une application naturelle de XΓ
vers X(1) qui nous permet via la formule de Riemann-Hurwitz (1.11), de déduire le
genre de XΓ du genre de X(1) et des propriétés arithmétiques de XΓ. Étudions de
plus près le genre de X(1) et la ramiﬁcation de XΓ 7→ X(1).
On constate, par exemple en regardant le domaine fondamental de X(1) (ﬁgure
1.1 page 18), que X(1) est simplement connexe. La seule surface de Riemann com-
pacte simplement connexe étant la sphère de Riemann, on en déduit que X(1) est
de genre 0.
Pour ce qui est de la ramiﬁcation de XΓ 7→ X(1), observons de plus près l’appli-
cation ϕ suivante,
H¯ H¯
XΓ′ XΓ
Id
πΓπΓ′
ϕ
où πΓ′ et πΓ sont les projections naturelles et
Γ′ ≤ Γ ≤ Γ(1).
Avant d’étudier le degré de l’application, on remarque que l’action de I2 et −I2 sur
H¯ coïncide, il parait alors opportun d’introduire Γ (respectivement Γ′), le quotient
de Γ (respectivement Γ′) par {±I2}. soit P ∈ XΓ on a alors
ϕ−1(z) = πΓ′
(
π−1Γ (z)
)
= πΓ′ (Γ · z) =
(
Γ′\Γ
)
· z.
Le degré de ϕ est donc
[
Γ : Γ
′]
.
Étudions maintenant les éventuels cas de ramiﬁcation, pour cela nous utilisons
la proposition 1.37 de [Sh71] qui lie l’indice de ramiﬁcation et les stabilisateurs.
Proposition 1.7. On utilise les notations précédentes. Soient P ∈ XΓ, {Q1, . . . , Qr}
l’image réciproque de P par ϕ, et ek l’indice de ramification de ϕ en Qk. On choisit
alors zk ∈ H¯ tel que πΓ′(zk) = Qk on a alors la formule
ek =
[
Γ
′
zk
: Γzk
]
,
où Γ
′
zk
et Γzk sont toujours les stabilisateurs de zk dans leurs groupes respectifs.
On remarque ainsi, que seuls les points "au dessus" d’un point elliptique ou d’une
pointe peuvent être ramiﬁés.
Cela permet d’énoncer la proposition suivante qui en découle en l’appliquant à
XΓ 7→ X(1).
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Théorème 1.8. Soit Γ un sous-groupe de congruence de Γ(1). Soit f : XΓ 7→ X(1)
la projection naturelle de degré d. Soit ν2 et ν3 le nombre de points elliptiques de
période 2 et 3 dans XΓ, et ν∞ le nombre de pointes de XΓ. Alors le genre g de XΓ
est donné par
g = 1 +
d
12
− ν2
4
− ν3
3
− ν∞
2
·
Pour ﬁnir cette partie, on donne l’exemple de X(N). En remarquant qu’aucun
des éléments de (1.9) n’appartient à Γ(N) pour N > 1, la proposition précédente
nous permet de calculer le genre gN de X(N) en fonction de ν∞ nombre de pointe
de X(N). On a
gN = 1 +
d
12
− ν∞
2
·
Pour calculer ν∞, on calcule l’indice de ramiﬁcation des pointes, c’est-à-dire l’indice
de ramiﬁcation des points "au dessus" de ∞, on conclut grâce à la formule (1.10).
Or on a les stabilisateurs suivants (voir [Sh71])
Γ(1)∞ = 〈
(
1 1
0 1
)
〉 et Γ(N)∞ = 〈
(
1 N
0 1
)
〉.
Donc l’indice de ramiﬁcation de toutes les pointes est égal à N . Si l’on note d le
degré de l’application on a
ν∞ = d/N d’où gN = 1 +
d
12
+
d
2N
·
Finalement on peut expliciter complètement gN , en calculant d =
[
Γ(1) : Γ(N)
]
.
Si N = 2, I2 ∈ Γ(2) et on obtient d = 6 et donc g2 = 0.
Si N > 2 alors −I2 /∈ Γ(N) ainsi
[
Γ(1) : Γ(N)
]
= [Γ(1) : Γ(N)] /2 =
N3
2
∏
p|N
(
1− 1
p2
)
.
Finalement pour N > 2, on a
gN = 1 +
N2
24
(N − 6)∏
p|N
(
1− 1
p2
)
.
1.1.4 Un autre point de vue sur les courbes modulaires
Liens avec les courbes elliptiques
Soit E/K une courbe elliptique déﬁnie sur un corps de caractéristique nulle, E
a alors, une équation de Weierstrass :
y2 = 4x3 − c2x− c3,
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où c2, c3 ∈ K et ∆ = c32 − 27c23 6= 0. On appelle j-invariant de E, noté jE ,
jE =
c32
∆
· (1.12)
Soient E et E ′ deux courbes elliptiques déﬁnies sur C, E et E ′ sont isomorphes
si et seulement si elles ont le même j-invariant.
Soit E une courbe elliptique déﬁnie sur C. Alors il existe un réseau Λ de C tel
que E(C), l’ensemble des points complexes de E, soit isomorphe à C/Λ. On note ℘
de Weierstrass associée à Λ,
℘Λ(z) =
1
z2
+
∑
ω∈Λ\{0}
(
1
(z − w)2 −
1
ω2
)
,
déﬁnie pour z ∈ C \ Λ. Alors l’isomorphisme mentionné ci-dessus est
C/Λ −→ E(C)
z −→ (℘Λ(z), ℘′Λ(z))
(1.13)
Réciproquement à tout réseau de C on peut associer une courbe elliptique déﬁnies
par l’équation
y2 = 4x3 − g2(Λ)x− g3(Λ),
où g2(Λ) = 60G4(Λ), g3(Λ) = 140G6(Λ) et
Gk(Λ) =
∑
ω∈Λ\{0}
1
ωk
.
On a ainsi une bijection entre les courbes elliptiques déﬁnie sur C et les réseaux
de C. Deux courbes elliptiques ainsi déﬁnies par Λ et Λ′ sont isomorphes s’il existe
λ ∈ C× tel que Λ = λΛ′.
Soit Λ un réseau de C et ω1, ω2 ∈ C tels que ω1/ω2 ∈ H. On s’intéresse ici à la
classe d’isomorphisme de la courbe elliptique E déﬁnie sur C et correspondant à Λ,
d’après ce qui précède, la courbe elliptique déﬁnie par
Λ′ =
ω1
ω2
Z⊕ Z,
est isomorphe à E. Ainsi pour chaque classe d’isomorphisme de courbe elliptique E ,
il existe ω ∈ H tel que la courbe EΛ ∈ E où Λ = ωZ⊕ Z.
Enﬁn deux tels réseaux sont égaux s’il existe γ ∈ SL2(Z) tel que t(ω, 1) = γ t(ω′, 1).
Finalement l’application qui a une classe d’isomorphisme E associe un élément ω de
Γ(1)\H tel que EωZ⊕Z ∈ E déﬁnit une bijection entre les classes d’isomorphisme de
courbes elliptiques déﬁnies sur C et la courbe modulaire Y (1).
Cette bijection, explique le lien entre le j-invariant introduit au début de cette
partie et l’invariant modulaire introduit à la partie 1.1.2. Soit τ ∈ H, on peut calculer
l’invariant modulaire associé à τ noté j(τ). Ce même τ conduit via la bijection,
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introduite plus haut, à une classe d’isomorphisme de courbes elliptiques déﬁnies sur
C, ayant toute le même j-invariant jE . On a alors
j(τ) = jE
Dans toute la suite, on parlera indiﬀéremment de l’invariant modulaire et du
j-invariant de E.
La loi de groupe induite par l’addition sur C/Λ, peut se transposer aux courbes
elliptiques, de sorte que l’on peut munir les courbes elliptiques d’une loi de groupe
abélien sur ses points. On note O le neutre pour cette loi, End(E) le groupe des
endomorphismes de E et Aut(E), le groupe des éléments inversibles de End(E).
Soit m ∈ Z, alors la multiplication par m, notée traditionnellement [m] :
[m] : E −→ E
P −→


P + P + · · ·+ P︸ ︷︷ ︸
m fois
si m > 0
︷ ︸︸ ︷
−P − P − · · · − P si m < 0
(1.14)
Dans la plupart des cas les multiplications parm seront les seuls endomorphismes
de E, de sorte que End(E) ≃ Z. Si End(E) est strictement plus grand que Z, on
dira que E a une multiplication complexe.
Soit E[N ] le noyau de la multiplication par N , c’est-à-dire : les points de N-
torsion de E . Alors
E[N ] ≃ Z
NZ
× Z
NZ
·
Il existe une forme bilinéaire antisymétrique non dégénérée de E[N ]×E[N ] dans
le groupe des racines N -ème de l’unité appelée couplage de Weil noté eN (·, ·). On
peut se référer à la partie III.8 de [Si08] pour une construction du couplage de Weil.
Soit ϕN un isomorphisme entre E[N ] et (Z/NZ)
2. On dira alors que le couple
(E,ϕN) est muni d’une structure de niveau N .
Soit E une courbe elliptique déﬁnie sur Q, alors le groupe de Galois Gal(Q/Q),
agit sur les points de torsions de E. En identiﬁant E[N ] avec (Z/NZ)2, on obtient
ainsi une représentation galoisienne de Gal(Q/Q) :
ρn : Gal(Q/Q) −→ GL2(Z/NZ) (1.15)
Cette représentation galoisienne joue un rôle important dans la suite et motive une
partie des résultats. Si on se restreint la question à N = p, un nombre premier :
J.P. Serre montre dans [Se72] que pour toutes courbes elliptiques déﬁnies sur Q
sans multiplication complexe, cette représentation galoisienne est surjective, à partir
d’un certain rang dépendant de la courbe elliptique. Il a alors conjecturé que ce
rang pouvait être indépendant de la courbe elliptique. Actuellement, on pense que
p = 37 est un bon candidat pour cette conjecture. Pour étudier cette conjecture, on
suppose que ρn
(
Gal(Q/Q)
)
n’est pas égal à GL2(Z/pZ), il est alors inclus dans un
sous-groupe maximal de GL2(Z/pZ). Or ces sous-groupes sont bien connus il s’agit
de :
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– Les sous-groupes de Borel, projection de Γ0(p) modulo p
– Les sous-groupes dits exceptionnels, c’est-à-dire isomorphes à A4, S4, A5.
– Les normalisateurs de sous-groupes de Cartan déployés
– Les normalisateurs de sous-groupes de Cartan non déployés.
Serre a résolu la conjecture dans le deuxième cas, Mazur dans le premier, et Yu.
Bilu et P. Parent dans le troisième. En revanche le dernier cas est toujours ouvert.
Soit E une courbe elliptique déﬁnie sur C. On dira que (E,ϕN) est muni d’une
structure de niveau N canonique si
eN
(
ϕ−1N (1, 0), ϕ
−1
N (0, 1)
)
= e2iπ/N .
Comme pour les courbes elliptiques, on peut relier les classes d’isomorphisme de
courbes elliptiques, munies d’une structure de niveau N , aux courbes modulaires.
Par isomorphisme on entend un isomorphisme f de E vers E ′, tel que le diagramme
suivant commute
E[N ] E[N ]
(Z/NZ)2 (Z/NZ)2
f
ϕN ϕ′N
Alors on a une bijection entre les classes d’isomorphisme de courbes elliptiques
munies d’une structure de niveau N et la courbe modulaire Y (N). La bijection
explicite est traitée dans [Ma77].
1.1.5 De X(N) à XH
Nous avons vu dans la partie 1.1.3 que les courbes modulaires ont une structure
de surface de Riemann compacte. Un résultat classique de géométrie algébrique et
analytique, nous assure que les courbes modulaires ont une structure de courbe
algébrique complexe. Dans le cas des courbes modulaires de niveau N on peut être
plus précis et montrer qu’il y a un modèle standard sur Q (ζN), que nous utiliserons
dans la suite. Par exemple la courbe X(N) est déﬁnie sur Q(ζN) et la courbe X(1)
est déﬁnie sur Q. On peut alors facilement déterminer le corps de déﬁnition des
courbes modulaires.
Quand on étudie une courbe algébrique, on s’intéresse généralement à leur corps
de fonctions. L’étude du corps de fonctions des courbes modulaires apporte beaucoup
d’informations sur celles-ci. Nous avons déjà construit une fonction rationnelle sur
X(1) dans la partie 1.1.2. En eﬀet, l’invariant modulaire j est une fonction de degré
1 de Q(X(1)) non triviale. On a
Q(X(1)) = Q(j).
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Le corps de fonctions de X(N) est bien connu, une description complète est don-
née dans le chapitre 7 de [DS05], ou encore dans le chapitre 6 de [Sh71]. Au delà des
éléments composant Q (ζn) (X(N)), c’est la structure de celui ci qui nous intéresse.
En eﬀet, Q (ζn) (X(N)) est une extension galoisienne de Q(X(1)) de groupe de Ga-
lois GL2(Z/NZ)/{±I2}. Nous présentons dans la proposition suivante les propriétés
essentielles concernant les fonctions de X(N).
Proposition 1.9. Soit f ∈ Q(ζN)
(
X(N)
)
on a les propriétés suivantes :
1. Soit σ ∈ SL2(Z/NZ) on a
fσ = f ◦ σ˜,
où à droite on considère f comme une fonction Γ(N)-automorphe sur H¯, et
σ˜ est le relèvement de σ à Γ(1) = SL2(Z). Le résultat est indépendant du choix
du relèvement.
2. Soit σ ∈ GL2(Z/NZ) on a
ζσN = ζ
detσ
N . (1.16)
3. La fonction f a un développement
f =
∞∑
k=k0
akq
k/N ∈ Q(ζN )((q)).
Alors pour σ = ( 1 00 d ) le développement de f
σ est
fσ =
∞∑
k=k0
aσkq
k/N .
L’action de Galois de σ ∈ GL2(Z/NZ) sur Q (ζn) est donnée par
σ (ζn) = ζdetσn .
De sorte que l’on a Gal (Q (ζn) (X(N))/Q (ζn) (j)) = SL2(Z/NZ)/{±I2}.On a donc
les extensions galoisiennes suivantes :
Q (ζn) (X(N))
Q (ζn) (X(1))
Q(X(1))
SL2(Z/NZ)/{±I2}
GL2 (Z/NZ) /{±I2}
(Z/NZ)×
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Soit H un sous-groupe de GL2 (Z/NZ) contenant −I2, on peut alors identiﬁer
H avec un sous-groupe de Gal (Q (ζn) (X(N))/Q(X(1))). On obtient par correspon-
dance de Galois un sous-corps de Q (ζn) (X(N)) auquel correspond une courbe mod-
ulaire notéeXG. L’image deH par l’application déterminant est alors un sous-groupe
de (Z/NZ)× isomorphe à Gal (Q(ζN)/Q) noté det(H). La courbe modulaire XH est
déﬁnie sur Q(ζN)det(H).
On peut relier cette construction algébrique des courbes modulaires, à la con-
struction géométrique vue dans la partie 1.1.3. On note G = H ∩ SL2(Z/NZ), et
Γ un relèvement de G à SL2(Z). La courbe XG(C) est alors isomorphe à la courbe
modulaire XΓ.
Les courbes modulaires générales peuvent également être reliées aux courbes
elliptiques. Dans la partie précédente, nous avons vu que la courbeX(N), classiﬁe les
classes d’isomorphismes de courbes elliptiques munies d’une structure de niveau N .
Soit (E,ϕN) un point de X(N). Alors GL2(Z/NZ) agit sur X(N). Cette action est
induite par l’action du groupe linéaire sur E[N ] ≃ (Z/NZ)2. Soit σ ∈ GL2(Z/NZ),
l’action de σ sur les points de X(N) est déﬁnie par
σ ((E,ϕN)) = (E, σ ◦ ϕN) .
Soit G un sous-groupe de GL2(Z/NZ) comme ci-dessus. On peut alors déﬁnir une
relation d’équivalence induite par les G-orbites de X(N) et déﬁnie par
(E,ϕN)R(E ′, ϕ′N)⇐⇒ E ≃ E ′ et ∃σ ∈ G, ϕN = σ ◦ ϕ′N .
On a alors XG = G\X(N) = X(N)/R.
1.2 La courbe modulaire X+ns(p)
Dans la partie 1.1.4, on a vu que le normalisateur du sous-groupe de Cartan
déployé, joue un rôle important dans l’étude de la représentation galoisienne associée
à une courbe elliptique. À ce jour la question de la surjectivité de cette représentation
reste ouverte dans le cas de normalisateur de sous-groupes de Cartan non déployés.
Dans la partie 2.1, nous verrons que la surjectivité de ρp se ramène à la recherche des
points rationnels sur la courbe modulaire associée au normalisateur du sous-groupe
de Cartan non déployé de niveau p.
À partir de maintenant on se restreint à un niveau p premier impair.
1.2.1 Sous-groupes de Cartan non déployés et leurs normal-
isateurs
À tout sous-groupe G de GL2(Fp), on peut associer une courbe modulaire. G
est alors inclus dans un sous groupe maximal. L’étude des sous-groupes maximaux
de GL2(Fp), conduit à quatre familles : les sous-groupes exceptionnels, les sous-
groupes de Borel et les sous-groupes de Cartan déployés et non déployés et leurs
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normalisateurs. Nous nous intéressons à la dernière famille et commençons par déﬁnir
les sous-groupes de Cartan non déployés.
Soit Ξ ∈ Fp, qui ne soit pas un carré dans Fp. De sorte que le corps Fp2 est un
Fp-espace vectoriel de dimension 2 de base {1, α} où α est une racine de X2 − Ξ.
Fp [Ξ]
× agit naturellement sur Fp [Ξ]. Cette action induit une injection de Fp [α]
×
dans GL2 (Fp). On appelle sous-groupe de Cartan non déployé , et l’on note Cns(p)
l’image de Fp [α]
×. On a la présentation suivante de Cns(p) :
Cns(p) =
{(
a Ξb
b a
)
, (a, b) ∈ F2p \ {(0, 0)}
}
. (1.17)
De sorte que l’on a |Cns(p)| = p2 − 1. Si p ≡ 3 (mod 4), on peut prendre Ξ = −1.
Soit C+ns(p)
C+ns(p) = {g ∈ GL2(Fp) | gCns(p)g−1 = Cns(p)},
le normalisateur de Cns(p).
Tout d’abord, un petit calcul permet de voir que(
1 0
0 −1
)
∈ C+ns(p).
Pour déterminer le normalisateur complètement, on le fait agir par conjugaison
sur Cns(p). Soit S ∈ C+ns(p) ⊂ GL2(Fp), on a alors le morphisme induit,
Cns(p) 7→ Cns(p)
X 7→ SXS−1 (1.18)
En identiﬁant, le sous-groupe de Cartan non déployé avec Fp [Ξ]
×, on obtient un
automorphisme de corps
Fp2 7→ Fp2
x 7→ sxs−1 (1.19)
Comme [Fp2 : Fp] = 2, il n’y a que deux automorphismes de corps : l’identité et
la conjugaison. Si l’automorphisme trouvé est l’identité, alors s commute avec tous
les éléments du corps et donc s ∈ F×p2 et par suite S ∈ Cns(p). On a donc construit
une application de C+ns(p) dans Aut(Fp2/Fp) de noyau Cns(p). Ainsi Cns(p) est d’indice
2 dans C+ns(p) de sorte que l’on a
C+ns(p) = 〈Cns(p),
(
1 0
0 −1
)
〉 =
{(
a Ξb
b a
)
,
(
a −Ξb
b −a
)
, (a, b) ∈ F2p \ {(0, 0)}
}
(1.20)
On a donc |C+ns(p)| = 2 (p2 − 1)
Remarque 1.10. Si on choisit un autre élément Ξ qui ne soit pas un carré de Fp,
on obtient un sous groupe conjugué.
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1.2.2 La courbe modulaire X+ns(p)
Pour déﬁnir la courbe modulaire associée à C+ns(p), on suit la présentation faite
dans 1.1.5. On plonge C+ns(p) dans le groupe Galois
Gal(Q(ζp)(X(p))/Q(j)) ≃ GL2(Fp)/{±I2}.
On peut se référer à la ﬁgure 2.2 page 53 pour avoir une représentation des ex-
tensions de corps utilisées ici. Par correspondance galoisienne, on construit alors la
courbe modulaire correspondant au sous-corps Q(ζp)(X(p))C
+
ns(p). L’image de C+ns(p)
par le déterminant est (Z/pZ)×. De sorte que, la courbe X+ns(p) est déﬁnie sur
Q(ζp)(Z/pZ)
×
= Q.
Géométriquement, en notant Γns(p) le relèvement de C+ns(p) ∩ SL2(Z/NZ) au
groupe modulaire, on a la bijection
X+ns(p)(C) ≃ Γns(p)\H¯.
Le lemme [BI11, Lemma 2.3] dû à Yu. Bilu et M.Illengo, nous permet d’étudier
les pointes éventuelles de X+ns(p), et leurs représentations dans la bijection ci-dessus.
Soit Mp = ((Z/pZ)× (Z/pZ)) \ {(0, 0)}, et G1 = C+ns(p) ∩ SL2(Z/pZ). Alors
G1\Mp ≃ {pointes}.
On obtient la proposition :
Proposition 1.11. Les pointes de X+ns(p) sont en bijection avec les ensembles
Lc = {(x, y) ∈Mp, x2 − Ξy2 = ±c},
où c ∈ F×p /{±1}. Ainsi la courbe X+ns(p) possède (p− 1)/2 pointes.
Démonstration. Pour démontrer cette première proposition, on montre que chaque
Lc est stable sous l’action de G1. Soit M ∈ G1 donnée par
M =
(
a Ξb
b a
)
, avec a2 − Ξb2 = 1
et (x, y) ∈ Lc on a alors (
a Ξb
b a
)
·
(
x
y
)
=
(
ax+ Ξby
bx+ ay
)
De sorte que l’on a
(ax+ Ξby)2 − Ξ (bx+ ay)2 = x2
(
a2 − Ξb2
)
− Ξy2
(
−Ξb2 + a2
)
= ±c,
et (ax+ Ξby, bx+ ay) ∈ Lc. La même vériﬁcation fonctionne avec la matrice(
1 0
0 −1
)
.
Et les ensembles Lc sont bien stables par G1. On conclut la preuve en vériﬁant la
transitivité de l’action.
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Les pointes de X+ns(p) sont déﬁnies sur le sous-corps réel maximal de Q(ζp), noté
Q(ζp)+ = Q(ζp + ζp). Ainsi le groupe de Galois Gal (Q(ζp)+/Q) ≃ F×p /{±1}, agit
sur les pointes.
L’action naturelle de C+ns(p) sur F2p \{(0, 0)} induit une action sur les pointes. Au
vu de la démonstration de la proposition 1.11, cette action est entièrement déter-
miner par le déterminant de la matrice.
Soit H un sous-groupe de F×p contenant −1. On déﬁnit le sous-groupe de C+ns(p),
GH par
GH = {g ∈ C+ns(p) : det g ∈ H}. (1.21)
En particulier, GF×p = C+ns(p) et G{1} = G1. Ainsi GH agit sur les pointes de X+ns(p).
Soit c une pointe, Lc l’orbite associée et H comme ci dessus on a alors
GH · Lc = LcH.
Notons d = [F×p : H ], l’action de GH sur Mp a exactement d orbites. Chaque orbite
est déﬁnie sur K = Q(ζp)H , sous-corps de Q(ζp) de degré d.
À partir de ces orbites on peut trouver un système de représentants des pointes
dans Q ∪ {∞}. Soit c ∈ F×p /{±1}, et (x, y) ∈ Lc tels que
x2 − Ξy2 = c.
Soit
Mc =
(
c−1x −Ξy
−c−1y x
)
∈ SL2(Fp).
On note σc ∈ SL2(Z) un relèvement de Mc. Cette matrice vient directement de la
proposition 1.13, ci-dessous. L’algorithme 1 donnera un moyen rapide pour eﬀectuer
un tel relèvement. Alors l’ensemble
{σc(∞), c ∈ Fp/{±1}},
est un système de représentants des pointes.
Intéressons nous à présent à la ramiﬁcation de X+ns(p) 7→ X(1), d’après ce que
nous avons vu dans la partie 1.1.3, le degré est égal à
[SL2(Z) : Γns(p)] = [SL2(Z/pZ) : G1] =
p3 − p
2(p2 − 1)/(p− 1) =
p(p− 1)
2
·
De sorte que chaque pointe a un indice de ramiﬁcation égal à p.
Aﬁn de déterminer le genre de la courbe X+ns(p) nous devons étudier la ramiﬁca-
tion au dessus de i et e2iπ/3 = ρ.
Or la proposition 7.10. de [Ba10], nous donne le nombre de points elliptiques de
X+ns(p). Nous en donnons ici une version adaptée à notre situation.
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Lemme 1.12. Soit ν2, ν3 le nombre de points elliptiques de X+ns(p) d’ordre 2 et 3
respectivement. On a alors
ν2 =
{
p−1
2
si p ≡ 1 (mod 4)
p+3
2
si p ≡ 3 (mod 4) et ν3 =
{
1 si p ≡ 2 (mod 3)
0 sinon
(1.22)
On en déduit le genre de la courbe
g
(
X+ns(p)
)
=


p2−10p+33
24
si p ≡ 1 (mod 12)
(p−5)2
24
si p ≡ 5 (mod 12)
(p−3)(p−7)
24
si p ≡ 7 (mod 12)
p2−10p+13
24
si p ≡ 11 (mod 12)
(1.23)
Le genre d’une courbe a une inﬂuence toute particulière sur le nombre de points
entiers de celle-ci. En eﬀet, un théorème de Siegel [Si29] assure qu’une courbe de
genre g, avec ν∞ pointes vériﬁant
2− 2g − ν∞ < 0,
a un nombre ﬁni de points entiers. La formule trouvée pour le genre de X+ns(p) nous
permet d’aﬃrmer que, si p ≥ 7 la courbe X+ns(p) n’a qu’un nombre ﬁni de points
entiers. La preuve du théorème de Siegel n’étant pas eﬀective, la description de
ceux-ci reste une question ouverte, c’est l’objet du chapitre 2. Nous supposerons
donc dans la suite p ≥ 7.
Pour conclure cette partie, nous allons chercher le domaine fondamental associé
à une courbe X+ns(p). D’après ce que l’on a vu dans la partie 1.1.3, il nous suﬃt
de trouver un système de représentants de Γns\Γ(1). Pour cela il suﬃt de trouver
un système de représentants de G1\SL2(Fp). On utilise alors la proposition 6.3.
de [Ba10] qui nous donne :
Proposition 1.13. Pour tout c ∈ F×p , on choisit un élément de (xc, yc) de Lc. Alors
l’ensemble
S =
{(
c−1xc −Ξyc + axc
−c−1yc xc − a
)
, où c ∈ F×p , a ∈ Fp
}
,
est un système de représentants de G1\SL2(Fp)
On retrouve la matrice Mc introduite plus haut pour représenter les pointes. Il
nous reste maintenant à relever chaque matrice de S à SL2(Z). Pour cela on utilise
l’algorithme suivant
Démonstration. Pour obtenir U et V , on eﬀectue des opérations sur les lignes et les
colonnes. Le théorème des diviseurs élémentaires nous assure alors leurs existences.
On vériﬁe alors
WUMVX ≡
(
1 0
1− a1 1
)
︸ ︷︷ ︸
∈SL2(Z)
(mod p).
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Algorithme 1 Relever une matrice de SL2(Fp) à SL2(Z)
Entrées: M ∈M2(Z) telle que det(M) ≡ 1 (mod p).
Sorties: N ∈ SL2(Z) telle que N ≡M (mod p).
1: On cherche U, V ∈ SL2(Z) telles que
UMV =
(
a1 0
0 a2
)
∈ SL2(Z/pZ).
2: On pose
W :=
(
a2 1
a2 − 1 1
)
, X :=
(
1 −a2
0 1
)
;
3: Retourner N := U−1W−1
(
1 0
1− a1 1
)
X−1V −1.
Enﬁn N ∈ SL2(Z) comme produit de matrices de SL2(Z) et
N ≡M (mod p).
Cet algorithme conjugué à la proposition 1.13 nous permet donc de trouver un
système de représentants de Γ+ns\Γ(1).
Un système de représentants est dit optimal Σ si(
σ1, σ2 ∈ Σ | σ1(i∞) ≡ σ2(i∞) mod Γ+ns
)
=⇒ σ1(i∞) = σ2(i∞).
On peut toujours trouver un système de représentants optimal à partir d’un système
de représentants Σ. En eﬀet, la Γ+ns-équivalence de σ1(i∞) et σ2(i∞) déﬁnit une
relation d’équivalence sur Σ. Soit σ1, . . . , σm une classe d’équivalence. Alors il existe
γ2, . . . , γm ∈ Γ+ns tel que σ1(i∞) = γk ◦ σk(i∞) pour k = 2, . . . , m. On remplace alors
σ2, . . . , σm par γ2 ◦ σ2, . . . , γm ◦ σm. En recommençant l’opération pour toutes les
classes d’équivalence on obtient un système de représentants optimal.
Dans la suite on ﬁxe Σ un système de représentants optimal. D’après (1.8) un
domaine fondamental de X+ns(p) est donné par
∆ =
⋃
σ∈Σ
σ(D) (1.24)
L’utilisation d’un système de représentants optimal, nous permet d’obtenir des do-
maines connexes autour de chaque pointe. Dans la ﬁgure 1.2, nous avons représenté
un domaine fondamental de X+ns(7). A priori le domaine obtenu par la méthode
précédente n’est pas connexe, mais en utilisant des éléments bien choisis de Γ+ns on
peut le rendre connexe.
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c2 c3
c1 =∞
τ(P )
τ0(P )
Ωc2
Figure 1.2 – Domaine fondamental de X+ns(7)
Pour ﬁnir cette partie nous introduisons deux notions utiles dans la suite. Soit
P un point de X+ns(p)(C). On notera τ = τ(P ) l’image de P par la bijection
X+ns(p)(C) ≃ Γ+ns(p)/H¯.
Soit ∆ un domaine fondamental de X+ns(p) donné par (1.24). On a alors une projec-
tion naturelle de ∆ sur D donné par
∆ 7→ D
τ 7→ σ−1i (τ) où τ ∈ σi(D)
(1.25)
On notera τ0(P ) l’image de τ(P ) par cette projection. On remarque que pour tout
P ∈ X+ns(p)(C), on a |τ0(P )| ≥ 1 et Im(τ0(P )) ≥
√
3
2
·
Pour toute pointe c on note Ωc et on appelle voisinage de c dans X+ns(p)(C),
l’ensemble :
Ωc = image de

 ⋃
σ(i∞)=c
σD◦

 ∪ {c}. (1.26)
où D◦ = D \ {τ ||τ | = 1 ou Re(τ) = 1/2} Les ensembles Ωc sont disjoints, et re-
couvrent X+ns(p)(C) privée des points tels que |τ0(P )| = 1. Dans le ﬁgure 1.2, on a
représenté en gris le voisinage Ωc2 de c2.
Soit P ∈ X+ns(p)(C), on dira que c est la pointe la plus proche de P si τ(P ) ∈ Ωc.
Dans le ﬁgure 1.2, la pointe la plus proche de P est c2. Par abus de langage, il nous
arrivera de dire que P appartient à Ωc
1.2. La courbe modulaire X+ns(p) 37
Enﬁn, pour eﬀectuer des calculs nous aurons besoin d’un paramètre local. La
fonction τ 7→ q(τ) = q2πiτ est une fonction analytique sur H (cf partie 1.1.2, qui
s’annule en i∞ ; on l’appelle q-paramètre. Soit c une pointe de X+ns(p), on déﬁnit
le q-paramètre en c comme suit. Soit σ ∈ Σ tel que σ(i∞) représente c. Alors le
q-paramètre en c est déﬁni par qc = q ◦ σ−1. Plus explicitement on a
qc(P ) = e2iπτ0(P ).
Puisque Σ est optimal, qc dépend seulement de Σ, mais pas du choix particulier de σ.
La fonction qc est analytique sur H et s’annule en σ(i∞). Comme pour P ∈ Ωc on
a Im(τ0(P )) >
√
3/2 d’où
|qc(P )| < e−π
√
3 < 0.0044. (1.27)
L’indice de ramiﬁcation de l’application X+ns(p) 7→ X(1) en chaque pointe étant
p, l’application P 7→ q1/pc est un paramètre local en c de sorte que pour une fonction
u sur X+ns(p) on a
Ordqcu =
Ordcu
p
· (1.28)
Ces déﬁnitions vont nous permettre de faire des calculs sur la courbe modulaire,
ainsi que sur ses fonctions. On a toujours le qc développement de l’invariant
j(τ) =
1
qc
+744+196884qc+21493760q2c+864299970q
3
c+20245856256q
4
c+· · · . (1.29)

Chapitre 2
Points entiers sur la ourbe
X+ns(p)
La courbe X+ns(p) est une courbe algébrique déﬁnie sur Q. On déﬁnit la var-
iété aﬃne Y +ns (p) comme la courbe X
+
ns(p) privée des pointes. On note Y
+
ns (p)(Q)
l’ensemble des points rationnels de Y +ns (p). On considère à présent les points entiers
de Y +ns (p), c’est-à-dire les points de Y
+
ns (p) ayant des coordonnées entières. J.P Serre,
a montré dans [Se97] que les points entiers P de Y +ns (p) sont les points rationnels
vériﬁant j(P ) ∈ Z.
Le but de ce chapitre est de trouver, étant donné un nombre premier p ≥ 7, tous
les points entiers de Y +ns (p). Pour cela nous utiliserons la méthode de Baker. Nous
serons amenés à manipuler des objets techniques tels que les unités modulaires et
les formes de Siegel que nous introduirons dans les paragraphes 2.3 et 2.2. Dans la
partie 2.6, nous conclurons ce chapitre en trouvant une borne générale explicite pour
j(P ) où P est un point entier de X+ns(p). Cette première approche a été introduite
dans [BS12], on obtient une borne théorique permettant de démontrer le théorème
de Siegel dans notre situation de manière eﬀective. Elle a le mérite d’être totalement
explicite. Malheureusement, cette borne est beaucoup trop importante pour espérer
énumérer tous les cas possibles. Dans le chapitre 3, nous entamerons une étude plus
approfondie basée sur des méthodes introduites dans [BH96], nous permettant de
trouver tous les points entiers d’une courbe donnée.
On rappelle que dans tout ce chapitre p désigne un nombre premier supérieur ou
égal à 7.
2.1 Interprétation modulaire des points entiers et
première remarque
Dans ce paragraphe les résultats ne dépendent pas de la primalité de p et reste
valable pour un entier quelconque. Les références données ci-dessous établissent des
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énoncés pour un entier N quelconque.
La courbe modulaire X+ns(p) est déﬁnie sur Q, ses points rationnels correspon-
dent à des classes d’isomorphisme de courbes elliptiques ayant certaines propriétés.
Nous allons décrire une interprétation modulaire des points rationnels on suivra
notamment l’appendice de [Se97] et l’article de [Ba10].
On note Y (p), la courbe X(p) privée de ces pointes. On rappelle (cf. partie 1.1.5)
que le groupe de Galois Gal
(
Q/Q
)
agit sur Y (p)(Q). En eﬀet soit σ ∈ Gal
(
Q/Q
)
,
et (E,ϕp) ∈ Y (p)(Q) on a alors
σ ((E,ϕp)) = (Eσ, ϕp ◦ σ) .
Cette action induit la représentation galoisienne ρp (cf. (1.15)).
Considérons maintenant un point rationnel P de X+ns(p), c’est-à-dire un point de
X+ns(p)(Q) stable par Gal(Q/Q). Alors P s’identiﬁe à un élément de X(p)(Q)/C+ns(p).
C’est-à-dire une classe d’isomorphisme de courbes elliptiques E, munies d’une C+ns(p)
classe d’équivalence de structure de niveau p notée ϕp. On rappelle que deux struc-
tures de niveau p, (E,ϕp) et (E ′, ϕ′p) sont C+ns(p) équivalentes s’il existe M ∈ C+ns(p)
telle que
ϕp = M · ϕ′p.
Comme P est stable par l’action du groupe de Galois il est clair que E est déﬁnie
sur Q. De plus, on doit avoir au vu de ce qui précède
∀σ ∈ Gal(Q/Q), ϕσp ∈ ϕp,
ou encore
∀σ ∈ Gal(Q/Q), ∃Mσ ∈ C+ns(p) ϕp ◦ σ =Mσ · ϕp,
et donc l’image de Gal(Q/Q) par la représentation galoisienne ρp (cf (1.15)) est
incluse dans C+ns(p). Dans [Se97, Appendice A.5 ], J.P Serre montre qu’un point
entier est un point rationnel vériﬁant j(P ) ∈ Z.
Finissons cette partie avec une remarque sur le qc-paramètre d’un point entier.
On a le lemme suivant
Lemme 2.1. Soit P un point de X+ns(P ), on a alors l’équivalence suivante
qc(P ) ∈ R ou |τ0(P )| = 1⇐⇒ j(P ) ∈ R.
Démonstration. Commençons par le sens direct. Si qc(P ) ∈ R alors au vu de (1.29),
on a clairement j(P ) ∈ R. Si maintenant τ0(P ) = 1 on a
j(τ0(P )) = j(−1/τ0(P )) = j
(
−τ0(P )
)
.
D’autre part, on a q(−τ¯ ) = q(τ), pour tout τ ∈ H et donc
j(−τ¯ ) = j(τ).
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On en déduit que si |τ0(P )| = 1 on a
j(τ0(P )) = j(τ0(P )).
On remarque que l’ensemble des points vériﬁant l’assertion de gauche forme un
ensemble connexe de D. En eﬀet si qc(P ) ∈ R et τ0(P ) ∈ D on a alors Im (τ0(P )) = 0
ou 1/2. On représente ci-dessous l’ensemble en question :
i
homéomorphisme
Figure 2.1 – j(P ) ∈ R
On voit que l’ensemble en question est homéomorphe à un cercle privé d’un point
(correspondant au point à l’inﬁni).
Pour le sens indirect, on considère l’application continue bijective
Γ(1)\H −→ C
τ −→ j(τ) (2.1)
Alors l’image réciproque de R par cette application est homéomorphe à un cercle
privé d’un point. Si on a donc un point vériﬁant j(P ) ∈ R et qc(P ) /∈ R et |τ0(P )| 6= 1
on ajoute alors un point à notre ensemble et on obtient une image réciproque qui
n’est plus homéomorphe à un cercle privé d’un point.
Ainsi, si j(P ) ∈ Z on a soit τ0(P ) appartient à la demi-droite [e2iπ
√
3/2, i∞[ de
sorte que qc(P ) < 0 et j(P ) ≥ 0 ( on a j(ee2iπ
√
3/2
) = 0) ; soit il appartient à [i,∞[,on
a alors qc(P ) et j(P ) strictement positif. Soit il appartient au segment hyperbolique
]i, e2iπ
√
3/2[ et alors j(P ) ∈]0, 1728[.
2.2 Fonctions de Siegel
2.2.1 Définitions
Poursuivons notre étude de la courbe X+ns(p) en étudiant certaines de ses fonc-
tions. Pour cela comme bien souvent nous allons déﬁnir des fonctions de X(p), puis
en prenant la norme galoisienne nous en déduirons des fonctions sur notre courbe.
Pour commencer nous introduisons les fonctions de Siegel à l’aide des formes de
Klein.
42 Chapitre 2. Points entiers sur la courbe X+ns(p)
Soit r = (r1, r2) ∈ Q2 \Z2, on note kr(τ) la forme de Klein associée à r. Elles sont
déﬁnies à partir de la fonction σ de Weierstrass, comme par exemple dans [KL81]
ou dans [KS10]. On a une présentation des formes de Klein sous forme de produit
inﬁni comme dans [EKS11] :
k(r1,r2)(τ) = e
iπr2(r1−1)q
1
2
r1(r1−1)(1− qr1e2iπr2)
∞∏
n=1
(1− qn+r1e2iπr2) (1− qn−r1e−2iπr2)
(1− qn)2
(2.2)
Les formes de Klein sont des fonctions holomorphes sans pôle ni zéro sur H.
Dans la suite, nous utiliserons plusieurs ensembles isomorphes. Il convient de ﬁxer
les notations. Ainsi nous noterons toujours a les éléments de (Z/pZ)2 ≃ (p−1Z/Z)2.
Le contexte imposera toujours le choix de l’un des deux ensembles. Enﬁn nous
noterons a˜ un relèvement de a à p−1Z2.
Les formes de Klein ont les propriétés suivantes
Proposition 2.2. Soit a˜ = (a1/p, a2/p) un relèvement de a ∈
(
1
p
Z/Z
)2
, et γ =(
a b
c d
)
∈ Γ(p) on a alors
ka˜ ◦ γ(τ) = (cτ − d)−1kγa = (cτ − d)−1εa(γ)ka˜(τ),
où εa˜(γ)2p = 1, plus précisément on a
εa˜(γ) = −(−1)(
a−1
p
a1+
c
p
a2+1)(a−1p a2+ cpa1+1)eiπ(ba
2
1+(d−a)a1a2−ca22)/p2 .
De plus si a˜′ = (a′1/p, a
′
2/p) est un relèvement de a ∈ 1pZ2 \ Z2 est tel que a˜ = a˜′
mod Z2 on a
k
2p
a˜ (τ) = ε
2p
a,a˜′k
2p
a˜′ (τ) = k
2p
a˜′ (τ) (2.3)
où εa˜,a˜′ est une racine de l’unité d’ordre divisant 2p.
Démonstration. Voir la propriété K3 de [KL81, Propriété K3] p. 28 pour la première
partie. La deuxième partie est donnée par la proposition 2.3 de [KS10].
Au travers de cette proposition, on voit que les formes de Klein sont "presque"
stables sous l’action de Γ(p). En eﬀet on peut supprimer la racine de l’unité en
élevant à une puissance judicieusement choisie. Reste, alors, le terme (cτ − d)−1.
Pour le neutraliser, nous allons utiliser la fonction η de Dedekind introduite à la
déﬁnition 1.3. La fonction ainsi construite, sera appelée fonction de Siegel,
Définition 2.3. Soit a˜ un relèvement de a = (a1/p, a2/p) ∈ 1pZ2/Z2, on appelle
fonction de Siegel la fonction ga˜ déﬁnie par
ga˜(τ) = ka˜(τ)η2(τ).
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En utilisant les formules (1.4) et (2.2), on obtient la formule
ga˜(τ) = −qB2(a1)/2eπia2(a1−1)
∞∏
n=0
(
1− qn+a1e2πia2
) (
1− qn+1−a1e−2πia2
)
. (2.4)
où B2(T ) = T 2 − T + 16 est le second polynôme de Bernoulli.
Cette formule nous permet d’étudier plus précisément le comportement de ga.
Par exemple on voit qu’elle a un zéro ou un pôle en ∞ d’ordre B2(a1)/2. On peut
faire une analyse plus ﬁne du comportement des fonctions de Siegel au voisinage de
∞.
Dans la suite on utilise la notation O1(·) signiﬁant
A = O1(B)⇐⇒ |A| ≤ B (2.5)
Cette notation nous permet d’expliciter les constantes des O(·) classiques.
Proposition 2.4. Soit a˜ un relèvement de a = (a1, a2) ∈ (p−1Z/Z)2 et 0 ≤ a1 < 1.
Soit n un entier positif. Alors
log |ga(q)| = B2(a1)2 log |q|+
n−1∑
k=0
(
log
∣∣∣1− qk+a1e2πia2 ∣∣∣+ log ∣∣∣1− qk+1−a1e−2πia2 ∣∣∣)
+O1(2.02|q|n).
(2.6)
Démonstration. Nous devons seulement évaluer la somme
∞∑
k=n
(
log
∣∣∣1− qk+a1e2πia2 ∣∣∣+ log ∣∣∣1− qk+1−a1e−2πia2 ∣∣∣) .
On rappelle que |q| ≤ 0.0044.
De plus on a le lemme général suivant :
Lemme 2.5. Pour |z| ≤ r < 1 on a
∣∣∣log |1 + z|∣∣∣ ≤ − log(1− r)
r
|z|. (2.7)
En appliquant ceci à chaque terme de la somme avec r = 0.0044, on obtient
1.003
|q|n+a1 + |q|n+1−a1
1− |q| ≤ 2.02|q|
n,
comme voulu.
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Comme d’après (1.5), pour tout γ =
(
a b
c d
)
∈ Γ(1), on a
η24 ◦ γ(τ) = (cτ − d)12η24(τ).
La fonction ga˜ vériﬁe pour tout γ =
(
a b
c d
)
∈ Γ(p)
ga˜(τ)12p ◦ γ = (cτ − d)−12pk12pa˜ (τ)(cτ − d)12pη24pτ = g12pa˜ (τ) (2.8)
De sorte que g12pa˜ soit Γ(p)-automorphe de poids 0. De plus au vu du développement
en produit de la fonction ga (2.4) on a g
12p
a˜
∈ Q(ζp)(X(p)). Désormais on notera ua˜
la fonction g12pa˜ .
De plus, l’égalité (2.3) nous assure que ua˜ = ua˜′ si a˜ ≡ a˜′ mod Z2. Ainsi la
fonction ua˜ ne dépend pas du choix du représentant de a. La fonction ua est bien
déﬁnie pour un élément a non nul de groupe abélien (p−1Z/Z)2. Dans la suite on
notera ua au lieu de ua˜ et l’on ﬁxera pour chaque a non nul son relèvement a˜ vériﬁant
0 ≤ a1, a2 < 1.
Les fonctions ua ont la propriété remarquable suivante. L’action de GL2(Z/pZ)
sur (p−1Z/Z)2 est compatible avec l’action de Galois à droite de
Gal(Q(ζp)(X(p))/Q(j)),
isomorphe à GL2(Z/NZ). En eﬀet pour a ∈ (N−1Z/Z)2 non nul et σ ∈ GL2(Z/NZ)
on a (cf p.36 de [KL81])
uaσ = uσa. (2.9)
De plus, le groupe SL2(Fp) ≃ Γ(p)/Γ(1) agit naturellement (à gauche) sur l’ensem-
ble des points X(N)(C) identiﬁé avec le quotient Γ(N)\H¯. Cette action est, elle
aussi, compatible avec les deux autres. Soit a un élément non nul de (p−1Z/Z)2 et
σ ∈ SL2(Z/NZ) on a
uaσ = uσa = ua ◦ σ.
Ces actions sont détaillées dans [BP10, secion 4.2].
On attire l’attention, sur la coexistence de plusieurs actions. L’action à droite
de GL2(Z/pZ) sur l’ensemble Mp correspond à l’action de Galois sur les fonctions de
Siegel. Alors que l’action à gauche correspond à l’action de Galois sur les pointes.
2.2.2 Unités modulaires sur X(p)
Les unités modulaires sont des fonctions n’ayant ni zéro ni pôle en dehors des
pointes. Elles jouent un rôle important dans la théorie des courbes modulaires et de
leurs fonctions. Notre méthode repose sur l’existence de deux unités modulaires mul-
tiplicativement indépendantes. Pour construire de telles unités nous allons utiliser
la théorie déjà existante, en utilisant les fonctions de Siegel. Le but de cette partie
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et de la suivante est d’introduire les unités modulaires sur X+ns(p) ainsi que leurs
propriétés.
Commençons par voir que les fonctions ua sont des unités modulaires sur X(p).
Au vu de (2.4), sur D, la fonction ua = g12pa a uniquement un zéro ou un pôle
potentiel en ∞. De plus X(p) est en bijection avec Γ(p)\H¯. De sorte que les zéros
et les pôles de ua sont des pointes. Donc ua est bien une unité modulaire.
Considérons le groupe abélien libre engendré par les diviseurs principaux des
unités modulaires (ua) où a ∈ (p−1Z/Z)2 \ {(0, 0)},. Les diviseurs de ua sont à
supports sur les pointes, ainsi le rang du groupe est majoré par le nombre de pointes.
De plus, les diviseurs principaux sont de degré 0, ce qui nous donne une relation sur
le groupe. On a ainsi un groupe abélien libre de rang au plus ν∞(X(p))− 1. En fait,
ce rang est maximal, c’est l’objet du théorème suivant.
Théorème 2.6. Les diviseurs principaux (ua) engendre un groupe abélien libre de
rang ν∞(X(p))− 1.
Démonstration. Une preuve de ce théorème se trouve dans le livre [KL81] au Chapitre
2, Théorème 3.1.
On a alors la relation suivante sur les fonctions ua.
Proposition 2.7. Avec les notations ci-dessus, en rappelant que l’on note
Mp = (p−1Z/Z)2 \ {(0, 0)}.
On a ∏
a∈Mp
ua = ±p12p.
Démonstration. Commençons par montrer que
∏
a∈Mp ua est constant. Pour tout
σ ∈ GL2(Fp), la formule (2.9), entraine

 ∏
a∈Mp
ua

σ = ∏
a∈Mp
uσ
a
=
∏
a∈Mp
uaσ =
∏
a∈Mp
ua. (2.10)
par stabilité de Mp sous l’action de GL2(Fp). De sorte que
∏
a∈Mp ua est stable
sous l’action du groupe de Galois Gal(Q(ζp)(X(p))/Q(X(1))) et donc est une unité
modulaire de X(1). Seulement X(1), a une seule pointe et donc les unités modulaires
de X(1) sont constantes de sorte que
∏
a∈Mp
ua ∈ Q. (2.11)
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À l’aide de la formule (2.4), on évalue ua en ∞ (2.4), et on obtient :
∏
a∈Mp
ua = ω
∏
(a1,a2)∈Mp
∞∏
n=0
(1− qn+a1e2πia2)12p(1− qn+1−a1e−2πia2)12p
= ω
∏
(a1,a2)∈Mp
a1=0
(1− e2πia2)12p en évaluant en q = 0
= ωϕp(1)12p = ω · p12p.
(2.12)
où ω est une racine de l’unité et φp et le p-ème polynôme cyclotomique. Les seules
racines de l’unité rationnelles sont ±1. D’où la proposition.
Puisque ua n’a ni zéro ni pôle en dehors des pointes, ua et u−1a sont entiers sur
l’anneau C[j]. En fait on a un peu plus :
Proposition 2.8. Soit a ∈ Mp. Alors ua et (1− ζp)12pu−1a sont entiers sur Z[j].
Démonstration. Voir [BP10, Proposition 4.2 :(i)].
2.3 Unités modulaires sur X+ns(p)
2.3.1 Construction d’unités modulaires
Nous présentons dans cette partie une méthode de construction d’unité modulaire
sur X+ns(p). Signalons que cette méthode est valable pour n’importe quelle courbe
modulaire XG, il suﬃt de remplacer dans la suite le groupe C+ns(p) par G.
Dans la partie précédente nous avons construit des unités modulaires sur X(p).
C’est-à-dire des fonctions de Q(ζp)(X(p)), ayant des zéros et des pôles uniquement
sur les pointes. On peut déduire de ces fonctions sur X(p), des fonctions sur X+ns(p).
En utilisant l’extension galoisienne Q(ζp)(X(p))/Q(X+ns(p)), de groupe de Galois
C+ns(p) et la norme induite, on construit une unité modulaire sur X+ns(p). Plus pré-
cisément, si H est un sous-groupe d’indice d de F×p contenant −1 on déﬁnit GH
comme dans (1.21). Alors GH agit à droite sur Mp Notons O une orbite pour cette
action. De même que dans la proposition 1.11, on a une équation pour les orbites à
droites, elles sont du type :
Oa = {(x, y) ∈Mp, x2 − Ξ−1y2 ∈ aH} (2.13)
où a ∈ F×p /H . On a ainsi d orbites. Déﬁnissons maintenant les fonctions qui vont
nous intéresser :
uO =
∏
a∈O
ua (2.14)
Par construction, on a pour tout σ ∈ Gal(Q(ζp)(X(p))/Q(ζp)(X(p))GH ,
uσO =
(∏
a∈O
ua
)σ
=
∏
a∈O
uσ
a
=
∏
a∈Oσ
ua = uO,
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de sorte que uO est un élément de Q(ζp)(X(p))GH = Q(ζp)H(X+ns(p)). On notera
dans la suite K = Q(ζp)H , on a donc [K : Q] = d.
Remarque 2.9. On aurait pu tout aussi bien se contenter de travailler avec le
groupe G±1. On aurait alors construit des fonctions de Q(ζp)+. L’utilisation d’un
groupe intermédiaire entre G±1 et C+ns(p) nous permet de travailler dans un corps plus
petit que Q(ζp)+. D’un point de vue algorithmique, ceci a une importance capitale.
En eﬀet, nous aurons besoin de calculer un système d’unités fondamentales, ou du
moins de rang maximal. Ce problème est un problème diﬃcile à résoudre en général.
Il est préférable de travailler dans des corps aussi petits que possible (de degré
et de régulateur petits). À l’opposé, si nous utilisons le groupe C+ns(p) tout entier,
nous n’aurions qu’une seule orbite de pointes. Or nous avons vu au théorème 2.6,
que le nombre de pointe est intimement lié au rang du groupe engendré par les
stabilisateurs.
Pour tout a, b ∈ F×p /H , on peut choisir σb ∈ C+ns(p) tel que det σb = b, on déﬁnit
l’action de b sur Oa par
b · Oa = Oaσb = {(x, y) : (x, y) ∈Mp, x2 − Ξ−1y2 ∈ abH}.
Le même calcul que celui de la démonstration de la proposition 1.11, montre que
l’action de σb ne dépend que de la classe modulo H du déterminant de σb. Ainsi cette
action dépend uniquement de bH , et ne dépend ni du choix d’un représentant b ni
du choix de σb. On déﬁnit ainsi une action de Gal(K/Q) sur les orbites de Mp/GH .
Par extension, on déﬁnit l’action sur les fonctions uO. Soit σ ∈ Gal(K/Q), on a alors
uσO = uOσ (2.15)
Ainsi toutes les fonctions que nous avons construites dans (2.14) sont conjuguées
sur Q.
On a l’analogue du théorème 2.6, dans ce cas. Il relie le rang du groupe engendré
par les diviseurs et le nombre d’orbites de pointes.
Théorème 2.10. Soit ν∞(X+ns(p)), le nombre de pointes de la courbe X
+
ns(p). Soit
H un sous-groupe de F×p contenant −1. On a vu dans la partie 1.2.2, que H agit
sur les pointes de la courbe. On note νH∞(X
+
ns(p)) le nombre d’orbite ainsi obtenues.
Alors le groupe engendré par les diviseurs des fonctions (uO), où O parcourt les GH
orbites de Mp, est un groupe libre de rang νH∞(X
+
ns(p))− 1
Remarque 2.11. Dans la remarque faite plus haut on expliquait l’importance de
travailler dans un corps le plus petit possible. Dans la suite nous aurons besoin de
deux unités modulaires multiplicativement indépendantes. Il faudra donc trouver
un corps le plus petit possible dans lequel le groupe engendré par les diviseurs des
unités modulaires ainsi construites a un rang supérieur ou égal à 2. Or nous pouvons
facilement compter ce rang avec le théorème précédent, en eﬀet on a νH∞(X
+
ns(p)) = d,
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on doit donc prendre d supérieur ou égal à trois. Pour chaque nombre premier p on
cherche alors le plus petit diviseur supérieur à 3 de (p − 1)/2. Malheureusement il
arrive que ce nombre d ne soit autre que (p− 1)/2 lui-même. Comme par exemple
pour p = 47, 59, 83, . . . . Les nombres premiers p tels que 2p + 1 est un nombre
premier sont appelés nombre premier de Sophie Germain . On a très peu de résultats
concernant ces nombres, on conjecture qu’il y en a une inﬁnité. Le plus grand premier
de Sophie Germain connu est 18543637900515× 2666667 − 1.
2.3.2 Une unité modulaire spéciale
Dans les parties précédentes, on a construit des unités modulaires vériﬁant les
conditions requises. Pour cela nous avons dû utiliser les fonctions g12pa , pour obtenir
une fonction sur X(p). Cette puissance p-ème, aura l’inconvénient de ralentir consid-
érablement notre algorithme, notamment en faisant intervenir des "gros" coeﬃcients
dans les diviseurs des unités modulaires. Dans notre cas, la puissance 12p peut être
remplacée par une constante plus petite. Pour cela on utilise la forme particulière
des orbites Oa.
Les propriétés que nous décrirons dans les deux prochains paragraphes sont énon-
cées pour un nombre premier p. Cependant elles restent vraies, avec une légère
modiﬁcation des énoncés, pour des nombres entiers.
Relations quadratiques
L’idée principale est d’utiliser les relations quadratiques décrites le théorème 5.2.
de [KL81].
Théorème 2.12. À chaque élément non nul a = (a1, a2) ∈ (Z/pZ)2 on associe un
entier m(a). On fixe a 7→ a˜ un relèvement de l’ensemble (Z/pZ)2. On note
M =
∑
a∈(Z/NZ)2
a 6=0
m(a). (2.16)
1. Alors ∏
a∈(Z/pZ)2
a 6=0
k
m(a)
a˜ (2.17)
est Γ(N)-automorphe (de niveau −M) si et seulement si∑
a∈(Z/pZ)2
a 6=0
m(a)a21 =
∑
a∈(Z/pZ)2
a 6=0
m(a)a22 =
∑
a∈(Z/pZ)2
a 6=0
m(a)a1a2 = 0. (2.18)
2. Si p ≥ 5, alors ∏
a∈(Z/pZ)2
a 6=0
g
m(a)
a˜ (2.19)
est Γ(p)-automorphe (de niveau 0) si et seulement si on a (2.18) et 12 |M .
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On remarque que l’on a l’égalité∏
a∈(Z/pZ)2
a 6=0
g
m(a)
a˜
=
∏
a∈(Z/pZ)2
a 6=0
k
m(a)
a˜
·∆M/12, (2.20)
où ∆ = η24.
De plus, la deuxième partie du théorème entraine que le produit (2.19) est une
fonction de C(X(p)) ; en développant la fonction en série on s’aperçoit que la fonction
appartient plus précisément à Q(ζp)(X(p)).
Nous devons faire attention, contrairement à ce qui se passait pour les fonctions
de la partie précédente, les fonctions déﬁnies par (2.19) dépendent du choix d’un
représentant a˜ de a. On a la proposition suivante :
Proposition 2.13. À tout élément non nul a ∈ (Z/pZ)2 on associe un entier m(a)
et on fixe deux relèvements distincts a 7→ a˜ et a 7→ a˜′ des éléments non nuls de
(Z/pZ)2. Il existe, alors, une racine 2p-ième de l’unité notée ε telle que∏
a∈(Z/pZ)2
a 6=0
k
m(a)
a˜′ = ε
∏
a∈(Z/pZ)2
a 6=0
k
m(a)
a˜
. (2.21)
Si, de plus, 12 |M , où M est défini par (2.16), alors∏
a∈(Z/pZ)2
a 6=0
g
m(a)
a˜′ = ε
∏
a∈(Z/pZ)2
a 6=0
g
m(a)
a˜
. (2.22)
Si pour tout a, on a 2 | m(a) alors,
εp = 1. (2.23)
Démonstration. Les égalités (2.21) et (2.23) se déduisent des propriétés des formes
de Klein de la proposition 2.2.
Enﬁn l’égalité (2.22) se déduit facilement du reste en remarquant que dans l’é-
galité (2.20) le terme ∆ ne dépend pas de a et donc pas du relèvement choisi.
Action Galois
Dans la section précédente nous avons décrit une fonction sur X(p) déﬁnie par
(2.19). Dans cette partie nous décrivons l’action de Galois sur ses fonctions.
Proposition 2.14. À chaque élément non nul a = (a1, a2) ∈ (Z/pZ)2 on associe un
entier m(a). On fixe a 7→ a˜ un relèvement de l’ensemble (Z/pZ)2. On suppose que
l’on a l’ égalité (2.18) et 12 |M . On note
f =
∏
a∈(Z/pZ)2
a 6=0
g
m(a)
a˜ .
Alors f définit une fonction de Q(ζp)(X(p)).
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1. Soit σ ∈ SL2(Z/pZ) et σ˜ un relèvement de σ à Γ(1). Alors
fσ =
∏
a∈(Z/pZ)2
a 6=0
g
m(a)
a˜σ˜ . (2.24)
2. Soit σ ∈ GL2(Z/pZ). Alors il existe un relèvement σ˜ ∈ M2(Z) tel que l’on
a (2.24).
Démonstration. La première partie de la proposition, se déduit en utilisant d’une
part la proposition 1.9 : 1, appliquée à la fonction ka, puis la proposition 2.2 et la
déﬁnition de ga assure le résultat. Plus précisément en notant
σ˜ =
(
a b
c d
)
,
on a
fσ(τ) = f ◦ σ˜(τ)
=
∏
a∈(Z/pZ)2
a 6=0
(
ka˜ ◦ σ˜(τ)
)m(a) · (∆ ◦ σ˜(τ))M/12
= (cτ + d)−M
∏
a∈(Z/pZ)2
a 6=0
ka˜σ˜(τ)m(a) · (cτ + d)M∆(τ)M/12
=
∏
a∈(Z/pZ)2
a 6=0
ga˜σ˜(τ)m(a),
où ∆ = η24 est le discriminant modulaire déﬁni dans la partie 1.1.2, en particulier
∆ est une forme modulaire de poids 12 par rapport à Γ(1).
Pour la seconde partie de la proposition, on décompose σ en produit d’un élément
de SL2(Z/pZ) et d’un élément de la forme(
1 0
0 d
)
.
Une telle décomposition existe toujours, on choisit alors un relèvement de σ, σ˜ en
relevant d. On obtient alors le résultat en utilisant la proposition 1.9, précisant
l’action de Galois des éléments de cette forme et le développement de ga en produit
inﬁni (2.4).
Conclusion
Dans cette partie nous cherchons un entier s tel que∏
a∈O
gs
a˜
(2.25)
déﬁnit une fonction de K(X+ns(p)), où K = Q(ζp)
H . On a déjà montré dans la par-
tie 2.3 que l’on peut prendre s = 12p. Nous montrons dans cette partie que l’on peut
faire mieux dans notre cas. On ﬁxe une racine primitive p-ème de l’unité notée ζp.
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Théorème 2.15. Soit p ≥ 7, H un sous groupe d’indice d de F×p contenant −1, GH
défini par (1.21) et O une GH-orbite à droite de Mp. Supposons que∑
a∈O
a21 =
∑
a∈O
a1a2 =
∑
a∈O
a22. (2.26)
Soit s un entier vérifiant
2 | s, 12 | s|O|. (2.27)
On fixe un relèvement a 7→ a˜ de O et on note f le produit (2.25). Alors f définit
une fonction sur Q(ζp)(X+ns(p)). De plus il existe un entier k ∈ Z (unique mod p) tel
que ζkp f ∈ K(X+ns(p)), où K = Q(ζp)H .
Démonstration. Pour démontrer ce théorème on utilise le résultat général de Théorie
de Kummer suivant :
Lemme 2.16. Soit p un nombre premier et F un corps de nombre de caractéristique
différente de p. Soit α un élément de la clôture algébrique F¯ , et ζp ∈ F¯ une racine
primitive p-ème de l’unité. On suppose que αp ∈ F . Alors soit [F (α) : F ] = p, soit il
existe k ∈ Z (unique mod p quand ζp /∈ F ) tel que ζkpα ∈ F . En particulier, si ζp ∈ F
on a soit [F (α) : F ] = p soit α ∈ F .
Le théorème 2.12 entraîne que f deﬁnit une fonction de Q(ζp)
(
X(p)
)
. On étudie
l’action de Galois de GH sur f . On ﬁxe σ ∈ GH . La proposition 2.14 :2 entraîne
l’existence σ˜ ∈ M2(Z) tel que
fσ =
∏
a∈O
gs
a˜σ˜. (2.28)
Comme O est GH -invariant, on a Oσ−1 = O. En considérant un autre relèvement
a 7→ a˜′ de O deﬁni par a˜′ = a˜σ−1σ˜, où a˜σ−1 est le relèvement de aσ−1. Alors (2.28)
peut s’écrire
fσ =
∏
a∈O
gs
a˜′ .
Enﬁn la proposition 2.13 entraîne que fσ/f est une racine primitive p-ème de
l’unité. On a montré que f p est invariant sous l’action du groupe de galois GH , d’où
f p ∈ K(XG). Le Lemme 2.16 suﬃt pour conclure.
Avant de montrer que les orbites à droite vériﬁent la condition (2.26), nous
étblissons le corollaire suivant permettant d’éviter la multiplication par une racine
de l’unité.
Corollaire 2.17. On garde les mêmes notations que dans le théorème 2.15. On
suppose de plus que le relèvement choisit pour O vérifie la condition pour a =
(a1, a2) ∈ O (on a alors (a1,−a2) ∈ O car
(
1 0
0 −1
)
∈ GH)
˜(a1,−a2) = (a˜1,−a˜2) (2.29)
52 Chapitre 2. Points entiers sur la courbe X+ns(p)
Alors
f ∈ K(X+ns(p)).
Démonstration. Comme −1 ∈ H , on a K ⊂ Q(ζp + ζ¯p). De plus, la condition sur
les relèvements entraine que f est stable sous l’action de
(
1 0
0 −1
)
. Le sous-corps de
Q(ζp)(X+ns(p)) ﬁxé par l’élément de GH ci-dessus est Q(ζp+ ζ¯p)(X
+
ns(p). Le théorème
entraine alors f ∈ Q(ζp + ζ¯p)(X+ns(p) et ζkp ∈ K(X+ns(p). On a alors ζkp ∈ Q(ζp + ζ¯p)
et donc k = 1.
On peut maintenant énoncer le théorème ﬁnal de cette partie, établissant les
unités modulaires que nous allons utiliser dans la suite.
Théorème 2.18. Soit p ≥ 7, H un sous-groupe d’indice d de F×p contenant −1, GH
défini par (1.21) et O une GH-orbite à droite de Mp. On note K = Q(ζp)H . On fixe
un relèvement de O vérifiant la condition (2.29). Soit s un entier vérifiant
2 | s, 12 | s|O|.
Alors
f =
∏
a∈O
gs
a˜
∈ K(X+ns(p)).
Démonstration. Il nous suﬃt de vériﬁer que toute GH-orbite à droite de Mp : O
satisfait (2.26).
Rappelons que si Ξ ∈ Fp n’est pas un carré mod p alors
O = {(a1/p, a2/p) tels que a21 − Ξa22 ∈ cH}.
Commençons par calculer
∑
a∈O a
2
1 en distinguant deux cas :
– Si −1 est un carré modulo p, disons −1 = λ2, alors si (a1, a2) ∈ O, (Ξa1, λa2) ∈
O d’après la forme particulière des orbites, de sorte que :∑
a∈O
a21 =
∑
a∈O
(Ξa1)2 = −
∑
a∈O
a21,
d’où le résultat dans ce cas. On remarque d’ailleurs que la même démonstration
tient pour
∑
a∈O a
2
2 = 0.
– Si −1 n’est pas un carré modulo p, alors les orbites sont de la forme
{(a1, a2) , | a21 + a22 ∈ cH}.
Soit h1 ∈ H il y a alors p + 1 éléments de O tels que a21 + a22 = h1 et p + 1
éléments tels que a21 + a
2
2 = −h1 enﬁn si (a1, a2) ∈ O alors (a2, a1) ∈ O, on
obtient :
2
∑
a∈O
a21 =
∑
a∈O
a21 + a
2
2 = (p+ 1)
∑
h∈H
h = 0.
Ainsi
∑
a∈O a
2
1 =
∑
a∈O a
2
2 = 0.
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Il nous reste à calculer
∑
a∈O a1a2, or comme (a1, a2) ∈ O =⇒ (a1,−a2) ∈ O on
a
2
∑
a∈O
a1a2 =
∑
a∈O
a1a2 +
∑
a∈O
a1(−a2) = 0 (2.30)
d’où le résultat.
Remarque 2.19. En utilisant le cardinal des orbites O : |O| = 2(p + 1)|H|, on
montre que l’on peut choisir
s = 2 · pgcd
(
3,
p + 1
2
|H|
)
.
Ainsi s = 2 ou 6. Il est important dans la suite, de garder en mémoire que le nombre
s est un entier parfaitement connu. Nous majorerons s par 6 dans la suite, sans le
préciser systématiquement.
Avant de conclure cette partie on donne le diagramme suivant permettant de
visualiser les extensions de Galois correspondant aux corps de fonctions des courbes
modulaires X(1), X(p) et X+ns(p) .
Q(X(1)) K(X(1))
Q(ζp)(X(1))
Q(X+ns(p)) K(X
+
ns(p))
Q(ζp)(X+ns(p))
Q(ζp)(X(p))
GL2(Fp)/{±I2} C
+
ns(p)
G1
SL2(Fp)
Figure 2.2 – Extensions de corps de fonctions des courbes modulaires
Dans la suite nous désignerons uO par
∏
a∈O g
s
a. Les résultats que nous avons
obtenus tels que la proposition 2.7 ou le théorème 2.10 s’adaptent parfaitement à
cette situation.
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2.4 Étude asymptotique des unités modulaires
Dans cette section nous poursuivons l’étude des unités modulaires. Nous allons
étudier leurs comportement au voisinage des pointes. Cette étude nécessite une cer-
taine ﬁnesse dans les majorations. Notamment en vue de l’étape de réduction décrite
dans la partie 3.1. Nous avons déjà étudier rapidement le comportement asympto-
tique des fonctions de Siegel, au voisinage de la pointe à l’inﬁni dans (2.6). Nous
avons ici deux objectifs, tout d’abord nous voulons déterminer complètement les
diviseurs des unités modulaires introduites plus haut. Pour cela nous aurons besoin
d’estimer leurs ordres au voisinage de toutes les pointes. Mais pour notre travail,
la simple connaissance de l’ordre des unités modulaires au voisinage des pointes ne
suﬃra pas, il nous faudra étudier le comportement au voisinage de chaque pointe.
2.4.1 Diviseurs des unités modulaires
Soit c une pointe deX+ns(p), on ﬁxe un système de représentants optimal Σ comme
déﬁni dans la partie 1.2.2. Soit σ ∈ Σ tel que σ(∞) = c. Alors pour P ∈ Ωc, on a
ua(P ) = ua(τ(P )) = uaσ
(
σ−1(τ(P ))
)
= uaσ(τ0(P )).
Grâce à cette formule on peut calculer l’ordre de uO en c
Proposition 2.20. Soit c une pointe de X+ns(p). Soit uO une unité modulaire comme
décrite dans la partie 2.3 où O est une GH orbite à droite de Mp. On a alors
Ordc(uO) = sp
∑
a=(a1,a2)∈Oσ
B2 (a1 − ⌊a1⌋)
2
.
Démonstration. D’une part on a l’ordre
Ordq(gsa) = s
B2 (a1 − ⌊a1⌋)
2
,
par 1-périodicité du polynôme de Bernouilli. D’autre part chaque pointe c de X+ns(p)
a un indice de ramiﬁcation p. De sorte que pour chaque pointe c∞, d’image ∞ par
le morphisme naturel X+ns(p) −→ X(1), on a
Ordc∞(g
s
a
) = sp
B2 (a1 − ⌊a1⌋)
2
·
Par somme, on obtient le résultat voulu pour c = c∞. En ce qui concerne l’étude
d’une pointe quelconque. La formule précédant la proposition donne pour σ ∈ Σ tel
que σ(∞) = c,
Ordc(ua) = Ordc∞(uaσ).
D’où le résultat.
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Cette formule nous permet de calculer facilement les diviseurs des unités modu-
laires considérées.
Exemple 2.21. Soit p = 13, en prenant H = {±1,±5} et en notant Oi les orbites
à droites de Mp déﬁnies par
Oi = {(x, y) ∈Mp, a2 − 2−1b2 ∈ iH}, i = 1, 2, 4.
On note alors Ui = UOi . La courbe X
+
ns(13) a 6 pointes décrites par les orbites à
gauche de Mp. On note ci la pointe correspondant à l’orbite Li :
Li = {(x, y) ∈Mp, x2 − 2y2 = ±i}, i = 1, 2, . . . , 6.
On obtient alors les diviseurs suivants :
(U1) = −260 (c1) + 364 (c2) + 364 (c3)− 104 (c4)− 260 (c5)− 104 (c6)
(U2) = −104 (c1)− 260 (c2)− 260 (c3) + 364 (c4)− 104 (c5) + 364 (c6)
(U3) = +364 (c1)− 104 (c2)− 104 (c3)− 260 (c4) + 364 (c5)− 260 (c6)
2.4.2 Développement asymptotique des unités modulaires
Nous allons maintenant chercher un développement asymptotique des fonctions
uO au voisinage d’une pointe arbitraire c. On rappelle que les pointes de X+ns(p) sont
ramiﬁées d’indice p.
Proposition 2.22. Soit n un entier positif. Then for P ∈ Ωc
log |uO(P )| =Ordc(uO)
p
log |qc|
+ s
∑
(a1,a2)∈Oσc
n−1∑
k=0
(
log
∣∣∣1− qk+a1c e2πia2 ∣∣∣+ log ∣∣∣1− qk+1−a1c e−2πia2 ∣∣∣)
+O1
(
2.02s|O||qc|n
)
,
(2.31)
où on note qc au lieu de qc(P ) et pour a ∈ Q/Z on définit qac comme qa˜c , où a˜ est
un relèvement de a à [0, 1).
Démonstration. Comme on a
log |uO(P )| = s
∑
a∈Oσc
log |ga(qc)|.
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En utilisant les formules (2.6) et (1.28) on voit facilement que
log |uO(P )| =Ordc(uO)
p
log |qc|
+
∑
(a1,a2)∈Oσc
n−1∑
k=0
(
log
∣∣∣1− qk+a1c e2πia2 ∣∣∣s + log ∣∣∣1− qk+1−a1c e−2πia2 ∣∣∣s)
+ s
∑
(a1,a2)∈Oσc
O1
(
2.02|qc|n
)
(2.32)
Ce qui, en additionnant les restes O1, conduit au résultat voulu.
Dans la formule (2.31), le terme sous la somme peut être coupé en deux. En
eﬀet, excepté pour les termes avec a1 = 0, ce terme est asymptotiquement petit. Il
parait donc judicieux d’extraire ceux-ci de la somme. Notons
γc =
∏
(a1,a2)∈Oσc
a1=0
(1− e2πia2)s.
L’équation (2.31) s’écrit alors
log|uO(P )| = Ordc(uO)
p
log |qc|+ log |γc|
+ s

 ∑
(a1,a2)∈Oσc
a1 6=0
n−1∑
k=0
log
∣∣∣1− qk+a1c e2πia2 ∣∣∣+ ∑
(a1,a2)∈Oσc
a1=0
n−1∑
k=1
log
∣∣∣1− qkc e2πia2 ∣∣∣


+ s
∑
(a1,a2)∈Oσc
n−1∑
k=0
log
∣∣∣1− qk+1−a1c e−2πia2 ∣∣∣
+O1
(
2.02s|O||qc|n
)
.
(2.33)
En utilisant ceci avec n = 1, on obtient
Proposition 2.23. On suppose que |qc(P )| ≤ 10−p. On note
Θc = max
k=0,...,N−1
∣∣∣{(a1, a2) ∈ Oσc : a1 = k/N}∣∣∣.
Alors
log |uO(P )| = Ordc(uO)
ec
log |qc|+ log |γc|+O1
(
3sΘc|qc|1/p
)
(2.34)
Démonstration. En utilisant (2.7) avec r = 10−p et l’équation (2.33) avec n = 1 on
obtient :
log |uO(P )| =Ordc(uO)
ec
log |qc|+ log |γc|
+O1
(
2sΘc
− log(1− 10−1)
10−1
N−1∑
k=1
|qc|k/N + 2.02s|O||qc|
)
.
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On estime le reste O1 par
2sΘc
− log(1− 10−1)
10−1 · (1− 10−1) |qc|
1/p + 2.02s|O||qc| ≤ 2.35sΘc|qc|1/p + 2.02s|O||qc|. (2.35)
Finalement, comme |O| ≤ pΘc et |qc| ≤ 10−(p−1)|qc|1/p, on majore le terme de droite
par 3sΘc|qc|1/p (Ici on utilise p ≥ 7).
Remarque 2.24. On peut obtenir une formule plus uniforme en majorant Θc. En
eﬀet l’orbite est de la forme
O = {(x, y) ∈Mp, x2 − Ξ−1y2 ∈ bH}.
Si l’on ﬁxe x, on a 2|H| choix pour y, tel que (x, y) ∈ O. Comme |H| = (p− 1)/d,
le nombre d’élément de O ayant pour première coordonné x est au plus 2(p− 1)/d.
Cette majoration nous sera utile dans la suite. L’hypothèse faite sur |qc(P )| n’est
pas d’une grande importance, nous verrons que si elle n’est pas vériﬁée nous aurons
une bonne borne.
2.5 Borne de Baker
Dans cette partie, nous allons utiliser tout ce qui précède pour trouver une borne
sur les points entiers de la courbe. Cette borne donnera lieu dans la partie suivante
à une étude théorique permettant de majorer le j-invariant d’un point entier. La
méthode de Baker introduite dans de nombreux problèmes diophantiens, repose sur
l’estimation de formes linéaires de logarithmes. En eﬀet, la théorie de Baker permet
de minorer une telle forme en fonction de ses coeﬃcients. Il nous suﬃt alors de la
majorer convenablement pour en déduire des informations sur ses coeﬃcients. Nous
allons essayer de mettre cette méthode en œuvre dans cette partie.
2.5.1 Préliminaires
Dans la suite, on ﬁxe une unité modulaire U = uO ∈ K(X+ns(p)). On note
Gal(K/Q) = {σ1 = Id, σ2, . . . , σd} et Ui = Uσi = UOσi . Enﬁn P désigne un point
entier de X+ns(p), tel que τ(P ) ∈ Ωc.
D’après la proposition 2.7 on a,∏
σ∈Gal(K/Q)
Uσ = ±ps, (2.36)
La proposition 2.8, entraîne que l’idéal de K engendré par U(P ) est un idéal
entier de la forme (µ)b0 , où
µ = NQ(ζp)/K(1− ζp),
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et b0 est un entier positif. Comme p se factorise dans K en
(p) = (µ)d ,
on déduit b0 = s.
De plus, par stabilité galoisienne sur Q de l’idéal (η0), on a (Ui(P ))σ = (µ)b0 ,
pour i = 1, . . . , d. De sorte que
U(P ) = µs · η,
où η ∈ K×. Dans la suite au note η0 = µs.
Soit η1, . . . , ηd−1 un système d’unités de rang maximal. On note m l’indice du
groupe des unités engendré par ce système dans le groupe des unités. Comme le
système est de rang maximal l’indice m est ﬁni, on verra dans la suite comment on
peut le majorer. On a
U(P )m = ηm0 · ηb11 · · · ηbd−1d−1 .
Lorsque l’on a un système d’unités fondamentales, ce qui peut être le cas par
exemple si le degré de K est petit, alors on a m = 1.
Soit σk ∈ Gal(K/Q), alors
((Uσk(P ))m = (ησk0 )
m · (ησk1 )b1 · · ·
(
ησkd−1
)bd−1
. (2.37)
En considérant le logarithme de toutes ses expressions on obtient un système
linéaire. On peut alors en déduire une expression pour les exposants bk en inversant
le système.
Puisque les nombres algébriques réels η1, . . . , ηd−1 sont multiplicativement in-
dépendants, la matrice réelle d× d :[
log |ησkℓ |
]
0≤k,ℓ≤d−1,
est inversible. Notons
[
αkl
]
1≤k,ℓ≤d−1 son inverse. Alors
bk = m
d−1∑
ℓ=1
αkℓ log |Uσℓ(P )| (k = 1, . . . , d− 1). (2.38)
On a la proposition suivante :
Proposition 2.25. Soit c une pointe de X+ns(p), on note :
δc,k = m
1
p
d−1∑
ℓ=1
αkℓOrdcUσℓ , γc,ℓ =
∏
(a1,a2)∈Oσℓσc
a1=0
(1− e2πia2)s,
βc,k = m
d−1∑
ℓ=1
αkℓ log |γc,ℓ|, κ = max
k
d−1∑
ℓ=1
|αkℓ|.
2.5. Borne de Baker 59
Alors pour un point entier P ∈ Ωc tel que |qc(P )| ≤ 10−p on a
bk = δc,k log |qc|+ βc,k +O1
(
6ms
p− 1
d
κ|qc|1/p
)
, (k = 1, . . . , d− 1). (2.40)
où l’on note qc au lieu de qc(P )
Démonstration. Dans l’équation 2.38 on remplace log |Uσℓ(P )| par l’estimation obtenue
dans (2.35). On obtient après calcul
bk = δc,k log |qc|+ βc,k +O1
(
3mκsΘc|qc|1/p
)
. (2.41)
On conclut, en utilisant la remarque 2.24.
2.5.2 Forme linéaire de logarithmes et majoration
Commençons cette partie par un heuristique. Considérons deux unités modu-
laires U et Uσ, multiplicativement indépendantes et P ∈ Ωc un point entier proche
d’une pointe c. D’après l’équation (2.31) on a
U(P ) ∼ γcqOrdqcUc , U(P )
σ ∼ γc,σq
OrdqcU
σ
c .
De sorte que
U(P )OrdqcU
σ
(U(P )σ)−OrdqcU ∼ α,
où α est une constante. D’un autre côté, au vu de (2.37) il est clair que le terme
de droite est une unité de K. Ainsi α est proche d’une unité, en décomposant cette
unité dans le système d’unités maximal et en prenant le logarithme on obtient alors
une forme linéaire de logarithmes, notée Λ proche de 0. La théorie de Baker nous
donnera alors un minorant pour |Λ|, tandis que le travail réalisé plus haut, sur le
comportement asymptotique des unités modulaires nous donnera un majorant. La
comparaison des deux nous permettra alors d’obtenir une borne.
W =
{
UOrdcU
σ
(Uσ)−OrdcU si OrdcU 6= 0
U si OrdcU = 0
,
De sorte que W n’ait ni pôle ni zéro en c. La construction d’une telle fonction est
possible grâce au théorème 2.10, en imposant
d ≥ 3.
Si OrdcU = 0, l’équation 2.34 conduit à
log |U(P )| = − log |γc|−1 +O1
(
36
p− 1
d
|qc|1/p
)
(2.42)
Si OrdcU 6= 0, on obtient alors
log |U(P )| = − log
∣∣∣∣∣γ
OrdcUσ
c
γOrdcUc,σ
∣∣∣∣∣
−1
+O1
(
36
p− 1
d
(|OrdcU |+ |OrdcUσ|) |qc|1/p
)
. (2.43)
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où
γc,σ =
∏
(a1,a2)∈Oσσc
a1=0
(1− e2πia2)s,
Pour majorer les ordres nous utilisons la proposition 2.20, ainsi que la majoration
|B2(x)| ≤ 1/6 pour tout x ∈ [0, 1[. On obtient ainsi :
|OrdcU | ≤ p2 |O| =
p(p2 − 1)
2d
· (2.44)
Ainsi dans tous les cas en notant
ad =


∣∣∣∣γOrdcUσcγOrdcUc,σ
∣∣∣∣−1 si OrdcU 6= 0
|γc|−1 sinon
(2.45)
on obtient en minorant d par 3, et en majorant les termes p− 1 et p2 − 1 par p et
p2 respectivement :
log |W (P )| = − log ad +O1
(
12p5|q|1/p
)
. (2.46)
D’autre part, on sait que U(P )/η0 ∈ UK , où UK est le groupe des unités deK. Soit
donc η1, . . . , ηd−1 un système d’unités de rang maximal. De sorte que (U(P )/η0)
m ∈
〈η1, . . . , ηd−1〉 où m est l’indice de [〈η1, . . . , ηd−1〉 : UK ].
Pour 1 ≤ k ≤ d− 1, on note
αk =
∣∣∣∣∣ η
OrdcUσ
k
(ησk )OrdcU
∣∣∣∣∣ , αd = ad
∣∣∣∣∣ η
OrdcUσ
0
(ησ0 )OrdcU
∣∣∣∣∣ .
Si OrdcU 6= 0 et
αk = |ηk|, αd = ad |η0| .
(2.47)
sinon. On remarque que dans tous les cas αk ∈ Q (ζp)+.
Soit
Λ = b1 logα1 + · · ·+ bd−1 logαd−1 +m logαd. (2.48)
En divisant W (P ) par η0, On obtient ainsi une forme linéaire de logarithmes, qui
vériﬁe
|Λ| ≤ 12mp5|q|1/p (2.49)
2.5.3 Théorie et Borne de Baker
La théorie de Baker permet de minorer une forme linéaire de logarithmes. Nous
utiliserons la forme suivante de l’inégalité de Baker due à Matveev [Ma00, Corol-
lary 2.3].
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Théorème 2.26. Soit K un corps de nombre de degré D sur Q, plongé dans C.
Soit α1, . . . , αn des éléments non nuls de K, et b1, . . . , bn des entiers. On fixe les
valeurs des logarithmes logα1, . . . , logαn et on pose
Λ = b1 logα1 + · · ·+ bn logαn.
Soit A1, . . . , An des nombres réels vérifiant
Ak ≥ max
{
Dh(αk), | logαk|, 0.16
}
,
où h(·) est la hauteur logarithmique absolue. Enfin, on pose
φ =
{
1 if K ⊆ R
2 otherwise
, ℧ = A1 · · ·An,
C(n) = min
{
1
φ
(1
2
en
)φ
30n+3n3.5, 26n+20
}
.
Alors si Λ 6= 0 on a
log |Λ| > −C(n)d2℧(1 + log d)(1 + logB). (2.50)
où B = max
1≤i≤n
|bi|.
Le cas Λ = 0, nécessite une étude plus approfondie que nous réaliserons dans la
partie 2.6.6.
On suppose que Λ 6= 0,
On applique ce théorème à notre situation, on obtient
exp
(
−C1(d)
(
p− 1
2
)2
Ω(1 + log
p− 1
2
)(1 + logB)
)
< |Λ| (2.51)
où
C1(d) = min
{
e
2
d4.530d+3, 26d+20
}
,
Ak ≥ max{p− 12 h(αk), | logαk|, 0.16}, 0 ≤ k ≤ d,
Ω = A0 · · ·Ad,
B = {|b1|, . . . , |bd−1|, m}
.
Pour conclure à une borne sur B, nous devons majorer le terme de droite de
(2.49), par une expression dépendant de B et non de qc. On suppose |qc(P )| ≤ 10−p,
de sorte que nous avons (2.41). D’où en notant
δmax = max
c,k
|δc,k|, βmax = max
c,k
|βc,k|, (2.52)
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on obtient
B = max{|b1|, . . . , |bd−1|, m} ≤ δmax log |q−1c |+ βmax + 1.2mpκ, (2.53)
d’où
|qc| ≤ e(−B+βmax+1.2mpκ)/(δmax) (2.54)
On remarque que l’on n’utilise pas l’hypothèse Λ 6= 0 dans la dernière égalité.
Finalement on a
exp(−C1(d)d2Ω(1+log d)(1+logB)) < |Λ| ≤ 12mp5e(−B+βmax+1.2mpκ)/(pδmax) (2.55)
En comparant, le terme de droite et le terme de gauche, on a
B ≤ K1 logB +K2,
où
K1 = δmaxpC1(d)
(
p− 1
2
)2
Ω
(
1 + log
(
p− 1
2
))
,
K2 = K1 + βmax + 2p3mκ + δmaxp log (12mp5).
(2.56)
Enﬁn le lemme suivant permet de conclure
Lemme 2.27. Soit z, K1 deux nombres réels positifs et K2 un nombre réel tels que
z ≤ K1 log z +K2.
Alors
z ≤ 2(K1 logK1 +K2).
Démonstration. On applique le lemme 2.2 de [PW87] avec h = 1.
On trouve la borne B0 pour B suivante
B ≤ B0 = 2 (K1 logK1 +K2)
Dans la suite nous désignerons B0 comme la borne de Baker .
On obtient ainsi une borne explicite pour B. Pour pouvoir calculer explicitement
cette borne nous devons majorer m en fonction de p.
2.6 Borne pour j
Cette partie est indépendante des suivantes, elle reprend en partie le travail
eﬀectué avec M. Sha dans [BS12]. L’objectif est de donner une borne explicite, ne
dépendant que de p, pour j(P ) où P est toujours un point entier de X+ns(p). La
relation entre j(P ) et q−1c donnée dans la proposition 3.1 de [BP10] :
2.6. Borne pour j 63
|j(P )| ≤ 2|qc|−1 (2.57)
nous incite à majorer |qc|−1. Enﬁn au vu de (2.51) et (2.49) on a
|qc|−1 <
(
12mp5
)p
exp(pC1(d)
(
p− 1
2
)2
Ω
(
1 + log
(
p− 1
2
))
(1 + logB0)). (2.58)
Il nous reste donc à majorer en fonction de p les constantes de la formule ci dessus.
Tout d’abord nous devons trouver un système d’unités de rang maximal. Pour
cela on introduit les unités circulaires dans Q(ζp)+.
ξk−1 = ζ (1−k)/2p ·
1− ζkp
1− ζp =
ζ¯p
k/2 − ζk/2p
ζ¯p
1/2 − ζ1/2p
, k = 2, . . . ,
p− 1
2
,
On sait, d’après le lemme 8.1 de [Wa82] que {ξ1, . . . ξ(p−3)/2} est un système
d’unité de Q(ζp)+ de rang maximal. Notons m′ son indice dans le groupe des unités.
Le lemme 8.1 et le théorème 8.2 de [Wa82] donnent m′ = h+, où h+ désigne le
nombre de classe de Q(ζp)+.
Remarque 2.28. Pour p ≤ 67, on sait que h+ = 1. On en déduit que les unités ξk
sont fondamentales.
Pour obtenir un système d’unité dans le corps K, on prend
ηk = NQ(ζp)+/K(ξk) =
∏
σ∈Gal(Q(ζp)+/K)
ξσk , k = 1, . . . ,
p− 3
2
.
Notons m l’indice du groupe engendré par {η1, · · · , η p−3
2
} dans le groupe des
unités de K modulo les racines de l’unité. Puisque [Q(ζp)+ : K] = |H|/2 = p−12d , on
a
m
∣∣∣∣∣m
′(p− 1)
2d
. (2.59)
Commem est ﬁni et le rang des unités deK est d−1, le rang du groupe 〈η1, · · · , η p−3
2
〉
modulo les racines de l’unité est d − 1. Dans la suite on suppose, sans perdre de
généralité, que les unités η1, · · · , ηd−1 sont multiplicativement indépendantes et for-
ment un système de rang maximal.
2.6.1 Majoration de m
Soit h+, R+ et D+ le nombre de classe, le régulateur et le discriminant de Q(ζp)+,
respectivement.
D’après ce qui précède, en particulier l’équation (2.59), pour majorer m il nous
suﬃt de majorer h+.
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La proposition 2.1 et le lemme 4.19 de [Wa82], donnent |D+| = p p−32 . La formule
du nombre de classe, page 37 de [Wa82], donne
h+ =
(
p
4
) p−3
4 · 1
R+
∏
χ 6=1
L(1, χ).
Le théorème 2 de [CF91] appliqué à Q(ζp)+/Q, donne
R+ > 0.32.
En appliquant le théorème 1 de [Lo98] à l’extension Q(ζp)+/Q on obtient
|L(1, χ)| < 1
2
log p+ 0.03 < log p, if χ 6= 1.
d’où
h+ < p
p−3
4 (log p)
p−3
2 ·
Enﬁn (2.59), nous permet d’avoir
m ≤ h
+(p− 1)
2d
<
p
p−3
4 (p− 1)(log p) p−32
2d
< p
p+1
4 (log p)
p−3
2 · (2.60)
2.6.2 Calcul de Ak pour k = 1, . . . , d− 1
Nous allons maintenant trouver les nombres Ak, pour k = 1, . . . , d − 1, déﬁnis
dans le théorème 2.26 :
Ak ≥ max{p− 12 h(αk), | logαk|, 0.16} (2.61)
On rappelle la déﬁnition de la hauteur logarithmique absolue d’un nombre al-
gébrique x ∈ L où L est un corps de nombre :
h(x) =
1
[L : Q]
∑
σ:L→֒C
log+ |j(P )σ|, (2.62)
où log+ = max{log, 0}.
On a alors les formules usuelles, pour tout n ∈ Z et a1, · · · , ak, α ∈ Q¯, on a
h(a1 + · · ·+ ak) ≤ h(a1) + · · ·+ h(ak) + log k,
h(a1 · · ·ak) ≤ h(a1) + · · ·+ h(ak),
h(αn) = |n|h(α),
h(ζ) = 0, pour toute racine de l’unité ζ ∈ C×.
Soit a ∈ F×p et σa ∈ Gal (Q(ζp)/Q) induit par l’automorphisme de Q(ζp) qui à ζp
associe ζap . Alors Gal(Q(ζp)
+/Q) = {σ1, · · · , σ(p−1)/2}.
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Pour 1 ≤ a ≤ p−1
2
, on a
ξσak−1 =
ζ¯p
ak/2 − ζak/2p
ζ¯p
a/2 − ζa/2p
(
=
sin(πak/p)
sin(πa/p)
)
.
On en déduit
h(ξσak−1) ≤ 2 log 2.
D’où
h(ησak−1) ≤
(p− 1) log 2
d
· (2.63)
En remarquant que pour −π
2
< x < π
2
, on a sinx
x
> 2
π
. On déduit
|ξσak−1| ≤
1
| sin(πa/p)| ≤
1
sin(π/p)
<
p
2
,
et
|ξσak−1| ≥ | sin(πak/p)| ≥ sin(π/p) >
2
p
·
Donc on a
| log |ξσak−1|| < log
p
2
·
Finalement, on obtient
| log |ησak−1|| <
(p− 1) log p
2
2d
· (2.64)
Soit 1 ≤ k ≤ d− 1, pour calculer Ak, on distingue deux cas.
– Si OrdcU = 0, alors on a αk = ±ηk de sorte que l’on peut choisir
Ak =
p2
d
·
– Si OrdcU 6= 0, alors on a
αk =
∣∣∣∣∣ η
OrdcUσ
k
(ησk )OrdcU
∣∣∣∣∣
Comme on a |OrdcU | ≤ p(p2−1)2d ( voir (2.44)), on a
p− 1
2
h(αk) ≤ p− 12
p(p2 − 1)
2d
(h(ηk) + h(ησk )) ≤
p5
d2
.
De la même manière on obtient
|logαk| ≤ p(p
2 − 1)(p− 1) log (p/2)
2d2
≤ p
5
d2
·
Finalement on peut prendre
Ak =
p5
d2
·
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2.6.3 Calcul sur η0
Tout d’abord posons
µ0 = NQ(ζp)/Q(ζp)+(1− ζp) = (1− ζp)(1− ζ¯p).
Alors
µ = NQ(ζp)+/K(µ0).
En suivant la même méthode que dans la partie précédente, on obtient
h(µσa) ≤ 2 log 2.
Donc
h(µσa) ≤ (p− 1) log 2
d
et h(ησa0 ) ≤ s
(p− 1) log 2
d
· (2.65)
De µσa0 = 2− 2 cos(2aπ/p), on tire d’une part |µσa0 | ≤ 4 et d’autre part
|µσa0 | ≥ 2− 2 cos
π
p
= 4
(
sin
π
2p
)2
>
(
2
p
)2
.
et
| log |µσa0 || < 2 log
p
2
.
Finalement, on obtient
| log |µσa || < (p− 1) log
p
2
d
et | log |ησa0 || < s
(p− 1) log p
2
d
· (2.66)
2.6.4 Calcul de Ad
On rappelle que
γc,σ =
∏
(a1,a2)∈Oσσc
a1=0
(1− e2iπa2)ss.
et
|{(a1, a2) ∈ Oσσc : a1 = 0}| ≤ Θc ≤ 2(p− 1)
d
·
En suivant toujours le même raisonnement que pour ηk, on obtient
h(γc,σ) ≤ 2s(p− 1) log 2
d
·
Si a1 = 0 on a a2 ∈ {1p , · · · , p−1p }. On a donc la majoration |1− e2iπa2 | ≤ 2 et la
minoration
|1− e2iπa2 |2 = 2(1− cos 2πa2) ≥ 2(1− cosπ/p) = 4 sin2 π2p ≥
4
p2
·
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On en déduit
| log |1− e2iπa2 || ≤ log p
2
,
et donc
| log |γc,σ|| ≤ 2s(p− 1) log
p
2
d
· (2.67)
En distinguant deux cas on trouve
– Si OrdcU = 0, alors on a αd = ±γ−1c η0 de sorte que l’on a
h(αd) ≤ 3s(p− 1) log 2
d
et |log |αd|| ≤ 3s(p− 1) log
p
2
d
·
On pose
Ad = 3s
p2
d
·
– Si OrdcU 6= 0, alors on a
αd =
∣∣∣∣∣ γ
OrdcUσ
c
(γc,σ)sOrdcU
∣∣∣∣∣
−1 ∣∣∣∣∣ η
OrdcUσ
0
(ησ0 )OrdcU
∣∣∣∣∣ ,
d’où
h(αd) ≤ 3ps(p+ 1)(p− 1)
2 log 2
2d2
et |log |αd|| ≤ 3sp(p+ 1)(p− 1)
2 log p
2
2d2
·
Dans ce cas, on peut prendre
Ad =
3sp5
d2
·
2.6.5 Conclusion
Nous pouvons maintenant calculer la quantité Ω = A1 · · ·Ad. En comparant,
pour chaque Ak les valeurs obtenues si OrdcU = 0 ou 6= 0, on majore Ak par la
deuxième valeur, de sorte que l’on obtient
Ω ≤ 3sp
5
d2
(
p5
d2
)d−1
≤ 3sp
5d
d2d
(2.68)
Pour pouvoir conclure il nous reste à estimer les quantités βmax, δmax et κ. En re-
gardant leurs expressions, on s’aperçoit qu’il nous suﬃt de majorer la valeur absolue
de αk,ℓ.
Soit C la comatrice de L =
(
log |ησkℓ |
)
1≤k,ℓ≤d−1 et Ck,ℓ ses cofacteurs. Alors la
formule d’Hadamardé nous permet de majorer les cofacteurs en fonction des coef-
ﬁcients de la matrice. Grâce à (2.64), nous pouvons majorer les coeﬃcients de la
matrice et donc obtenir
|Ck,ℓ| ≤
[
(p− 1)√d− 2 log p
2
2d
]d−2
.
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Comme |αk,ℓ| = | detL|−1|Cℓ,k|, il nous suﬃt donc de minorer | detL|. Soit RK le
régulateur de K. Par [Wa82, Lemma 4.15], on a | detL| ≥ mRK . En appliquant
[CF91, Theorem 2] à l’extension K/Q, on RK > 0.32. et donc
| detL| > 0.32m.
De sorte que
|αk,ℓ| ≤
[
(p− 1)√d− 2 log p
2
2d
]d−2
3.125
m
≤ (p3/2 log p) p−52 /m ≤ p 3p−154 log p) p−52 /m.
On obtient donc
κ ≤ p 3p−114 · (log p) p−52 /m.
Comme on peut majorer βmax par mκmax log |γc,ℓ|, en utilisant (2.67) et s ≤ 6, on
obtient
βmax ≤ 7 · p
3p−11
4 · (log p) p−32 .
De même, en utilsant la déﬁnition de δc,ℓ et (2.44) on a
δmax ≤ p
3p−11
4 · (log p) p−52 .
Comme d ≤ (p− 1)/2 et p ≥ 7 on a
C1(d) = min
{
e
2
d4.530d+3, 26d+20
}
< 2d4.530d+3 < pp+8.
Nous pouvons majorer les constantes K1 et K2 de (2.56), on utilise ici les majora-
tions larges des inégalités ci-dessus, ceci n’a pas une grande inﬂuence puisque nous
prendrons ensuite le logarithme de celles-ci. On trouve après calculs :
K1 ≤ p
13p
4
+8(log p)p−2, K2 ≤ 4p
13p
4
+8(log p)p−2,
B0 ≤ 12p
13p
4
+13(log p)p−1, 1 + logB0 ≤ 6p log pp
Enﬁn, grâce à (2.57) et (2.58) on obtient
log j(P ) < 3pC1(d)d2Ω(1 + log d)(1 + logB0)
< C(d)p5d+2(log(p))d+1
(2.69)
où C(d) = 108 · 30d+3 · d−d+6.5(1 + log d)
Avant de traiter le cas où Λ = 0, on peut s’intéresser au cas extrêmes où d = 3
et d = (p− 1)/2. Dans le premier cas on obtient
log |j(P )| < 7, 73 · 1012p17(log(p))4.
Dans le second cas, si (p− 1)/2 est un nombre premier, on obtient
log |j(P )| < 1, 2 · pp+6 · 30 p+32 · (log p) p+12 .
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2.6.6 Le cas Λ = 0
Dans cette partie, on traite le cas où Λ = 0. Nous verrons que dans ce cas on
obtient une borne plus petite que celle obtenue dans la partie précédente log |j(P )|.
L’objectif de cette partie est de montrer le résultat suivant
Proposition 2.29. Soit P un point entier, tel que Λ = 0 alors
log |j(p)| < 23p2 log(p) + log 2.
On trouve donc dans ce cas une borne meilleure que celle trouvée dans (2.69).
On distingue deux cas, si OrdcU = 0 et si OrdcU 6= 0. Les deux cas se traitent
avec la même méthode. Dans toute cette partie on ﬁxe ν une valeur absolue sur
Q(ζp) normalisée pour prolongéer la valeur absolue de Q.
Le cas OrdcU = 0 étant plus favorable, nous le traitons en premier. On a alors
|U(P )| = |γc|. Puisque U(P ) et γc sont des nombres réels, on en déduit
U(P )2 = γ2c .
Lemme 2.30. Il existe une fonction f(·) à valeurs dans Z et λc1, λc2, λc3 · · · ∈ Q(ζp)
tels que ∀τ ∈ Ωc, on a
log
U2(qc)
γ2c q
2OrdcU
p
c
= 2πf(qc)i+
∞∑
k=1
λckq
k/p
c , (2.70)
et
|λck|v ≤
{ |k|−1v si v est finie,
4sp(k + p) si v est infinie.
En particulier, pour chaque k ≥ 1 on a
h(λck) ≤ log(4sp2 + 4skp) + log k = log(4skp2 + 4sk2p).
Démonstration. Par construction de U on a
log
U2(qc)
γ2c q
2OrdcU
p
c
= 2πf(qc)i+
∑
a∈Oσc

 ∞∑
n=0
n+a1 6=0
2s log(1− qn+a1c e2πia2) +
∞∑
n=0
2s log(1− qn+1−a1c e−2πia2)

 .
Le développement en série de Taylor des logarithmes permet d’obtenir la formule
(2.70). Pour obtenir une estimation des termes |λck|, on majore chaque coeﬃcient du
développement de log(1− qn+a1c e2πia2). Soit n ≥ 0, on écrit
log(1− qn+a1c e2πia2) =
∞∑
k=1
β1kq
k/N .
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et
log(1− qn+1−a1c e2πia2) =
∞∑
k=1
β2kq
k/N .
On peut facilement majorer βk par
|βik|v ≤
{ |k|−1v si v est ﬁnie,
1 si v est inﬁnie.
i = 1, 2.
Pour conclure la preuve il suﬃt de remarquer que λck est la somme d’au plus 2(k/p+1)
termes de la forme βij.
L’idée générale de ce qui suit est de remarquer que si U2(P ) = γc et Ordc(U) = 0
alors le terme de gauche de (2.70) est nul. On en déduit l’annulation du terme de
droite, puis en comparant le premier terme de la série avec le reste on obtiendra une
bonne borne. Pour pouvoir conclure il nous faut estimer le rang à partir duquel les
termes de la série de Taylor sont non nuls.
Lemme 2.31. Sous l’hypothèse OrdcU = 0, il existe k ≤ p4 vérifiant λck 6= 0.
Démonstration. Puisque OrdcU = 0 et U n’est pas constant, il existe λck 6= 0. Comme
on suppose OrdcU = 0, on a U(c) = γc, et donc f(qc(c)) = 0 où f est déﬁnie dans
(2.70).
On étend la valuation Ordc de K(XH) au corps des séries formelles K((q1/pc )).
Alors Ordcq1/pc = 1 et pour obtenir le lemme il nous suﬃt de majorer
Ordc
(
−2πf(qc)i+ log(U2/γ2c )
)
≤ Ordc log(U2/γ2c ) = Ordc(U2/γ2c − 1).
On majore le membre de droite par le degré U2/γ2c − 1,qui est égal au degré U2.
Enﬁn, le degré de U2 est égal à
∑
c0
|Ordc0 U |, où la somme est prise sur les (p−1)/2
pointes de XH . On obtient donc
k ≤∑
c0
|Ordc0 U | ≤
p− 1
2
p(p2 − 1)
2d
≤ p4.
On peut alors conclure cette partie
Proposition 2.32. On suppose Λ = 0 et OrdcU = 0, alors
log |j(P )| ≤ p2 log(24p9 + 24p6) + p log(48p(p4 + p+ 1)) + log 2.
Démonstration. Soit n le plus petit k tel que λck 6= 0. D’après le lemme précédent on
a n ≤ p4. On peut supposer sans perdre de généralité que |qc(P )| ≤ 10−p. Comme
OrdcU = 0 et U2(P ) = γ2c , (2.70) on tire
2πf(qc(P ))i+
∞∑
k=n
λckqc(P )
k/p = 0.
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Si f(qc(P )) = 0. Alors |λcnqc(P )n/p| = |
∞∑
k=n+1
λckqc(P )
k/p|. On majore le terme de
droite par
|
∞∑
k=n+1
λckqc(P )
k/p| ≤
∞∑
k=n+1
|λck||qc(P )|k/p ≤
∞∑
k=n+1
4sp(k + p)|qc(P )|k/p
= 8sp(n+ p+ 1)|qc(P )|(n+1)/p.
(2.71)
On minore le terme de gauche grâce à la formule :
|λcn| ≥ e−[Q(ζp):Q]h(λ
c
n) ≥ (4snp2 + 4sn2p)−p+1. (2.72)
En combinant (2.71) et (2.72) on obtient la majoration suivante
log |qc(P )−1| ≤ p2 log(24p9 + 24p6) + p log(48p(p4 + p+ 1)).
où on utilise la majoration s ≥ 6. Le résultat suit de (2.57).
Si f(qc(P )) 6= 0. Alors 2π ≤ |
∞∑
k=n
λckqc(P )
k/p| ≤ 48p(n + p)|qc(P )|n/p. Et on a
log |qc(P )−1| ≤ p log(48p(p4 + p)). D’où
log |j(P )| ≤ p log(48p(p4 + p)) + log 2.
On suppose à présent OrdcU 6= 0. Par (2.36), on peut choisir U tel que OrdcU <
0. On prend alors σ tel que OrdcUσ > 0. On pose n1 = −OrdcU et n2 = OrdcUσ.
Puisque U(P ) et γc sont réels, on a U(P )2n2Uσ(P )2n1 = γ2n2c γ
2n1
c,σ , c’est-à-dire
U2n2(Uσ)2n1(P ) = γ2n2c γ
2n1
c,σ .
Le théorème 2.10 nous assure que W = U2n2(Uσ)2n1 n’est pas constante.
On applique la même méthode que précédemment la formule (2.70) reste valable
avec des majorations légèrement modiﬁées.
Lemme 2.33. Il existe une fonction f(·) à valeurs dans Z et λc1, λc2, λc3 · · · ∈ Q(ζp)
tels que ∀τ ∈ Ωc, on a
log
W (qc)
γ2n2c γ
2n1
c,σ q
OrdcW
p
c
= 2πf(qc)i+
∞∑
k=1
λckq
k/p
c , (2.73)
et
|λck|v ≤
{ |k|−1v si v est finie,
4sp4(k + p) si v est infinie.
En particulier, pour chaque k ≥ 1 on a
h(λck) ≤ log(4sp5 + 4skp4) + log k = log(4skp5 + 4sk2p4).
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Démonstration. On refait la même preuve que pour le lemme 2.30, en remarquant
que
OrdcW = 2(n1 + n2)OrdcU,
en majorant
(n1 + n2) ≤ (OrdcU +OrdcUσ) ≤ 2pp
2 − 1
2d
≤ p3.
Dans cette situation le lemme 2.31 devient
Lemme 2.34. Il existe k ≤ p7 tel que |θ| 6= 0
Démonstration. Par le même raisonnement que pour le lemme 2.31, on montre que
k existe car W n’est pas constante. On majore k par le degré de W , d’où
k ≤ 1
2
∑
c0
OrdcW ≤ 12
p− 1
2
2 (n1 + n2)
p(p2 − 1)
2d
≤ p− 1
2
p2(p2 − 1)2
2d
≤ p7.
Proposition 2.35. On suppose Λ = 0 et OrdcU = 0, alors
log |j(P )| ≤ p2 log(p23) + log 2.
Démonstration. Encore une fois on raisonne de la même manière que pour le cas
OrdcU = 0. Soit n le plus petit k tel que λck 6= 0. D’après le lemme précédent on a
n ≤ p7. On peut supposer sans perdre de généralité que |qc(P )| ≤ 10−p. Dans ce cas
on obtient la majoration
|
∞∑
k=n+1
λckqc(P )
k/p| ≤
∞∑
k=n+1
|λck||qc(P )|k/p = 8sp4(n+ p+ 1)|qc(P )|(n+1)/p. (2.74)
et la minoration
|λcn| ≥ e−[Q(ζp):Q]h(λ
c
n) ≥ (4snp5 + 4sn2p4)−p+1. (2.75)
En combinant (2.71) et (2.72) on trouve après calcul, et majoration large pour la
seconde inégalité
log |qc(P )−1| ≤ p2 log(p14 + p20) + p log(p13 + p7) ≤ p2 log p23.
où on utilise la majoration s ≥ 6. Le résultat suit de (2.57).
Le cas f(qc(P )) 6= 0 se traite de la même manière et conduit à une borne plus
petite.
Dans tous les cas on voit que la borne obtenue pour j(P ) est plus petite que la
borne obtenue dans (2.69).
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Remarque 2.36. Dans la partie suivante, on s’intéressera non pas à j(P ) mais à
B0. Dans le cas général (Λ 6= 0) on obtiendra la borne par calcul explicite de toute
les constantes qui donnera une borne plus petite que la borne théorique trouvée
dans cette partie. Pour la partie Λ = 0 on peut déduire du travail eﬀectué dans
cette partie une borne sur B0. On trouve alors si Λ = 0, en utilisant 2.53
B0 ≤ 23δmaxp2 log p.+ βmax + 1.2mpκ,
qui se trouve être toujours plus petit que la borne trouvée dans le cas général. On
note encore B0 la plus grande des deux bornes ainsi trouvées.
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3.1 Réduction
À partir de maintenant et jusqu’à la ﬁn de ce chapitre, nous adoptons une philoso-
phie diﬀérente. Notre objectif est d’exposer une méthode eﬀective et eﬃcace pour
trouver, non seulement la taille des points entiers mais surtout expliciter ceux-ci.
Nous avons déjà bien avancé dans cette direction. En eﬀet, en faisant appel aux
unités modulaires puis aux unités du corps de nombres K, nous avons discrétisé le
problème. Ceci nous permet d’espérer énumérer toutes les solutions. Si P est un
point entier il lui correspond un d-uplet (b0, b1, . . . , bd−1). La borne de Baker trouvée
dans la partie (2.5), nous donne un champ de possibilités pour ce d-uplet. Mal-
heureusement, cette borne est très grande. Lorsque l’on fait les calculs précisément,
on obtient une borne plus petite que la borne théorique obtenue dans la partie 2.6.
Toutefois les bornes trouvées sont beaucoup trop grandes (de l’ordre de 1050) pour
pouvoir tester tous les cas possibles. Dans cette partie nous allons décrire comment
réduire cette borne, pour se ramener à un nombre raisonnable de cas à tester. Les
techniques de réduction de la borne de Baker sont des techniques faisant appel à
des approximations rationnelles simultanées de nombres réels. Pour cela on utilisera
deux outils : les fractions continues et l’algorithme LLL.
Historiquement, ces méthodes ont été introduites pour la résolution des équa-
tions de Thue ou semblables à des équations de Thue. Dans leur article [BD69],
A. Baker et H. Davenport, ont utilisé les fractions continues pour résoudre un sys-
tème d’équations diophantiennes. Il se ramène à une forme linéaire avec trois loga-
rithmes. Puis l’algorithme des fractions continues leurs permet de trouver une bonne
approximation rationnelle d’un des logarithmes pour en déduire une nouvelle borne.
Cette méthode très eﬃcace, présente l’inconvénient de fonctionner avec une petite
forme linéaire. Si on augmente la taille de la forme linéaire, on doit alors approximer
simultanément plusieurs logarithmes, ce qui nous empêche d’utiliser les fractions
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continues.
Au début des années 80, A. Lenstra, H. Lenstra et L. Lovász ont construit leur
algorithme LLL, permettant de trouver une base réduite d’un réseau. En 1987,
[TW89] N. Tzanakis B.M.M. de Weger utilisent cette algorithme pour trouver des
approximations simultanées de nombres algébriques et étendent ainsi la méthode
de [BD69]. Avec cette méthode, pour résoudre une équation de degré Thue d, on est
amené à utiliser l’algorithme LLL en dimension d. Ceci peut devenir problématique,
lorsque d devient grand.
À la ﬁn des années 90, toujours en voulant résoudre des équations de Thue,
G. Hanrot et Yu. Bilu ont montré dans [BH96], que l’on pouvait éviter le recours aux
formes linéaires en logarithme quel que soit le degré pourvu que l’on ait un système
d’unités fondamentales. Il se ramène alors à l’utilisation des fractions continues.
Enﬁn dans [Ha00], G. Hanrot résout les équations de Thue sans l’utilisation de
groupe d’unités fondamentales, en augmentant la dimension de la forme linéaire de
logarithmes de un et en faisant appel à l’algorithme LLL en dimension 3.
On traitera tout d’abord le cas où l’on a trouvé un groupe d’unités fondamentales,
en adaptant la méthode de [BH96] à notre situation. Puis on traitera le cas général
en utilisant l’algorithme LLL en dimension 3.
3.1.1 Réduction avec un système d’unités fondamental
On suppose tout d’abord que nous disposons d’un système {η1, . . . , ηd−1} d’unités
fondamentales. Dans la pratique ce sera le cas si (p−1)/2 a un petit diviseur (≤ 11)
ou si p est un nombre premier inférieur à 67 et K est le sous-corps réel maximal de
Q(ζp). En reprenant les notations des parties précédentes, on a alors
U(P ) = η0ηb11 · ηbd−1d−1 ,
où P est un point entier de X+ns(p) proche d’une pointe c. Pour alléger les notations
on note dans cette partie
δk = δc,k, γl = γc,l, βk = βc,k.
Considérons l’équation (2.40), de manière heuristique, elle donne pour k1 et k2 :
bk1 ∼ δk1 log |qc|+ βk1
bk2 ∼ δk2 log |qc|+ βk2
(3.1)
De sorte que bk1 et bk2 sont liés. En eﬀet, on a
log |qc| ∼ bk1 − βk1
δk1
log |qc| ∼ bk2 − βk2
δk2
(3.2)
3.1. Réduction 77
On en déduit que la quantité
bk2 − βk2
δk2
− bk1 − βk1
δk1
= δk2
(
bk2 −
δk2
δk1
bk1 −
δk2βk1 − δk1βk2
δk1
)
,
est proche de zéro. En notant k1 et k2 deux entiers tels que 1 ≤ k1, k2 ≤ d− 1 et
|δk2| ≤ |δk1| et
δ =
δk2
δk1
, λ =
δk2βk1 − δk1βk2
δk1
.
On obtient explicitement
bk2−δbk1 + λ
= δk2 log |qc|+ βk2 − δδk1 log |qc| − δβk1 + λ+O1
(
6s
p− 1
d
(1 + δ)κ|qc|1/p
)
= βk2 − δβk1 + λ+O1
(
6s
p− 1
d
(1 + δ)κ|qc|1/p
)
= O1
(
6s
p− 1
d
(1 + δ)κ|qc|1/p
)
(3.3)
On majore ensuite |qc|1/p en utilisant (2.53), pour obtenir
|bk2 − δbk1 + λ| ≤ K3 exp(−B/pδmax) (3.4)
où
K3 = 6s
p− 1
d
(1 + δ)κe
βmax + 1, 2p(p− 1)κ
δmax .
et δmax est déﬁni dans (2.52).
Ce qui suit est indépendant de notre situation, nous allons utiliser un lemme
d’approximation diophantienne général. Si l’on suppose que δ et λ rationnelle-
ment indépendants, c’est-à-dire qu’il n’existe pas d’entier a, b, c, avec c 6= 0 et
pgcd(a, b, c) = 1 tels que
a + bδ + cλ = 0,
alors une approximation rationnelle suﬃsamment bonne pour δ, ne sera pas une
bonne approximation pour λ. Ainsi en minorant le terme de gauche de (3.4) par sa
distance à Z on obtiendra une majoration de B en fonction du logarithme de B0.
Dans la suite on note pour x ∈ R
‖x‖ = min
a∈Z
|a− x| .
Lemme 3.1. Soient b1 et b2 deux nombres entiers, T un nombre réel supérieur à 2
et δ et λ deux nombres réels vérifiant
|b2 − δb1 + λ| ≤ Ce−B/C′ (3.5)
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où C,C ′ sont deux constantes réelles et B ≤ B0. Soit q un entier (on fera attention
à ne pas confondre q avec le paramètre local qc) vérifiant
1 ≤ q ≤ TB0, ‖δq‖ < (TB0)−1, ‖λq‖ ≥ 2T−1.
On a alors
B ≤ C ′
(
logB0 + log(CT 2)
)
.
Démonstration. En multipliant (3.5) par q, on obtient
q · |b2 − δb1 + λ| ≤ CTB0 exp(−B/C ′). (3.6)
En minorant le terme de gauche par sa distance à zéro, on obtient
q · |b2 − δb1 + λ| ≥ ‖ ± b1‖qδ‖+ qλ‖ ≥ ‖qλ‖ − b1‖qδ‖ ≥ ‖qλ‖ − T−1 ≥ T−1,
En comparant avec le terme de droite de (3.5) on obtient le résultat.
Ce lemme s’applique facilement à notre méthode. De cette manière on réduit
fortement la borne B0. Dans la pratique, on choisit par exemple T = 10. En calculant
des réduites successives de δ par l’algorithme des fractions continues on trouve q tel
que
1 ≤ q ≤ TB0, ‖δq‖ < (TB0)−1.
On vériﬁe si ‖λq‖ ≥ 2T−1. Si ce n’est pas le cas on recommence avec T = 10T ,
jusqu’à obtenir l’inégalité.
Comme le lemme est général, on peut appliquer à nouveau cette méthode avec la
nouvelle borne obtenue. De cette manière on réduit encore la borne. En pratique, on
eﬀectue 3 ou 4 étapes de réduction pour obtenir une borne optimale. Par exemple,
pour p = 7, on trouve B0 ≈ 1020, après une étape de réduction on trouve 1191, après
deux étapes on trouve 380, puis 308. Si on eﬀectue une autre réduction on retombe
sur 308.
Cette méthode est très eﬃcace et nous permet d’énumérer tous les cas possibles.
Avant de passer au cas où le système d’unités est seulement de rang maximal,
nous devons traiter le cas où les nombres δ et λ vériﬁent une équation du type
a + bδ + cλ = 0.
En pratique, on s’aperçoit qu’on est dans ce cas, lorsqu’en multipliant T par 10
beaucoup de fois on obtient toujours pas de mauvaise approximation pour λ. On
suspecte alors une relation de dépendance rationnelle, que l’on établit par recherche
exhaustive. Dans tous les cas traités les nombres a, b, c étaient de valeurs absolues
inférieures à 103. Dans ce cas, en utilisant la relation de dépendance rationnelle et
(3.4) on obtient
|bk2 − a− δ (b1 + b)| ≤ |q3|K3 exp(−B/pδmax) (3.7)
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on minore encore une fois le terme de gauche par sa distance à Z :
|bk2 − a− δ (b1 + b)| ≥ ‖δ (b1 + b) ‖ ≥ min
x∈Z,|x|≤B0+b
‖xδ‖.
On détermine alors le terme de droite, grâce aux fractions continues. Puis par com-
paraison, on obtient une nouvelle borne pour B0, du même type que précédemment.
3.1.2 Réduction avec un système d’unités de rang maximal
Ce paragraphe n’est pas utilisé dans l’implémentation dans les calculs que l’on a
fait. En eﬀet, dans tout les cas traités la recherche d’un groupe d’unités fondamen-
tales aboutie sans trop de diﬃcultés, alors que l’utilisation d’un groupe d’unités de
rang maximal, conduit à une borne plus grande et une énumération très longue.
Trouver un système d’unités fondamentales dans le cas général est un problème
algorithmique diﬃcile. Sans rentrer dans les détails, on cherche d’abord le groupe
des classes, en cherchant des relations entre des idéaux de K de norme "petite"
(inférieur à 12 log2 |D|). En considérant ensuite le plongement logarithmique des re-
lations obtenues sous formes de matrice et en eﬀectuant des opérations élémentaires
sur la matrice on obtient des relations triviales qui conduisent à des unités. On
cherche ensuite assez de relations pour obtenir un système de rang maximal, donné
par le théorème de Dirichlet.
Sous l’hypothèse de Riemann généralisée, on peut s’assurer que les unités ainsi
obtenues sont fondamentales. Sans l’hypothèse de Riemann généralisée, nous devons
soit garantir que les unités sont fondamentales en faisant appel à des méthodes de
certiﬁcations qui sont très lentes dès que le degré et/ou le régulateur augmente. Soit
nous nous passons d’un système d’unités fondamentales et considérons uniquement
un système de rang maximal. Dans notre cas, nous travaillons dans des sous-corps
d’un corps cyclotomique Q(ζp). Or dans ce cas on connait un système d’unités de
rang maximal, donné par la norme des unités circulaires du sous-corps réel maximal,
c’est ce que nous avons fait dans la partie 2.6.
L’utilisation d’un système de rang maximal a un coût : elle ajoute une variable
m. On a vu dans la partie 2.5 que si P est un point entier de X+ns(p) proche d’une
pointe c. Alors on a
U(P )m = ηm0 η
b1
1 · ηbd−1d−1 .
On a une majoration pour m donnée par l’indice du groupe engendré par le système
d’unités de rang maximal dans le groupe des unités de K. Lorsque nous avons
voulu trouver une borne théorique pour j, nous avons été amené à majorer m de
manière théorique. Dans le cas d’un calcul explicite on peut faire beaucoup mieux,
simplement en calculant le régulateur du système d’unité. Rappelons d’abord la
déﬁnition du régulateur d’un système d’unités dans un corps totalement réel,
Définition 3.2. Soit K un corps totalement réel de degré d, et {η1, . . . , ηd−1} un
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système d’unités de rang maximal. Soit L la matrice
L =
(
log
∣∣∣ησji ∣∣∣)1≤i,j≤d−1 ,
où σi sont les d − 1 plongements réels de K. Alors cette matrice est inversible et
son detérminant noté R{η1,...,ηd−1} dans la suite est le régulateur du système d’unités.
Si l’on a un système d’unité fondamentale, alors le régulateur ne dépend pas du
système choisi et est noté RK .
Comme dans la partie 2.6, on peut appliquer le théorème 2 de [CF91] à l’extension
K/Q, pour obtenir une minoration de RK
RK ≥ 0.32.
Cette minoration n’est pas optimale, mais suﬃt dans notre situation. On peut se
référer à l’article de [CF91], pour plus de commentaires sur ces bornes générales.
L’indice du groupe engendré par le système d’unités de rang maximal dans le
groupe des unités de K est donné par
R{η1,...,ηd−1}
RK
≤ R{η1,...,ηd−1}
0.32
.
La majoration pour m suit alors facilement, notons m la borne ainsi trouvée pour
m.
Il existe des méthodes plus ﬁnes de minorations du régulateur, nous ne les dis-
cutons pas ici, mais on peut se référer à l’article de G. Hanrot [Ha00] par exemple.
Pour réduire la borne B0, on adopte ici une méthode de G. Hanrot introduite
dans [Ha00].
Dans les formules déﬁnissant les quantités δc,k et βc,k de l’équation (2.39), ap-
parait la quantité m. Aﬁn de séparer les quantités eﬀectivement calculable et les
quantités inconnues nous modiﬁons légèrement les notations. Dans cette partie, on
ﬁxe une pointe c, et on note
δk =
1
m
δc,k, γc,l = γl, βk =
1
m
βc,k.
De sorte que l’on a pour 1 ≤ k ≤ d− 1
bk = mδk log |qc|+mβk +O1
(
6ms
p− 1
d
κ|qc|1/p
)
.
En raisonnant comme dans le cas où l’on a un système d’unités fondamentales,
en notant k1 et k2 deux entiers tels que 1 ≤ k1, k2 ≤ d− 1 et |δk2 | ≤ |δk1 | et
δ =
δk2
δk1
, λ =
δk2βk1 − δk1βk2
δk1
,
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de sorte que |δ| ≤ 1. On obtient explicitement
|bk2 − δbk1 +mλ| ≤ 6ms
p− 1
d
|qc|1/p ≤ K3 exp(−B/pδmax) (3.8)
où
K3 = 6ms
p− 1
d
(1 + δ)κe
βmax + 1, 2mp(p− 1)κ
δmax
et
βmax = max
1≤k≤d−1
βi, δmax = max
1≤k≤d−1
δk.
La méthode de la partie précédente ne s’applique plus, en raison de l’apparition
du coeﬃcient m. Pour minorer le terme de gauche, nous allons considérer le réseau
engendré par
A =

⌊B0/m⌋ 0 00 1 0
[C · δ] [C · λ] C

 .
On discutera du choix de C, à la ﬁn de cette partie. Dans son article, G Hanrot
considère un réseau de dimension 4, en combinant deux relations du type (3.8).
Ici comme nous supposons seulement d ≥ 3, on peut n’avoir que deux bi et donc
une seule relation. Bien sûr en dimension supérieure, on peut adapter la méthode
de [Ha00]. L’utilisation de plusieurs relations permet de raﬃner la majoration que
l’on obtiendra. En revanche, on fera attention à ne pas trop augmenter la dimension
(5 semble être une bonne limite), auquel cas on ralentirai l’algorithme.
En appliquant l’algorithme LLL, au réseau engendré par les colonnes de la ma-
trice A. On obtient une base réduite, on note ℓ la longueur de son plus petit vecteur.
On a alors pour tout x dans le réseau
|x| ≥ 2−1ℓ.
Soient (m, bk1,bk2 ) ∈ Z on a alors,
(⌊B0/m⌋m)2 + b2k1 + ([C · δ]m+ [C · λ]bk1 + Cbk2)2 ≥
ℓ2
4
,
or
|[C · δ]m+ [C · λ]bk1 + Cbk2 − C(bk2 − δbk1 +mλ)| ≤
m+ bk1
2
·
Ce qui conduit en supposant ℓ ≥
√
B0/4 à
|bk2 − δbk1 +mλ| ≥
1
C


√
ℓ2
4
− 2B20 −
B0 +m
2

 .
En comparant avec (3.8), on obtient
B0 ≤ 1
pδmax

log


√
ℓ2
4
− 2B20 −
B0 +m
2

− logK3C

 ,
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si ℓ >
√
9B20 + 2B0m+m2
On obtient ainsi une nouvelle borne. Comme dans la méthode précédente, on
peut appliquer à nouveau la méthode pour réduire la nouvelle borne. En pratique 3
ou 4 étapes suﬃsent.
Il nous reste à discuter du choix de C, il nous faut le choisir le plus petit pos-
sible tel que l’inégalité devant être vériﬁée soit validée. De manière heuristique,
les vecteurs de la base réduite sont "presque orthogonaux" et "presque de la même
longueur", de sorte que le discriminant de cette base est proche de ℓ3. D’un autre
coté, le discriminant de la matrice A est C⌊B0/m⌋ de sorte que
C ≈ ℓ3m/B0.
Or l’inégalité devant être vériﬁé par ℓ, nous indique que
ℓ >
√
9B20 + 2B0m+m2 ≈ B0.
Finalement, on peut prendre C = TB2m0 avec T = 10. On teste alors si on a la
condition, sinon on augmente T .
Dans la suite on notera B1 la borne réduite trouvée.
3.2 Enumération
Dans les parties précédentes, nous avons trouvé une borne B1 qui nous autorise
une énumération de tous les cas possibles. Toutefois la borne obtenue n’est pas aussi
bonne que l’on aurait pu l’espérer. Il nous faut donc faire très attention pendant
cette étape, qui sera la plus coûteuse algorithmiquement. Nous allons commencé par
une approche générale qui s’applique à tous les cas. Nous verrons ensuite comment
l’on traite les cas où |qc| est supérieur à 10−p, cas que l’on avait laissé de côté dans
nos recherches.
3.2.1 Énumération des solutions
Soit b tel que |b| ≤ B1. L’idée générale est la suivante, on a vu dans la partie
2.5, que l’on peut exprimer bk en fonction de log |Uσ(P )|. À l’aide de l’étude asymp-
totique des unités modulaires faites dans la partie (2.4), on peut ainsi exprimer
b en fonction de q. On ramène ainsi notre problème à un problème de résolution
numérique d’équation. En pratique l’estimation faite pour les unités modulaires fait
intervenir beaucoup de terme du type log |1− qk+a1e2iπa2 |, qui a pour eﬀet de con-
sidérablement ralentir l’algorithme. L’idée est alors d’utiliser le développement en
série de Taylor de ces logarithmes. Mais alors, un autre problème apparaît lorsque
qk+a1 est trop grand, le développement en série de Taylor génère un reste trop grand
à rang constant. Nous optons donc pour une solution intermédiaire. C’est l’objet du
lemme central de cette section.
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Lemme 3.3. Soit P un point entier de la courbe X+ns(p) proche d’une pointe c. Soit
k = 1, . . . , d− 1, pour n un entier, on a
bk =δc,k log |qc|+ βc,k
+ s
d−1∑
ℓ=0
αkℓ
∑
(a1,a2)∈Oσℓσc
a1 6=0
{
log |1− qa1c e2iπa2 | if a1 < 1/2
log |1− q1−a1c e−2iπa2 | if a1 > 1/2
+ Pn
(
q1/pc
)
+O1
(
2s
p2 − 1
d
κ|qc|n
(
n
(1−√qc)2n +
2
n(1− |qc|n)(1− |qc|)
))
(3.9)
où Pn est un polynôme en q1/pc de degré np.
La preuve de ce résultat est très technique, l’idée a été expliqué plus haut, on
développe en série de Taylor en faisant attention à contrôler explicitement le reste.
Nous allons voir la preuve en détail ci-dessous.
Démonstration. On commence, par étudier le cas des fonctions de Siegel. Soit ga
pour a, on en déduira ua et U facilement. Tout d’abord, on a la formule
log |ga(qc)| = B2(a1)2 log |qc|+
∞∑
k=0
(
log
∣∣∣1− qk+a1c e2πia2 ∣∣∣+ log ∣∣∣1− qk+1−a1c e−2πia2 ∣∣∣) .
(3.10)
Pour estimer la somme on distingue deux cas, si k+a1 ou k+1−a1 est inférieur
à 1/2, on laisse le logarithme sans y toucher. Sinon on développe le logarithme à
l’aide du lemme
Lemme 3.4. Soit m un entier positif et z un nombre complexe, |z| < 1. Alors
log(1− z) = −
m∑
k=1
zk
k
+O1
( |z|m+1
(m+ 1)(1− |z|)m+1
)
. (3.11)
Démonstration. Dans le cas où z = |z| est un nombre réel positif, (3.11) est une
conséquence immédiate de la formule de Taylor-Lagrange. Dans le cas général on se
ramène au cas où z est positif, grâce à
∣∣∣∣∣log(1− z) +
m∑
k=1
zk
k
∣∣∣∣∣ ≤
∞∑
k=m+1
|z|k
k
=
∣∣∣∣∣log(1− |z|) +
m∑
k=1
|z|k
k
∣∣∣∣∣ .
Si k + a1 ≤ n, on applique ce lemme à log
∣∣∣1− qk+a1c e2πia2 ∣∣∣ (respectivement à
log
∣∣∣1− qk+1−a1c e−2πia2 ∣∣∣), quand k+a1 (respectivement k+1−a1) est plus grand que
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1/2, avec m = mk1 = ⌊ nk+a1 ⌋ (respectivement m = mk2 = ⌊ nk+1−a1 ⌋), on a
log
∣∣∣1− qk+a1c e−2πia2 ∣∣∣ =
mk1∑
j=1
cos 2πja2
j
|qc|(k+a1)j
+O1
( |qc|(mk1+1)(k+a1)
(mk1 + 1)(1− |qc|k+a1)mk1+1
)
log
∣∣∣1− qk+1−a1c e−2πia2 ∣∣∣ =
mk2∑
j=1
cos 2πja2
j
|qc|(k+1−a1)j
+O1
( |qc|(mk2+1)(k+1−a1)
(mk2 + 1)(1− |qc|k+1−a1)mk2+1
)
,
(3.12)
Sinon, on a la majoration∣∣∣∣∣∣
∑
k+a1≥n
log
∣∣∣1− qk+a1c e−2πia2 ∣∣∣+ log ∣∣∣1− qk+1−a1c e−2πia2 ∣∣∣
∣∣∣∣∣∣ ≤
4|qc|n
n(1− |qc|n)(1− |qc|) .
(3.13)
En utilisant les inégalités,
n
k + a1
≤ mk1 + 1 ≤
n
k + a1
+ 1,
et
n
k + 1− a1 ≤ mk2 + 1 ≤
n
k + 1− a1 + 1,
on peut majorer le terme O1 de (3.12),
log
∣∣∣1− qk+a1c e−2πia2 ∣∣∣+ log ∣∣∣1− qk+1−a1c e−2πia2 ∣∣∣
=
mk1∑
j=1
cos 2πja2
j
|qc|(k+a1)j +
mk2∑
j=1
cos 2πja2
j
|qc|(k+1−a1)j +O1

 2|qc|n
(1−
√
|qc|)2n


(3.14)
Finalement en notant
Pa,n(q1/pc ) =
∑
1/2≤k+a1≤n

mk1∑
j=1
cos 2πja2
j
|qc|(k+a1)j +
mk2∑
j=1
cos 2πja2
j
|qc|(k+1−a1)j

,
on obtient
log |ga(qc)| = B2(a1)2 log |qc|+
{
log |1− qa1c e2iπa2 | if a1 < 1/2
log |1− q1−a1c e−2iπa2 | if a1 > 1/2
+ Pa,n(q1/pc ) +O1

 2n|qc|n
(1−
√
|qc|)2n
+
4|qc|n
n(1− |qc|n)(1− |qc|)

 (3.15)
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Enﬁn en posant
Pn =
d−1∑
ℓ=0
sαkℓ
∑
a∈Oσlσc
Pa,n,
et la proposition vient de
bk =
d−1∑
ℓ=0
αkℓ log |Uσℓ(P )| k = 0, 1, . . . , d− 1.
Notons alors, en posant x = q−1/pc ,
fk,n(x) =− δc,kp log |x|+ βc,k
+ s
d−1∑
ℓ=0
αkℓ
∑
(a1,a2)∈Oσℓσc
a1 6=0
{
log |1− x−pa1e2iπa2 | if a1 < 1/2
log |1− x−p(1−a1)e−2iπa2 | if a1 > 1/2
+ Pn
(
x−1
)
(3.16)
et
εn(x) = 2s(p+ 1)dκ|x|−np
(
n
(1− |x|pn/2)2n +
2
n(1− |x|−np)(1− |x|−p)
)
.
Commençons par traiter les solutions vériﬁant |qc| > 10−p, on a donc x ≤ 10.
Dans ce cas, nous obtenons une borne pour les bi en utilisant (2.53). Supposons que
x soit supérieur à eπ
√
3/p, le cas négatif ou nul est similaire et le cas 0 < x < eπ
√
3/p,
conduit à j(p) ∈ {1, . . . , 1727} et sera discuté plus loin. On commence par chercher
n vériﬁant
εn(eπ
√
3/p) ≤ η,
où η est l’erreur que nous discuterons plus tard.
La forme de la fonction fk,n nous autorise à étudier ces variations sur l’intervalle[
eπ
√
3/p, 10
]
. Pour cela, on calcule la dérivée de fk,n qui est rationnelle, on localise
alors ses racines, grâce à l’algorithme de Sturm [St1835], dans la plupart des cas
on trouve que la fonction est monotone. Il arrive de rare cas où la dérivée s’annule,
dans ces cas, on calcule la racine de la dérivée dans l’intervalle concerné en utilisant
une méthode de résolution numérique de l’équation f ′k,n = 0. Dans notre cas nous
avons utilisé la méthode de Brent [Br73], implémenté dans [Pari], cette méthode
combine plusieurs méthodes bien connues (Dichotomie, méthode de la sécante et
interpolation quadratique inverse) de manière optimisée.
Supposons que la fonction soit monotone sur l’intervalle
[
eπ
√
3/p, 10
]
(si ce n’est
pas le cas on raisonne de la même manière sur chaque intervalle de monotonie), en
calculant le minimum et le maximum de la fonction, on obtient ainsi un encadrement
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pour b. L’encadrement est généralement, bien meilleur que celui trouvé pour |qc| <
10−p.
Enﬁn pour chaque b compris dans l’intervalle trouvé, on résout grâce à la méthode
de Brent les équations,
fk,n(x)− b− εn = 0,
et
fk,n(x)− b+ εn = 0.
On trouve alors deux solutions, x1 et x2 tels que si P est un point entier on a
qc(P ) ∈ (x1, x2), conduisant chacune à deux q1 = xp1 et q2 = xp2, puis à deux valeurs
possibles pour j : j1 et j2 tels que j(P ) ∈ (j1, j2). Si |j1 − j2| ≥ 10−6, on recommence
le même procédé en augmentant n. On vériﬁe enﬁn s’il existe j ∈ Z ∩ (j1, j2).
Revenons au choix de η, il nous faut le choisir tel que la condition ﬁnale |j1 − j2| ≤
10−6 soit réalisée, en fait η dépend de plusieurs paramètres : on perd de la précision,
lorsque nous élevons le résultat à la puissance p. Cette erreur est maitrisable si l’on
connait à l’avance x, or ici nous avons seulement un encadrement de x. De plus
l’écart entre x1 et x2 dépend de la dérivée de f . Empiriquement, η = 10−10, semble
être une valeur possible. On donne ci-dessous l’algorithme 2, servant à l’énumération
des "petits" points entiers.
Algorithme 2 Recherche des "petits" points entiers de X+ns(p)
Entrées: δc,k, βc,k, αk,l ,s, k et Oσlσc
Sorties: L une liste contenant les potentiels points entiers vériﬁant |qc| ≥ 10−p.
1: • On pose η = 10−10.
2: • On calcule n tel que εn < η
3: • On étudie les variations de fk,n sur [e−Pi
√
3/p, 10]
4: • On en déduit un encadrement de b : B1 ≤ b ≤ B2.
5: Pour b de B1 à B2 faire
6: Pour chaque intervalle de monotonie faire
7: • Résoudre fk,n(x1) − b − ε = 0 et fk,n(x2)− b + ε = 0 avec une précision
de 10−p−13.
8: • Calculer j1 = j(x−p1 ) et j2(x−p2 ).
9: Si |j1 − j2| ≥ 10−6 alors
10: • Retourner à l’étape 2 avec η = η · 10−5.
11: Fin Si
12: Si |j1 − j2| ≥ 10−6 et ‖j1‖ ≤ 10−5 alors
13: • Ajouter ‖j1‖ à la liste L.
14: Fin Si
15: Fin pour
16: Fin pour
Avant de considérer le cas |qc(P )|−1 ≥ 10p, nous devons faire une petite étude
concernant la précision, cette étude servira également dans le cas |qc(P )|−1 ≥ 10p.
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En eﬀet, lorsque nous obtenons x1 avec une précision ε, on a donc
x1 ∈]x1 − ε, x1 + ε[.
Mais lorsque nous calculons xp1 on obtient le résultat avec un erreur potentiellement
grande. De même lorsque nous calculons ensuite j(x−p1 ). Discutons du lien entre
l’erreur ε sur x1 et l’erreur ﬁnale sur j1. Soit x˜ une valeur approchée de x. Alors si
|x− x˜| < ε.
On a la majoration
|xp − x˜p| ≤ εp|x˜+ ε|p−1.
Concernant le calcul de j(x−1), le développement en série de Laurent de j nous
indique clairement que x est le terme dominant. C’est la raison pour laquelle nous
avons posé x = q−1/pc et non qc = x
1/p. Commençons par remarquer que nous
pouvons utiliser ce même développement tronqué à un rang N sans perdre trop de
précision. On se ramènera alors au problème de propagation de l’erreur dans une
fraction rationnelle. Soit N un entier (dans les exemples numériques N = 50 suﬃt).
On note alors
jN = q−1c + 744 +
N∑
i=1
ciq
i
c,
où ci désigne les coeﬃcients du développement de j en série de Laurent. On a alors
par positivité des ci
||j(τ)| − |jN (τ)|| ≤
∞∑
i=N+1
ci |q|i ≤
∞∑
i=N+1
ci |q0|i ≤ j(τ0)− jN (τ0), (3.17)
où τ0 =
√−3/2 et q0 = e2iπτ0 . Par exemple pour N = 50 on obtient une majoration
de l’erreur de 1.06 × 10−83, ce qui est largement suﬃsant. On remarque d’ailleurs
que plus τ devient grand, plus l’erreur sera petite.
Supposons que l’on connaisse xp = q−1c avec une précision ε
′ et nous souhaitons
calculer j(qc) pour cela nous utilisons la fonction JN = jN ◦ q−1 que nous devrons
évaluer en q−1c . Nous composons par l’inverse de manière à éviter de perdre de
la précision en calculant qc, puis à nouveau q−1c qui est le terme dominant. On
majore ensuite l’erreur grâce au théorème des accroissements ﬁnis. Par exemple
pour N = 50, on obtient une majoration de |J ′N | sur [eπ
√
3,∞[ de 8 et de 1 sur
]−∞,−e2π]. Si l’on note q˜c−1 la valeur de q−1c approchée avec une erreur ε, on a
alors ∣∣∣J50 (q−1c )− J50 (q˜c−1)∣∣∣ ≤ 8ε.
Finalement en regroupant les résultats ci-dessus, si x est donné avec une précision
ε alors j(x−p) = J(xp) est donnée avec une précision de 8εp(x+ ε)p−1. Ainsi si nous
voulons avoir une précision sur j1 de 10−10 nous devons calculer x1 avec une erreur
de
ε ≤ 10
−10
8p
|x|−(p−1).
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En considérant p < 100 on peut prendre une erreur de 10−13−p, dans le cas où
|x| ≤ 10 comme indiqué dans l’algorithme.
Dans le cas où |qc(P )|−1 ≥ 10p, nous ne pouvons pas majorer a priori qc(p)−1,
toutefois comme nous l’avons vu dans la partie réduction on a une estimation
grossière :
log |qc| ∼ bk − βk
δc,k
·
On a donc
log |x| ∼ p
∣∣∣∣∣bk − βkδc,k
∣∣∣∣∣ ,
On pose alors n = 1, et on calcule une première fois x en résolvant l’équation avec
εn et une précision de
p
⌈∣∣∣∣∣bk − βkδc,k
∣∣∣∣∣
⌉
.
On trouve alors une valeur approchée de x. On peut alors réitérer l’algorithme
précédent avec le même type d’erreur en remplaçant |x| par la valeur approchée
trouvée. Finalement on écrit l’algorithme 3 de recherche des grands points entiers.
Algorithme 3 Recherche des "grands" points entiers de X+ns(p)
Entrées: δc,k, βc,k, αk,l ,s, k et Oσlσc
Sorties: L une liste contenant les potentiels points entiers vériﬁant |qc| ≤ 10−p.
1: Pour b de −B1 à B1 faire
2: • n=1.
3: Pour chaque intervalle de monotonie faire
4: • On résout fk,1(x)− b = 0 avec une précision de p
⌈ ∣∣∣ bk−βk
δc,k
∣∣∣ ⌉.
5: Fin pour
6: • On pose η = 10−10.
7: • On calcule n tel que εn(x) < η
8: • On étudie les variations de fk,n sur [10,+∞[
9: Pour chaque intervalle de monotonie faire
10: • Résoudre fk,n(x1)− b − ε = 0 et fk,n(x2) − b + ε = 0 avec une erreur de
10−11p−1|x|−(p−1).
11: • Calculer j1 = j(x−p1 ) et j2(x−p2 ).
12: Si |j1 − j2| ≥ 10−6 alors
13: • Retourner à l’étape 3 avec η = η · 10−5 et x = min (x1, x2).
14: Fin Si
15: Si |j1 − j2| ≥ 10−6 et ‖j1‖ ≤ 10−5 alors
16: • Ajouter ‖j1‖ à la liste L.
17: Fin Si
18: Fin pour
19: Fin pour
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Pour conclure cette partie, il nous reste à discuter des cas où j = 1, 2, . . . , 1727
Dans ces cas, soit J dans l’intervalle considéré De J on tire q avec une bonne
précision, en résolvant l’équation polynomiale :
jN (q)− J = 0.
À ce stade il est important de constater que le calcule de q peut être fait au préalable.
Enﬁn on élimine généralement ces cas en testant si ‖fk,n(q)‖ ≤ ε.
Nous avons maintenant ﬁni l’étape d’énumération des possibilités, après cette
étape ne subsistent que quelques points potentiellement entiers.
3.2.2 Vérification des solutions potentielles
Si on trouve |qc(P )|, par cette méthode, on peut raﬃner un peu en vériﬁant si
‖fk′,n‖ ≤ εn, pour tous les k′ 6= k.
Toutefois nous n’avons pas l’assurance d’obtenir réellement un point entier sur
X+ns(p). Heuristiquement, si l’on suppose que les valeurs de j sont distribuées de
manière uniforme, on peut dire que la probabilité que l’on obtienne j1 proche à
±10−3 d’un entier est de 2 · 10−3. Si l’on vériﬁe cela pour chaque 1 ≤ k ≤ d − 1,
on obtient une probabilité de 2d−110−3(d−1) d’obtenir d nombres qui soient proche
d’un nombre entier. Bien sûr on peut rendre cette probabilité aussi petite que l’on
veut. Cependant, nous aimerions pouvoir assurer inconditionnellement si un point
est entier ou non.
On rappelle rapidement les résultats de la partie 2.1 : un point P ∈ X+ns(p) est
entier s’il lui correspond une courbe elliptique déﬁnie sur Q (par exemple donné par
le j invariant entier), telle que
ρn(Gal(Q¯/Q) ⊂ C+ns(p).
On considère donc E une courbe elliptique déﬁnie sur Q, correspondant à j(P ). On
distingue deux cas suivant la structure du groupe d’endomorphisme de E.
Si E a une multiplication complexe, un résultat classique sur les courbes ellip-
tiques assure que si E est déﬁnie sur un corps de nombre K, alors j(E) est un entier
algébrique de degré h(K) où h(K) est le nombre de classe de K. Comme j(P ) ∈ Z,
on en déduit que h(K) = 1. En fait on a bien plus,
Proposition 3.5. Soit d > 0 sans facteur carré et Q
(√−d) un corps de nombres
imaginaire quadratique de nombre de classe 1 et d’anneau d’entier OK. Soit p un
nombre premier inerte dans K. Alors, à toute courbe elliptique avec multiplication
complexe par K (c’est-à-dire End(E) ≃ OK), on peut faire correspondre un unique
point entier sur X+ns(p).
Il n’y a que 13 ordres O dans un corps K avec h(O) = 1. Pour chacun de ces 13
ordres, on connaît le valeur de j(O) dans Z. Ainsi, si après l’étape d’énumération,
on trouve j(P ) appartenant à l’une de ces 13 valeurs :
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0, 54000, −12288000, 1728, 287496, −3375, 16581375, 8000, −32768,
−884736, −884736000, −147197952000, −262537412640768000
Alors on cherche le d correspondant à cette valeur, en se référant par exemple
au tableau page 192 de [Se97]. On vériﬁe alors facilement si p est inerte ou non dans
Q
(√−d). Un point entier obtenu de cette manière sera dit point à multiplication
complexe.
Dans nos calculs, pour p ≥ 11, seuls des points à multiplication complexe sont
apparus. Si toutefois d’autres points entiers apparaissent il faudrait calculer, au cas
par cas, l’image de la représentation galoisienne.
3.3 Algorithme de recherche des points entiers
sur X+ns(p)
Dans cette dernière partie, nous allons donner une version algorithmique de ce
qui a été fait plus haut. L’intérêt de notre méthode est son caractère eﬀectif. En eﬀet,
tous les résultats obtenus plus haut sont parfaitement explicites. Ils nous autorisent
à écrire un algorithme prenant en entrée un nombre premier p, et donnant en sortie
tous les points P ∈ X+ns(p) entiers. L’écriture d’un tel algorithme nous a permis de
retrouver les résultats déjà connus pour X+ns(7) ( [Ke85]) et pour X
+
ns(11) ( [ST12]).
Nous présenterons les résultats obtenus pour 7 ≤ p ≤ 67. En particulier nous verrons
que, hormis pour le cas p = 7, toutes ces courbes n’ont que des points entiers avec
multiplication complexe.
3.3.1 Algorithme et commentaire
En combinant tout ce que nous avons fait jusqu’ici nous disposons de l’algorithme
4. Qui prend en entrée un nombre premier p et donne en sortie la liste des points
entiers de X+ns(p).
Nous allons essayer d’analyser cet algorithme aﬁn d’en étudier ses capacités et
ses limites.
La première remarque concerne le choix entre un système d’unités fondamen-
tales et un système de rang maximal. Le second a l’avantage d’éviter de recourir
à l’hypothèse de Riemann généralisée ou à un certiﬁcat très lent. En revanche, il
oblige à introduire une nouvelle variable m dont on a une mauvaise majoration. Ceci
aura pour eﬀet, d’augmenter la borne réduite et donc de considérablement ralentir
la dernière étape de l’algorithme. D’après les calculs eﬀectués, on peut se contenter
du premier choix au moins pour les petits nombres premiers. Le premier nombre
premier qui pose problème est 83, qui nécessite la recherche des unités d’un corps
de degré 41.
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Algorithme 4 Recherche des points entiers de X+ns(p)
Entrées: p ≥ 7 un nombre premier.
Sorties: L une liste contenant tous les points entiers de X+ns(p).
1: • Trouver le plus petit diviseur d ≥ 3 de (p− 1)/2 et calculer H l’unique sous-
groupe de F×p d’ordre d.
2: • Si d est petit essayer de calculer un système d’unités fondamentales de K =
Q(ζp)H et poser m = 1. Sinon calculer un système de rang maximal.
3: • Calculer une borne pour m (partie 3.1.2).
4: • Calculer un système de représentants optimal (partie 1.2.2).
5: • Fixer une orbite à droite O de GH\Mp, et calculer le diviseur de U = uO.
6: Pour chaque pointe c faire
7: • Chercher Uσ tels que OrdcU = 0 et construire W . Sinon construire W à
partir de U et Uσ.
8: • Calculer la borne de Baker B0.
9: Si m = 1 alors
10: Pour i de 1 à (p− 1)/2 faire
11: • réduire la borne B0 grâce à méthode de la partie 3.1.1.
12: Fin pour
13: B1 := la borne réduite.
14: Fin Si
15: Si m > 1 alors
16: Pour i de 1 à (p− 1)/2 faire
17: • réduire la borne B0 grâce à méthode de la partie 3.1.2.
18: Fin pour
19: • B1 := la borne réduite.
20: Fin Si
21: • Trouver les solutions vériﬁant |qc(P )| ≤ 10−p avec l’algorithme 2. (Retourne
une liste L1).
22: • Trouver les solutions vériﬁant |qc(P )| > 10−p avec l’algorithme 3.(Retourne
une liste L2).
23: Fin pour
24: Pour tous les éléments j de L1 et L2 faire
25: Si j ∈ {0, 54000,−12288000, 1728, 287496,−3375, 16581375, 8000,−32768,
−884736,−884736000,−147197952000,−262537412640768000} alors
26: Si p est inerte dans Q(
√
d) où d est le discriminant correspondant à j. alors
27: •Ajouter j à L.
28: Fin Si
SinonVériﬁer si j correspond à un point entier.
29: Fin Si
30: Fin pour
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Outre le calcul des unités, le deuxième point pouvant conduire à une limite de
l’algorithme est l’étude de la monotonie des fonctions fk,n, en eﬀet après calcul
de la dérivée nous obtenons une fraction rationnelle ayant des pôles en dehors des
intervalles qui nous intéresse. Le numérateur de cette fraction rationnelle est un
polynôme d’ordre np − 1 + 2|O|, dont nous devons localiser les racines. Dans la
plupart des cas, l’algorithme de Sturm nous assure rapidement que ce polynôme
n’a pas de racine, dans les intervalles concernés. Dans le pire des cas rencontrés le
polynôme a une seule racine que l’on calcule avec la méthode de Brent. Cette étape,
peut toutefois être assez longue, mais nous la réalisons qu’une fois pour chaque
pointe.
Enﬁn, l’étape la plus lente est l’étape d’énumération. Lorsque p augmente, on
a un double eﬀet négatif : tout d’abord la réduction est moins bonne ce qui nous
amène à considérer des solutions potentielles de plus en plus grande et nous oblige
donc à augmenter la précision. Le deuxième eﬀet négatif, vient de l’augmentation
de p elle-même. En eﬀet, dans les algorithmes d’énumération la précision dépend
directement de p. On est donc obligé lorsque p augmente de traiter plus de cas avec
une plus grande précision. De plus, au vu de la forme de fk,n, les fonctions vont être
plus diﬃciles à évaluer et donc ralentir la méthode de résolution. Heureusement, d’un
point de vue purement pratique, on peut pallier en partie la diﬃculté d’énumération
en "parallélisant" l’algorithme. En eﬀet, les énumérations sur chaque pointe sont
indépendantes. On peut donc eﬀectuer l’énumération sur toutes les pointes en même
temps.
3.4 Exemples numériques
3.4.1 Points entiers sur X+ns(7)
On considère la courbe modulaire X+ns(7) déﬁnie sur Q. Cette courbe à trois
pointes déﬁnies par L±1, L±2,L±3 déﬁnie sur le corpsQ(ζ7)+. Comme [Q(ζ7)+ : Q] =
3, on prend d = 3 et K = Q(ζ7)+. On a alors un système d’unités fondamentales
η1, η2 donné par exemple par les unités circulaires. Soit P un point entier de X+ns(7).
Supposons que P soit proche de la pointe à l’inﬁni c1. Le calcul de la borne de
Baker donne dans ce cas B0 = 5.34×1019, après trois étapes de réduction on obtient
B1 = 301. L’étape d’énumération nous donne trois "petits" points
j(P1) = 2633, qc1(P1)
−1/p ≃ 2.453
j(P2) = 0, qc1(P2)
−1/p ≃ −2.175
j(P3) = −215, qc1(P3)−1/p ≃ −4.43
(3.18)
et trois "grands" points
j(P4) = 21575, qc1(P4)
−1/p ≃ 17.729
j(P5) = 291761932931493, qc1(P5)
−1/p ≃ 3530.64
j(P6) = −2153353113, qc1(P6)−1/p ≃ −39.392
(3.19)
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En ce qui concerne la pointe c2, on obtient une borne de Baker de B0 = 1.85× 1015.
Après trois étapes de réduction on obtient B1 = 218,L’étape d’énumération nous
donne un "petit" point
j(P7) = 2333113, qc2(P7)
−1/p ≃ 6.02 (3.20)
et un "grand" point
j(P8) = 2183353233293, qc1(P8)
−1/p ≃ −307.93 (3.21)
En ce qui concerne la pointe c3, on obtient une borne de Baker de B0 = 1.719×1020.
Après trois étapes de réduction on obtient B1 = 308. L’étape d’énumération nous
donne un "petit" point
j(P8) = 2653, qc3(P8)
−1/p ≃ 3.558 (3.22)
et trois "grands" points
j(P9) = 2611323314932693, qc3(P9)
−1/p ≃ 1822.31
j(P10) = 235375, qc3(P10)
−1/p ≃ 10.769
j(P11) = −2183353, qc3(P11)−1/p ≃ −18.97
(3.23)
On retrouve ainsi tous les points de [Ke85]. On constate que l’on a trois points
sans multiplication complexe. Ce sera la seule fois que cela arrive dans nos calculs.
Le temps de calcul complet est de deux minutes et trente quatre secondes pour
X+ns(7).
3.4.2 Points entiers sur X+ns(11)
On considère la courbe modulaire X+ns(11) déﬁnie sur Q. Cette courbe est le
deuxième et dernier cas déjà traité dans [ST12]. Cette courbe à cinq pointes déﬁnies
par L±i pour 1 ≤ i ≤ 5 déﬁnie sur le corps Q(ζ11)+. Comme [Q(ζ11)+ : Q] = 5,
on prend d = 5 et K = Q(ζ11)+. On a alors un système d’unités fondamentales
η1, η2, η3, η4 donnée par exemple par les unités circulaires. Soit P un point entier de
X+ns(11).
En eﬀectuant le calcul sur chaque pointe on obtient une borne de Baker au pire
égale à B0 = 4.85 × 1027, après trois étapes de réduction on obtient une borne B1
comprise entre 528 et 1123. Finalement après l’étape d’énumération on trouve les
points suivant : Dans Ωc1 ,
j(P1) = 2633, qc1(P1)
−1/p ≃ 1.77 (3.24)
Dans Ωc2 ,
j(P2) = 2333113, qc2(P2)
−1/p ≃ 3.13
j(P3) = −215353, qc2(P3)−1/p ≃ 4.41
(3.25)
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Dans Ωc3 ,
j(P4) = 0, qc2(P4)
−1/p ≃ −1.63 (3.26)
Dans Ωc4 ,
j(P5) = −2183353233293, qc4(P5)−1/p ≃ −38.33 (3.27)
Dans Ωc4 ,
j(P6) = 243353, qc5(P6)
−1/p ≃ 2.69
j(P7) = −2153353113, qc5(P7)−1/p ≃ −10.36
(3.28)
Tous les calculs ont été eﬀectués en 36 minutes et 2 secondes.
3.4.3 Points entiers sur X+ns(13)
Avant de donner les résultats obtenus sans détails dans la prochaine partie, con-
sidérons le cas p = 13. Ce cas est intéressant pour plusieurs raisons, tout d’abord
c’est le premier cas non traité. Ensuite c’est le premier cas où nous allons pouvoir
utiliser un sous-corps de Q(ζp)+, enﬁn c’est le premier cas où nous allons obtenir
un faux positif. On considère donc la courbe modulaire X+ns(13) déﬁnie sur Q. Cette
courbe à 6 pointes déﬁnies par L±1, L±2,L±3,L±4,L±5 et L±6 déﬁnie sur le corps
Q(ζ13)+. Comme [Q(ζ13)+ : Q] = 6, il existe un sous-corps de Q(ζ13)+ de degré
d = 3 sur Q, il s’agit du corps K = Q(ζ13)H où H est le sous-groupe de F×13 déﬁnie
par H = {±1,±5}. Le corps étant "petit" on trouve sans recourir à l’hypothèse de
Riemann généralisée un système d’unités fondamentales exprimées en fonctions de
ζ13 :
η1 = ζ1213 + ζ
8
13 + ζ
5
13 + ζ13
η2 = −ζ1113 − ζ1013 − ζ313 − ζ213 + 1.
(3.29)
Soit P un point entier de X+ns(13). En eﬀectuant le calcul sur chaque pointe on
obtient une borne de Baker au pire égale à B0 = 3.18 × 1021, après trois étapes
de réduction on obtient une borne B1 comprise entre 424 et 863. Finalement après
l’étape d’énumération on trouve les points suivant :
j(P1) = −3553, qc2(P1)−1/p ≃ −1.89
j(P2) = −2183353233293, qc2(P2)−1/p ≃ −21.87
j(P3) = −21533, qc3(P3)−1/p ≃ −2.86
j(P4) = −3353173, qc4(P4)−1/p ≃ 3.59
j(P5) = −2153353113, qc4(P5)−1/p ≃ 3.59
j(P6) = 2653, qc5(P6)
−1/p ≃ 1.98
j(P7) = −215, qc6(P7)−1/p ≃ −2.23
(3.30)
Enﬁn, à ceux-ci s’ajoute un point potentiellement entier qui s’avère ne pas être
entier. Détaillons un peu ce cas. Après l’étape d’énumération pour b2 = 766, on
trouve
j(qc4(P )) = −2 · 3 · 7 · p1 · p2,
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où p1 et p2 sont deux grands nombres premiers. On calcule alors b1 correspondant à
qc4(P ) on trouve alors
b1 = 130, 497.
avec une erreur au moins inférieure à 10−6. Ce qui nous permet d’écarter ce cas
ﬁnalement.
3.4.4 Points entiers sur X+ns(p) avec 17 ≤ p ≤ 67
Dans cette dernière partie nous présentons les résultats obtenus pour p compris
entre 17 et et 67, dans chacun de ces cas nous avons obtenus uniquement des points
de multiplications complexes. De plus en choisissant εn ≤ 10−10 nous n’avons eu
aucun "faux positifs" à traiter. L’étape de vériﬁcation a donc été triviale dans tous
les cas. À titre d’exemple, le temps total de calculs pour p = 17 a été de 6 heures
et 4 minutes, alors que le temps total de calculs pour p = 67 a été d’environ 145
jours, en calculant simultanément sur chaque pointe le temps de calculs est ramené
à 8 jours et 20 heures.

Chapitre 4
Points de multipliation
omplexe sur les droites
4.1 Introduction
Dans cette deuxième partie, on s’intéresse à un autre problème diophantien. Pour
illustrer celui-ci observons que
41j(
√−1) + 21j
(
1 +
√−7
2
)
+ 27 = 0.
qui s’obtient en remarquant que j(
√−1) = 1728 et j
(
1+
√−7
2
)
= −3375 où j désigne
toujours l’invariant modulaire. De sorte qu’il existe un couple (x1, x2) sur la droite
complexe d’équation
41x+ 21y + 27 = 0,
où xi = j(τi). On se demande si d’autres couples existent sur cette droite. Plus
précisément, on appelle module singulier les nombres complexes s’écrivant j(τ) où τ
est un nombre quadratique imaginaire. Par conjugaison on peut supposer que τ est
dans H. Étant donnée une courbe complexe C on appelle points de multiplication
complexe de C un couple de modules singuliers (x1, x2) ∈ C.
En 1998, Y. André a montré dans [An98], que si une courbe irréductible affine
plane n’est ni une droite horizontale ni une droite verticale ni la courbe modulaire
Y0(n), alors elle contient un nombre fini de points (x1, x2), tels que x1 et x2 sont des
modules singuliers.
Ce résultat est le cas le plus simple de la conjecture d’André-Oort toujours
ouverte à l’heure actuelle.
La preuve faite par Y. André, n’est pas eﬀective. Entre autres, elle utilise des
arguments galoisiens ainsi que des minorations du nombre de classe des corps quadra-
tiques imaginaires non eﬀectives.
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Plus récemment dans [Kh12] Lars Khüne a rendu eﬀective cette preuve en util-
isant la théorie de Baker sur les formes linéaire en logarithme. Il majore explicitement
les discriminants des modules singuliers.
Parallèlement, dans [BMZ12] Yuri Bilu, David Masser et Umberto Zannier ont
également établit une preuve eﬀective. Ils illustrent leurs propos en montrant que la
courbe xy = 1 n’as pas de points de multiplication complexe.
L’objectif de ce chapitre et légèrement diﬀérent du point de vue de [BMZ12] et
[Kh12]. Nous souhaitons déterminer complètement tous les points de multiplication
complexe de notre courbe. Pour cela nous nous restreignons au cas où C est une
droite D nous écartons les cas triviaux ou D est une droite horizontale, vertical ou
d’équation x = y conduisant chacun à un nombre inﬁni de solutions.
Notre algorithme utilise la théorie générale des formes linéaires de logarithmes.
Contrairement à ce que nous avons fait dans la partie précédente, nous aurons une
forme linéaire de logarithmes avec des coeﬃcients algébriques ce qui nous obligera
à adapter notre stratégie et à utiliser un résultat de Waldschmidt tiré de [Wa00].
On obtiendra alors une majoration pour les discriminants. Malheureusement cette
majoration sera trop faible et ne nous permettra pas d’obtenir ainsi tous les points
de multiplication complexe. Pour pallier à ce problème nous aurons recours à des
techniques de réductions. Là encore, la forme particulière de notre forme linéaire
nous contraindra à utiliser un algorithme de réduction en dimension 3. Enﬁn nous
pourrons énumérer tous les cas possibles et trouver tous les points entiers.
4.2 Préliminaires
Soit j l’invariant modulaire sur le demi-plan de PoincaréH. On note τ un nombre
imaginaire quadratique de H. Alors τ est une racine d’un polynôme du type
aX2 + bX + c, (a, b, c) ∈ Z3, a 6= 0, gcd(a, b, c) = 1.
Notons −∆ = 4ac − b2 > 0 l’opposé de son discriminant. Soit K = Q
(
i
√
∆
)
le
corps imaginaire quadratique déﬁni par ∆. Soit E la courbe elliptique associée à
isomorphisme près à j(τ). On note Lτ le réseau de C égal à Z + τZ. Son anneau
d’endomorphisme End(Lτ) est isomorphe à un ordre Oτ inclus dans OK , l’anneau
des entiers de K. Alors la courbe elliptique E a une multiplication complexe par Oτ .
De plus on a une bijection entre les Lθ où θ parcourt les conjugués de j(τ) et les
classes d’idéaux de Oτ . Dans la littérature, on trouve beaucoup d’ouvrages traitant
des courbes elliptiques avec multiplication complexe, on peut se référer au Chapitre
2 de [Si94] par exemple. Dans notre cas nous aurons besoin du résultat suivant :
j(τ) est un entier algébrique de degré h(Oτ ), où h(Oτ ) désigne le nombre de classe
de Oτ . On déﬁnit le polynôme de Hilbert associé à j(τ) par :
H =
∏
(X − j(τ)σ) ,
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où j(τ)σ décrit les conjugués de j(τ). Les conjugués de j(τ) sont les nombres j(θi)
où
θi =
−bi + i
√
∆
2ai
∈ D,
et (ai, bi) décrit les formes quadratiques réduites (ie avec |bi| ≤ ai ≤ ci de coeﬃcient
(ai, bi, ci) de de discriminant −∆. Le calcul des polynômes de Hilbert est un problème
algorithmiquement diﬃcile en général. On distingue plusieurs types de méthodes, la
première consiste à calculer des valeurs approchées de la fonction j en chaque θi,
puis en développant le polynôme H et en arrondissant les coeﬃcients on obtient le
polynôme de Hilbert. Heuristiquement, cette méthode fonctionne en utilisant une
assez bonne précision. Le problème de cette méthode réside dans le contrôle de l’er-
reur sur les coeﬃcients du polynôme pouvant conduire à une erreur d’arrondi. Dans
notre situation, cette méthode suﬃra, on contrôlera l’erreur de manière précise dans
le peu de cas où nous en aurons besoin. Cette méthode est décrite dans le livre de
Henri Cohen [1] : Algorithme 7.6.1. On peut trouver une analyse de la complex-
ité dans [En09]. La deuxième méthode utilise l’analyse p-adique, elle est introduite
dans [CH02] et [Br07] et consiste à trouver des courbes elliptiques modulo des pe-
tits nombres premiers ayant une multiplication complexe par OK . Cette méthode
présente l’avantage d’être garantie. Enﬁn une dernière méthode consistant à réduire
le polynôme modulo de petits nombres premiers, puis à utiliser le théorème des
restes chinois est décrite dans [ALV04].
Soit (α, β, γ) ∈ Z3, on considère la droite complexe D déﬁnie sur Q par
D : αX + βY + γ = 0.
La droite n’étant pas verticale et horizontale on a α · β 6= 0. On suppose de plus
γ 6= 0. Quitte à diviser par le pgcd(α, β, γ) on peut supposer
pgcd(α, β, γ) = 1.
Soit (x1, x2) ∈ D des points de multiplication complexe (on notera points CM
dans la suite), notons τ1 et τ2 les deux nombres quadratiques imaginaires de H
vériﬁant xi = j(τi) pour i = 1 et 2. On note
aiτ
2
i + biτi + ci.
où (ai, bi, ci) ∈ Z3 les polynômes minimaux des τi. On note −∆i = b2i − 4aici < 0 le
discriminant des τi.
Par symétrie on peut supposer, ∆1 ≥ ∆2. On a x1 = j(τ1) et donc a priori
τ1 =
−b1 −
√−∆1
2a1
.
Cependant, comme D est déﬁnie sur Q, on ne change pas l’équation en faisant
agir le groupe de Galois du corps de Hilbert. Ainsi si (x1, x2) ∈ D alors (xσ1 , xσ2 ) ∈ D
pour tout élément du groupe de Galois. Or les conjugués de x1 sont connus, il s’agit
des j(θ) où θ décrit les racines appartenant à D des polynômes ayant un discriminant
égal à −∆1.
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Lemme 4.1. Il existe un conjugué de x1 s’écrivant
xσ1 = j
(
∆1 +
√−∆1
2
)
= j
(
c +
√−∆1
2
)
,
où c = 0 si ∆1 est pair et c = 1 sinon.
Démonstration. On peut faire appel à la bijection entre les classes d’idéaux et les
réseaux Lτ . En prenant la classe correspondant aux idéaux principaux on trouve
Lτ = Z+ ∆1 +
√
∆1
2
Z ≃ OK .
Quitte à remplacer x1 par son conjugué on peut donc écrire
x1 = j(τ1), τ1 =
c+
√−∆1
2
·
La partie réel de τ1 est alors nulle ou égal à 1/2, de sorte que x1 est un nombre réel.
L’élément x1 étant ﬁxé, intéressons-nous à x2. Comme pour x1 on a a priori
τ2 =
b+
√−∆2
2a
(4.1)
où a, b ∈ Z et a > 0. De plus sans modiﬁer x2, on peut appliquer des homographies
modulaires à τ2. Ainsi on peut supposer que τ2 ∈ D où D est déﬁnie dans (1.8).
Cette condition nous donne
a ≥ |b|.
De plus, le lemme 5.3.4 de [1] donne
a ≤
√
∆2/3.
Cette majoration nous sera utile dans la suite. Enﬁn on a b ≡ ∆2 (mod 2).
Finalement comme x1 ∈ R et (x1, x2) ∈ R on a x2 ∈ R et donc d’après 2.1 on a
trois possibilités
b = 0, b = a ou |τ2| = 1 et 0 < Re(τ2) < 1/2.
Ces remarques nous seront très utiles dans l’étape d’énumération.
Avant de passer à l’étude proprement dite des points de multiplication complexe
de D, écartons un cas trivial. Supposons que x1 est nul, alors on a
x2 = −γ/β ∈ Q,
mais comme x2 est un entier algébrique on obtient x2 ∈ Z, les modules singuliers
dans Z sont bien connus. Il s’agit des j-invariants de courbes elliptiques avec mul-
tiplication complexe par l’anneau des entiers d’un corps imaginaire quadratique de
nombre de classe 1 ainsi x2 est égal à l’un des nombres
0, 54000, −12288000, 1728, 287496, −3375, 16581375, 8000, −32768,
−884736, −884736000, −147197952000, −262537412640768000
Le même raisonnement tient pour x2 = 0, dans la suite on suppose x1, x2 6= 0.
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4.3 Réduction à une forme linéaire de logarithmes
Tout d’abord nous allons réduire ce problème à une forme linéaire de logarithmes.
On suppose pour le moment que α 6= ±β.
Soit (x1, x2) un point de multiplication complexe de D. Au vu de l’équation de
D on a
1 +
γ
αx1
= −βx2
αx1
,
donc ∣∣∣∣∣log
∣∣∣∣∣βα x2x1
∣∣∣∣∣
∣∣∣∣∣ =
∣∣∣∣log
∣∣∣∣1 + γαx1
∣∣∣∣
∣∣∣∣ .
Pour |x1| ≥ 2|γ|/|α|, on applique le lemme 2.5 avec r = 0.5∣∣∣∣∣log |x2| − log |x1|+ log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣ ≤ (2 log 2) |γ||α| |x1|−1. (4.2)
On obtient ainsi une forme linéaire de logarithmes, avec une bonne majoration.
Seulement nous souhaitons majorer le discriminant ∆1. De manière schématique
d’une part on a
log |x2| − log |x1|+ log
∣∣∣∣∣βα
∣∣∣∣∣ ∼ 0.
D’autre part on montre dans la suite que lorsque xi devient grand on a
xi ∼ e−2iπτi + 744 (4.3)
Ainsi en combinant, ces deux résultats et en rendant les ∼ eﬀectifs, nous allons
obtenir une inégalité sur les ∆i du type
π
√
∆2/a− π
√
∆2 + log
∣∣∣∣∣βα
∣∣∣∣∣ ∼ 0. (4.4)
À partir de maintenant on suppose que ∆1 ≥ 6. Pour les cas où 6 ≥ ∆1 ≥ ∆2,
nous avons un petit nombre de cas à tester, nous verrons dans la partie énumération,
comment traiter ces cas.
On note cn les coeﬃcients du développement en série de Laurent de la fonction
j. On a la propriété remarquable cn ≥ 0. On peut maintenant préciser l’inégalité
(4.3). Pour ∆1 ≥ 6, en utilisant la positivité des coeﬃcients cn, on obtient
∣∣∣|j(τ1)| − ∣∣∣eπ√∆1∣∣∣∣∣∣ 6 ∞∑
k=0
cn|q1|n 6
∞∑
k=0
cne
−πn√6
6 j
(√−6
2
)
− eπ
√
6
6 839. (4.5)
Nous pouvons maintenant préciser l’égalité (4.4)
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Proposition 4.2. On rappelle que ∆1 ≥ 6, on suppose de plus que |∆2/a2| ≥ 6, on
a alors l’égalité ∣∣∣∣∣π
√
∆2
a
− π
√
∆1 + log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣ ≤ κe−π
√
∆2 , (4.6)
où κ = 2128 + 3
|γ|
|α| .
Démonstration. Tout d’abord, les équations (4.5) et (4.2) donnent∣∣∣∣∣log |x2| − log |x1|+ log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣ ≤ 2 log 2|γ||α| (eπ√∆1 − 839) 6 3
|γ|
|α|e
−π√∆1 (4.7)
En utilisant encore le développement en série de Laurent de j, on montre que
log |x1| est proche de π
√
∆1 sous certaines hypothèses raisonnables sur ∆1, on peut
faire la même chose avec
√
∆2/a. En détail, pour |q| ≤ e−π
√
6, le même argument
que pour (4.5) nous donne ∣∣∣∣∣∣
∑
n≥0
cnq
n+1
∣∣∣∣∣∣ ≤ 839|q| ≤ 0.39.
où les cn sont toujours les coeﬃcients du développement en série de Laurent.
On applique le lemme 2.5 avec r = 0.39 on obtient alors
|log |j(τ)| − log |q|| =
∣∣∣∣∣∣log
∣∣∣∣∣∣1 +
∑
n≥0
cnq
n+1
∣∣∣∣∣∣
∣∣∣∣∣∣ ≤ 1064|q|. (4.8)
En l’appliquant à q1 = e2iπτ1 et q2 = e2iπτ2/a et en utilisant (4.7) on obtient∣∣∣∣∣π
√
∆2
a
− π
√
∆1 + log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣ ≤
(
1064 + 3
|γ|
|α|
)
e−π
√
∆1 + 1064e−π
√
∆2/a,
ce qui nous donne le résultat.
Remarquons que si τ ∈ D, alors sa partie imaginaire est minorée par √3/2. En
utlisant le même raisonnement que dans (4.5), on montre le Lemme 1 de [BMZ12] :
si τ ∈ D et y est sa partie imaginaire on a
||j(τ)| − e2πy| ≤ 2079.
On peut voir que la condition imposée à ∆2/a2, peut se ramener à une condition
sur ∆1. En eﬀet, si l’on suppose que ∆2/a2 ≤ 6 on a,
|x2| ≤ eπ
√
∆2/a + 2079 ≤ eπ
√
6 + 2079 ≤ 4277.
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Enﬁn en utilisant l’équation de D, on en déduit une majoration de x1, puis de ∆1,
∆1 ≤
(
1
π
log
(
2079 +
4277|β|+ |γ|
α
))2
= C∆1.
Par exemple, en supposant que les coeﬃcients de l’équation de D sont bornés en
module par 100, on obtient ∆1 ≤ 18.
L’important ici est le comportement de la forme linéaire lorsque ∆1 grandit.
Lorsque
√
∆2/a devient grand, alors la forme linéaire se rapproche de zéro. En
particulier π
(√
∆2/a−
√
∆1
)
est très proche de log |β/α| lorsque √∆2/a est grand.
Avant de passer à la théorie de Baker qui nous permettra de minorer la forme linéaire
de logarithmes, puis par comparaison de majorer les discriminants, nous avons besoin
de remplacer ∆2 par ∆1 dans la proposition 4.2.
Lemme 4.3. Avec les mêmes notations, en supposant de plus que
∆2/a2 ≥
(
log κ
π
)2
∆1 ≥
(
1 + log |β/α|
π
)2
,
on a : √
∆2
a
≥
√
∆1
2
·
Donc (4.6) devient ∣∣∣∣∣π
(√
∆2
a
−
√
∆1
)
+ log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣ ≤ κe−π
√
∆1/2 (4.9)
Démonstration. La condition sur ∆2 et (4.6) nous donne
√
∆2 ≥
√
∆2
a
≥
√
∆1 − 1 + log |β/α|
π
≥
√
∆1
2
·
La dernière inégalité étant obtenue en utilisant l’hypothèse faite sur ∆1.
Ici aussi on peut retranscrire la condition sur ∆2 en une majoration de ∆1, on
obtient de la même manière
∆1 ≤
(
1
π
log
(
2079 +
(4207 + 3|γ|/|α|)|β|+ |γ|
α
))2
= C ′∆1.
Notons
δ1 = max

C∆1 , C ′∆1,
(
1 + log |β/α|
π
)2
, 6

.
On suppose dans la suite que ∆1 ≥ δ1, de sorte que l’équation (4.9), reste valide.
Avant de passer à la théorie des formes linéaires de logarithmes, traitons le cas
α = ±β (On rappelle que le cas (1,−1, 0) est exclu et conduit à une inﬁnité de
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solutions), que nous avons laissé de côté. Dans ce cas on a log |β/α| = 0 de sorte
que l’équation (4.9) devient∣∣∣∣∣
√
∆2
a
−
√
∆1
∣∣∣∣∣ ≤ κπe−π
√
∆1/2. (4.10)
On distingue deux cas. Tout d’abord si le terme de gauche est nul, on a alors
∆2
∆1
= a2.
De sorte que ∆1 | ∆2, mais ∆1 ≥ ∆2 d’où ∆1 = ∆2 et a = 1. Mais alors x1 et x2
sont conjugués, plus encore on sait que
x1 = j
(
0 ou 1 +
√
∆1
2
)
, x2 = j
(
b+
√
∆1
2
)
.
avec |b| ≤ a = 1, donc b = 0 ou 1. Ainsi si x1 et x2 sont de même signe alors, α = β
et x1 = x2 = −γ/(2α). Si x1 et x2 sont de signes opposés, sans perdre de généralité
on peut supposer x1 > 0. Soit A un entier supérieur ou égal à 5 et ∆1 ≥ A. On a
alors
x1 = eπ
√
∆1 + 744 + ε1
x2 = −eπ
√
∆1 + 744 + ε2
(4.11)
où ε1 et ε2 peuvent être facilement bornés par une constante commune CA dépendant
de A en utilisant le développement de j. On remarque que CA tend vers zéro lorsque
A tend vers l’inﬁni. On distingue deux cas :
– Si α = −β, alors 2eπ
√
∆1 + ε1 − ε2 = γ/α. On note ε = ε1 − ε2 de sorte que
|ε| < 2CA. On obtient alors
∆1 ≤
( 1
π
log
(1
2
∣∣∣∣γα
∣∣∣∣+ CA
))2
.
Par exemple pour (α, β, γ) = (2,−2, 3), avec A = 5 on obtient CA = 159 et
donc ∆1 ≤ 2.
– Si α = β on a
1488 + ε1 + ε2 = γ/α.
Tout d’abord on remarque que si γ/α = 1488 alors, on a
ε1 + ε2 =
∑
p≥1
c2pq
2p
τ1 = 0.
Et alors qτ1 = 0. Il n’y a donc pas de solution dans ce cas. Si ∆1 ≥ 5 on a
dans le pire des cas ε ≤ 35, ainsi si γ/α /∈ ]1488, 1523] il n’y a pas de solution.
Enﬁn pour les cas restants, quitte à augmenter A on peut prendre CA telle
que 2CA < |γ/α− 1488|. Alors il n’y pas de solution pour ∆1 ≥ A, et on teste
tous les ∆1 ≤ A.
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D’un autre coté si δ =
√−∆2
a
−√∆1 est non nul. On a l’inégalité classique
|δ| ≥ e−dh(δ),
où d = [Q (δ) : Q] et h(·) désigne la hauteur logarithmique absolue déﬁnie par (2.62).
On a alors
h(δ) ≤ h
(√
∆2
a
)
+ h
(√
∆1
)
+ log 2 ≤ log
(
2
√
∆1
)
(4.12)
D’où en combinant (4.10) et (4.12), on obtient une très bonne borne pour ∆1 :
∆1 ≤ 16
π2
(
4 log
8
π
+ log
κ
π
+ 4 log 2
)2
.
Ce qui donne une majoration de quelques centaines, permettant une énumération
rapide.
4.4 Forme linéaire de logarithmes et théorie de
Baker
L’inégalité (4.9) nous donne une forme linéaire, majorée en fonction de notre
paramètre ∆1, ceci va nous permettre d’appliquer la méthode de Baker. Celle-ci va
nous conduire à minorer le terme de gauche puis par comparaison nous majorerons
∆1, mais avant tout réécrivons (4.9), on pose
δ =
√−∆2
a
−
√
−∆1.
de sorte que
|Λ| =
∣∣∣∣∣δ · log (−1) + log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣ ≤ κe−π
√
∆1/2. (4.13)
Nous ne pouvons pas appliquer le théorème de Matveev 2.26, celui-ci nécessite
des coeﬃcients entiers. Or ici, nous avons un coeﬃcient algébrique : δ. C’est pourquoi
nous utilisons le [Wa00, Theorem 9.1 ], retranscrit ici :
Théorème 4.4. Pour m ≥ 1, il existe une constante positive C(m) ayant la pro-
priété suivante. Soit λ1, . . . , λm des logarithmes nombres algébriques Q -linéairement
indépendants. Soient αj = exp (λj) pour 1 ≤ j ≤ m. Soient β0, . . . , βm des nombres
algébriques non tous nuls. On note D le degré du corps de nombres
Q (α1, . . . , αm, β0, . . . , βm) ,
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sur Q. Enfin B,E,E∗ sont des nombres réels positifs ≥ e et A1, . . . , Am sont des
nombres réels. On suppose que
logAj ≥ max
{
h(αj),
E|λj|
D
,
logE
D
}
(1 ≤ j ≤ m),
logE∗ ≥ max
{
1
D
logE, log
(
D
logE
)}
,
et B ≥ E∗. De plus
B ≥ max
1≤i≤m
D logAi
logE
and logB ≥ max
1≤i≤m
h(βi).
et
Λ = β0 + β1λ1 + · · ·+ βmλm.
Si Λ 6= 0 on a
|Λ| > exp
(
−C(m)Dm+2(logB)(logA1)(logAm)(logE∗) (logE)−m−1
)
.
En pratique on peut prendre C(m) = 226mm3m.
On applique ce théorème à notre situation. Ici, nous majorons
√
∆1 et donc ∆1.
Proposition 4.5. On suppose
∆1 ≥ max {
(
e1π
)2
,
(
e1 log |β/α|
)2}.
Alors √
∆1 ≤ 2 (K1 logK1 +K2) ,
où
K1 = 265 · 11 · log |β/α|, K2 = K1 log 2 + 2
π
log κ.
Démonstration. On applique le théorème, pour cela on pose
β1 = δ, β2 = 1, α1 = −1, α2 =
∣∣∣∣∣βα
∣∣∣∣∣ , E = e.
On commence par calculer logA1 et logA2, on a
logA1 ≥ max {0, eπ/2, 1/2} = eπ/2.
De même on trouve
logA2 ≥
e
∣∣∣log ∣∣∣β
α
∣∣∣∣∣∣
2
.
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On peut prendre E∗ = 4, il nous reste à trouver B,on rappelle que nous avons
calculer la hauteur de δ dans (4.12)
h(δ) ≤ log (2
√
∆1).
donc B doit vériﬁer
B ≥ max
{
2eπ
logE
, 2e
∣∣∣∣∣log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣
}
et logB ≥ log (2
√
∆1) ≥ h(δ).
Finalement on prend
B = 2
√
∆1.
On obtient alors
|Λ| ≥ exp
(
−264 · 33 · |log |β/α|| · log 2
√
∆1
)
.
En comparant avec (4.13) on obtient ﬁnalement√
∆1 ≤ K1 log
√
∆1 +K2.
Enﬁn le lemme 2.27 nous permet de conclure.
Dans les hypothèses du théorème précédent on ajoute une condition sur ∆1, on
note encore δ1 = max (δ1, {(e1π)2 , (e1 log |β/α|)2).
On remarque que la borne de Baker notée B0 dans la suite est complètement
explicite :
B0 = 266 · 11 · log
∣∣∣∣∣βα
∣∣∣∣∣ · log
(
265 · 11 · log
∣∣∣∣∣βα
∣∣∣∣∣
)
+ 266 · 11 · log 2 · log
∣∣∣∣∣βα
∣∣∣∣∣+ 4π log κ.
On obtient de cette manière une grande borne pour ∆1, de l’ordre de 1050. Par
exemple, dans le cas
41x+ 21y + 27 = 0,
on obtient B0 ≈ 2.72 × 1045. La borne B0, est beaucoup trop grande pour espérer
tester toutes les possibilités. Le point crucial est son existence. À partir de B0, nous
allons pouvoir calculer une borne B1 plus petite telle que ces points de multiplication
complexe de la droite vériﬁe ∆1 ≤ B1.
Il nous reste à traiter le cas Λ = 0. Supposons qu’il existe un point de multipli-
cation complexe sur D tel que Λ = 0, alors on obtient
δ = 0 et β = ±α,
nous qui nous conduit au cas déjà traités plus haut.
Enﬁn, remarquons que l’on a démontré ici la ﬁnitude du nombre de points de
multiplication complexe sur D. En eﬀet on a montré que si (x1, x2) ∈ D alors le
discriminant correspondant à x1 et x2 est majoré par B0. Les discriminants étant
des entiers positifs, et chaque discriminant conduisant à un nombre ﬁni de solutions
on a bien la ﬁnitude du nombre de points de multiplication complexe.
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4.5 Réduction de la borne de Baker
On utilise ici une méthode semblable à celle de la partie 3.1.2. Nous sommes
contraints d’utiliser l’algorithme LLL. La principale diﬃculté dans ce cas réside,
une fois encore, dans la forme des coeﬃcients de Λ. En eﬀet, on a aﬀaire ici à
des nombres algébriques de degré 2. Les méthodes de réduction basées sur LLL
utilisent des formes linéaires à coeﬃcients entiers. Pour pallier ce problème nous
allons multiplier Λ par tous ses conjugués. Nous obtiendrons, ainsi, une forme linéaire
Λ′ à coeﬃcients entiers. Cette manipulation, va avoir l’inconvénient d’augmenter de
manière drastique la majoration faite sur Λ. Toutefois, nous obtiendrons à la ﬁn de
cette partie une borne permettant une énumération systématique.
Tout d’abord, nous linéarisons Λ. En eﬀet les coeﬃcient de Λ ne sont pas des
entiers mais des nombres algébriques irrationnels. On multiplie Λ par tous ses con-
jugués puis par a4 pour supprimer le dénominateur, on obtient
|Λ′| =
∣∣∣∣∣π4 (∆2 − a2∆1)2 + 2a2π2 log2
∣∣∣α
β
∣∣∣ (∆2 + a2∆1) + a4 log4
∣∣∣∣∣αβ
∣∣∣∣∣
∣∣∣∣∣ .
Remarquons que par conjugaison complexe on a,∣∣∣∣∣−iπ
√−∆2
a
− iπ
√
−∆1 + log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣ =
∣∣∣∣∣iπ
√−∆2
a
+ iπ
√
−∆1 + log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣ ,
∣∣∣∣∣iπ
√−∆2
a
− iπ
√
−∆1 + log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣ =
∣∣∣∣∣−iπ
√−∆2
a
+ iπ
√
−∆1 + log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣ .
En regroupant les termes ayant la même valeur absolue et supposant ∆1 ≥ δ1 on
a
|Λ′| = a4
∣∣∣∣∣iπ
√
∆2
a
− iπ
√
∆1 + log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣
2
·
∣∣∣∣∣iπ
√
∆2
a
+ iπ
√
∆1 + log
∣∣∣∣∣βα
∣∣∣∣∣
∣∣∣∣∣
2
≤ a4κ2e−π
√
∆1 ·
(
κe−π
√
∆1/2 + 2π
√
∆1
)2
≤ a4κ′e−π2
√
∆1 .
où κ
′
= κ4e−3π
√
6/2+4πκ3e−π
√
6/2+4π2κ2. La majoration, a ≤
√
∆2/3 ≤
√
∆1/3,
nous donne ﬁnalement ∣∣∣Λ′∣∣∣ ≤ 10κ′e−√∆1 . (4.14)
Dans le but de simpliﬁer les notations nous notons
Λ′ = a1η1 + a2η2 + a3η3,
où ai ∈ Z pour i = 1, 2, 3 et
η1 = π4, η2 = 2π2 log
2
∣∣∣∣∣αβ
∣∣∣∣∣, η3 = log4
∣∣∣∣∣αβ
∣∣∣∣∣.
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Soit B = max1≤i≤3 |ai|, alors on a B ≤ ∆41/9 ≤ B40/9 =: B′0.
La méthode de réduction utilisée dans la partie 3.1.2, utilisait les relations entre
deux variables. Dans notre cas, nous avons trois variables dont il parait diﬃcile
d’extraire une relation entre deux d’entre elles. Nous revenons donc à la méthode
originel de N. Tzanakis et B.M.M. de Weger introduite dans [TW89].
Soit C un "grand" entier dont on discutera la taille à la ﬁn de cette partie. On
considère le réseau engendré par les colonnes de
A =

 1 0 00 1 0
[C · η1] [C · η2] [C · η3]

 .
L’algorithme LLL, nous donne une base réduite du réseau {b1, b2, . . . , br} telle
que
|x| ≥ 2−3/2‖b1‖.
On réécrit ici la proposition 3.1 de [TW89] appliquée à notre situation
Proposition 4.6. Si ‖b1‖ > 23/2
√
11B′0, alors
|Λ′| ≥ 1
C
(√
2−3‖b1‖ − 2B′20 − 3B′0
)
.
En comparant ceci avec (4.14), on obtient
∆1 ≤

log

 κ′C√
2−3‖b1‖ − 2B′20 − 3B′0



2 .
On peut appliquer récursivement ce procédé jusqu’à obtenir une borne optimale.
Avant de passer à l’énumération de tous les cas possibles, nous devons discuter
du choix de C. On doit trouver C tel que
‖b1‖ > 23/2
√
11B′0. (4.15)
On a d’un coté, le discriminant du réseau engendré par les colonnes de A est proche
de C. D’un autre coté, les vecteurs de la base réduite sont "presques" de la même
taille et de la même longueur de sorte que le discriminant du réseau est de l’ordre de
‖b1‖3. Ainsi C ≈ ‖b1‖3. La condition (4.15) entraine que ‖b1‖ doit être légèrement
plus grand que B′0. Ainsi un choix possible pour C est κB
′3
0 avec κ = 10. Si la
condition (4.15) n’est pas vériﬁée on recommence en multipliant κ par 10.
Dans la suite on notera B1 la borne réduite par cette méthode. En pratique 3 ou
4 étapes de réduction suﬃsent pour obtenir une borne optimale. Après cette étape
la borne à été considérablement réduite, et n’est que de quelques centaines pour√
∆1. Par exemple pour la droite
41x+ 21y + 27 = 0,
on obtient la condition √
∆1 ≤ 89.
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Remarque 4.7. La borne obtenue pour ∆1 donne une borne pour a1, a2, a3 dans
l’expression de Λ′. En particulier, on a a4 ≤ B4
9
· On peut facielement énumérer les
entiers a satisfaisant une telle égalité. Dans nos calculs nous avons dans le pire des
cas obtenus,
1 ≤ a ≤ 10.
4.6 Enumération
Dans la partie précédente, nous obtenons une borne sur ∆1. Cette borne est
suﬃsamment petite pour pouvoir tester tous les cas possibles. Cependant, vu le
nombre de tests à eﬀectuer il est raisonnable d’essayer d’éliminer a priori certains
cas. Pour les autres cas, nous présentons une méthode systématique permettant une
énumération rapide.
Pour résumer, nous allons choisir ∆1 ≤ B1, l’équation vériﬁée par (x1, x2) ∈ D,
nous donnera une bonne estimation de x2. Puis par une résolution numérique on en
déduit une approximation réelle de ∆2/a2. Enﬁn, par une approximation rationnelle
nous en déduirons ∆2/a2.
Le point crucial est le contrôle de la précision, celui ci nous permettra à la ﬁn de
cette partie de nous assurer de l’exactitude des calculs.
Enﬁn, la dernière étape de cette partie consistera à calculer x1 et x2 avec les
valeurs de ∆1 et ∆2 trouvées, puis de vériﬁer si
αx1 + βx2 + γ,
est proche de zéro ou non.
Dans la suite, on note x˜ l’approximation du nombre réel x.
Soient (x1, x2) ∈ D et ∆1 inférieur à B1. On note x1 = j
(
c+
√
∆1
2
)
calculé avec
une précision ε, de sorte que
|x˜1 − x1| ≤ ε.
On calcule alors x2 grâce à l’équation de la droite avec une précision αε/β. On a alors
trois possibilités à distinguer suivant la valeur de x2. Tout d’abord si 0 < x2 < 1728,
alors |τ2| = 1 et 0 < Re(τ2) < 1/2. En utilisant la forme particulière de τ2 (voir
(4.1)) on doit avoir
0 < b < a, and ∆2 = (2a− b)(2a + b).
En utilisant la remarque 4.7, il ne reste qu’un petit nombre de cas à tester pour
lesquels on connait a, b et ∆2.
Si x2 ≤ 0 est négatif alors on a
τ2 =
1 + i
√
∆2
2a
·
Si x2 ≥ 1728 alors on a
τ2 = i
√
∆2
2a
·
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Soit N un entier positif, on rappelle le travail fait dans la partie 3.2. On note
jN (τ) = 1/q−1 + 744 +
N∑
i=1
ciq
i,
où ci désigne les coeﬃcients du développement de j en série de Laurent et q = e2iπτ
est le paramètre local. On a alors par positivité des ci
||j(τ)| − |jN (τ)|| ≤
∞∑
i=N+1
ci |q|i ≤
∞∑
i=N+1
ci |q0|i ≤ j(τ0)− jN (τ0), (4.16)
où τ0 =
√−3/2 et q0 = e2iπτ0 . Par exemple, pour N = 50 on obtient une majoration
de l’erreur de 1.06× 10−83. On note
εN = j(τ0)− jN(τ0).
On note q et q′ les solutions des deux équations suivantes
jN (q) = x˜2 − ε− εN
jN (q′) = x˜2 + ε+ εN
(4.17)
On a alors e2iπτ2 ∈ [q, q′]. On obtient alors
√
∆2
2a
∈
[
log |q|
−2π ,
log |q′|
−2π
]
,
et donc
∆2
a2
∈

−2
(
log |q|
π
)2
,−2
(
log |q′|
π
)2 .
Soit η =
∣∣∣∣2 ( log |q|π )2 − 2 ( log |q′|π )2
∣∣∣∣.
En jouant sur l’entier N et sur l’erreur ε on peut rendre η aussi petit que l’on
veut. L’idée maintenant est de dire que si η est suﬃsamment petit alors il ne peut y
avoir qu’un seul nombre rationnel de dénominateur majoré par B1/3 dans l’intervalle
considéré.
En eﬀet soit r/s et r′/s′ deux nombres rationnels distincts de dénominateurs
s, s′ ≤ B1/3 alors ∣∣∣∣∣rs − r
′
s′
∣∣∣∣∣ ≥ 1ss′ ≥ 9B21 .
Supposons que η soit inférieur à 9
2B1 , alors si r/s est la meilleure approximation
rationnelle de ∆2/a2 (que l’on calcule grâce aux fractions continues) vériﬁant s <
B1/3, alors si rs ∈
[
−2
(
log |q|
π
)2
,−2
(
log |q′|
π
)2]
on a
∆2
a2
=
r
s
·
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En eﬀet, sinon
∣∣∣∆2
a2
− r
s
∣∣∣ ≥ 9B21 et rs 6∈
[
−2
(
log |q|
π
)2
,−2
(
log |q′|
π
)2]
.
Par exemple dans le cas
−54x− 89y − 352 = 0.
Prenons ∆1 = 12, avec N = 50 on obtient, η = 3, 33 × 10−88. L’algorithme des
fractions continues donne les approximations successives suivantes :
2
1
,
3
1
,
11
4
·
La réduite suivante a des coeﬃcients largement supérieurs à ∆1. On vériﬁe que
11
4
∈

−2
(
log |q|
π
)2
,−2
(
log |q′|
π
)2 .
On pose alors ∆2 = 11 et a = 2. Enﬁn on a
|−54x1 − 89x2 − 352| ≤ 10−455.
On conclut à une solution en remarquant que x1 = 54000 et x2 = −32768 sont des
modules singuliers entiers.
Dans le cas où, les modules singuliers sont entiers on vériﬁe simplement si un
point très proche de D est solution ou non. Pour pouvoir conclure l’algorithme il
nous reste à discuter de cette vériﬁcation dans les cas généraux.
4.7 Vérification
Dans cette partie on se donne ∆1,∆2, a et les points x1 et x2 correspondant. On
suppose que
|αx1 + βx2 + γ| ≤ ε (4.18)
où ε est aussi petit que l’on veut.
Plus précisément, si l’on calcule x1 et x2 avec une erreur absolue de ε, alors
l’erreur de |αx1 + βx2 + γ| doit être inférieure à (|α|+ |β|) ǫ, si ce n’est pas le cas
alors (x1, x2) /∈ D. Ainsi on peut rendre aussi précis que l’on veut le calcul du terme
de gauche de (4.18). De cette manière on écarte presque tous les cas en prenant
ε ≤ 10−6. Pour les cas restants, on pense que (x1, x2) ∈ D. Dans cette partie on
décrit une méthode nous permettant de l’aﬃrmer.
Pour cela on va considérer le polynôme minimal de x1 et x2 qui n’est autre que le
polynôme de Hilbert. NotonsHi le polynôme minimal de xi. Nous avons discuté dans
la partie 4.2 du calcul de tels polynômes. Nous verrons dans les exemples comment
nous pouvons maîtriser les erreurs d’arrondis.
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On a alors Hi(xi) = 0, Hi ∈ Z [X] et l’idéal de Q [X] engendré par Hi est l’idéal
Ixi = {P ∈ Q[X], P (xi) = 0} .
Si (x1, x2) ∈ D, on a
x1 =
−βx2 − γ
α
,
le polynôme P = H1
(−βX−γ
α
)
annule x2 de sorte que
H2 | P.
De plus, au vu de l’équation de D, x1 et x2 ont le même degré. Finalement on a
H2 = c× P,
où c ∈ Q.
Inversement, si H2 = c× P , on a
H1
(−βX − γ
α
)
= 0,
donc (−βx2 − γ)/α est un des conjugués de x1 et on obtient un point CM.
4.8 Algorithme et Calculs
Avant de donner les résultats obtenus, nous écrivons l’algorithme utilisé dans
l’algorithme 5 page 114.
Nous avons déjà étudié le cas
D : −54x1 − 89x2 − 352.
qui a conduit à une solution dans ce cas plus précisément, on trouve une borne
B0 ≈ 1, 5× 1045, une borne réduite conduisant à
∆1 ≤ 7706.
Finalement on trouve un point CM :
(
j
(
i
√
12
2
)
, j
(
1 + i
√
11
2
))
∈ D.
Le temps de calcul étant d’environ huit secondes.
Intéressons nous maintenant à un cas légèrement plus complexe, soit D la droite
d’équation,
70119x+ 461312y − 254145600 = 0.
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Algorithme 5 Recherche des points CM sur la droite αx+ βy + γ = 0
Entrées: α, β, γ trois entiers tels que αβγ 6= 0 et gcd(α, β, γ) = 1.
Sorties: x1, x2,∆1,∆2 tels que (x1, x2) ∈ D.
Calculer κ
Si α = −β alors
A = 6
Calculer
CA, B =
( 1
π
log
(1
2
∣∣∣∣γα
∣∣∣∣+ CA
))2
.
Fin Si
Si α = β alors
Si γ/α ∈ ]1488, 1523] alors
A = 6
Calculer CA
Tant que 2CA ≥
∣∣∣ γ
α
− 1488
∣∣∣ faire
A = A+ 1
Fin Tant que
Fin Si
Fin Si
Si α 6= ±β alors
Calculer la borne de Baker B0.
Calculer la borne réduite B1.
Fin Si
Pour ∆1 ≤ B faire
Énumérer toutes les possibilités et calculer x˜1 et x˜2 avec une précision
10−6 (max (α, β))−1.
Si |ax˜1 + bx˜2 + c| ≤ 10−6 alors
Si ax1 + bx2 + c = 0. alors
Retourner (x1, x2,∆1,∆2)
Fin Si
Fin Si
Fin pour
Le calcul de la borne de Baker donne B0 ≈ 2, 25 × 1046 et le calcul de la borne
réduite impose
∆1 = 10245.
Pour ∆1 = 20, on obtient
x1 = 1264538.9094751 . . .
x2 = −191657.832862 . . .
(4.19)
Finalement l’approximation par les fractions continues donne
∆2 = 15, a = 2.
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Le calcul donne alors avec une erreur de 10−7∣∣∣∣∣70119 · j
(
i
√
20
2
)
+ 461312 · j
(
1 + i
√
15
2
)
− 254145600
∣∣∣∣∣ ≤ 10−7.
On suspecte alors que l’on est en présence d’une solution. Pour le vériﬁer on calcule
les polynômes de Hilbert de x1 et x2. On décrit le calcul de H1, on a
H1(X) =
∏
(X − xσ1 ) .
Or les conjugués de x1 sont les j(θ) où θ décrivent les racines dans le domaine
fondamental D des polynômes de discriminant ∆1 = −20, L’algorithme 5.3.5 de [1]
conduit à deux θ :
θ = τ1 =
i
√
20
2
, θ′ =
−2 + i√20
4
·
On trouve alors
j(θ) = 1264538.90947514.... et j(θ′) = −538.909475140...
Pour obtenir le résultat de manière sûre il nous suﬃt de calculer j(θ) · j(θ′) et
j(θ) + j(θ′) avec une erreur strictement inférieure à 1/2. Soient ˜j(θ) et ˜j(θ) les
approximations respectives de j(θ) et j(θ′) avec une erreur ε. On a alors∣∣∣j(θ) + j(θ′)− ˜j(θ) + ˜j(θ′)∣∣∣ ≤ 2ε,
et ∣∣∣j(θ) · j(θ′)− ˜j(θ) · ˜j(θ′)∣∣∣ ≤ (∣∣∣ ˜j(θ)∣∣∣+ ∣∣∣ ˜j(θ′)∣∣∣+ ε) ε ≤ (126400 + ε)ε.
Ainsi ε = 10−9 suﬃt on trouve alors
˜j(θ) · ˜j(θ′) = −681472000, 0000002 et ˜j(θ) + ˜j(θ′) = 1264000, 000000000.
D’où
H1(X) = X2 − 1264000X − 681472000,
en recommençant avec x2 on trouve
H2(X) = X2 + 191025X − 121287375.
La substitution donne
H1
(−461312X + 254145600
70119
)
=
75759616
1750329
X2 +
535999283200
64827
X − 12604506112000
2401
=
75759616
1750329
H2(X)
(4.20)
et ﬁnalement (
j
(
i
√
20
2
)
, j
(
1 + i
√
15
2
))
∈ D
Enﬁn les calculs pour |α|, |β|, |γ| ≤ 10, ne conduisent à aucun point de multi-
plication complexe. Pour aucun des cas nous n’avons eu à calculer le polynôme de
Hilbert.
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Résumé
Nous étudions ici deux problèmes diophantiens distincts. Le premier concerne les
points entiers sur les courbes modulaires associées au normalisateur de sous-groupe
de Cartan non déployé. Le deuxième concerne la recherche de point de multiplica-
tion complexe sur les droites. Dans les deux cas la méthode de résolution est algo-
rithmique. On utilise la méthode de Baker sur les formes linéaires en logarithmes
ainsi que des méthodes de réduction eﬀectives. En particulier cette méthode permet
d’obtenir les points entiers sur X+ns(p) pour 7 ≤ p ≤ 71.
Mots clés
Points entiers, Courbe modulaire, méthode de Baker, forme linéaire en loga-
rithme.
Abstract
We study here two diophantine problem. The ﬁrst one deals with integral point on
modular curves associated to normalizer of non-split Cartan subgroup. The second
one is about ﬁnding singular moduli on straight line. In both cases, we solve the
problem in an algorithmic way. We use Baker’s method on linear form in logarithm
and some eﬀective technical of reduction. In particular this method gives integral
points on X+ns(p) for 7 ≤ p ≤ 71.
Keywords
Integral point, modular curves, Baker’s method, linear form in logarithm.
