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Abstract
Measuring a weak force is an important task for micro-mechanical systems, both when using
devices as sensitive detectors and, particularly, in experiments of quantum mechanics. The optimal
strategy for resolving a weak stochastic signal force on a huge background (typically given by
thermal noise) is a crucial and debated topic, and the stability of the mechanical resonance is
a further, related critical issue. We introduce and analyze the parametric control of the optical
spring, that allows to stabilize the resonance and provides a phase reference for the oscillator
motion, yet conserving a free evolution in one quadrature of the phase space. We also study
quantitatively the characteristics of our micro opto-mechanical system as detector of stochastic
force for short measurement times (for quick, high resolution monitoring) as well as for the longer
term observations that optimize the sensitivity. We compare a simple, na¨ive strategy based on the
evaluation of the variance of the displacement (that is a widely used technique) with an optimal
Wiener-Kolmogorov data analysis. We show that, thanks to the parametric stabilization of the
effective susceptibility, we can more efficiently implement Wiener filtering, and we investigate how
this strategy improves the performance of our system. We finally demonstrate the possibility to
resolve stochastic force variations well below 1% of the thermal noise.
PACS numbers: 42.50.Wk, 07.10.Cm, 46.40.Ff, 05.40.Ca
∗ Electronic mail: marin@fi.infn.it
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I. INTRODUCTION
Micro- and nano-opto mechanical systems are the heart of refined force-sensing devices
[1–4]. Such systems exploit the huge susceptibility around the resonance of oscillators with
excellent mechanical quality factor Q, combined with high sensitivity interferometric mea-
surements. The latter are particularly efficient when the oscillator is embedded in an optical
resonator with high optical quality factor, whose optical path depends on the oscillator
coordinate. This kind of devices is useful both for practical applications, and in quantum
optics experiments. In both cases, a frequent crucial task is detecting a weak variation of the
external force (that we call signal force) on a strong background. For instance, in a quantum
experiment, the signal can be due to quantum fluctuations in the radiation pressure, that
are usually overwhelmed by background thermal noise (a significant exception is reported
in Ref. [4], that presents the first observation of the effect of radiation pressure shot noise
on a macroscopic object).
Due to the narrow width of the resonance and, consequently, of the useful sensitive band
with respect to typical input force, it is meaningful to discuss the general problem of detect-
ing a weak signal force with flat spectral density (white spectrum) in the presence of a white
background force, taking into account a given sensitivity to the oscillator displacement (i.e.,
a flat readout noise spectrum). This can be performed na¨ively by measuring the area of the
resonance peak emerging from the displacement noise spectrum (or, equivalently, measur-
ing the variance of the oscillator position after band-pass filtering around the resonance).
With this estimator, the rate of improvement of the statistical uncertainty for increasing
measurement time tmeas depends on the correlation time τc of the oscillator motion, with
a relative uncertainty scaling as ∼ √τc/tmeas. It seems therefore useful to decrease τc, i.e.,
enhance the damping of the oscillator. However, the fluctuation-dissipation theorem implies
that such operation would increase the spectral density of thermal noise. Improved results
can instead be achieved by means of a cold damping, e.g. the optical cooling [5–7], that
modifies the effective susceptibility and decreases the correlation time without introducing
additional noise sources. This technique does not increase the signal-to-noise ratio of input
excitations, because it changes the response to both signal and background force in the same
way. However, as long as the cold damped peak still emerges from the displacement spectral
noise, it allows a faster accumulation of statistically independent data bringing therefore,
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in a given measurement time, to a smaller final uncertainty in the variance of the oscillator
motion.
An important remark is that the correlation time of the signal force is by hypothesis
very short, therefore the statistics can in principle be much faster than what allowed by the
oscillator motion. In other words, the variance of the displacement is not a very efficient
indicator, and more refined data analysis can be profitable. In the case of stationary, white
input the optimal approach to the measurement is provided by the Wiener-Kolmogorov fil-
tering theory [8, 9]. This technique requires the preliminary knowledge of the exact response
function to the input force, and of the signal-to-noise ratio. While the second requirement
can be relaxed with a sub-optimal but robust filter using a conservative estimate of the sensi-
tivity [10], the accurate knowledge of the susceptibility is a crucial request. Such knowledge
is not trivial for micro opto-mechanical systems, where the stability of the resonance is
affected by several detrimental effects, e.g., thermal phenomena and relaxations of the me-
chanical oscillator, and above all by the same interaction with the radiation, both due to
photothermal effect and to the opto-mechanical coupling. These considerations suggest that
the direct measurement of the spectral peak area could be the only applicable strategy in
several kinds of opto-mechanical systems, and techniques that reduce the effective coher-
ence time of the oscillator motion, such as cold damping or feedback, represent therefore
a way to effectively improve the measurement capabilities of the system [1]. However, it
has been remarked that optimal resolution is not really improved in this way [11, 12], and
that appropriate data filtering can completely replace these hardware techniques even in
the case of non-stationary, non-Gaussian input [13]. In spite of these correct remarks, the
problem of the instability in the oscillator parameters and dynamics remains practically dif-
ficult to face, and the implementation of optimal analysis requires sophisticated technique
of adaptive filtering. The experimental demonstration in Ref. [13] keeps indeed short (∼ms)
measurement times. Therefore, even when willing to apply an efficient data analysis, as
well as in several kinds of refined opto-mechanics experiments, stabilization and feedback
techniques acting on the opto-mechanical system are crucial, and indeed this issue has been
recently considered by few groups[14, 15].
In this work we present a micro opto-mechanical system that includes a parametric sta-
bilization of the resonance by controlling the optical spring. We have proposed and demon-
strated this technique in a recent work [16], where the control allows to prevent instability
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in a parametrically modulated opto-mechanical system, thus yielding strong mechanical
squeezing. Here we study the characteristics of our system as detector of stochastic force for
short measurement times (for quick, high resolution monitoring) as well as for long tmeas,
thus optimizing the sensitivity. We show that, thanks to the stabilization of the effective
susceptibility, we can more efficiently implement Wiener filtering and investigate how this
strategy improves the performance of our system.
The article is organized as follows. In Section II we describe the theoretical models for
the opto-mechanical interaction, the parametric control of the oscillator, and the strategies
exploitable to measure the stochastic force acting on the oscillator; in Section II we describe
our experimental setup and the measurements; after the Conclusions, in the Appendix we
derive the theoretical expressions for the relative uncertainty and discuss the effect of a
cutoff in the measured spectra.
II. MODEL
A. Opto-mechanical interaction
In this section we recall some basic features of the opto-mechanical interaction. We
consider an optical cavity where the resonance frequency depends on an effective coordinate
x, that is kept at its rest position x = 0 by elastic forces. The system can be sketched as a
linear cavity with a rigid oscillating mirror (Fig. 1) having position x, mass M , resonance
angular frequency ωm, damping rate γm and susceptibility χ = 1/M(ω
2
m − ω2 + iωγm). The
radiation pressure provides a force acting on the mirror, that depends on the detuning
∆ = ωL − ωc between the input radiation at frequency ωL and the cavity resonance at ωc.
Since the latter depends on x, radiation pressure gives a position-dependent force that can
be accounted for by defining an effective susceptibility. Its expression is given by[7, 17]
χeff(ω)
−1 =M
[
ω2m − ω2 + iωγm +
|G|2∆ωm(
κ+ iω
)2
+∆2
]
(1)
where κ is cavity decay rate and |G|2 is the opto-mechanical coupling, proportional to the
intracavity power.
The real part of χeff can be viewed as a combined effect of the mechanical stiffness and an
additional spring (optical spring)[18]. The delay in the intracavity field build-up, originating
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a contribution to the imaginary part of χeff , causes a change in the oscillator damping that
allows the optical cooling of its motion [5–7].
For the case of our interest (bad cavity limit κ≫ ωm, small detuning ∆≪ κ, and ω ≈ ωm)
the expression of optical spring constant simplifies to
Kopt ≈ −M |G|
2ωm
κ2
∆ (2)
and the optical damping rate to
γopt ≈ 2Kopt
Mκ
(3)
allowing to write the effective susceptibility as χ−1eff = M (ω
2
eff − ω2 + iω γeff) with γeff =
γm + γopt and
ωeff =
√
ω2m −Kopt/M ≃ ωm +
|G|2
2κ2
∆ . (4)
To our purpose, it is useful to underline that the frequency shift is approximately propor-
tional to the detuning, and therefore a laser beam can be used to control it. Moreover,
by varying the working point (detuning) we can choose the effective resonance width γeff
and stabilize it. On the other hand, we remark that in general the optical spring increases
the uncertainty and instability of the opto-mechanical resonance frequency ωeff since it is
influenced by the noise in the laser intensity (through G), in the laser frequency and in the
cavity length (through ∆). In addition, thermal effects due to the absorbed laser power can
worsen the intrinsic stability of ωm.
B. An oscillator with parametric control
A conceptual scheme of the experiment is shown in Fig. 1a. We consider an opto-
mechanical oscillator excited by stochastic signal force fs(t) and thermal noise force fT (t)
at temperature T , with respective spectral densities Ss and ST = 2kBTMγm, as well as by
a coherent oscillating force of constant amplitude Fe cosωet. The oscillator position x(t) is
measured interferometrically by a first laser beam (signal beam). The measurement noise
n(t) and the back-action force fBA(t) are considered uncorrelated, with white spectra Sn
and SBA bounded by
Sn SBA ≥ h¯2/4 . (5)
The evolution of the position x(t) is governed by the stochastic equation
x¨+ γeff x˙+ ω
2
effx =
1
M
[fT + fs + fBA + Fe cosωet] (6)
6
FIG. 1. (Color online) a) Conceptual scheme of the opto-mechanical system including measure-
ment and force terms. b) Experimental measurement of the temporal evolution of the mechanical
oscillator in the phase plane, in the configuration with active parametric control. c) Experimental
setup. EOM: electro-optic intensity modulator; dash-dotted lines highlight the parametric control.
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and the result of the position measurement is xm(t) = x(t) + n(t).
The motion of the oscillator can be decomposed into two quadratures X(t) and Y (t) in
a frame rotating at angular frequency ωe, according to
x(t) = X(t) cosωet+ Y (t) sinωet . (7)
Assuming |ωe − ωeff | ≪ ωeff , and γeff ≪ ωeff , the evolution equations for the two slowly-
varying quadratures, derived from Eq. (6), can be written as
X˙ +
γeff
2
X − (ωeff − ωe)Y = 1
Mωe
[
f
(1)
T + f
(1)
s + f
(1)
BA
]
(8a)
Y˙ +
γeff
2
Y + (ωeff − ωe)X = 1
Mωe
[
f
(2)
T + f
(2)
s + f
(2)
BA +
Fe
2
]
(8b)
where the stochastic force terms have correlation functions 〈f (i)a (t)f (j)a (t′)〉 = δijδ(t− t′)Sa/2
(i,j=1,2 and ”a” = ”T”, ”s”, ”BA”). In the experiment, the two quadratures are measured
by sending xm(t) to a lock-in amplifier whose reference signal is derived from the oscillator
modulating the coherent force Fe. The outputs of the lock-in are Xm = X + n
(1) and
Ym = Y + n
(2) with 〈n(i)(t)n(j)(t′)〉 = δijδ(t− t′)Sn/2.
The steady state solutions of Eqs. (8) are the usual components of the oscillator response,
as a function of the frequency difference between resonance and excitation δω = ωeff − ωe:
X (δω) =
Fe
2
δω
γ2
eff
4
+ (δω)2
(9a)
Y (δω) =
Fe
2
γeff/2
γ2
eff
4
+ (δω)2
. (9b)
We remark thatX is an odd function of δω, therefore it can be efficiently exploited to control
and lock ωeff . The Xm quadrature is indeed integrated and sent to control the resonance
frequency ωeff by modifying the optical spring constant (parametric control). This is obtained
in the experiment by acting on the detuning of a second laser beam (control beam) according
to
ωL(t) = ω
0
L −
∫ t
−∞
G(t, t′)Xm(t′)dt′ (10)
where ω0L is the initial detuning and the kernel G(t, t′) is constant in the case of an integral
feedback loop. Given that ωL determines the effective frequency ωeff via Eq. (4), we can
write
ωeff(t) = ω
0
eff(t)−
∫ t
−∞
G¯(t, t′)Xm(t′)dt′ (11)
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where ω0eff(t) is the free-running opto-mechanical frequency and G¯ ∝ G. Eq. (3) shows that,
in the bad cavity limit, the shift in the resonance frequency ωeff due to the opto-mechanical
interaction is larger than the variation in the damping rate γeff , thus the latter can be
neglected when considering small variations of ∆ around the working point. We also remark
that the control of the optical spring can be considered as a classical effect, and its noise
neglected in a first-order treatment. In any case, such noise (for us, the radiation pressure
noise of the control beam) can be included in fs.
At the purpose of analyzing the effect of the control loop, we first consider slow fluc-
tuations in the opto-mechanical resonance frequency ωeff , that can be treated as adiabatic
changes of the system, keeping the validity of Eqs. (8). In Eq. (11) we replace X =
X(δω) + δX and, considering small closed-loop fluctuations, we further take X(δω) ∝ δω.
In the absence of drift in ω0eff(t), the steady-state solution is δω = 0, i.e., ωeff = ωe (long
term drifts in ω0eff(t) can be corrected by additional integrators, as in standard servo-loop
systems). In the phase plane of a reference frame rotating at ωe, the oscillator motion is
now represented by a vector R = (X, Y ) fluctuating around the average value (0, Y0) with
Y0 = Y (0) = Fe/γeff (in Fig. 1b we report an experimental example). The feedback loop
corrects the fluctuations by counter-rotating R towards the Y axis. If R remains close to
(0, Y0), i.e., if 〈X2 + (Y − Y0)2〉 ≪ Y 20 , we can approximate the angle θ between R and the
Y axis with θ ≈ X/Y0. In this limit, the feedback loop (that acts on θ) just influence the
fluctuations in the X quadrature, leaving free Y fluctuations. This is expressed by a linear
expansion of Eqs. (8) around the steady state, with ωeff = ωe + δω(t), X = X + δX and
Y = Y0 + δY :
δX˙ +
γeff
2
δX − δω(t) Y0 = 1
Mωe
[
f
(1)
T + f
(1)
s + f
(1)
BA
]
(12a)
δY˙ +
γeff
2
δY =
1
Mωe
[
f
(2)
T + f
(2)
s + f
(2)
BA
]
(12b)
δω(t) = δω0eff(t)−
∫ t
−∞
G¯(t, t′) [X(δω(t′)) + δX(t′) + n(1)(t′)] dt′ . (12c)
We have few important remarks on the above relations. The first one is that the equation
governing the fluctuations of the Y quadrature is the same that we would have without
feedback, therefore δY behaves as in a free oscillator and, in particular, it can be used to
reliably measure the external force. Second point, we have a well defined phase plane: the
oscillator is not just frequency stabilized, but also phase-locked to the reference. Third issue,
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the response function of the Y quadrature is stable, with a peak frequency defined a priori
(at ω = 0, corresponding to ωe for the evolution of x) and, as a consequence, stable width
γeff and peak signal-to noise ratio. Such parameters stability is very important for an easier
application of optimal filtering.
The spectrum of the measured Ym quadrature calculated from Eq. (12b) can be written
in the form
SY m = L(ω)SF + Sn/2 (13)
with
L(ω) = A γeff
ω2 +
(
γeff
2
)2 . (14)
where A = ∫∞
−∞
L(ω) dω/2pi = 1/(2γeff M2 ω2e ) and the total force noise spectral density is
SF = Ss + ST + SBA.
The treatment of this Section includes slow fluctuations of ω0eff as well as its fast, although
weak variations that can be considered as phase fluctuations. The case of strong and fast
variations of ω0eff , producing trajectories in the phase plane that take R far from the region
with θ < 1, requires a numerical integration of Eqs. (8) and the approximation of a free Y
quadrature is no more reliable.
By excluding the coherent excitation and the frequency control, the spectrum of both
quadratures, for an opto-mechanical resonance at ω0eff = ωe + δω, is
SXm = SYm =
1
2
[L(ω − δω) + L(ω + δω)]SF + Sn
2
(15)
and, in case of slow fluctuations of δω, the spectral peaks assume the shape of a Voigt profile,
maintaining a constant area.
C. Force measurement strategies
We consider two possible measurement strategies, with the aim of detecting a weak
stochastic signal force fs hidden by the thermal background. In other words, we are seeking
for a precise measurement of the stochastic force in order to resolve its weak variations due
to changes in Ss. We are not dealing with measurement accuracy and reproducibility, that
both depend critically on absolute calibrations.
The first strategy is simply measuring the area σ2 of the resonance peak. The advantage
of this method is that frequency stability of the opto-mechanical oscillator is not crucial: the
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peak area can be calculated by direct integration of the spectrum of x within an appropriate
frequency interval, provided that ωeff is well within the integration band, and the latter
is extended to few γeff yet maintaining a negligible contribution of the background noise
Sn. The same measurement can be performed, with equal efficiency, on the spectrum of
a quadrature. The estimated force spectral density is E{SF} = σ2/A. The drawback
of this method is the rather slow improvement of the statistical uncertainty, decreasing
as ∝ √τc/tmeas where the correlation time is now τc = 1/γeff . The reason is that this
strategy does not exploit the full information contained in the signal, whose spectrum around
resonance is dominated by the effect of the force fluctuations even well beyond the width
γeff .
The second strategy is a close approximation of the Wiener filtering, that represents the
optimal choice in case of stationary noise. The non-causal Wiener filter, applied to the
spectrum SY m of Eq. (13), is defined as
|W (ω)|2 = 1L(ω)
[
1
1 + Γ L(0)
L(ω)
]2
(16)
and the maximum information on SF from the experimental SYm is obtained from the fil-
tered spectrum SW = |W |2SYm. The 1/L factor in Eq. (16) is a whitening and calibration
function, while the term between square brackets is a weight function that requires prelim-
inary estimate of the noise-to-peak-signal ratio Γ. Its optimal value is Γopt = Sn/2L(0)SF ,
but an efficient, even if sub-optimum, filter can choose a Γ > Γopt [10]. In any case, pre-
liminary fit of a spectrum SY m allows to extract the parameters γeff and Γ for the following
application of the Wiener filtering procedure. The correlation time of the filtered signal is
now τc ∼
√
Γ/γeff , yielding a faster improvement of the statistics with tmeas with respect
to the previous strategy. For an optimum filter (with Γ = Γopt), 1/τc corresponds to the
effective sensitivity bandwidth, i.e., to the frequency band where the effect of force noise falls
below the measurement sensitivity (i.e., L(ω)SF = Sn/2). An example of the application of
the whitening function and the complete Wiener filter to a real spectrum is shown in Fig. 2.
The force spectral density is estimated by integrating the filtered spectrum SW and dividing
the result by the effective bandwidth ∼ 1/τc. In our real data some spurious peaks appear
in the spectrum at few kHz from the opto-mechanical resonance, therefore the integration
is truncated at ωcut/2pi=3kHz, slightly below 1/τc. More details on the choice of ωcut and
on the consequent effective bandwidth are reported in the Appendix.
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FIG. 2. (Color online) Measured spectral density in the Y quadrature (SY m) (orange circles);
whitened spectrum (violet squares); with complete Wiener filtering (green triangles).
As we have seen, the application of the Wiener filtering requires the knowledge of the
transfer function between force noise and output. For this reason, the parametric control
strongly facilitates the filtering procedure, by fixing both the opto-mechanical resonance
frequency at ωeff = ωe and, as a consequence, its width γeff . Without control, optimal
filtering would require an adaptive tuning of the parameters, that we are not trying to apply
in this work.
III. EXPERIMENT
A. Experimental apparatus
A sketch of our experimental system is shown in Fig. 1c. A Fabry-Perot cavity is
formed between a micro-oscillator with high reflectivity dielectric coating as end mirror and
a standard concave input coupler. The cavity length is 0.57 mm and its finesse is 57000 (half-
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linewidth κ/2pi = 2.3 MHz). The input coupler is glued on a piezo-electric transducer for
coarse tuning, and the cavity is kept in a vacuum chamber at 10−3 Pa. The low-deformation
micro-mirror [19, 20] has resonance frequency ωm/2pi = 128960 Hz, mechanical quality
factor Q = ωm/γm = 16000 (limited, at room temperature, by thermoelastic losses) and
effective mass M = 1.35 10−7 Kg. More details on the measurements of the opto-mechanical
parameters are reported in Refs. [19, 21].
Two laser beams derived from the same Nd:YAG source are overlapped with orthogo-
nal polarizations and optically matched to a cavity longitudinal mode with an efficiency of
≈ 96%. From the reflected first beam (signal beam, with a power of 80µW) we obtain a dis-
persive profile of the optical resonance (PDH signal) through phase modulation at 13.3 MHz
and phase-sensitive detection [22]. Such signal is exploited for locking the laser beam to the
cavity resonance. Moreover, in the approximately linear region around resonance, the PDH
signal is proportional to the oscillator displacement and is used both for monitoring its mo-
tion and in the parametric control loop described below. We remark that the bandwidth of
the laser locking is kept at ∼ 30 kHz (well below the mechanical frequency) and additional
strong notch filters assure that the laser frequency servo loop has no effect in the frequency
region of interest (around the mechanical resonance).
The second beam (control beam), with a power of 1 mW at the cavity input, is frequency
shifted with respect to the signal beam, and is used to control the optical spring. The
adjustable frequency shift compensates the cavity birefringence and determines the detuning
of the control beam with respect to the cavity resonance. The ratio between opto-mechanical
frequency shift due to the optical spring and control beam detuning is 8 · 10−3 Hz/Hz. In
addition, an electro-optic intensity modulator imposes a weak sinusoidal modulation in the
power of the control beam and consequently in the radiation pressure acting on the micro-
mirror.
The PDH signal is calibrated by means of a modulation at ∼ 20kHz sent to the laser fre-
quency controller. The amplitude of this modulation at the input of the controller is directly
measured during the acquisitions (since it is influenced by the frequency servo loop). This
measurement, as well as the measurement of the amplitude of the corresponding modulation
in the PDH signal, are repeated every 1s during the data acquisition, in order to compensate
for (weak) changes in the detection efficiency. The laser tuning rate (in Hz/V) had been
previously calibrated with a Michelson interferometer, and the ratio between the laser fre-
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quency and the cavity length allows to convert the detuning into cavity displacement. The
overall calibration has an absolute accuracy of ∼ 20% (we point out that such uncertainty
in the calibration factor do not influence the possibility to resolve weak signal variations,
that is the object of this work).
The PDH signal is also sent to a double-phase, digital lock-in amplifier and integrated
with a time constant of 80µs. For the configuration with parametric control of the opto-
mechanical frequency, the lock-in oscillator is sent to the intensity modulator of the control
beam. A preliminary scan of its frequency allows to reconstruct the response function of
the mechanical oscillator and to tune the phase of the lock-in amplifier in order to have the
dispersive component at the X output. The reference oscillator is then set to 127400 Hz and
the X output of the lock-in amplifier is integrated and sent to the drivers of the acousto-optic
modulators that vary the detuning of the control beam. The opto-mechanical resonance is
now phase-locked to the reference oscillator. The detuning of the control beam corresponds
to about 0.09κ and the oscillator is in rather strong optical damping condition, with a
resonance width of γeff/2pi ≃ 200Hz. For the configuration without parametric control,
the effective opto-mechanical frequency is moved to about 127400 Hz by hand tuning the
control beam, but the lock-in reference frequency is set at 127200 Hz, so that the well defined
resonance peak at ∼ 200 Hz allows to measure more accurately its parameters.
B. Measurements
The signal from the Y output of the lock-in amplifier is acquired by a digital scope with
a resolution of 12 bit and a sampling interval of 21µs. Data are acquired by the scope in
35 consecutive time traces, each one lasting about 20 seconds (corresponding to ∼ 106 data
points) covering in all nearly 12 minutes, then stored in a hard disk. Several of such series
are taken separated by periods of few minutes (necessary to write the data on disk), for a
total observation time of several tens of minutes.
The time series are divided into 100ms long segments, a duration much larger than their
correlation time. For each section the power spectrum is calculated using a FFT algorithm,
and corrected for the transfer function of the lock-in amplifier. The spectra corresponding to
the first 20 seconds are averaged, and the averaged spectrum is fitted to Eq. (13) (when the
parametric control is active) or to Eq. (15) (without control). An example of the averaged
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FIG. 3. (Color online) Spectral densities of the Y quadrature (SYm), for an oscillator without
(upper panel) and with (lower panel) parametric control. With a solid line we show the respective
fitting functions. In the inset, we compare spectra obtained with different values of the parametric
control gain, showing that the control do not influence the dynamics of the Y quadrature.
15
spectra and the fits are shown in Fig. 3. From the fitting procedure we obtain the resonance
width, the signal maximum and, in the absence of the control, also the resonance frequency.
The signal maximumMax is just exploited to define the value of the parameter Γ to be used
for Wiener filtering. At this purpose, we consider a conservative value of the background
additive noise on Y , at SBG = 8 · 10−33m2/Hz (one order of magnitude larger than the real
Sn) and define Γ = SBG/Max. A typical value of Γ is 10
−3.
From each of the following spectra (after the first 20s) we calculate the force spectral
density SF using the different methods described in the previous Section (i.e., from the peak
area and using Wiener filtering, both in the configuration with parametric feedback and with
free-running oscillator). We report in Fig. 4 the average S¯F (tmeas) of SF accumulated over
m consecutive spectra, corresponding to a measurement time tmeas = mτ , where τ = 100ms
is the time interval used for calculating each spectrum. The relative standard error is given
by σREL ≃ 2/
√
tmeasγeff for the measurement with the peak area, and σREL ≃
√
2pi/tmeasωcut
when using Wiener filtered data (these expressions refer to the configuration with parametric
control where the peak is centered at null frequency, and the latter relation is valid for
ωcut ≪ γeff/2
√
Γ; exact calculations are reported in the Appendix). σREL is used to calculate
the confidence regions (1±σREL)S¯F , where S¯F is the average at the end of the measurement
period. The figure shows the expected convergence of the measured S¯F (tmeas), which is
clearly faster for the filtered data.
The calculation of the confidence region reported in Fig. 4 is just valid for a stationary
system. A more reliable assessment on the measurement stability on the long term and on
the achievable resolution is provided by the Allan variance [23]. In our case, its estimator is
defined as
σ2A(m) =
1
N −m
N−2m+1∑
k=1
(x¯k+m − x¯k)2
2
(17)
x¯k(m) =
1
m
k+m−1∑
n=k
SF (n) (18)
where SF (n) is the value of force spectral density calculated from the nth spectrum and
N is the total number of spectra. The Allan deviation σA(m) estimates the one sigma
uncertainty that can be obtained with a measurement lasting tmeas = mτ . The calculated
relative Allan deviation (i.e., σA divided by S¯F ) is reported in Fig. 5 for the different
measurement strategies. We can derive two main considerations: a) the measurement with
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FIG. 4. (Color online) Average over a measurement time tmeas of the force noise spectral density
SF , measured on the oscillator with parametric control using the peak area (orange circles) and
the Wiener filtered spectra (violet squares). The confidence bands (respectively dashed and dash-
dotted lines), corresponding to one standard error, are calculated in the Appendix.
Wiener filtering improves the statistical uncertainty much faster than the measurement from
the peak area. For the former, a 1% resolution is obtained after 10s and the best resolution
of 0.4% is achieved, thanks to the parametric stabilization, after one minute; for the latter,
the necessary measurement periods are about three times longer, in agreement with the
ratio between the respective σREL; b) for measurement periods exceeding 1s, the parametric
control is crucial for the application of Wiener filtering. The measurement resolution does
not improves any more after one minute: with the parametric control it remains constant,
while it becomes even worse without control. It means that the parametric control also
allows a much more relaxed choice of the optimal measurement time.
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FIG. 5. (Color online) Relative Allan deviation concerning the measurement of the input stochastic
force SF , performed with four different procedures. Solid lines, from the upper to the lower curve
(as seen in the left region of the graph): measurement from the peak area, with parametric control
(orange); the same, without control (red); measurement from the Wiener-filtered data, without
parametric control (deep blue); the same, with control (light blue). Dashed lines display the
expected behaviour in the absence of long-term effects, given by Eq. (A3) (upper line), Eq. (A8)
(middle line), and Eq. (A5) (considering an implementation of the optimal filter; lower line).
IV. CONCLUSIONS
We have analyzed different possible procedures for measuring the stochastic force acting
on a micro opto-mechanical system. In particular, we have compared the usual strategy
based on the direct measurement of the area of the resonance peak (or, equivalently, of the
variance in the oscillator displacement) with a more refined data analysis that approaches
the optimal Wiener filtering. For the latter case, we have introduced an abrupt bandwidth
limitation that allows a near-optimal realistic measurement procedure. We have shown that,
while for the former method the optical damping, decreasing the oscillator coherence time,
18
can improve the resolution of the measurement in a given observation time, the appropriate
filtering gives sensibly better results which are mostly independent on such coherence time.
The implementation of the Wiener filtering is greatly facilitated and more effective by
using a parametric control of the oscillator frequency, a technique that we have recently
introduced and that we have analyzed here in details. Thanks to such active stabilization,
our system can reliably detect variations of the stochastic force below 1% within one minute.
We remark that a correct assessment of the really achievable resolution with long integration
periods cannot be simply based on the convergence of the averaged measurement. Indeed,
such indicator underestimates the effect of system long-term instabilities and parameter
drifts. Using the Allan variance as correct estimator, we show that parametric control plays
a crucial role in the achieved performance.
The procedure for the measurement of the stochastic force that we have described in this
work, including optimal filtering and parametric control, can be applied in a large variety
of micro- and nano-mechanical systems, including those based on electric measurements
and microwave radiation. Detecting a weak stochastic signal on a stronger background is
an important task in the research field of quantum mechanics with macroscopic oscillators,
in particular when exploring the properties of oscillators with low occupation number, or,
e.g., in a squeezed state [16, 24–26] or other peculiarly quantum states. In this situation,
the measurement back-action can destroy the interesting features. Particular measurement
schemes can be conceived and applied [24, 25, 27, 28], but the use of a weak measurement,
where the signature of the oscillator is intrinsically weaker than the measurement noise (see,
e.g., in Ref. [29]), can be a useful affordable solution. The procedures investigated in this
work would thus provide a valuable help.
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Appendix A
We consider a Gaussian, zero mean stochastic process x(t) with finite variance σ2x, cor-
relation function Cxx, and power spectral density Sxx. The estimate of the mean square of
x(t) in the interval [0, tmeas] has expectation value σ
2
x and standard deviation [10, 30]
STD ≃
[
2
tmeas
∫
∞
−∞
C2xx(τ)dτ
] 1
2
. (A1)
The relative standard deviation is defined as σREL = STD/σ
2
x, and it can be expressed in
terms of spectral densities using
σ2x =
∫
∞
−∞
Sxx(ω)
dω
2pi
(A2a)
STD ≃
[
2
tmeas
∫
∞
−∞
S2xx(ω)
dω
2pi
] 1
2
. (A2b)
For a spectrum given by Sxx(ω) ∝ L(ω) we obtain the relative standard deviation [10]
σREL =
2√
tmeasγeff
. (A3)
This expression can be used for the relative uncertainty in the measurement of SF using
the peak area, since in this case we can neglect the measurement noise Sn and the finite
integration band defined by ωcut. For the Wiener-filtered process, using Eqs. (13), (16) and
the expression of SW and Γopt we can write the output spectrum in the form
Sxx ∝ L(ω)L(ω) + L(0)Γopt
(L(ω) + L(0)Γ)2 . (A4)
and the relative standard deviation as
σREL =
2√
tmeasγeff
(
Γ
1 + Γ
) 1
4
√
pi
∫ yc
0
[
1+gy2
(1+y2)2
]2
dy∫ yc
0
1+gy2
(1+y2)2
dy
(A5a)
yc = ωcut
2
γeff
√
Γ
1 + Γ
(A5b)
g =
Γopt(1 + Γ)
Γ(1 + Γopt)
. (A5c)
It is useful to consider the two limits yc → ∞ and yc ≪ 1, that for g ≪ 1 and Γ ≪ 1 can
be written respectively as
σ∞REL ≃
√
10
tmeasγeff/
√
Γ
(A6)
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and
σREL ≃
√
2pi
tmeasωcut
. (A7)
In the inset of Fig. 6 (solid line) we show the behavior of σREL/σ
∞
REL as a function of yc.
The relative accuracy is just 20% worse if the integration is limited to yc = 1 and, on the
other hand, a frequency cutoff allows to reject spurious signals that can appear around the
interesting resonance.
For a spectrum formed by a couple of symmetric Lorentzian peaks centered at ±δω (see
Eq. (15)), the relative standard deviation, when measuring directly the peaks area, becomes
σREL =
2√
tmeasγeff
√
γ2eff + 2δω
2
γ2eff + 4δω
2
. (A8)
The Wiener filter is obtained from the expression for a single peak, given in Eq. (16), by
replacing L(ω) → 0.5(L(ω − δω) + L(ω + δω)). Due to the spectral flattening action of
the Wiener filter, the filtered output is very similar to the case of the single peak. As a
consequence, for our typical parameters, the two theoretical values of σREL differ by less
than 1%.
The relative Allan deviation is equal to σREL in the absence of excess fluctuations (typi-
cally, for short measurement time). In our experiment, yc = 1 for ωcut/2pi ≃ 6300 Hz. In Fig.
6 we report the measured relative Allan deviation as a function of tmeas for different values
of the cutoff frequency, together with its expected behavior. When ωcut/2pi surpasses 3 kHz,
the presence of additional peaks starts to influence the measurement. This is also visible in
the inset, where the measured relative Allan deviation at tmeas = 0.1 s, normalized to the
calculated σ∞REL, is reported for different values of ωcut and compared with the theoretical
behavior.
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FIG. 6. (Color online) Relative Allan deviation for the measurement of SF using the Wiener filtered
data, for different values of the cutoff frequency. The dashed lines correspond to the calculated
σREL for ωcut/2pi =500 Hz, 1 kHz, 3 kHz and 5 kHz (from the upper to the lower line). The solid
curves are the experimental results, and we see that the data extracted with the cutoff at 5 kHz
overtake the curve corresponding to ωcut/2pi =3 kHz. In the inset, the experimental relative Allan
deviation at tmeas = 0.1s, normalized to the corresponding σ
∞
REL, is reported for the same values
of ωcut and compared with the theoretical behavior (calculated form Eqs. (A5-A6)) shown with a
solid line.
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