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1. Introduction
The original Lyapunov inequality from ordinary differential equations
includes the following result.
Theorem 1.1. [14, 15] Let q : [a, b]→ R be continuous. If the boundary
value problem {
x′′ + q(t)x = 0, t ∈ [a, b]
x(a) = x(b) = 0
has a nontrivial solution, then
∫ b
a |q(t)|dt > 4b−a .
In recent years, due to their many applications for studying solutions
to boundary value problems, Lyapunov inqualities have been extended and
generalized to BVPs involving fractional operators under various boundary
conditions. Lyapunov inequalities can be used to give existence-uniqueness
results for certain nonhomogeneous boundary value problems, study the
CONTACT Areeba Ikram. Email: aikram@mines.edu.
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2 AREEBA IKRAM
zeros of solutions, and obtain bounds on eigenvalues in certain eigenvalue
problems.
In the ordinary differential equations case, Lyapunov inequalities for
third order linear differential equations with three-point boundary condi-
tions are considered in [2]. In fractional order differential equations, a num-
ber of recent developments similar to the original Lyapunov inequality have
been made; for example, see [4–6, 12, 13, 16]. Lyapunov inequalities involv-
ing the Caputo fractional derivative are studied in [6, 12, 13, 16]. Fractional
equations of order α, where 1 < α ≤ 2, are considered in [6], [12], and
[13] under conjugate, Robin, and Sturm-Liouville boundary conditions, re-
spectively. Additionally, [16] involves fractional equations of order α, where
2 < α ≤ 3, and applications of Lyapunov inequalities to a Mittag-Leffler
function and an eigenvalue problem are discussed. Boundary value problems
involving the continuous Riemann-Liouville fractional operator of order α,
where 2 < α ≤ 3, as well as extensions including fractional BVPs with
solutions defined on multivariate domains are considered in [4] and [5]. A
reduction of order technique is used to obtain Lyapunov inequalities in [5],
which we will adapt and extend to nabla Caputo BVPs of higher order in
this paper.
For fractional difference equations, Lyapunov-type inequalities for two-
point conjugate and right-focal boundary value problems involving a delta
fractional difference equation of order α, where 1 < α ≤ 2, are considered
in [7]. In [9], Lyapunov inequalities for delta fractional equations are used
to study disconjugacy and oscillation of solutions. In the nabla Riemann-
Liouville case, a Lyapunov inequality for a boundary value problem of order
α, where 2 < α ≤ 3, is given in [1]. Much remains to be explored in
Lyapunov inequalities for fractional difference operators, and we will develop
some results for the nabla Caputo case in Section 4.
Green’s functions play an essential role in deriving Lyapunov inequali-
ties for boundary value problems. A general method of obtaining Lyapunov
inequalities involves converting a given boundary value problem to an equiv-
alent integral equation involving an appropriate Green’s function and then
using bounds on the Green’s function [8].
This paper is organized as follows. In Section 2, we will give preliminary
definitions and results involving the nabla Caputo fractional difference. In
Section 3, we will develop Green’s functions for BVPs involving the nabla
Caputo difference operator. The main results of Section 3 are given in The-
orems 3.10 and 3.12, which give an explicit form for the unique solutions
to the given BVPs. In Section 4, we will develop Lyapunov inequality re-
sults using a particular case of the Green’s function results from Section 3.
The main result of Section 4 is given in Theorem 4.7, which gives Lyapunov
inequalities obtained by using the earlier mentioned reduction of order tech-
nique. We will end with a corollary which gives sufficient conditions for
certain nonhomogenous BVPs to have unique solutions.
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2. Preliminaries
In this paper, functions will be defined on either of the domains Na :=
{a, a+1, a+2, . . .} or Nba := {a, a+1, . . . , b}, where a, b ∈ R such that b−a is
a positive integer. We will let N := N1. For more details on the background
presented in this section, see [11].
Definition 2.1. The nabla difference of a function f : Na → R is
defined by
∇f(t) := f(t)− f(t− 1), for t ∈ Na+1.
We define nabla differences of any higher order N ∈ N recursively; i.e.,
∇Nf(t) := ∇(∇N−1f)(t), for t ∈ Na+N . Additionally, we take by conven-
tion ∇0f(t) := f(t).
The next proposition gives a binomial formula for the N -th order nabla
difference.
Proposition 2.2. Let f : Na → R and N ∈ N. Then,
∇Nf(t) =
N∑
i=0
(−1)i
(
N
i
)
f(t− i),
for t ∈ Na+N .
Definition 2.3. We define the backward jump operator, ρ : Na →
Na, by ρ(t) := max{a, t− 1}.
Definition 2.4. [18, p. 333] The nabla definite integral of a function
f : Nba+1 → R, for c, d ∈ Nba, is defined by
∫ d
c f(t)∇t :=

d∑
t=c+1
f(t), d > c
0, d = c
−
c∑
t=d+1
f(t), d < c.
Theorem 2.5. (Fundamental Theorem of Nabla Calculus) If f :
Nba+1 → R and F is any nabla antidifference of f on Nba (i.e., ∇F (t) = f(t),
for t ∈ Nba+1), then ∫ b
a
f(t)∇t = F (b)− F (a).
Next, we will define nabla fractional sums and differences. Let Z≤0
denote the set of nonpositive integers.
Definition 2.6. For t, r ∈ C, the generalized rising function is de-
fined by
tr :=

Γ(t+r)
Γ(t) , if t+ r, t 6∈ Z≤0
0, if t+ r 6∈ Z≤0, and t ∈ Z≤0
(−1)r (−t)!(−t−r)! if t+ r, t ∈ Z≤0
undefined if t+ r ∈ Z≤0, and t 6∈ Z≤0,
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where Γ is the Gamma function.
Proposition 2.7. For z ∈ C \ {0,−1,−2,−3, . . .}, we have Γ(z + 1) =
zΓ(z).
Definition 2.8. For ν ∈ R, the ν-th order nabla Taylor monomial,
based at s ∈ Na, is defined for t ∈ Na by
Hν(t, s) :=
(t− s)ν
Γ(ν + 1)
.
Next, we state several properties of the nabla Taylor monomials.
Theorem 2.9. For t ∈ Na and µ ∈ R,
(1) for µ 6= 0, Hµ(a, a) = 0 and H0(t, a) ≡ 1;
(2) ∇Hµ(t, a) = Hµ−1(t, a);
(3) for µ 6= −1, ∫ ta Hµ(s, a)∇s = Hµ+1(t, a);
(4) for µ 6= −1, ∫ ta Hµ(t, ρ(s))∇s = Hµ+1(t, a);
(5) for k ∈ N1, s ∈ {a+ n | n ∈ Z}, and t ∈ Ns+k+1, H−k(t, s) = 0;
provided the expressions above are defined.
Definition 2.10. Let f : Na+1 → R and ν > 0. Then, the nabla
fractional sum of f of order ν, based at a, is defined by
(2.1) ∇−νa f(t) :=
∫ t
a
Hν−1(t, ρ(s))f(s)∇s,
for t ∈ Na+1. Also, we define ∇−0a f(t) := f(t).
Definition 2.11. Let f : Na−N+1 → R, ν > 0, and N := dνe. Then,
the ν-th order nabla Caputo fractional difference of f is defined by
(2.2) ∇νa∗f(t) := ∇−(N−ν)a ∇Nf(t),
for t ∈ Na+1. By convention, ∇νa∗f(t) = 0 for t ∈ {a− k | k ∈ N0}.
A variation of constants formula for a nabla Caputo initial value problem
is given in the next theorem.
Theorem 2.12. Consider the IVP
(2.3)
{
∇νa∗x(t) = h(t), t ∈ Na+1
∇kx(a) = ck, k ∈ NN−10 ,
where ν > 0, N := dνe , h : Na+1 → R, and ck ∈ R for k ∈ NN−10 . Then,
the unique solution to the IVP (2.3) is given by
x(t) =
N−1∑
k=0
Hk(t, a)ck +∇−νa h(t), t ∈ Na−N+1.
We will also state the following Leibniz formula, which is useful when
showing that integral expressions satisfy nabla difference equations.
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Theorem 2.13. (Nabla Leibniz Formula). Assume f : Na×Na+1 →
R. Then, for t ∈ Na+1,
(2.4) ∇
(∫ t
a
f(t, τ)∇τ
)
=
∫ t
a
∇tf(t, τ)∇τ + f(ρ(t), t).
3. Green’s Functions
In this section we will develop Green’s functions for (k,N − k) BVPs
involving the nabla Caputo difference operator. The next remark motivates
the theorem that follows, which will establish a form for a general solution
to ∇νa∗x(t) = h(t) in terms of nabla Taylor monomials based at modified
points. This form will be useful when considering (k,N−k) boundary value
problems.
Remark 3.1. In the continuous case, for each p ∈ Nn−11 , xp(t) :=
(t−a)p
p! is a solution to the equation x
(n) = 0 satisfying the initial conditions
x(i)(a) = 0 for i ∈ Np−10 . In particular, we say xp(t) has a zero of multiplicity
p at t = a. In an analogous way, for each p ∈ NN−11 , Hp(t, a−N+p) satisfies
∇ix(a−N + p) = 0 for i ∈ Np−10 and has p consecutive zeros on the domain
Na−N+1 at t = a−N + 1, . . . , a−N + p.
Theorem 3.2. Let ν > 0 and N := dνe. A general solution to
(3.1) ∇νa∗x(t) = h(t), t ∈ Na+1
is given by
(3.2) x(t) =
N−1∑
p=0
cpHp(t, a−N + p) +∇−νa h(t),
for t ∈ Na−N+1, where cp for p ∈ NN−10 are arbitrary constants.
Proof. Note that, for t ∈ Na+1 and p ∈ NN−10 ,
∇νa∗Hp(t, a−N + p)
(2.2)
= ∇−(N−ν)a ∇NHp(t, a−N + p)
= 0,(3.3)
by repeated applications of Theorem 2.9, part (2) and by Theorem 2.9, part
(5). Also,
∇νa∗∇−νa h(t)=h(t),(3.4)
for t ∈ Na+1 since by Theorem 2.12, ∇−νa h(t) is the unique solution to
∇νa∗x(t) = h(t) satisfying the initial conditions ∇kx(a) = 0, k ∈ NN−10 .
Hence, by (3.3), (3.4), and linearity of the operator ∇νa∗, we have that x(t),
given by (3.2), is a solution to (3.1) and is defined on Na−N+1.
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Now suppose y(t) is any solution to ∇νa∗y(t) = 0. Then, y(t) is deter-
mined by its initial values, ∇ky(a) for k ∈ NN−10 , by Theorem 2.12. Let the
initial values of Hp(t, a−N + k) for p ∈ NN−10 be given by the vector vp :=
(3.5)
〈Hp(t, a−N +k)|t=a,∇Hp(t, a−N +k)|t=a, . . . ,∇N−1Hp(t, a−N +k)|t=a〉.
Then, for k ∈ NN−10 ,
∇kHp(t, a−N + p)
∣∣∣
t=a
=
{
(N−p)p−k
(p−k)! =
(N−k−1)!
(N−p−1)!(p−k)! , k ≤ p
0, k > p,
by Theorem 2.9, parts (2) and (5). Therefore, the vectors v0,v1, . . . ,vN−1 ∈
RN are linearly independent. It follows that y(t) =
N−1∑
p=0
cpHp(t, a −N + p)
for some cp ∈ R, for p ∈ NN−10 .
Next, suppose w(t) is a solution to (3.1). It follows that w(t)−∇−νa h(t)
is a solution to ∇νa∗y(t) = 0. Then, by the above argument, w(t)−∇−νa h(t) =
N−1∑
p=0
cpHp(t, a−N + p) for some cp ∈ R. Thus, w(t) =
N−1∑
p=0
cpHp(t, a−N +
p) +∇−νa h(t), so (3.2) gives a general solution to (3.1). 
Next, we get a form of any solution x(t) to the homogeneous equation
∇νa∗x(t) = 0 which satisfies k homogeneous initial conditions, for any fixed
k ∈ NN−11 , where N := dνe.
Lemma 3.3. Let ν > 1, N := dνe, k ∈ NN−11 , and suppose x :
Na−N+1 → R is a solution to the equation
(3.6) ∇νa∗x(t) = 0, t ∈ Na+1.
Moreover, assume that x satisfies the conditions ∇ix(a − N + k) = 0, i ∈
Nk−10 . Then, x(t) =
N−1∑
p=k
cpHp(t, a−N + p), where ck, ck+1, . . . , cN−1 ∈ R.
Proof. Let x(t) be a solution to (3.6). Then, by Theorem 3.2, we have
x(t) =
N−1∑
p=0
cpHp(t, a − N + p), t ∈ Na−N+1, where cp for p ∈ NN−10 are
constants. Let i ∈ Nk−10 and consider
∇ix(a−N + k) =
N−1∑
p=0
cp∇iHp(t, a−N + p) |t=a−N+k
=
N−1∑
p=i
cpHp−i(a−N + k, a−N + p).(3.7)
LYAPUNOV INEQUALITIES FOR NABLA CAPUTO BVPS 7
Note that for p ≥ i, Hp−i(a−N+k, a−N+p) =
{
0, k − p ≤ 0
(k−i−1)!
(p−i)!(k−p−1)! , k − p > 0.
From (3.7) and ∇ix(a−N + k) = 0, for each i ∈ Nk−10 , we have
(3.8)
k−1∑
p=i
cp
(k − i− 1)!
(p− i)!(k − p− 1)! = 0.
Letting i = k−1, k−2, . . . , 0 in (3.8) with the given order implies ck−1 =
ck−2 = · · · = c0 = 0, respectively. Hence, x(t) =
N−1∑
p=k
cpHp(t, a−N + p). 
Next, we give an existence-uniqueness result, often referred to as Fred-
holms Alternative Theorem [3], for two-point boundary value problems in-
volving the operator ∇νa∗.
Theorem 3.4. (Existence-Uniqueness Theorem) Let ν > 1, N := dνe,
k ∈ NN−11 , and h : Nba+1 → R. Furthermore, let jm ∈ NN−10 for m ∈ NN−k1 ,
with j1 < j2 < j3 < · · · < jN−k, and assume b − a ∈ Nmax{1,jN−k−N+k+1}.
Then, the homogeneous (k,N − k) BVP
(3.9)

∇νa∗y(t) = 0, t ∈ Nba+1
∇iy(a−N + k) = 0, i ∈ Nk−10
∇jmy(b) = 0, m ∈ NN−k1
has only the trivial solution if and only if the nonhomogeneous (k,N − k)
BVP
(3.10)

∇νa∗w(t) = h(t), t ∈ Nba+1
∇iw(a−N + k) = Ai, i ∈ Nk−10
∇jmw(b) = Bjm , m ∈ NN−k1 ,
has a unique solution for each Ai, Bjm ∈ R, for i ∈ Nk−10 and m ∈ NN−k1 .
Proof. By Theorem 3.2, a general solution to ∇νa∗y(t) = 0 is given by
y(t) = c0H0(t, a−N) + c1H1(t, a−N + 1) + · · ·+ cN−1HN−1(t, a− 1). Fix
k ∈ NN−11 , let α := a − N + k, and let xp(t) := Hp(t, a − N + p). Then, y
satisfies the boundary conditions in (3.9) if and only if the vector equation
x0(α) x1(α) · · · xN−1(α)
∇x0(α) ∇x1(α) · · · ∇xN−1(α)
...
...
. . .
...
∇k−1x0(α) ∇k−1x1(α) · · · ∇k−1xN−1(α)
∇j1x0(b) ∇j1x1(b) · · · ∇j1xN−1(b)
∇j2x0(b) ∇j2x1(b) · · · ∇j2xN−1(b)
...
...
. . .
...
∇jN−kx0(b) ∇jN−kx1(b) · · · ∇jN−kxN−1(b)

︸ ︷︷ ︸
=:M

c0
c1
...
ck−1
ck
ck+1
...
cN−1

︸ ︷︷ ︸
=:c
=

0
0
...
0
0
0
...
0

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holds. Since, by hypothesis, the homogeneous BVP (3.9) has only the trivial
solution, the above vector equation has only the trivial solution c = 0.
Hence, detM 6= 0.
Now suppose w is a solution to the nonhomogeneous equation∇νa∗w(t) =
h(t). Then, by Theorem 3.2, we have w(t) = d0H0(t, a−N)+d1H1(t, a−N+
1)+ · · ·+dN−1HN−1(t, a−1)+∇−νa h(t), for some constants d0, d1, . . . , dN−1.
Then, the boundary value problem (3.10) has a solution if and only if the
vector equation
M

d0
d1
...
dN−1

︸ ︷︷ ︸
:=d
=

A0 −∇−νa h(a−N + k)
...
Ak−1 −∇k−1∇−νa h(a−N + k)
Bj1 −∇j1∇−νa h(b)
...
BjN−k −∇jN−k∇−νa h(b)

has a solution. Since detM 6= 0, this vector equation has a unique solution
d, so the BVP (3.10) has a unique solution.
The proof of the converse is straightforward and hence omitted. 
Let α := a−N + k. In the remainder of this section, we let D :=
(3.11)
∇j1Hk(b, α) ∇j1Hk+1(b, α+ 1) · · · ∇j1HN−1(b, a− 1)
∇j2Hk(b, α) ∇j2Hk+1(b, α+ 1) · · · ∇j2HN−1(b, a− 1)
...
...
. . .
...
∇jN−kHk(b, α) ∇jN−kHk+1(b, α+ 1) · · · ∇jN−kHN−1(b, a− 1)
 .
Theorem 3.5. A necessary and sufficient condition for uniqueness of
solutions to the nonhomogeneous BVP (3.10) is detD 6= 0, where D is given
by (3.11).
Proof. By Lemma 3.3, a solution to ∇νa∗x(t) = 0, for t ∈ Nba+1, which
satisfies the conditions ∇ix(a−N + k) = 0, for i ∈ Nk−10 , where k ∈ NN−11
is fixed, is given by x(t) = ckHk(t, a−N +k) + ck+1Hk+1(t, a−N +k+ 1) +
· · · + cN−1HN−1(t, a − 1). Using the boundary conditions at t = b in (3.9)
in the last equation, we get the vector equation
D

ck
ck+1
...
cN−1
 =

0
0
...
0
 ,
where D is given by (3.11). This vector equation has only the trivial solution
if and only if detD 6= 0. It follows by Theorem 3.4 that the nonhomogeneous
BVP (3.10) has a unique solution if and only if detD 6= 0. 
The next two lemmas are used to show that detD 6= 0.
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Lemma 3.6. Let D be as in (3.11). Then, detD 6= 0 if and only if
det Dˆ 6= 0, where Dˆ :=
(3.12)

N−1∏
i=k+1
(i− j1)
N−1∏
i=k+2
(i− j1) · · ·
N−1∏
i=N−1
(i− j1) 1
N−1∏
i=k+1
(i− j2)
N−1∏
i=k+2
(i− j2) · · ·
N−1∏
i=N−1
(i− j2) 1
...
...
. . .
...
N−1∏
i=k+1
(i− jN−k)
N−1∏
i=k+2
(i− jN−k) · · ·
N−1∏
i=N−1
(i− jN−k) 1

.
Proof. Let p ∈ NN−1k and m ∈ NN−k1 . Then, the entry in row m and
column p−k+1 of the matrixD isHp−jm(b, a−N+p) = Γ(b−a+N−jm)Γ(b−a+N−p)Γ(p−jm+1) .
Then, detD =
Γ(b−a+N−j1)Γ(b−a+N−j2)···Γ(b−a+N−jN−k)
Γ(b−a+N−k)Γ(b−a+N−k−1)···Γ(b−a+1) detE, where the en-
try in row m and column p − k + 1 of the matrix E is 1Γ(p−jm+1) . Note
detE 6= 0 if and only if detD 6= 0. Next, multiplying row m of the matrix
E by Γ(N − jm) for each m ∈ NN−k1 and then using the property of the
Gamma function given in Proposition 2.7, we obtain the matrix Dˆ. More-
over, det Dˆ 6= 0 if and only if detD 6= 0. 
It can be shown that the matrix Dˆ can be obtained by elementary column
operations on the matrix E defined by
(−1)N−k−1(j1)N−k−1 (−1)N−k−2(j1)N−k−2 · · · (−1)j1 1
(−1)N−k−1(j2)N−k−1 (−1)N−k−2(j2)N−k−2 · · · (−1)j2 1
...
...
. . .
...
(−1)N−k−1(jN−k)N−k−1 (−1)N−k−2(jN−k)N−k−2 · · · (−1)jN−k 1
 .
It follows by the Vandermonde determinant formula [17, p. 17] and proper-
ties of determinants that detE = (−1) (N−k)(N−k−1)2 ∏
1≤p<r≤N−k
(jp − jr) 6= 0
since j1 < j2 < · · · < jN−k. Hence, we get the next lemma.
Lemma 3.7. Let k ∈ NN−11 be fixed, j1 < j2 < · · · < jN−k, and jm ∈
NN−10 , for m ∈ NN−k1 . Then, det Dˆ 6= 0, where Dˆ is given by (3.12).
The next theorem follows directly from Lemmas 3.6 and 3.7.
Theorem 3.8. The matrix D, given by (3.11), has a nonzero determi-
nant.
Using Theorem 3.5 and Theorem 3.8, we get the next theorem.
Theorem 3.9. The nonhomogeneous BVP (3.10) has a unique solution.
The function G : Nba−N+1 × Nba+1 → R given in the next theorem is
called the Green’s function for the homogeneous BVP (3.9). Note that the
Green’s function is used to find the unique solution to the nonhomogeneous
BVP (3.10).
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Theorem 3.10. Let ν > 1 and N := dνe. Assume k ∈ NN−11 , jm ∈
NN−10 for m ∈ NN−k1 , with j1 < j2 < · · · < jN−k, and
b − a ∈ Nmax{1,jN−k−N+k+1}. For each fixed s ∈ Nba+1, let u(t, s) be defined
as the solution to the BVP
(3.13)

∇νa∗u(t, s) = 0, t ∈ Nba+1
∇iu(a−N + k, s) = 0, i ∈ Nk−10
∇jmu(b, s) = −∇jmHν−1(b, ρ(s)), m ∈ NN−k1 .
Define
(3.14) G(t, s) :=
{
u(t, s), if t ≤ ρ(s)
v(t, s), if t ≥ ρ(s),
where v(t, s) := u(t, s) + Hν−1(t, ρ(s)) and (t, s) ∈ Nba−N+1 × Nba+1. Then,
w(t) :=
∫ b
a G(t, s)h(s)∇s is the unique solution to the nonhomogeneous
(k,N − k) BVP (3.10) with Ai, Bjm = 0, for i ∈ Nk−10 and m ∈ NN−k1 .
Proof. By Theorem 3.9, the BVP (3.13), for each fixed s ∈ Nba+1, has a
unique solution, so u(t, s) is well defined. Let G(t, s) be defined as in (3.14)
and w(t) :=
∫ b
a G(t, s)h(s)∇s. First, for t ∈ Nba−N+1,
w(t) =
∫ t
a
v(t, s)h(s)∇s+
∫ b
t
u(t, s)h(s)∇s
=
∫ b
a
u(t, s)h(s)∇s+
∫ t
a
Hν−1(t, ρ(s))h(s)∇s
(2.1)
=
∫ b
a
u(t, s)h(s)∇s+∇−νa h(t).
For t ∈ Na+1,
∇νa∗w(t) = ∇νa∗
[∫ b
a
u(t, s)h(s)∇s+∇−νa h(t)
]
=
b∑
s=a+1
∇νa∗u(t, s)h(s) +∇νa∗∇−νa h(t)
(3.13), (3.4)
= h(t).
Since ∇−νa h(a −N + 1) = · · · = ∇−νa h(a) = 0 by convention, in particular,
we get ∇i(∇−νa h)(a−N + k) = 0 for i ∈ Nk−10 . Thus, for i ∈ Nk−10 ,
∇iw(t)|t=a−N+k =
∫ b
a
∇iu(a−N + k, s)h(s)∇s+∇i(∇−νa h)(a−N + k)
(3.13)
= 0.
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Moreover, for jm ∈ NN−10 , m ∈ NN−k1 ,
∇jmw(t)|t=b =
∫ b
a
∇jmt u(t, s)h(s)∇s
∣∣∣
t=b
+∇jm
[∫ t
a
Hν−1(t, ρ(s))h(s)∇s
] ∣∣∣
t=b
(2.4)
=
∫ b
a
∇jmt u(t, s)h(s)∇s
∣∣∣
t=b
+
[
∇jm−1
∫ t
a
∇tHν−1(t, ρ(s))h(s)∇s+Hν−1(ρ(t), ρ(t))h(t)
] ∣∣∣
t=b
=
∫ b
a
∇jmt u(t, s)h(s)∇s
∣∣∣
t=b
+
[
∇jm−1
∫ t
a
∇tHν−1(t, ρ(s))h(s)∇s
] ∣∣∣
t=b
...
(2.4)
=
∫ b
a
∇jmt u(t, s)h(s)∇s
∣∣∣
t=b
+
[∫ t
a
∇jmt Hν−1(t, ρ(s))h(s)∇s+∇jm−1t Hν−1(ρ(t), ρ(t))h(t)
] ∣∣∣
t=b
(3.13)
=
∫ b
a
−∇jmt Hν−1(b, ρ(s))h(s)∇s
+
∫ b
a
∇jmt Hν−1(b, ρ(s))h(s)∇s
= 0.

The proof of the following corollary is standard and follows in a straight-
forward manner from Theorem 3.10.
Corollary 3.11. Assume that the hypotheses of Theorem 3.10 hold.
Also, let h : Nba+1 → R, G(t, s) be as defined in (3.14), and w be the unique
solution to the BVP
∇νa∗w(t) = 0, t ∈ Nba+1
∇iw(a−N + k) = Ai, i ∈ Nk−10
∇jmw(b) = Bjm , m ∈ NN−k1 .
Then, the unique solution to the nonhomogeneous BVP
∇νa∗y(t) = h(t), t ∈ Nba+1
∇iy(a−N + k) = Ai, i ∈ Nk−10
∇jmy(b) = Bjm , m ∈ NN−k1 ,
is given by y(t) := w(t) +
∫ b
a G(t, s)h(s)∇s.
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Theorem 3.12. Assume that the hypotheses of Theorem 3.10 hold.
Then, the Green’s function for the (k,N − k) BVP (3.9) is given by (3.14),
where u(t, s) =
(3.15)
1
β
∣∣∣∣∣∣∣∣∣∣∣
0 Hk(t, α) · · · HN−1(t, a− 1)
∇j1Hν−1(b, ρ(s)) ∇j1Hk(b, α) · · · ∇j1HN−1(b, a− 1)
∇j2Hν−1(b, ρ(s)) ∇j2Hk(b, α) · · · ∇j2HN−1(b, a− 1)
...
...
. . .
...
∇jN−kHν−1(b, ρ(s)) ∇jN−kHk(b, α) · · · ∇jN−kHN−1(b, a− 1)
∣∣∣∣∣∣∣∣∣∣∣
,
for (t, s) ∈ Nba−N+1 × Nba+1; with β := detD, where D is given by (3.11);
v(t, s) := u(t, s) +Hν−1(t, ρ(s)); and α := a−N + k.
Proof. Let u(t, s) be given by (3.15). By Theorem 3.8, β 6= 0, so
u is well defined. Then, expanding u(t, s) along the first row, for each
fixed s, u(t, s) is a linear combination of Hk(t, a−N + k), Hk+1(t, a−N +
k + 1), . . . ,HN−1(t, a − 1). Hence, for each fixed s, u(t, s) is a solution to
∇νa∗x(t) = 0. Note that ∇iHp(a−N + k, a−N + p) = 0 for each i ∈ Nk−10
and p ∈ NN−1k , so we have ∇iu(a−N + k, s) = 0 for each i ∈ Nk−10 . Hence,
u(t, s) satisfies the boundary conditions at t = a−N + k given in (3.13).
Next, define z(t, s) :=
1
β
∣∣∣∣∣∣∣∣∣∣∣
Hν−1(t, ρ(s)) Hk(t, α) · · · HN−1(t, a− 1)
∇j1Hν−1(b, ρ(s)) ∇j1Hk(b, α) · · · ∇j1HN−1(b, a− 1)
∇j2Hν−1(b, ρ(s)) ∇j2Hk(b, α) · · · ∇j2HN−1(b, a− 1)
...
...
. . .
...
∇jN−kHν−1(b, ρ(s)) ∇jN−kHk(b, α) · · · ∇jN−kHN−1(b, a− 1)
∣∣∣∣∣∣∣∣∣∣∣
,
where α = a−N+k. Expanding z(t, s) along the first row, we have z(t, s) =
1
β
Hν−1(t, ρ(s))
∣∣∣∣∣∣∣∣∣
∇j1Hk(b, α) · · · ∇j1HN−1(b, a− 1)
∇j2Hk(b, α) · · · ∇j2HN−1(b, a− 1)
...
. . .
...
∇jN−kHk(b, α) · · · ∇jN−kHN−1(b, a− 1)
∣∣∣∣∣∣∣∣∣
+
1
β
∣∣∣∣∣∣∣∣∣∣∣
0 Hk(t, α) · · · HN−1(t, a− 1)
∇j1Hν−1(b, ρ(s)) ∇j1Hk(b, α) · · · ∇j1HN−1(b, a− 1)
∇j2Hν−1(b, ρ(s)) ∇j2Hk(b, α) · · · ∇j2HN−1(b, a− 1)
...
...
. . .
...
∇jN−kHν−1(b, ρ(s)) ∇jN−kHk(b, α) · · · ∇jN−kHN−1(b, a− 1)
∣∣∣∣∣∣∣∣∣∣∣
.
Hence, we have z(t, s) = Hν−1(t, ρ(s)) + u(t, s).
LYAPUNOV INEQUALITIES FOR NABLA CAPUTO BVPS 13
Next, for m ∈ NN−k1 , ∇jmz(b, s) =
1
β
∣∣∣∣∣∣∣∣∣∣∣
∇jmHν−1(b, ρ(s)) ∇jmHk(b, α) · · · ∇jmHN−1(b, a− 1)
∇j1Hν−1(b, ρ(s)) ∇j1Hk(b, α) · · · ∇j1HN−1(b, a− 1)
∇j2Hν−1(b, ρ(s)) ∇j2Hk(b, α) · · · ∇j2HN−1(b, a− 1)
...
...
. . .
...
∇jN−kHν−1(b, ρ(s)) ∇jN−kHk(b, α) · · · ∇jN−kHN−1(b, a− 1)
∣∣∣∣∣∣∣∣∣∣∣
.
Hence, ∇jmz(b, s) = 0 for each m ∈ NN−k1 . Since z(t, s) = Hν−1(t, ρ(s)) +
u(t, s), this means for each m ∈ NN−k1 , ∇jmu(b, s) = −∇jmHν−1(b, ρ(s)).
Therefore, we have that u(t, s) satisfies the boundary conditions at t = b in
(3.13). Thus, the result follows by Theorem 3.10. 
In the next theorem, we apply Theorems 3.10 and 3.12 to the special
case of the BVP (3.16), which confirms [10, Theorem 4.6].
Theorem 3.13. Consider the nabla Caputo (N − 1, 1) BVP
(3.16)

−∇νa∗x(t) = h(t), t ∈ Nba+1
∇ix(a− 1) = 0, i ∈ NN−20
∇jx(b) = 0,
with ν > 1, N := dνe, j ∈ NN−10 fixed, b− a ∈ Nmax{1,j}, and h : Nba+1 → R.
Then, x : Nba−N+1 → R is a solution to the (N − 1, 1) BVP (3.16) if and
only if x(t) satisfies the integral equation
(3.17) x(t) =
∫ b
a
Gν(t, s)h(s)∇s,
for t ∈ Nba−N+1, where Gν : Nba−N+1 × Nba+1 → R is given by
(3.18) Gν(t, s) =
{HN−1(t,a−1)Hν−j−1(b,ρ(s))
HN−j−1(b,a−1) , t ≤ ρ(s)
HN−1(t,a−1)Hν−j−1(b,ρ(s))
HN−j−1(b,a−1) −Hν−1(t, ρ(s)), t ≥ ρ(s).
4. Lyapunov Inequalities
In this section, we will prove our main result involving Lyapunov in-
equalities in Theorem 4.7. First, we give a theorem involving uniqueness of
solutions to initial value problems and prove some important lemmas which
we will use in the proof of Theorem 4.7.
Theorem 4.1. Let ν > 1, N := dνe, and f : Na+1 → R. Then, the
initial value problem
(4.1)
{
∇νa∗x(t) + q(t)x(t− 1) = f(t), t ∈ Na+1
x(a− i) = Ai, i ∈ NN−10
has a unique solution defined on Na−N+1.
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Proof. By the initial conditions in (4.1), x(t) is uniquely defined for
t ∈ Naa−N+1. Expanding the operator ∇νa∗ gives
∇νa∗x(t) = ∇−(N−ν)a ∇Nx(t)
=
t∑
s=a+1
HN−ν−1(t, ρ(s))
N∑
i=0
(−1)i
(
N
i
)
x(s− i).
Hence, the equation in (4.1) is equivalent to
(4.2)
t∑
s=a+1
HN−ν−1(t, ρ(s))
N∑
i=0
(−1)i
(
N
i
)
x(s−i)+q(t)x(t−1) = f(t), t ∈ Na+1.
The result follows by induction on k, letting t = a+ k in (4.2). 
In the next lemma, we will show that if there is a nontrivial solution to
(4.3), it is not identically zero on the domain Nb−1a .
Lemma 4.2. Let ν > 1 and suppose x : Nba−N+1 → R is a solution to
the equation
(4.3) ∇νa∗x(t) + q(t)x(t− 1) = 0, t ∈ Nba+1,
where ν > 1 and N := dνe. Assume b − a ∈ NN−1. If x(t) = 0 for all
t ∈ Nb−1a , then x(t) ≡ 0 on Nba−N+1.
Proof. Using the expanded form of (4.3) given by (4.2), and assuming
x(t) = 0 for t ∈ Nb−1a , it follows by induction on k ∈ NN−11 that
(4.4)
N∑
i=0
(−1)i
(
N
i
)
x(a+ k − i) =
N∑
i=k+1
(−1)i
(
N
i
)
x(a+ k − i) = 0
holds for all k ∈ NN−11 . Letting k = N − 1, N − 2, . . . , 1 in (4.4) in the given
order, we get x(a − 1) = x(a − 2) = · · · = x(a − N + 1) = 0, respectively.
Additionally, we have x(a) = 0, which means by the uniqueness of solutions
to IVPs given in Theorem 4.1, x(t) ≡ 0 on its entire domain Nba−N+1. 
The proofs of the next three propositions are straightforward and hence
omitted.
Proposition 4.3. Let α > −1 and s ∈ Na. Then, the following hold:
(1) If t ∈ Nρ(s), then Hα(t, ρ(s)) ≥ 0; if t ∈ Ns, then Hα(t, ρ(s)) > 0.
(2) If t ∈ Nρ(s) and α > 0, then Hα(t, ρ(s)) is a decreasing function
of s; if t ∈ Ns and −1 < α < 0, then Hα(t, ρ(s)) is an increasing
function of s.
(3) If t ∈ Nρ(s) and α ≥ 0, then Hα(t, ρ(s)) is a nondecreasing function
of t; if α > 0 and t ∈ Ns, then Hα(t, ρ(s)) is an increasing function
of t. Also, if t ∈ Ns+1 and −1 < α < 0, then Hα(t, ρ(s)) is a
decreasing function of t.
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Proposition 4.4. Let f, g be nonnegative real-valued functions on a set
S. Moreover, assume f and g attain their maximum in S. Then, for each
fixed t ∈ S,
|f(t)− g(t)| ≤ max{f(t), g(t)} ≤ max{max
t∈S
f(t),max
t∈S
g(t)}.
Proposition 4.5. If 0 < ν ≤ µ, then Hν(t, a) ≤ Hµ(t, a), for each fixed
t ∈ Na.
Throughout this section, we let
A := max
{
Hγ−1(b, a)
H1(b, a− 1)H2(b, a− 1), Hγ(b, a)
}
.(4.5)
Lemma 4.6. Let s ∈ Nba+1 and 1 < γ ≤ 2. Then, for j = 0 in (3.18),
(4.6)
∣∣∣∣∫ t
a−1
Gγ(τ, s)∇τ
∣∣∣∣ ≤ A and ∣∣∣∣∫ b
t
Gγ(τ, s)∇τ
∣∣∣∣ ≤ A,
and, for j = 1 in (3.18),
(4.7)
∣∣∣∣∫ t
a−1
Gγ(τ, s)∇τ
∣∣∣∣ ≤ H2(b, a−1) and ∣∣∣∣∫ b
t
Gγ(τ, s)∇τ
∣∣∣∣ ≤ H2(b, a−1),
where Gγ is defined by (3.18) with N = 2.
Proof. For (t, s) ∈ Nba−1 × Nba+1, by (3.18),∫ t
a−1
Gγ(τ, s)∇τ =
∫ ρ(s)
a−1
H1(τ, a− 1)Hγ−j−1(b, ρ(s))
H1−j(b, a− 1) ∇τ
+
∫ t
ρ(s)
[
H1(τ, a− 1)Hγ−j−1(b, ρ(s))
H1−j(b, a− 1) −Hγ−1(τ, ρ(s))
]
∇τ
=
Hγ−j−1(b, ρ(s))
H1−j(b, a− 1)
∫ t
a−1
H1(τ, a− 1)∇τ
−
∫ t
ρ(s)
Hγ−1(τ, ρ(s))∇τ.
By Theorem 2.9, part (3),
∫ t
a−1H1(τ, a − 1)∇τ = H2(t, a − 1). Next, for
t > ρ(s),
∫ t
ρ(s)Hγ−1(τ, ρ(s))∇τ = Hγ(t, ρ(s)). Note that if ρ(s) ≥ t,∫ t
ρ(s)Hγ−1(τ, ρ(s))∇τ = 0. Thus,
∫ t
a−1Gγ(τ, s)∇τ =
Hγ−j−1(b,ρ(s))
H1−j(b,a−1) H2(t, a −
1)−Hγ(t, ρ(s)), so
(4.8)
∣∣∣∣∫ t
a−1
Gγ(τ, s)∇τ
∣∣∣∣ = ∣∣∣∣Hγ−j−1(b, ρ(s))H1−j(b, a− 1) H2(t, a− 1)−Hγ(t, ρ(s))
∣∣∣∣ ,
for t ∈ Nbs, and
(4.9)
∣∣∣∣∫ t
a−1
Gγ(τ, s)∇τ
∣∣∣∣ = ∣∣∣∣Hγ−j−1(b, ρ(s))H1−j(b, a− 1) H2(t, a− 1)
∣∣∣∣ ,
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for t ∈ Nρ(s)a−1.
We will now examine the first term from the right hand side of (4.8) for
the case j = 0. By Proposition 4.3, parts (1)-(2), for s ∈ Nba+1,
(4.10) 0 ≤ Hγ−1(b, ρ(s)) ≤ Hγ−1(b, a),
and, for t ∈ Nba−1,
(4.11) 0 ≤ H2(t, a− 1) ≤ H2(b, a− 1).
Hence, by (4.10) and (4.11),
(4.12) 0 ≤ Hγ−1(b, ρ(s))
H1(b, a− 1) H2(t, a− 1) ≤
Hγ−1(b, a)
H1(b, a− 1)H2(b, a− 1).
Now we consider the second term in (4.8). By Proposition 4.3, it follows
that
(4.13) 0 ≤ Hγ(t, ρ(s)) ≤ Hγ(b, a).
From (4.8), (4.9), (4.12), (4.13), and Proposition 4.4, for the case j = 0,
we obtain
∣∣∣∫ ta−1Gγ(τ, s)∇τ ∣∣∣ ≤ max{Hγ−1(b,a)H1(b,a−1)H2(b, a− 1), Hγ(b, a)} , so the
first inequality in (4.6) holds.
Consider the case j = 1. Then, by Proposition 4.3, parts (1)-(2), for
s ∈ Nba+1, 0 ≤ Hγ−2(b, ρ(s)) ≤ Hγ−2(b, ρ(b)) = 1. Therefore,
(4.14) 0 ≤ Hγ−2(b, ρ(s))H2(t, a− 1) ≤ H2(b, a− 1).
Then, by (4.13), (4.14), and Proposition 4.4, we obtain
∣∣∣∫ ta−1Gγ(τ, s)∇τ ∣∣∣ ≤
max {H2(b, a− 1), Hγ(b, a)} . Since 1 < γ ≤ 2, we haveHγ(b, a) ≤ H2(b, a) ≤
H2(b, a− 1) by Proposition 4.3, part (3) and Proposition 4.5, so in the case
j = 1, we have
∣∣∣∫ ta−1Gγ(τ, s)∇τ ∣∣∣ ≤ H2(b, a − 1). Thus, the first inequality
in (4.7) holds.
Similarly, from (3.18), for (t, s) ∈ Nba−1 × Nba+1,
∫ b
t Gγ(τ, s)∇τ =
Hγ−j−1(b, ρ(s))
H1−j(b, a− 1)
∫ b
t
H1(τ, a− 1)∇τ −
∫ b
ρ(s)
Hγ−1(τ, ρ(s))∇τ.
Using arguments similar to the above, we obtain the second inequalities in
(4.6) and (4.7). 
Theorem 4.7. Let q : Nba+1 → R, ν > 2, and N := dνe. Assume
b− a ∈ NN−1, and consider the BVP (4.3),
(4.15) ∇N−2x(a− 1) = 0, ∇N−2x(b) = 0, ∇ix(ci) = 0 for i ∈ NN−30 ,
where ci ∈ {a − 1, b}, for i ∈ NN−30 . Let A be as defined in (4.5) with
γ = ν −N + 2. If the boundary value problem (4.3), (4.15) has a nontrivial
solution x : Nba−N+1 → R, then∫ b
a
|q(s)|∇s ≥ 1
A
· 1
(b− a+ 1)N−2 .
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Furthermore, consider the BVP (4.3),
(4.16) ∇N−2x(a− 1) = 0, ∇N−1x(b) = 0, ∇ix(ci) = 0 for i ∈ NN−30 ,
where ci ∈ {a − 1, b}, for i ∈ NN−30 . If the boundary value problem (4.3),
(4.16) has a nontrivial solution x : Nba−N+1 → R, then∫ b
a
|q(s)|∇s ≥ 1
H2(b, a− 1) ·
1
(b− a+ 1)N−2 .
Proof. We will give the proof for the case of the BVP (4.3), (4.15).
The proof is similar for the BVP (4.3), (4.16). First, note that for t ∈ Na+1,
∇νa∗x(t)
(2.2)
= ∇−(N−ν)a ∇Nx(t)
= ∇−(N−ν)a ∇2∇N−2x(t)
= ∇−(2−(ν−N+2))a ∇2∇N−2x(t)
= ∇ν−N+2a∗ ∇N−2x(t).
Hence, we can rewrite (4.3) as
(4.17) ∇ν−N+2a∗ ∇N−2x(t) + q(t)x(t− 1) = 0, t ∈ Nba+1.
Let y(t) := ∇N−2x(t) for t ∈ Nba−N+3. Then, y(t) solves the BVP
(4.18)
{
−∇ν−N+2a∗ y(t) = q(t)x(t− 1), t ∈ Nba+1
y(a− 1) = y(b) = 0.
By Theorem 3.13, we have y(t) =
∫ b
a Gν−N+2(t, s)q(s)x(s − 1)∇s, for t ∈
Nba−1, where Gν−N+2 is given by (3.18) with j = 0. Since ∇N−2x(t) = y(t),
we have
(4.19) ∇N−2x(t) =
∫ b
a
Gν−N+2(t, s)q(s)x(s− 1)∇s.
Applying Theorem 2.5, with the appropriate boundary condition
∇N−3x(a − 1) = 0 or ∇N−3x(b) = 0 given by (4.15), for t ∈ Nba−1, we get
either
∇N−3x(t) = ∇N−3x(t)−∇N−3x(a− 1)
(4.19)
=
t∫
a−1
b∫
a
Gν−N+2(τ, s)q(s)x(s− 1)∇s∇τ
=
b∫
a
q(s)x(s− 1)
 t∫
a−1
Gν−N+2(τ, s)∇τ
∇s,(4.20)
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or
−∇N−3x(t) = ∇N−3x(b)−∇N−3x(t)
=
b∫
a
q(s)x(s− 1)
 b∫
t
Gν−N+2(τ, s)∇τ
∇s,(4.21)
respectively, where we have interchanged the order of integration by using
the linearity of the nabla integral. Let F (t0) :=
∫ t0
a−1Gν−N+2(τ, s)∇τ for
the case (4.20) or F (t0) :=
∫ b
t0
Gν−N+2(τ, s)∇τ for the case (4.21). Assume,
without loss of generality, that the remaining boundary conditions in (4.15)
are ∇ix(a−1) = 0, for i ∈ NN−40 . Then, assuming N ≥ 4, integrating either
(4.20) or (4.21) N−3 times and then taking the absolute value of both sides,
we get in either case
|x(t)| =
∣∣∣∣∣∣
t∫
a−1
· · ·
t∫
a−1
t∫
a−1
b∫
a
q(s)x(s− 1)F (t0)∇s∇t0∇t1∇t2 · · · ∇tN−3
∣∣∣∣∣∣
≤
t∫
a−1
· · ·
t∫
a−1
t∫
a−1
b∫
a
|q(s)||x(s− 1)| |F (t0)| ∇s∇t0∇t1∇t2 · · · ∇tN−3
≤
b∫
a−1
· · ·
b∫
a−1
b∫
a−1
b∫
a
|q(s)||x(s− 1)| |F (t0)| ∇s∇t0∇t1∇t2 · · · ∇tN−3,
for t ∈ Nba−1. Let t = t′ such that x(t′) = max
t∈Nba−1
|x(t)| and define B := x(t′).
By Lemma 4.2, since by hypothesis x is a nontrivial solution, we have x(t) 6≡
0 on Nb−1a . In particular, B 6= 0. Letting t = t′ in the last inequality, we get
|x(t′)| ≤
b∫
a−1
· · ·
b∫
a−1
b∫
a−1
b∫
a
|q(s)||x(s− 1)| |F (t0)| ∇s∇t0∇t1∇t2 · · · ∇tN−3
≤
b∫
a−1
· · ·
b∫
a−1
b∫
a−1
b∫
a
|q(s)|B |F (t0)| ∇s∇t0∇t1∇t2 · · · ∇tN−3,
so B ≤
b∫
a−1
· · ·
b∫
a−1
b∫
a−1
b∫
a
|q(s)|B |F (t0)| ∇s∇t0∇t1∇t2 · · · ∇tN−3. By Lemma
4.6, |F (t0)| ≤ A, where A is defined by (4.5) with γ = ν−N + 2. Therefore,
we get 1 ≤
b∫
a−1
· · ·
b∫
a−1
b∫
a−1
b∫
a
|q(s)|A∇s∇t0∇t1∇t2 · · · ∇tN−3. It follows that
1
A(b−a+1)N−2 ≤
∫ b
a |q(s)|∇s.
Note that for the proof involving the boundary conditions (4.16), we
apply the bound |F (t0)| ≤ H2(t, a− 1) given in Lemma 4.6. 
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The proof of the next theorem is similar to the proof of Theorem 3.4.
Theorem 4.8. Let q : Nba+1 → R, ν > 2, N := dνe, b− a ∈ NN−1, and
r ∈ {1, 2} be fixed. If the homogeneous BVP{
∇νa∗x(t) + q(t)x(t− 1) = 0, t ∈ Nba+1
∇N−2x(a− 1) = 0, ∇N−rx(b) = 0, ∇ix(ci) = 0, for i ∈ NN−30 ,
where ci ∈ {a − 1, b}, for i ∈ NN−30 , has only the trivial solution, then the
nonhomogenous BVP
(4.22){
∇νa∗x(t) + q(t)x(t− 1) = f(t), t ∈ Nba+1
∇N−2x(a− 1) = A0, ∇N−rx(b) = B0, ∇ix(ci) = Ci, for i ∈ NN−30 ,
where f : Nba+1 → R and A0, B0, Ci ∈ R for i ∈ NN−30 , has a unique solution
defined on Nba−N+1.
Using the Lyapunov inequalities in Theorem 4.7 along with Theorem
4.8, we get the following corollary.
Corollary 4.9. Let q : Nba+1 → R, ν > 2, N := dνe, and r ∈ {1, 2} be
fixed. Assume b− a ∈ NN−1. Consider the nonhomogeneous boundary value
problem (4.22).
(1) If q(t) satisfies
∫ b
a |q(t)|∇t < 1A · 1(b−a+1)N−2 , then the BVP (4.22)
with r = 2 has a unique solution defined on Nba−N+1.
(2) If q(t) satisfies
∫ b
a |q(t)|∇t < 1H2(b,a−1) · 1(b−a+1)N−2 , then the BVP
(4.22) with r = 1 has a unique solution defined on Nba−N+1.
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