On parallelizable eigensolvers  by Auslander, Louis & Tsao, Anna
ADVANCES IN APPLIED MATHEMATICS 13, 253-261 (1992) 
On Parallelizable Eigensolvers 
Center for Large Scale Computation, City University of New York, 
25 West 43rd Street, New York, New York 10036 
AND 
ANNATSAO 
Supercomputing Research Center, 17100 Science Drive, Bowie, Maryland 207154300 
1. INTRODUCTION 
The numerical computation of all the eigenvalues and eigenvectors of a 
matrix arises naturally in many important applications. Large problems, 
which were once intractable, are now considered approachable with the 
advent of parallel computers. However, effective use of the computational 
power of these new machines will only result through improved algo- 
rithms, more suited to the architectural features of parallel computers. 
In this paper, we show how the intimate relationship between a certain 
matrix algebra and the ring of complex polynomials suggests a strategy for 
devising new parallel algorithms for the eigenproblem. The ideas pre- 
sented are an extension of the algorithm described by Auslander and Tsao 
in [l]. Specifically, the ideas presented in this paper are motivated by the 
algorithmic implications of the fact that an ability to compute nontrivial 
invariant subspaces of a matrix M results in an ability to perform block 
triangularization of M into two independent subproblems. We shall pro- 
pose a strategy for devising algorithms to compute nontrivial invariant 
subspaces of M. The recursive application of such a block triangulariza- 
tion algorithm on the subproblems generated leads naturally to a divide 
and conquer strategy. 
We shall demonstrate in Section 2 that invariant subspaces of a square 
matrix M can be computed if an algorithm for constructing rank deficient 
matrices in the algebra generated by M can be devised. Since, in fact, the 
algebra generated by M consists of all polynomials in M, our strategy for 
devising algorithms to compute these rank deficient matrices will rest on 
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devising algorithms to construct appropriately chosen polynomials. We 
shall further demonstrate that any practical realization of the proposed 
strategy for computing invariant subspaces will lead to an algorithm with a 
twofold potential for parallelism. First, any practical algorithm for comput- 
ing the desired matrices will rely almost exclusively on two computational 
primitives: matrix multiplication and solving systems of linear equations. 
The future success of numerical computation must certainly depend on 
the ability to perform these two primitives fast on parallel architectures. 
The second notable attribute of the algorithm derives from the divide and 
conquer resulting from block triangularization. Practical considerations in 
devising numerical algorithms to implement the strategy described are 
discussed in Section 3. 
We first introduce some notation which will be used throughout the 
paper. Matrices will be represented by capital letters. The sets of natural, 
real, and complex numbers shall be denoted by N, R, and @, respectively. 
Let IZ E N. Denote n-dimensional complex Euclidean space by C”, the 
vector space of IZ x n matrices over C by Cnxn, the multiplicative identity 
in Cnxn by I,, and the algebra of polynomials over C by @[xl. We use 
analogous notation over R. Let M E Cnxn. The null space and range of M 
will be denoted by JR’(M) and 9(M), respectively. We denote the 
spectrum and spectral radius of M by h(M) and p(M), respectively. If &9 
is a basis for Cc”, [Ml, will denote the matrix of M with respect to 9. Let 
W be an M-invariant subspace of C”. We denote by Mlw the restriction 
of M to w. 
2. A DIVIDE AND CONQUER STRATEGY FOR THE 
COMPLETE EIGENPROBLEM 
Throughout the remainder of the paper, we shall let M denote a matrix 
in Cnxn having spectrum h(M) = (A,, . . . , hk}, where 2 I k I n. Let the 
minimal polynomial of M be given by 
(1) 
where fi(x> = (X - hi) and d = deg m(x) = CfZlri. By the Primary De- 
composition Theorem for matrices [4, p. 2201, the invariant subspaces 
Jl/(fp(M)), i = l,..., k, comprise a direct sum decomposition of C”. A 
complete eigensolution for M consists of finding A(M) and the subspaces 
Jy(fl(M>>, i = 1,. . . , k. The set {I,, M, M2,. . . , Md-‘) generates a d- 
dimensional commutative matrix algebra with identity over C, a(M). We 
shall show how the algebraic properties of VI(M) suggest a method of 
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computing the invariant subspaces of M. We give a self-contained treat- 
ment of the relevant results for the sake of clarity. 
Consider the ring homomorphism h: @[xl j Vf(M), defined in the 
following way: for any polynomial f(x) = CKOcixi E @[xl, 
h(f) =f(M) = &M’, 
i=O 
where M” = Z,. Exploitation of the fact that matrices in B(M) are 
completely determined by polynomials in @[xl is the central theme of our 
proposed strategy for devising new eigensolvers. The correspondence 
between the operations of addition and multiplication in C[x] and %(M) 
means that computation of matrices in 2L(M) consists simply of polyno- 
mial arithmetic for matrices. 
Suppose that a E @[xl has the property that a(M) has nonzero rank 
r < II. Then both Jy(&VZ)) and @(a(M)) are invariant subspaces of M. 
Hence, invariant subspaces of M can be found by producing such a 
polynomial a. We say that a (or a(M)) is a rank-r inuuriunt subspuce 
annihilator. Let W denote a nontrivial invariant subspace of M and a1 be 
a basis for W. Then 8, can be extended by a set of vectors @ to form a 
basis for C”. Denote by U, and U2 the matrices having as columns the 
elements of ~23’~ and G&, respectively. Since W is an invariant subspace of 
M, the change of basis for M with respect to G?, U .G4Y2 is block triangular, 
i.e., 
where M, = M(w and the matrices M, and M, have dimensions r and 
n - r, respectively. Then 
h(M) = h(M,) u h(M,). 
Continuing recursively in this manner, we can clearly produce a sequence 
of similarity transformations which block triangularize the matrix M. The 
process will conclude when each of the blocks has only a single, possibly 
repeated, eigenvalue. Note that the similarity transformations can easily 
be guaranteed to be unitary, which may be desirable for numerical 
reasons. 
Assuming the existence of an algorithm for computing nontrivial invari- 
ant subspace annihilators, the divide and conquer strategy suggested above 
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can be summarized as follows: 
INVARIANT SUBSPACE DECOMPOSITION ALGORITHM (ISDA). Suppose 
that M has at least two distinct eigenvalues. 
I. Compute a(M), where a E @[x 1 is a nontrivial invariant sub- 
space annihilator. 
II. Compute a basis 9Yi for J(a(M)) (or 9(a(M))) and extend GL?i 
to a basis 99 for C”. 
III. Compute the block triangular matrix [Ml,. 
IV. Update the similarity transformations leading to the triangular 
decomposition, if eigenvectors are desired. 
The entire process is repeated for both subproblems. We continue 
recursively until each subproblem has only one eigenvalue, possibly re- 
peated. Nontrivial subproblems resulting from defective Jordan blocks 
might then need to be dealt with via other means. Note that step IV need 
not be completed before proceeding to the next stage of the divide and 
conquer. The invariant subspace decomposition algorithm reduces a prob- 
lem of size n into two smaller subproblems of sizes r and (n - r). Hence i 
iterations of the ISDA reduces the original problem to 2’ subproblems. 
Ideally then, r should be as close to n/2 as possible. 
The bulk of the computation required by this algorithm consists of 
performing two fundamental primitives: matrix multiplication (steps I, III, 
and IV) and solving systems of linear equations (step II). Therefore, any 
speedup realized on a parallel architecture for either of these two primi- 
tives will result in a corresponding performance gain in any practical 
implementation. 
The ideas presented do not constitute a numerical algorithm. In the 
next section, we shall discuss some practical issues related to the computa- 
tion of these invariant subspace annihilators. 
3. SOME PRACTICAL CONSIDERATIONS 
The triangularization strategy described in the previous section relies on 
exploitation of the fact that rank deficient matrices in B(M) possess a 
structure which exposes information about the invariant subspaces of M. 
We restate here the lemma found in [4, p. 2631. 
LEMMA 1. Let M be a linear operator on C” with minimal polynomial m 
given by (1) and let C” = I( f[l( M)) CB - . - @ A’( fp( M)) be the primary 
decomposition for M. If W is a subspace of C” which is invariant under M, 
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then 
w= (WnJt/(fjl(M))) 8 -- @ (WnJY(f,‘r(M))). 
Suppose now that II E C[x] has the property that 
where 0 5 vi < ri, i = l,.. ., k. Then Lemma 1 implies that 
“cB04fiw~ = JWW). (3) 
We also have 
LEMMA 2. Let M E CnXn have minimal polynomial m given by (1). 
Suppose that p E C[x] has the property that 
where 6 c {l, . . . , k). Then 
d’(p(M)) = j$ie-y(fi?M)). 
Proof. Let q E C[x] be defined by 
Since p and q are relatively prime, there exist polynomials r and s E @[xl 
such that 
p+sq=l (4) 
(see 15, Chapter II, $41). Suppose that x E /(p(M)) n JY(q(M)). Then 
x = (rp + sq)(M)x = r(M)p(M)x + s(M)q(M)x = 0. 
Hence we have shown 
4Pvw n J%?(M)) = w. (5) 
For each i E G, since f;Ip, HCf:(M>) c JY(p(M)) and therefore 
iFGN(fiYW) = J%OW. 
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In an analogous fashion, we have 
cl3 Jt/(fi’i(M)) = JY(4w))~ 
icZG 
By (5) and the fact that eie G MCfF(M)) and ei Q GJl/(f~(M)) are 
complementary subspaces, the lemma is proved. 0 
Lemma 2 then implies that for a satisfying (2), 
(6) 
Equation (31, together with (61, suggests a means of computing invariant 
subspace annihilators for M, namely, by constructing a polynomial which 
maps a substantial number of the eigenvalues of M to zero. Although 
these invariant subspace annihilators are easily computed in theory, the 
difficulty in practice will lie in devising an efficient method for computing 
them given little a priori spectral information. We indicate a possible 
strategy for devising an efficient algorithm for computing approximate 
invariant subspace annihilators. Let 9 be some bounded region in the 
complex plane containing A(M). Suppose p E C[x] maps the region g 
into the complex plane in such a way that approximately half the eigenval- 
ues of M are mapped near 0 and the rest near the unit circle. Then p 
approximates an invariant subspace annihilator having the desired proper- 
ties. 
Lemma 2 shows that if an algorithm can be devised for computing the 
matrices p(M) and q(M), the algorithm in Sectian 2 can be extended into 
one for performing block diagonalization of M into the direct sum 
MI w, CB MI wk, where 
and 6 is a nontrivial proper subset of (1,. . . , k}. It is not necessary, 
however, to actually construct both p and q. Indeed, we have 
LEMMA 3. Let M E Cnxn have minimal polynomial m given by (1) and 
6 be a nontrivial subset of 11, . . . , k}. Suppose that p, q E C[xl satissfy 
gcd(p, m) = ipGfiri and gcd(q,m) = i&IGf?. 
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Then 
Proof. Define q as in the proof of Lemma 2. Suppose x E %‘(p(M)). 
Then there exists a vector y such that p(M)y = x. Since m(pq and m is 
the minimal polynomial of 44, 
q(M>x = 4W)[P(WYl = 0. 
Hence x E Jl/(q(M)) and we have shown that 
I) = JQP)). 
Using the proof of Lemma 2, we see that 
n = dim(J”(p(M))) + dim(M(q(M))). 
It is well known that 
(7) 
n = dim(JI/(p(M))) + dim(s(p(M))), 
which in turn yields dim(Jy(q(M))) = dim(&‘(p(M)); together with (7), 
we then have that 9(&V)) = Jt/(q(M)). q 
In particular, Lemma 3 implies that N(p(M)) and &‘(p(M)) are 
complementary invariant subspaces of 44. Lemma 3 clearly suggests a few 
alternative strategies for block diagonalizing M, all of which are equiva- 
lent mathematically. Practical considerations such as availability of appro- 
priate algorithms or known properties of the matrices being considered 
may single out a clear choice for a given application. 
We briefly discuss the implications of the two most important practical 
requirements: numerical accuracy and parallel speed. The strategy de- 
scribed above is a mathematical outline for designing eigensolvers which 
presumes exact arithmetic. The success of any implementation of the 
ISDA given in Section 2 will be dependent on how accurately approximate 
invariant subspace annihilators can be computed using finite precision 
arithmetic. Furthermore, although we have shown that there are many 
invariant subspace annihilators for a given matrix M of order n, it is 
probable that any practical realization of the ISDA which presupposes no 
a priori spectral information must rely on constructing polynomials in M 
of extremely high degree having approximately n/2 eigenvalues near zero. 
The majority of the total computation time will be spent on the first 
“divide” and hence on matrix multiplication of matrices of order n. In 
order to be competitive with existing eigensolvers on parallel architectures, 
the number of such matrix multiplications cannot be very large. 
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It is interesting to consider the power method [3, 71 in the above 
context. The power method uses the approximate invariant subspace 
annihilator, xk, where k is some suitably chosen large integer. Unfortu- 
nately, this choice of polynomial is unsatisfactory because of the use of 
finite precision arithmetic. In finite precision, the range or null space of a 
rank deficient matrix can only be computed accurately when the zero and 
nonzero singular values are well-separated, which in turn implies that the 
nonzero singular values must all be of approximately the same magnitude. 
In the case of the power method, this happens in general only when k is 
so large that Mk has very small rank compared to that of 44. Hence, high 
accuracy in the results when solving the complete eigenproblem using the 
power method exacts a high computational cost. 
As illustrated by our discussion of the power method, the use of finite 
precision arithmetic imposes a critical constraint on the choice of approxi- 
mate invariant subspace annihilator. This constraint suggests a possible 
approach to designing algorithms to approximate invariant subspace anni- 
hilators which we illustrate by considering the case where A4 has real 
eigenvalues. Without loss of generality, assume that MM) c [O, 11. Let 
c > 0 and suppose a E W[x] maps approximately half the eigenvalues of 
M to {z: Iz] < 6,) and the remainder to {z: Iz - cl < 6,], where 6, > 0 
and 6, > 0 are small relative to c. For symmetric matrices, this choice of 
a separates the singular values as desired. 
Consider, for example, the incomplete beta functions, Bj, j E N, de- 
fined on [O, 11 by 
Bj(x) = ( - ljkXi+k+l. 
For each j, Bj is a polynomial of degree (2j + 1) which increases on [0, 11 
and has fixed points at 0, 5, and 1. Let x be the function defined on [O, 11 
by 
i 
0, if0 <x < $; 
X(X) = *, if x = 3; 
1, if+ <x < 1. 
Then for x E [0, 13, 
(8) 
Hence, for large j, Bj is a suitable candidate for a. 
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The rate of convergence in (8) is quite slow; hence, for an arbitrary 
matrix, computation of Bj(M) for j large enough to approximate the 
desired invariant subspace annihilators would be computationally pro- 
hibitive. Lederman, Tsao, and Turnbull [6] have observed that recursive 
applications of any fixed function in the family leads to a sequence of 
functions which converges pointwise to x very quickly. This observation 
has allowed them to design and implement a new promising eigensolver 
for real diagonalizable matrices with real eigenvalues following the strat- 
egy outlined in this paper. 
Although the methodology discussed in the previous paragraph suggests 
a number of analogous strategies for matrices with complex eigenvalues, 
finding appropriate algorithms for computing invariant subspace annihila- 
tors for general matrices remains an interesting open problem. 
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