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Abstract
Despite the effectiveness of utilizing BERT for
document ranking, the computational cost of
such approaches is non-negligible when com-
pared to other retrieval methods. To this end,
this paper first empirically investigates the ap-
plications of knowledge distillation models on
document ranking task. In addition, on top of
the recent TinyBERT, two simplifications are
proposed. Evaluation on MS MARCO doc-
ument re-ranking task confirms the effective-
ness of the proposed simplifications.
1 Introduction
Contextual pre-trained model like BERT (Devlin
et al., 2018) demonstrates its effectiveness in rank-
ing tasks (Dai and Callan, 2019; Nogueira and
Cho, 2019; Yang et al., 2019). However, the huge
amount of parameters in BERT make it expen-
sive or even infeasible for serving (MacAvaney
et al., 2019), which is especially important when
the model is used to re-rank thousands of search re-
sults. On the other hand, studies (Sanh et al., 2019;
Tang et al., 2019; Sun et al., 2019; Jiao et al., 2019)
have demonstrated knowledge distillation can be
used to learn smaller models without compromis-
ing effectiveness too much on multiple NLP tasks,
wherein a full-sized BERT model, like BERT-Base,
is used as teacher model and a small student model
is trained to imitate the teacher. More specifically,
TinyBERT (Jiao et al., 2019) is proposed to dis-
till on both prediction layer and the intermediate
layers in a two-stages distillation method, and has
achieved effectiveness that is close to the teacher
model on multiple NLP tasks. However, it is un-
clear whether such distillation models are as effec-
tive on document ranking task.
To bridge this gap, in this work, we first inves-
tigate the uses of standard knowledge distillation
∗ This work has been done before joining Amazon.
model (Hinton et al., 2015) and the more recent
TinyBERT (Jiao et al., 2019) on document rank-
ing task. In addition, we propose two simplifica-
tions for TinyBERT, hoping to further improve the
effectiveness of the distilled model. To this end,
on the MS MARCO document re-ranking task in
TREC 2019 DL Track (Craswell et al., 2020), we
demonstrate the potentials in employing knowledge
distillation for document ranking, and also con-
firm the superior effectiveness of the proposed sim-
plified TinyBERT. The contributions of this work
are twofold. (1) To the best of our knowledge,
this is the first effort to employ knowledge distil-
lation for document ranking task, by empirically
investigating the effectiveness of standard knowl-
edge distillation model (Hinton et al., 2015) and
TinyBERT (Jiao et al., 2019) on document rank-
ing benchmark; and, (2) Two simple but effective
modifications have been proposed on top of Tiny-
BERT. We demonstrate that the distilled student
model from the proposed method not only boosts
TinyBERT, but also can significantly outperform
BERT-Base when providing 15× speedup.
2 Background
In this section, we first review the use of BERT
model for document ranking, as well as the Tiny-
BERT knowledge distillation model, before mov-
ing on to describe the proposed model in Section 3.
Document re-ranking with BERT passage re-
ranker. Given a query and a document, the doc-
ument is split into overlapping passages, before a
BERT model consumes the concatenation of query
and passage through multiple attention layers, and
ultimately generates a score to indicate the rele-
vance of the passage relative to the query. After
that, the score of a document can be produced ac-
cording to the max score (MaxP) of its split pas-
sages. Eventually, all candidate documents are
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re-ranked by the document scores received. We re-
fer the readers to the paper (Dai and Callan, 2019)
for further details.
Knowledge distillation. Due to the expensive
computation cost of BERT during inference, knowl-
edge distillation methods have been proposed, like
DistilBERT (Sanh et al., 2019), BERT-PKD (Sun
et al., 2019), and MobileBERT (Sun et al., 2020),
to distill a teacher model into a smaller student
model, wherein the student model is trained to imi-
tate the output of the teacher model. Early knowl-
edge distillation model (Hinton et al., 2015) relies
on soft labels from teacher model, where a loss
function is designed to make the student model
directly simulate the output of the teacher model.
In the meantime, the actual annotations from the
training dataset are also considered in the loss func-
tion as in (Hinton et al., 2015; Tang et al., 2019;
Sun et al., 2019). These two kinds of cross-entropy
losses are coined as the soft loss, denoted as Lsoft,
and the hard loss, denoted as Lhard, respectively.
TinyBERT (Jiao et al., 2019) is proposed re-
cently, by distilling both pre-training and fine-
tuning knowledge, using two stages, namely, the
general stage and the task-specific stage. In addi-
tion to approximating the prediction layer using
Lsoft, TinyBERT further introduces three MSE
losses to make student models learn from three
kinds of internal weights of the teacher model,
namely, the embedding weights, the attention
weights, and the hidden weights from different lay-
ers, which are correspondingly denoted as Lattn,
Lhidn, and Lemb. In the general stage, the student
model is trained on large-scale text corpus using a
pre-trained BERT (without fine-tuning) as teacher,
wherein Lattn, Lhidn, and Lemb are used. In the
task-specific stage, a fine-tuned BERT on the target
task is used as the teacher model, and there are two
training steps, namely, the intermediate layers are
distilled by using Lattn, Lhidn, and Lemb, before
the prediction layer is distilled by using Lsoft.
3 Simplified TinyBERT for Ranking
Task
In this Section, we propose two simplifications
for the TinyBERT model, hoping to achieve better
performance on document ranking task.
3.1 Method
Merge two steps in the second stage into one
step. As described in Section 2, training of Tiny-
BERT involves two stages, and there are two steps
in the second stage. Through our empirical inves-
tigations for document ranking, however, we find
that one could merge the two steps into one step by
simply optimising all losses at once as described in
Equation (1). This simplification not only brings
down the training time, but also boost the perfor-
mance as can be seen in Table 1. This implies
that the student model could learn the prediction
layer together with the intermediate layers more
effectively. Actually, we find that one could further
simplify TinyBERT distillation process by merging
the two stages into one, namely, by directly learn-
ing from a fine-tuned teacher model using Equa-
tion (1), by employing a pre-trained BERT model,
if available, and use its first k layers to initialize
the student model in place of the general distilla-
tion step. For example, the student model coined
as L6 H768 in Table 1 could also be distilled with
only one stage by initialising the student model
using the first six layers from BERT-Base, with-
out compromising performance. We will leave the
further investigations on this part for future work.
L = Lattn + Lhidn + Lemb + Lsoft (1)
Include hard label in the loss function. In-
spired by the early distillation models (Hinton et al.,
2015; Tang et al., 2019; Sun et al., 2019), wherein
the supervision signals from the training dataset
are also employed for the distillation using the hard
loss mentioned in Section 2, we include hard loss
during distillation by adding hard loss in Equa-
tion (1), ending up with Equation (2).
Lh = Lattn+Lhidn+Lemb+Lsoft+Lhard (2)
3.2 Implementation Details
In this section, the implementation of the Tiny-
BERT and the modified TinyBERT are described.
Use BERT-Base model as teacher. In BERT-
PKD (Sun et al., 2019), it has been demonstrated
that the uses of BERT-Base (12 layers and 768
hidden size) are as effective as when using the
three-times larger BERT-Large model. Thereby,
we employ BERT-Base as the teacher model in this
work, wherein the checkpoint that is trained on MS
MARCO from (Nogueira and Cho, 2019) is used
to initialize the model as in (Yilmaz et al., 2019).
TinyBERT and Simplfied TinyBERT. For the
general distillation, we use 3.5G raw text from
English Wikipedia, where the losses for distilling
the intermediate layer, namely, Lattn, Lhidn, and
Lemb, are used. The temperature hyper-parameter
is fixed as 1 for both TinyBERT and the simplified
TinyBERT, akin to the configuration in (Jiao et al.,
2019).
Training. The models are trained on two TI-
TAN RTX 24G GPUs with Mixed Precision Train-
ing (Micikevicius et al., 2018). We use Adam opti-
mizer with a weight decay of 0.01 with a learning
rate 1e-06 for fine-tuning and prediction layer dis-
tillation, and a learning rate 5e-05 for distillation in-
volving intermediate layer. We perform fine-tuning,
prediction-layer distillation, and intermediate layer
distillation up to 2 epochs with batch size 128, 128,
64, respectively.
4 Experiment
4.1 Experiment Setup
Dataset. The dataset from MS MARCO (Nguyen
et al., 2016) document retrieval task is used in
our experiments. There are 367,013 train queries
and 5,193 development (dev) queries, and the top-
100 documents of each dev query are provided
to re-rank. After splitting the documents, we use
the teacher model to filter passages, and only re-
serve the five top-ranked passages to generate the
query-passage pairs for training. Therefore, the ac-
tual training set includes 3.3M query-passage pairs.
The max length of the input tokens in document
ranker is set as 256. Out of the 5,193 dev queries,
we randomly select 727 queries as the validation
set, and use the remaining 4,466 as the test set. We
select the model with the best MRR@10 on the
validation set and report its results on the test set.
In addition, we also evaluate on TREC 2019 DL
Track, which is derived from MS MARCO and
includes 43 test queries. As in the official com-
petition, MRR, NDCG@10, and MAP on these
43 test queries are reported (Craswell et al., 2020).
Statistical significance for paired two-tailed t-test
is reported, where the superscripts T (B) and t
(b) denote the significant level at 0.01 and 0.05,
respectively, relative to TinyBERT (BERT-Base).
According to our preliminary experiments, a
huge amount of training data is required to distill an
effective student model for document ranking tasks.
Actually, Gao et al. (2020) also demonstrates that
5-10M training examples are required to train Tiny-
BERT on passage ranking tasks. Thus, we employ
MS MARCO document dataset due to its largest
available number of training samples. Meanwhile,
we do report experiment results on two widely-used
benchmarks.
Models in comparison. The distillation models
are compared under two configurations, namely,
distill the teacher model into a medium-size model
(L6 H768) providing 2× speedup relative to BERT-
Base; and into a even smaller model (L3 H384)
with only three layers, which provides 15×
speedup. Several distillation models are included
in Table 1 for comparisons. Apart from BERT-
Base, Standard KD distills the teacher model by
only using prediction layer, namely, training the
student model on αLsoft + (1− α)Lhard, and we
perform grid search on validation dataset over tem-
perature T = {1, 5, 10} and α = {0.2, 0.5, 0.7} on
a parameters-fixed student model as in (Sun et al.,
2019);
TinyBERT distills the model follows the two-
stage methods as in (Jiao et al., 2019), Simplified
TinyBERT represents the modified TinyBERT as
described in Section 3, meanwhile + hard label
and + use one step in Table 1 indicate the results
when applying only one simplification on Tiny-
BERT.
4.2 Results
In this section, we discuss the results of Standard
KD, TinyBERT, and our simplification of Tiny-
BERT.
Knowledge distillation models perform well
on document ranking task. We first examine
the performance of Standard KD and TinyBERT.
For the student model with the configuration of
L6 H768, from Table 1, it can be seen that, Tiny-
BERT could outperform BERT-Base (L12 H768)
significantly on our test set, and behave on par
with BERT-Base in TREC 2019 DL, but with 2×
speedup. Compared with Standard KD, TinyBERT
could improve the metrics consistently, highlight-
ing the strength of the TinyBERT framework for
distillation. On L3 H384, with 15× speedup, dis-
tilled TinyBERT performs significantly worse than
BERT-Base on shallow pool, and is comparable
with BERT-Base on deep pool, also performs favor-
ably compared to Standard KD, except on the MRR
result in TREC 2019 DL. Overall, according to our
experiments, we double confirm that both Tiny-
BERT and Standard KD could dramatically reduce
the size of the teacher model meanwhile preserving
most of the effectiveness, if not outperforming.
Simplified TinyBERT provides better effec-
Model (Size) Test (4466 queries) TREC 2019 DL Test (43 queries) FLOPsMRR MRR@10 MRR NDCG@10 MAP (Speedup)
L12 H768 (109M) 0.3589 0.3523 0.9341 0.6644 0.2861 22.9G (1×)
L6 H768 (67M)
11.5G (2×)
Standard KD 0.3570T 0.3498T 0.9341 0.6408 0.2783
TinyBERT 0.3711B 0.3646B 0.9380 0.6627 0.2821
+ hard label 0.3767tB 0.3701tB 0.9380 0.6659 0.2777
+ use one step 0.3701B 0.3634B 0.9496 0.6620 0.2843
Simplified TinyBERT 0.3908TB 0.3848TB 0.9496 0.6774 0.2847
L3 H384 (17M)
1.5G (15×)
Standard KD 0.3234TB 0.3148TB 0.9225 0.6042B 0.2567B
TinyBERT 0.3527 0.3453 0.8973 0.6230b 0.2755
+ hard label 0.3544 0.3470 0.9263 0.6361t 0.2721B
+ use one step 0.3630T 0.3560T 0.9263 0.6479t 0.2776b
Simplified TinyBERT 0.3683Tb 0.3614Tb 0.9554 0.6698T 0.2804
Table 1: The results for different distilled models. L and H refer to the number of layers and the dimension of
hidden states, respectively. L12 H768 is the teacher model. Statistical significant at p-value < 0.01 (0.05) is
marked with T (t) and B(b) for comparisons to TinyBERT and teacher L12 H768 (BERT-Base), respectively.
Depth L12 H768 TinyBERT Ours
10 0.2896 0.2892 0.2970Tb
20 0.3195 0.3188 0.3288TB
50 0.3395 0.3359 0.3509TB
100 0.3523 0.3453 0.3614Tb
Table 2: Re-ranking the documents using distilled
L3 H384 model at different depth. Ours refers to the
proposed Simplified TinyBERT. The MRR@10 on test
set is reported. The superscripts for statistical signifi-
cant test are the same as Table 1.
tiveness and 15× speedup at the same time. We
further examine the performance of the proposed
simplified TinyBERT, by comparing it with BERT-
Base and TinyBERT. From Table 1, on our test
set, under both model configurations, our sim-
plified TinyBERT could consistently outperforms
both BERT-Base and TinyBERT significantly. On
TREC 2019 DL test set, simplified TinyBERT per-
forms on par with BERT-Base and TinyBERT when
distilling a medium-size student model (L6 H768);
meanwhile, it outperforms TinyBERT on shallow
pool in terms of NDCG@10, whereas TinyBERT
performs significantly worse, when the student
model is very small (L3 H384).
We further examine the effectiveness of the three-
layers student model (L3 H384) by using it re-
ranking from different depth, namely, by re-ranking
top-10, 20, 50, and 100 documents. As shown in
Table 2, the original TinyBERT behaves on par with
BERT-Base, whereas our simplified TinyBERT
Model Two-steps One-step
L6 H768 29.95h (2.08×) 14.37h (1×)
L6 H384 20.45h (1.81×) 11.30h (1×)
L3 H768 18.93h (1.88×) 10.05h (1×)
L3 H384 15.87h (1.72×) 9.22h (1×)
Table 3: Train time of the second stage of TinyBERT
and the proposed Simplified TinyBERT.
can outperform BERT-Base significantly at all re-
ranking depth. This further confirms the superior
effectiveness of the proposed simplifications.
Ablation study on two simplifications. As
shown in Table 1, both the simplifications could
boost the metric scores, meanwhile two simplifica-
tions together gain even higher performance. Thus,
training using Equation (2) could bring significant
boost, wherein both simplifications contribute.
Simplified TinyBERT can be trained faster.
As described in Section 2, the training of Tiny-
BERT is decomposed into two stages, and the sec-
ond stage further includes two steps. In our sim-
plified TinyBERT, as described in Section 3, we
merge the two steps in the second stage of Tiny-
BERT. The training time of the second stage in
the original TinyBERT and our simplified Tiny-
BERT has been summarised in Table 3, where the
proposed one-step simplification could save around
42-52% training time. This is important when train-
ing on extremely large dataset.
5 Conclusion
In this paper, we demonstrated that the BERT-Base
re-ranker model can be compressed using knowl-
edge distillation, without compromising too much
effectiveness. Furthermore, a simplified TinyBERT
is proposed, the student model from whom could
even outperform the more expensive teacher model
significantly. For the future work, we would like
to study the distillation of more advanced ranking
models like T5 (Nogueira et al., 2020) using the
proposed knowledge distillation method.
References
Nick Craswell, Bhaskar Mitra, Emine Yilmaz, Daniel
Campos, and Ellen M. Voorhees. 2020. Overview
of the TREC 2019 deep learning track. CoRR,
abs/2003.07820.
Zhuyun Dai and Jamie Callan. 2019. Deeper text un-
derstanding for IR with contextual neural language
modeling. In SIGIR, pages 985–988. ACM.
Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. BERT: pre-training of
deep bidirectional transformers for language under-
standing. CoRR, abs/1810.04805.
Luyu Gao, Zhuyun Dai, and Jamie Callan. 2020. Un-
derstanding BERT rankers under distillation. CoRR,
abs/2007.11088.
Geoffrey E. Hinton, Oriol Vinyals, and Jeffrey Dean.
2015. Distilling the knowledge in a neural network.
CoRR, abs/1503.02531.
Xiaoqi Jiao, Yichun Yin, Lifeng Shang, Xin Jiang,
Xiao Chen, Linlin Li, Fang Wang, and Qun Liu.
2019. Tinybert: Distilling BERT for natural lan-
guage understanding. CoRR, abs/1909.10351.
Sean MacAvaney, Andrew Yates, Arman Cohan, and
Nazli Goharian. 2019. CEDR: contextualized em-
beddings for document ranking. In SIGIR, pages
1101–1104. ACM.
Paulius Micikevicius, Sharan Narang, Jonah Alben,
Gregory F. Diamos, Erich Elsen, David Garcı´a,
Boris Ginsburg, Michael Houston, Oleksii Kuchaiev,
Ganesh Venkatesh, and Hao Wu. 2018. Mixed pre-
cision training. In ICLR (Poster). OpenReview.net.
Tri Nguyen, Mir Rosenberg, Xia Song, Jianfeng Gao,
Saurabh Tiwary, Rangan Majumder, and Li Deng.
2016. MS MARCO: A human generated machine
reading comprehension dataset. In CoCo@NIPS,
volume 1773 of CEUR Workshop Proceedings.
CEUR-WS.org.
Rodrigo Nogueira and Kyunghyun Cho. 2019. Passage
re-ranking with BERT. CoRR, abs/1901.04085.
Rodrigo Nogueira, Zhiying Jiang, and Jimmy
Lin. 2020. Document ranking with a pre-
trained sequence-to-sequence model. CoRR,
abs/2003.06713.
Victor Sanh, Lysandre Debut, Julien Chaumond, and
Thomas Wolf. 2019. Distilbert, a distilled version
of BERT: smaller, faster, cheaper and lighter. CoRR,
abs/1910.01108.
Siqi Sun, Yu Cheng, Zhe Gan, and Jingjing Liu. 2019.
Patient knowledge distillation for BERT model com-
pression. In EMNLP/IJCNLP (1), pages 4322–4331.
Association for Computational Linguistics.
Zhiqing Sun, Hongkun Yu, Xiaodan Song, Renjie Liu,
Yiming Yang, and Denny Zhou. 2020. Mobilebert:
a compact task-agnostic BERT for resource-limited
devices. CoRR, abs/2004.02984.
Raphael Tang, Yao Lu, Linqing Liu, Lili Mou, Olga
Vechtomova, and Jimmy Lin. 2019. Distilling task-
specific knowledge from BERT into simple neural
networks. CoRR, abs/1903.12136.
Wei Yang, Haotian Zhang, and Jimmy Lin. 2019. Sim-
ple applications of BERT for ad hoc document re-
trieval. CoRR, abs/1903.10972.
Zeynep Akkalyoncu Yilmaz, Shengjin Wang, Wei
Yang, Haotian Zhang, and Jimmy Lin. 2019. Ap-
plying BERT to document retrieval with birch. In
EMNLP/IJCNLP (3), pages 19–24. Association for
Computational Linguistics.
