Abstract. Chris Parker and Rob Wilson showed that involution-centraliser methods could be used for solving several problems that appeared to be computationally hard and gave complexity analyses for methods to construct involutions and their centralisers in quasisimple Lie type groups in odd characteristic. Crucial to their analyses are conjugate involution pairs whose products are regular semisimple, possibly in an induced action on a subspace. We consider the fundamental case of conjugate involution pairs, in finite general linear groups GL(n, q) with q odd, for which the product is regular semisimple on the underlying vector space. Such involutions form essentially a single conjugacy class C. We prove that a constant proportion of pairs from C have regular semisimple product. Moreover we show that for a fixed parity of n, this proportion converges exponentially quickly to a limit, as n approaches ∞, the limit being (1 − q −1 ) 2 Φ(q) 3 for even n and (1 − q −1 )Φ(q) 3 for odd n, where
Introduction
An n × n matrix y over a finite field F q of order q is said to be regular semisimple if its characteristic polynomial c y (t) is multiplicity-free, that is, not divisible by the square of any irreducible polynomial. Regular semisimple matrices are central to analyses in [1, 13] of algorithms for computing with finite groups of Lie type, which in turn underpin new recognition algorithms in [9] for finite classical groups over fields of odd order q. Each of these analyses involves estimating the number of pairs (x, x ) of involutions, that is, non-identity matrices with x 2 = (x ) 2 = 1, such that y := xx is regular semisimple, possibly in an induced action on a subspace, and often with other conditions imposed. Usually in these applications the involution x is a random conjugate of an already constructed involution x, and we wish to know the probability that the product y := xx is regular semisimple. We make a few more brief background comments in Subsection 1.1.
We consider here the basic case where the regular semisimple action is on the underlying vector space V = F n q . It turns out that essentially all such pairs of conjugate involutions in GL(n, q) with regular semisimple product come from a single GL(n, q)-conjugacy class, namely the class C(V ) of involutions with fixed point subspace of dimension n 2 .
Theorem 1.1. If x, x ∈ GL(n, q) are conjugate involutions and y := xx is regular semisimple, then either x, x ∈ C(V ) or −x, −x ∈ C(V ).
Thus we wish to understand the proportion ι(n, q) = ι(V ) = The algorithmic significance of the quantity ι(n, q) lies in the fact that, for V = F n q and a given x ∈ C(V ), ι(n, q) is the probability that a uniformly distributed random x ∈ C(V ) produces a regular semisimple xx with (x, x ) ∈ I(V ). Theorem 1.1 follows from Lemma 3.1, where we also show that either n is even and c y (t) is coprime to t 2 −1 or n is odd, t−1 divides c y (t), and x, x agree on the 1-dimensional fixed point space of y. This allows us to derive the proportion ι(n, q) for n odd from the even-dimensional case (see Theorem 1.2 below). We therefore focus on the case n = 2d even, and in that case, by Lemma 3.1, I(2d, q) = I(V ) is the set 
|I(V )|

|C(V )
and, as d → ∞, the limits of r(2d, q), ι(2d, q), ι(2d + 1, q) exist and satisfy
Note that, since ( [1] introduced a new paradigm in computational group theory by using involution centralisers to distinguish between the finite simple Lie type groups PSp(2n, q) and Ω(2n + 1, q) with q odd. These simple groups have equal orders, and many measures relating to the statistical distribution of element properties are the same for both groups. The paper [1] formed the 'catalyst' for the seminal paper [13] of Chris Parker and Rob Wilson, which, despite its recent publication, has been highly influential on recent developments of both new algorithms [7, 9, 10] for computing with finite simple Lie type groups and new theory [5, 11, 14] concerning statistical properties of their elements.
Parker and Wilson [13] showed that involution-centraliser methods could be used for solving several problems which appeared to be computationally hard and gave complexity analyses for methods to construct involutions and their centralisers in quasisimple Lie type groups in odd characteristic. Crucial to their analyses are conjugate involution pairs with regular semisimple products (see [13, p. 889] ) often requiring the product to have odd order. In particular they discuss an application of the 'base case' we consider here [13, p . 897] (after Corollary 22), giving a heuristic concerning the proportion of odd-order elements of PSL(n, q) when the 2-part of q − 1 is large compared with n.
In forthcoming work we use the methods of this paper to improve the analysis of Bray's algorithm [2] for constructing involution centralisers in finite general linear groups as part of a program to improve the complexity analyses of a number of algorithms for computing with Lie type groups.
Self-conjugate polynomials and matrices
Let G = GL(n, q), acting naturally on the vector space V = F d q of n-dimensional row vectors over a field of odd order q. For y ∈ G with characteristic polynomial c y (t) in its action on V , the inverse y −1 has characteristic polynomial c * y (t), where, for a monic polynomial f (t) over F of degree d and having non-zero constant coefficient, the conjugate f * (t) of f (t) is the polynomial
In other words, if f (t) = 0≤i≤d a i t i with the a i ∈ F, a d = 1, and a 0 = 0, then
, and we also say that an element y ∈ G is self-conjugate if c y (t) is self-conjugate.
Recall that y is regular semisimple if c y (t) is multiplicity free. It follows that a regular semisimple element y is conjugate to its inverse if and only if c y (t) is self-conjugate, that is to say, if and only if y is self-conjugate. For such elements y there is always a 2-element that inverts y. We are especially interested in the case when y is inverted by an involution.
We comment on the notion of regular semisimplicity. An element y of GL(n, q) is called semisimple if it is diagonalisable over some extension field of F q (see [3, p. 11] ), and this is equivalent to the minimal polynomial m y (t) being multiplicity free. Also y is called regular if its centraliser in the corresponding general linear group over an algebraic closure of F q has minimal possible dimension, namely n (see [3, p. 29] Remark 2.1. For the exceptional case in which y ∈ GL(1, q) acts on F q with characteristic polynomial t−1 or t+1, the element y = 1 or −1, respectively, and y is both inverted and centralised by every element of GL(1, q). Thus C GL(1,q) (y) ∼ = Z q−1 , and the unique involution inverting y is −1.
The field F q n may be viewed as an n-dimensional vector space over F q , and from this point of view, the multiplicative group of F q n is a cyclic subgroup of GL(n, q) of order q n − 1 acting regularly on the non-zero vectors. There is a single conjugacy class of such subgroups in GL(n, q), and they are called Singer subgroups or Singer cycles. Thus, if T := z ∼ = Z q n −1 is a Singer cycle in GL(n, q), then we may identify the underlying vector space F n q with the additive group of the field F q n and T with the multiplicative group F * q n , so that z is a primitive element. Moreover Proof. (i) This assertion is well known and can be found in Satz II.7.3 on page 187 of [8] .
Lemma 2.2. Let y ∈ GL(W ) be irreducible in its action on
(ii) Suppose that y = z i ∈ T is inverted by some element x of GL(W ). Then x normalises C GL(W ) (y) = T , and so x lies in N GL(W ) (T ). This means that an inverting element x must be of the form
for some positive integer j < 2m. Since x inverts z i we have z
However, since z i is irreducible, |z i | does not divide q − 1 for any < 2m, and hence gcd(2m, 2j) = 2m, whence j = m (since j < 2m). Thus |z 
, which is an F q -scalar (a central element of GL(W )) if and only if k is a multiple of (q m − 1)/(q − 1). The inverting involutions are the class for which k = 0, and all non-involutory inverting elements fix no non-zero vectors in W .
Our treatment of the non-self-conjugate case involves a wreath product of the form H S 2 . This is a semidirect product (H × H).S 2 , where the generator τ of the top group S 2 , of order 2, conjugates each element (
For a positive integer m, we use [1, m] to denote the set of integers {1, 2, . . . , m}.
Lemma 2.4. Let y ∈ GL(U ) with characteristic polynomial g(t)g
(ii) y is inverted by some element of GL(U ) if and only if y 2 = y
, and in this case the inverting elements are the elements
Proof. Since c y (t) = g(t)g * (t) for some irreducible non-self-conjugate polynomial g(t), the element y leaves invariant a unique decomposition U = W 1 ⊕ W 2 such that y i := y| W i is irreducible with characteristic polynomial g(t), g * (t) for i = 1, 2 respectively, and the centralisers
Singer cycles for the GL(W i ). Since all Singer cycles of GL(W i ) are conjugate, we may identify W 1 and W 2 with a single m-dimensional vector space W over F q in such a way that C GL(W 1 ) (y| W 1 ) and C GL(W 2 ) (y| W 2 ) are identified with the same Singer cycle T = z in GL(W ). Then, as above, we identify W with the additive group of the field F q m in such a way that T acts as field multiplications with z a primitive element and N GL(U) (T × T ) = z, σ τ ∼ = ΓL(1, q m ) S 2 , where σ, τ are as in (i).
The element y is then equal to (y 1 , y 2 ) with y 1 and y 2 irreducible on W and with characteristic polynomials g(t), g * (t), respectively. Since g(t) = g * (t), the elements y 1 , y 2 are not inverted by any element of GL(W ), since y −1
respectively. Suppose that y is inverted by an element Since 
Inverting involutions
We summarise the situation described in the introduction and introduce notation that will be used throughout the paper. Let G := GL(n, q) with q odd, and suppose that y ∈ G is regular semisimple such that y x = y −1 for some involution x ∈ G. Let c y (t) denote the characteristic polynomial of y in its action on the space V = F n q of n-dimensional row vectors, and consider the factorisation c y (t) = r i=1 f i (t), where each of the f i (t) is monic irreducible over F q . Since y is regular semisimple, c y (t) is multiplicity-free. Thus the f i are pairwise distinct. Also, since y x = y −1 , c y (t) is equal to the characteristic polynomial c * y (t) of y −1 , that is to say, c y (t) is selfconjugate. In this situation we also say that y is self-conjugate. Thus, for each i,
is a monic irreducible selfconjugate polynomial, then either f i (t) is t + 1 or t − 1, or deg f i is even. Therefore we may write c y (t) as follows:
where each f i = f * i with even degree, each g j = g * j , with the f i , g j , g * j pairwise distinct monic irreducibles, and δ − , δ + ∈ {0, 1}.
We consider the primary decomposition of V as an F q y -module (see, for example, [6, Lemma 8.10] ) and combine the two summands corresponding to each 
conjugate pair {g j , g * j }, to obtain the following uniquely determined y-invariant direct sum decomposition of V = F n q :
is irreducible with selfconjugate characteristic polynomial f i (t) of even degree; (2.1b) for each j ≤ s, the restriction y j := y| U j ∈ GL(U j ) has characteristic polynomial g j (t)g * j (t); and
Moreover, the uniqueness of (6) implies that x must also leave this direct decomposition of V invariant. Thus x induces an element x i ∈ GL(V i ) that inverts y i in (2.1a), an element x j ∈ GL(U j ) that inverts y j in (2.1b), and if V ± = 0, then x fixes or negates each 1-dimensional y-eigenspace in V ± . In Subsection 2.1 we studied the centralisers of the self-conjugate regular semisimple elements induced by y on the V i and U j . We use the results proved there to prove Lemma 3.1 mentioned in the introduction concerning the eigenspace dimensions of the inverting involution x. Let C(V ) denote the GL(n, q)-conjugacy class of involutions with fixed point subspace of dimension n 2 . If an involution x inverts an element y, note that x := xy is also an involution inverting y. Table 1 . Moreover,
(a) If h(t) = 1, then all involutions inverting y lie in C(V ), while if h(t) = 1, then exactly half the involutions inverting y lie in C(V ). (b) If x ∈ C(V ), then x also lies in C(V ) if and only if either
(i) n is even, h(t) = 1, and V ± = 0 or (ii) n is odd, h(t) = t − 1, and x, x both negate
Proof. As noted above, x is an involution inverting y. The elements y, x, x all leave invariant the direct decomposition of V in (6) Table 1 . In this case x, x ∈ C(V ), and all assertions are proved.
Suppose now that V ± = 0, equivalently h(t) = 1. Then each y-eigenspace W in V ± corresponds to a factor t − 1 or t + 1 of c y (t). Since x, x are involutions, each of x| W and x | W fixes or negates W , and x | W = x| W or −x| W according as W corresponds to t − 1 or t + 1 respectively.
Suppose next that n is odd, so that V ± has dimension 1 and Table 1 . In this case x, x are conjugate and either both lie in C(V ) or both −x and −x lie in C(V ). Also, if x, x ∈ C(V ), then both negate V ± . Finally, for n odd, the map f : x → f (x) on the set of involutions inverting
interchanges the inverting involutions which lie in C(V ) with those which do not lie in C(V ), so exactly half the inverting involutions lie in C(V ).
Now suppose that n is even. Then h(t) = t 2 −1, V ± has two summands of dimension 1, and x, x agree on the summand corresponding to f (t) = t−1 and disagree on the other summand. If they both fix the former summand, then {d, d } = { Table 1 holds, and in either case x, x are not conjugate and exactly one lies in C(V ). Finally, the map f : x → f (x) defined by f (x) = xy interchanges the inverting involutions which lie in C(V ) with those which do not lie in C(V ), and again exactly half the inverting involutions lie in C(V ).
For g ∈ GL(V ), write Cent(g) := |C GL(V ) (g)|. Then for c y (t) as in (5),
and the results of Subsection 2.1 enable us to compute both Cent(y) and the contribution to |RI(V )| from pairs (y , x ) with y conjugate to a given regular semisimple y. Lemma 3.2. Let y ∈ GL(n, q) = GL(V ) (with q odd) be regular semisimple and self-conjugate with characteristic polynomial c y (t) as in (5) . Then:
where ε(y) = 2 if t 2 − 1 divides c Y (t), and ε(y) = 1 otherwise. (c) If n = 2d is even and c y (t) is coprime to t 2 − 1, then the number of pairs (y , x) ∈ RI(V ) such that y has characteristic polynomial c y (t) is
Proof. Part (a) follows from the remarks before the lemma together with Remark 2.1 and Lemmas 2.2 and 2.4. From these results we also find that the number of involutions x| V i , x| U j inverting y i and y j are q 
Links between various proportions
First we prove the assertions in Theorem 1.2 concerning ι(2d, q) and ι(2d + 1, q) and verify the claimed bijection between the sets in (2) and (3). 
Proof. Let V = F By definition, r(2d, q) =
Now we consider the case where n = 2d + 1 is odd and redefine
Let (x, x ) ∈ I(V ) with, this time, I(V ) as in (1) . So x, x ∈ C(V ), y := xx is regular semisimple and inverted by x, and so by Lemma 3.1(b), gcd(c y (t), t 2 − 1) = t − 1, and x, x both negate the 1-dimensional fixed point space V ± of y. The element y, and therefore also the pair (x, x ), determines a decomposition of V as in (6), which we write as V = V 0 ⊕ V ± , where V 0 is the sum of the V i and the U j in (6) . Define x 0 := x| V 0 and y 0 := y| V 0 in GL(V 0 ). Then (y 0 , x 0 ) ∈ RI(V 0 ) since x 0 ∈ C(V 0 ), y 0 is regular semisimple with c y 0 (t) coprime to t 2 − 1, and x 0 inverts y 0 . Conversely the decomposition V = V 0 ⊕ V ± , together with the pair (y 0 , x 0 ), uniquely determines (y, x) and hence also (x, x ), since by Lemma 3.1(b), firstly, x must negate V ± and so x = −I V ± ⊕x 0 , and secondly, y must fix V ± , so y = I V ± ⊕y 0 , and x = xy. Thus |I(V )| is the number of decompositions times |RI(V 0 )| = |RI(2d, q)|, so
Now we derive the limits for the quantities ι(n, q) from the limit results for r(2d, q), which will be proved in Section 5. 
Generating function for r(2d, q)
In this section we analyse the generating function R(u) = ∞ n=0 r(2n, q)u n for the proportions r(2d, q) = |RI(2n,q)| |GL(2n,q)| , where we set r(0, q) = 1. It follows from Lemma 3.2 that, for n ≥ 1, r(2n, q) is the sum over all monic self-conjugate polynomials f (t) = c y (t) of degree 2n, having a factorisation as in (5) with δ
. Thus the generating function R(u) can be expressed as
where the inner summation is over all self-conjugate monic polynomials f (t) of degree 2n with a factorisation f
) as in (5) . Moreover, computing the coefficient of u n in the infinite product
we see that R(u) = R (u). Recall that in the first product each self-conjugate polynomial f has even degree. The contribution from each irreducible polynomial f or pair {g, g * } to the infinite product depends only on the degree. .
Moreover it follows from [4, Corollary 1.3.2] and the asymptotic values given above for N * (q; 2m) and M * (q; m) that each of these infinite products converges absolutely for |u| < 1. We use the following lemma to simplify this expression. .
In the following analysis we employ methods used in [4] to obtain another new expression for R(u) from which we deduce the assertions about r(2n, q) in Theorem 1.2. Proof of Theorem 1.2. The assertions about ι(n, q) follow from Lemma 4.1, while all assertions about the limiting behaviour of r(n, q) and r(n, q) follow from Corollary 4.2 and Lemma 5.2.
