from the fact that the space of the solutions of the linear system is now an infinite-dimensional space. The first paper in this direction was published by J. Hale [7] . It is a generalization of Bellman's and Cooke's paper. A further generalization by Ize and Molfetta [9] appeared later for a more general class of neutral functional differential equations. We should point out that for functional differential equations of the neutral type the methods used to study asymptotic behavior are in some sense more effective than the classical Lyapunov second method. When we use the classical Lyapunov theorems for neutral equations we must always assume the operator D is uniformly stable.
In this paper we consider the problem of the relative asymptotic equivalence of the solutions of the systems (L) j^Dy, = L{y,),
(P) j t [Dx, -G(t, x,) 
] = L{y t ) + f(t, x t ),
where (L) is a linear autonomous system of functional differential equations. Let a D be the order the strongly continuous semigroup {T D (t -σ) , t > 0} associated with the solutions of the difference equation (d/dt)Dx t -0. If β > a D and >>, is a solution of (L) such that || j,||/exp/?ί does not go to zero, there exists a nonnegative integer / and a real number a uniquely determined such that 0 < lim \\y t \\/t ι e at < Πm \\y t \\t'e at < oo.
If the condition above is satisfied we say \\y t \\ ~ t ι e at . Let y(t) be a solution of (L) such that \\y t \\ ~ t ι e at and let S be the vector subspace of C defined by
In §2 conditions are given on / and G under which there exists a subset Y s of C and a real number σ > 0 such that for every φ E Y + Y s there exists a solution x(t) of (P) such that x σ = φ and differential equations, a simple counterexample given by J. Hale shows that it is not true in general for delay equations. However if the Lyapunov number of the solutions of (L) are finite, the converse result is true and a partial converse theorem is proved.
We should remark that in the proof of Theorem 2.3 we do not assume the operator D is uniformly stable. Thus it can be applied even to perturbations of linear equations that have a weird behavior such as those given by Gromova and Zverkin [4] and Brumley [2] .
1. Preliminaries. Let r > 0 be a given real number, R = (-oo, oo), E n = R n or C n a complex ^-dimensional linear vector space with norm | | and C ([a, b] 9 E n ) the Banach space of continuous functions mapping the interval [a, b] to E n with the topology of uniform convergence of compact sets. If [a, b] = [-r,0] then C = C( [-r,0] , E n \ and the norm in C will be given by ||φ||= sup \φ(θ)\. 
^D(t,x,)=f(t,x t )
is a functional differential equation. A function x is said to be a solution of (1.1) if there are σ G R and Λ > 0 such that JC G C([σ -r, σ + Λ)E") 9 (t, x t ) G Ω, ί G [σ, σ + Λ) and x satisfies (1.1) on (σ, σ + ^4). For a given σ G i?, φ G C, (σ, φ) G Ω, we say that x(σ, φ) is a solution of (1.1) with initial value (σ, φ) or a solution of (1.1) through (σ, φ) if there is an A > 0 such that x(σ,φ) is a solution of (1.1) on[σ -r, σ + A) andx σ (σ, φ) = φ. Let X, Y be Banach spaces, fc(X, Y) the Banach space of bounded linear mappings from X into Y. If L G £(C, £"), then the Riesz representation theorem implies there is an n X n matrix function η on [-r, 0] of bounded variation such that
J -r
For any such η we always understand that we have extended the definition to R so η(θ) = η(-r) for 0 < -r, η(θ) = η(0) for θ > 0. Let Λ be an open subset of a metric space. We say L: Λ -> £(C, R n ) has smoothness on the measure if for any real β there is a scalar function γ(λ, s) continuous for λ E Λ, s E i?, γ(λ, 0) = 0 such that if
Let Λ = Ω C R X C and L E C(Ω, £(C, Λ π )). If Z>: Ω -> i?" has a continuous first derivative with respect to φ, then Lemma 5.1 of Hale [5] , p. 50, implies D φ has smoothness on the measure. We also assume the existence, uniqueness, and continuous dependence with respect to initial condition of the solutions of (1.1).
Assume Ω C C is open, and D: Ω -» R n is a continuous linear operator given by
where μ(0), -r < 0 < 0, is an « X n matrix whose elements are of bounded variation and do not have singular parts, that is, (σ, φ) is the unique solution of (1.6) we define the operator T(t -σ): C -> C, t>o, by the relation
{T(t -σ)} ίG[σ 00) is a family of strongly continuous semigroups from C into itself for all / > σ.
In [5] Theorem 10.1, p. 307, is proved that:
The infinitesimal generator A of a semigroup T(t -σ), t > σ, 0/(1.6) has domain ^(^4) and range $1(^4), respectively, given by
(ii) The spectrum o(A) coincides with the point spectrum (eigenvalues), and λ E σ(A) if and only ifλ satisfies the characteristic equation value Φ A a at t = σ may be defined on (-00, 00) by the relation We can give an explicit characterization of decomposition of space C via the formal adjoint equation
, where E n * is the ^-dimensional space of row vectors, then, for any φ £ C the bilinear forms 
In [5] we can find some results that can be stated as THEOREM 1.6. If D and L satisfy (1.6) , the matrix μ has nonsingular part, and a> a D is fixed, then the set A fl ={λE σ(^)' Re λ > α} is finite and the space C can be decomposed by A a as C -P θ g, where P and Q are invariant subspaces under T(t -σ) and A, and the space P is finite dimensional and corresponds to the initial data of all those solutions of (1.
6) which are of the form p(t)exp(λt), where p(t) is a polynomial in t and
If x t (σ, φ) is a solution of (1.6), then, according to Theorems 1.3 and 1.4, we may write x t = x* + Xp. Now let X(t), t>σ, be the n X n matrix function defined for all / E [ 0, oo) of bounded variation in t and continuous in / from the right such that -ί 0 ' -rŜ o according to [5] , page 302, a solution of (1.7) with initial value φ in σ satisfies the variation of constants formula (1.14)
where The integrals in (1.14) are evaluated at each θ E [-r, 0] as ordinary integrals in E n . Also, if C is decomposed by Λ as C = P θ ρ, then (1.14) is equivalent to
where the superscripts P and Q designate the projection of the corresponding function onto the subspaces P and Q, respectively. However, we must observe that everything is clear in (1.16) except for the meaning of the projections X p , X § since X o is not continuous. Projection operators taking C onto P and C are easily determined by means of the adjoint differential equation (1.10) and the bilinear form (1.11). One can show that (Φ, X o ) is well defined and (Ψ, X o ) = Ψ(0).
Therefore if we put
the quantities in (1.16) are well defined. Also in [8] , Henry has given some exponential estimates for the solutions of (1.6). Relation (1.14) suggest the possibility of introducing a new variable for the expression on the left-hand side. However, some care must be exercised because the new variable would not be a continuous function on [-r, 0] . See [5] page 302.
The variation of constants formula (1.14) for the solutions of (1.7) suggests the change of variables
to obtain a new equation for z t in PC, where PC is the space of functions φ: [-r,0] -* R n which are uniformly continuous on [-r,0) and for which there exists φ(0~). See [5] page 302.
The transformation (1.21) is a well-defined transformation from C to PC, since G(t, φ) is independent of φ(0). Therefore, G(t, x t ) -G(t, z t ) for -r < θ < 0.
Thus if
x t ) 9 x t = z< + X<P(t, x t ) = H(t 9 z t \
(1.14) becomes
-T(t ~ σ)z σ + f{[-ds T(t -s)X 0 ]G(s 9 Z S ) + T(t-s)X 0 F(s,H(s,z s ))ds).
Let Φ, Ψ be the matrices defined by the composition C = P θ Q 9 (Φ, Φ) = / and let B the p Xp matrix such that T(t)Φ -Φexp(Bt), t E (-oo, oo). The spectrum of B is Λ. For any φ E PC one can define (ψ, φ) and, therefore, it is meaningful to put One can show that (ψ, X o ) is well defined and (Ψ, X o ) = Ψ(0). Therefore, if we put
the quantities in (1.14) are well defined. If we apply appropriately relations (1.22), we can split (1.23) as It is shown in [5] that D uniformly stable implies there exists an n X n matrix function B(t) defined and of bounded variation on [-r, oo), continuous from the left, B(t) = 0, -r < t < 0, and a constant M > 0 such that 
{2Λ) ~T™y -Ly n
where D and L are linear.
is a solution of(2Λ) such that \\y,\\/(expβt) does not go to zero as t -> oo, there exists a nonnegative integer I and a real number a uniquely determined such that
0 < lim IMI/ί'e"' < Km Wy^/t'e*' < oo.
/-oo
Proof. If β > a D it follows from Theorem 1.7 that the space C is decomposed by the set A= {λ Eσ(Λ):Reλ>β,detΔ(λ) = 0} as C = P θ <2, where the subspace P is of finite dimension and there are positive constants M l9 M 2 and δ such that Let P x = {φ G P: lim^^ ||7X0Φ||/^β / = 0} and let P 2 , ^P l and be defined as in Lemma 2.2. Now consider the following integral equation:
11) + f{[-ds T(t -s)Xg]G{s, z) + T(t -s)X$F(s, H(s, z s )) ds) + f{[-dsT(t)X p 'T(-S )X o p ]G(s,z s ) + T(t)X p 'T(-s)XζF(s, H(s, z,)) ds} -Γ {[-dsT(t)X^T(-S )X o p ]G(s,z s )
where φ s is an arbitrarily fixed element of S, Xζ = Φψ(0), X § -X o -X£. We shall show that if z t satisfies (2.10) then the last integral above converges. First we need to emphasize some facts. From Theorem 1.3 we know the subspace P -(φ E C: φ = φa, for some vector a} and T(-s)Φa = Φe~B s a. Thus for a -B(Ψ, φ), we have
-ds T(t)X p *Φe-

Bs (Ψ, φ) = T(t)X p *eBs B(Ψ, φ) ds = T(t)X p *T(-s)Φads
with Φa E P.
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From (1.22) we have Therefore
\F(t, H(t, z,))\ = \f(t, y t + H(t, z,))\ < h 2 (s)\\y, + H(i, z,)
If z, satisfies (2.10) with lim,^ h x {t) = 0, then is bounded. We will show that if z t satisfies (2.10) then the last integral of (2.11) is convergent.
In fact, from (2.5)-(2.7), we have We will now show that if z t is a solution of (2.9) satisfying (2.10), then there exist φ s E S such that z t satisfies (2.11), and, conversely, if z t satisfies (2.11) and (2.10) and z t is continuous on t, then z t satisfies (2.9).
{[-dsT(t)X p >T(-s)X o p ]G(s,z s ) + T(t)X p >T(-s)
In fact, suppose z t satisfies (2.9) and (2.10) with z σ -φ.
From the variation of constants formula (1.23) we have z t =T(t-σ)φ + f\[-ds T(t -s)Xg]G(s 9 z s ) + T(t -s)X$F(s, H{s, z s )) ds} + f{[-ds T(t -s)X£]G(s, z s ) + T(t -s)X p F(s, H(s, z s )) ds}.
A. F. IZE AND A. VENTURA
Hence, z r = T(t -σ)φ f {[-ds T(t -s)Xg]G(s, z s ) + T(t -s)XgF{s, H(s, z,)) ds}
σ <"{[-dsT(t)X p >T(-s)X p ]G(s,z s ) σ
+ T(t)X p ιT(-s)X£F(s, H(s, z s )) ds} -Γ {[-ds T(t)X p >T(-s)X p ]G(s, z s )
J t + T(t)X p iT(-s)X p F(s,H(s,z s ))ds} where φ = φ+j'° {[-ds T(a)X p *T(-s)XS]G(s, z s ) + T(σ)X p *T(-s)X p F{s,H(s,z s ))ds}.
In order to show that φ G S, we show that if z t satisfies (2.10) then G\{t) also satisfies ||G,(0||/^β'-0 asί-oo. From Theorem 1.7 and the convergence of we have -» 0 as / ^ oo. Since the first integral is bounded, σ < ξ < ί and /zj(/) -> 0, the first term of (2.12) goes to zero if £ -» oo when t -» oo or if £ goes to a finite limit when t -^ oo.
Γ {[-ds T(t -s)Xg]G{s, z s ) + T(t -s)X$F(s, H(s, z s )) ds
From Strauss and York [11, Lemma 3.6, p. 19] By integration by parts we have
From hypotheses (2.6) and (2.7) on h λ and h 2 , it follows that the first two terms of the right side of the above equality goes to zero as t -> oo. Using LΉόpitaFs rule we prove that the last term also goes to zero.
Thus we have proved \\G λ (t)/t ι e at \\ -> 0 as t -> oo. Conversely, suppose z t is a continuous solution of (2.11) . Therefore z t satisfies
τT(-s)XζF{s, H{s, z s )) ds)
Therefore z(t) is a solution of (2.9) and satisfies z σ = φ. Our next goal is to show that (2.11) has a continuous solution which satisfies (2.10) for φ s arbitrarily fixed in S and σ large enough. Consider the space E of functions g on C([σ, oo),C) such that
In E consider the norm One can show that E with the given norm is a Banach space. Suppose we have proved that the equation
[-d S T(t-s)Xg]G(s,g(s)) + T(t -s)X §F(s, H(s, g(s))) ds} + f {[-dsT(t)X p <T(-s)X o p ]G(s, g(s)) + T(t)X p 'T(-s)X o p F(s, H{s, g(s))) ds} -f {[-ds T{t)X p iT{-s)X p )G(s, g(s)) + T{t)X^T(-s)X p F(s, H(s, g{s))) ds}
has a solution g in E. We show that from g we can find a solution z t of (2.11). In fact, we define
We say that z t = g(t),t ^ σ. In fact, using the same calculations given by (2.13) and putting φ -φ s , one proves that
g{t) = T(t -σ)φ + f{[-ds T(t -s)X 0 ]G(s 9 g(s))
+ T(t-s)X 0 F{s,H{s,g(s)))ds} -f {[-dsT(σ)X p >T(-s)X p ]G(s, g(s)) + T(σ)X p >T(-s)XζF(s, H(s, g(s))) ds}.
Now the proof that z t = g(t), t>σ, is without difficulties if we observe that for t + θ>σ, T(t + θ -s)X {) {0) = T(t -s)X 0 (θ) = 0 if t + θ < s and = / if t 4-θ = s. For t > σ and s > σ 4-θ,
and for t > σ and s > σ > t + (9, T(t + θ -s)X o (0) = 0, then z r = g(ί).
For fixed φ 5 in S and σ > 0 fixed, we consider the operator U defined on E by if g E E, therefore
(Ug)(t) = T(t -o)φ s + [ ! {[-dsT(t-s)χC]G(s,g(s)) + T{t-s)X §F{s,H{s,g{s)))ds}
(2.16) + f i[-dsT(t)X p
<T(-S )χr]G(s,g(s)) + T(t)X p *T(-s)X£F(s, H(s, g(s))) ds} -Γ {[-ώT(t)X p >T(-s)Xζ]G(s,g(s))
J t
+ T(t)X p *T(-s)X o p F(s, H{s, g(s))) ds}.
Let us now prove that U has a fixed point on E. First we observe that if g and w are elements of E, then, since φ s E S, using (2.12) we have that there exists a constant K x > 0 such that There also exists a constant
<\\£{[~dsT(t-s)Xg][G(s, g (s))-G(s, W (s))] + T{t -s)XQ[F(s, H(s, g(s))) -F(s, H(s, w(s)))] ds} '{[-dsT(t)X p >T(-s)X p ][G(s,g(s)) -G(s,w(s))] T(t)X p <T(-s)X p [F(s, H(s, g(s))) -F(s, H(s, w(s)))] ds} (
{[-ώT(t)X*T(-8)Xζ][G(s,g(s)) -G(s,w(s))] + T(t)X p iT(-s)X p [F(s,H(s >g (s)))-F(s,H(s,w(s)))]ds}
By the calculations we made before we can write '-t%(ξ) f3 ei*-yX>-')\ F ( Sf H (s, g(s))) -F(s, H(s,w(s)))\ds we have that U will be a uniform contraction on E with respect to φ s E S. Now we apply a known theorem [6] XQF(s,H(s,g( S ) ))ds} In fact since the subspace P is invariant under T(t) for all t E i?, we have
+ flT(t)X p 'T(-s)X p \\\G(s > g(s)) -G(s,w(s))\ds + f \\T(t)X p >T(s)Xo P \\ \H*> H(s, g(s))) -F(s, H(s, w(s)))\ds + ΓlT(t)X p iT(-s)X P l\G(s,g(s)) -G(s,w(s))\ds + Γ \\T{t)X p *T{-s)X p \\ \F(s, H(s, g(s))) -F(s, H(s, w(s)))\ds
is an element of P. Then (2.19) follows. Using also the invariance of P under T(t) we have We now show that this map is a projection. In fact
Thus we conclude that
is a projection. Furthermore if φ E C, then [TXσ)JS^ίΠHOA* + X Q ]Φ belongs to 5. We now show that it is a projection over S.
In fact if φ E S we have φ-φ Q + φ Pι and then
The continuity of this projection follows from the fact that X Q , X P]
and T(t) are continuous. Therefore we proved that W is an homeomorphism.
For ordinary differential equations we can prove the converse of Theorem 2.3, that is, for each solution x t of (P) there is a solution^ of (L) such that II*, -j^ll/UXfll -* 0 when t -> oo. For delay equations this is no longer true as is shown by the following example given by J. Hale. Consider the equation y -0 and x = -2/exp(l -2t(x(t -1))), which has the solution x(t) -exp(-ί 2 ) and [1 -exp(-ί 2 )]/exp(-/ 2 ) -^ 0 as t -> oo.
However it is possible to give a partial converse of Theorem 2.3, that is, if the Lyapunov numbers of the solutions of (L) are finite then the converse is true. This was proved for retarded functional differential equations by Rodrigues [10] . We give in the following the extension of these results to neutral equations. We will need the following lemmas: We assume, in systems (L) and (P), α 0 = \, β = 1, α o γ = 3, r -1. If a o = 2 < 1> by Melvin's theorem the operator D is stable. See [5] . We now determine the decomposition of C by Λ = {+iw 0 , -iw 0 ). If Φ = (φ,, φ 2 ), φ,(0) = sin w o θ, φ 2 (θ) = cos w o 0, -/• < 0 < 0, then Φ is a base for the generalized eigenspace of (L) associated with Λ, since we are assuming these eigenvalues are simple.
Furthermore 
