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Abstract 
Monitoring of biodiversity is expensive and can detract resources for managing biodiversity. Given 
limited resources for conservation, it is not only important to assess the choices we make for 
managing biodiversity but also those for monitoring biodiversity. This entails considering the 
benefits and costs of alternative monitoring strategies, and selecting the ones that best inform and 
improve management decisions. However, understanding which aspects of an ecosystem to monitor 
(e.g. which species, threat, or indicator) to make effective management decisions is a challenging 
task. This is especially true when we are faced with large uncertainties, such as those regarding the 
drivers of change when species are impacted by multiple threats. Although optimal monitoring 
approaches for conservation decision-making under limited resources have gained popularity over 
the last decade, similar approaches for monitoring and indicator selection to inform the 
management of multiple threats for biodiversity have received relatively little attention. In this 
thesis, I contribute to the theory and tools for selecting monitoring strategies and indicators to 
improve management decisions, with a focus on multi-species, multi-threat systems. The four 
objectives of my thesis are: (1) to review current approaches for selecting indicator species for 
biodiversity management; (2) to assess the value of monitoring species for managing multiple 
threats; (3) to assess the relative influence of uncertainty and expected benefits of management on 
monitoring decisions for multiple threats; and (4) to develop a simple indicator selection tool based 
on a return on investment framework for managing multi-species, multi-threat systems.  
 
The thesis starts with a systematic review of the conservation literature, in chapter two, to assess 
the extent to which the selection of indicator species for biodiversity management explicitly 
considers management objectives and the management outcomes of monitoring. I find that most 
indicator selection studies focus on improving the monitoring efficiency rather than the 
management effectiveness, potentially leading to ineffective indicators. Recommendations are 
provided to improve indicator selection for management decision-making. I also propose a decision 
framework for selecting indicator species and identify decision-analytic approaches to evaluate 
alternative monitoring choices that are further developed in the remainder of the thesis.  
 
In chapter three, I use value of information analysis to investigate how monitoring alternative 
species subject to multiple threats improves our ability to inform the management of these threats. 
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Specifically, I compare the effectiveness of different monitoring approaches to learn about the 
threats i.e. monitoring just species and monitoring with experimental manipulation of threats. My 
results show that monitoring species alone is unlikely to provide useful information for threat 
management when there is uncertainty about the effect of multiple threats. Instead, an experimental 
design to learn about how species respond to threats in the system provides much higher benefits 
for management in terms of conservation outcomes.  
 
In chapter four I again use value of information analysis to establish the benefit of monitoring to 
resolve uncertainty about the effectiveness of management on two different threats. Here, look at 
the effect of uncertainty versus the relative expected effectiveness of each management action on 
the value of monitoring to inform management. I find that decisions regarding whether managers 
should implement monitoring to inform management of the threats depend on the difference in the 
expected benefit of managing each threat, and the uncertainty in the benefit of managing the threat. 
In cases where monitoring is found to be beneficial, monitoring the action with the greater 
uncertainty always provides higher benefit.  
 
In chapter five, I propose a relatively simple indicator selection tool for real-world conservation 
decision-making, compared to the value of information approach. Here, I evaluate the cost-
effectiveness of alternative indicators for informing management decisions. The approach 
incorporates six key factors that include monitoring efficiency, management outcomes and 
economic constraints. I find that that indicator selection based on the cost-effectiveness approach 
improves threat management decisions when resources are limited, leading to better conservation 
outcomes. Because this framework accounts for multiple criteria, it improves on common 
approaches whereby indicators are often selected based only on whether they are sensitive to 
change, or cheap to monitor. 
 
This thesis makes original contributions to the field of optimal monitoring to manage multi-species, 
multi-threat systems. It develops the underlying theory for relatively complex systems where there 
is a wide range of possible monitoring options, and proposes decision-analytic approaches to 
evaluate alternative monitoring choices. Through the use of case studies, I illustrate different 
scenarios of decision making that vary in context, to demonstrate the real world applicability for the 
proposed approaches. In doing so, this thesis addresses the repeated calls for monitoring to be better 
suited for informing policy and decisions on management actions for biodiversity conservation.  
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 “to recognise causes, […], is to think, and through thought alone 
feelings become knowledge and are not lost, but become real and 
begin to mature.”  
 
– Herman Hesse (1951), Siddhartha, pp. 37.  
New Directions, New York. 
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Chapter one 
General introduction 
 
 
 
 
 
 
2 
Chapter one – General introduction 
Monitoring the state of, and changes in, biodiversity can help evaluate and improve conservation 
outcomes (Lindenmayer et al. 2012). But monitoring is expensive and resources for conservation 
are limited (Balmford et al. 2003; McCarthy et al. 2012; Waldron et al. 2013). Investment in 
monitoring diverts resources from management actions needed to achieve the goal of biodiversity 
conservation (Mace & Baillie 2007). To spend the limited resources judiciously, we not only need 
to make effective decisions regarding the management actions we implement, but also critically 
assess the monitoring choices we make. This entails thinking about the benefits and costs of 
alternative monitoring strategies, and selecting those that most improve biodiversity outcomes.  
 
As pressures on ecosystems, such as habitat loss, climate change and species invasions, continue to 
escalate, monitoring is likely to play an increasingly significant role in determining how we should 
manage ecosystems in response to natural and anthropogenic change (Possingham et al. 2012). 
However, monitoring to understand the response of biodiversity to growing pressures is not trivial 
because ecosystems are inherently complex and in a constant state of flux, due to intrinsic and 
extrinsic factors (Breitburg et al. 1998; Mayer, Pawlowski & Cabezas 2006). An additional 
complication for monitoring is that almost all ecological systems face multiple threats (Vorosmarty 
et al. 2010; Evans et al. 2011). Conservation decision-making requires that we understand the 
impacts of these threats to biodiversity and the consequences of the necessary management actions 
(Evans, Possingham & Wilson 2011). Despite a growing a number of examples of decision-making 
in optimal management in the face of multiple threats (e.g. Wilson et al. 2007; Evans, Possingham 
& Wilson 2011; Auerbach, Tulloch & Possingham 2014; Chadès et al. 2015; Tulloch et al. 2016a), 
similar studies for optimal monitoring choices to learn about and manage multiple threats have 
received relatively little attention. 
 
Targeted monitoring strategies for specific management decisions naturally lead to the question of 
what to monitor. Some researchers propose direct monitoring of species to detect declines in 
responses to threats (e.g. Maxwell & Jennings 2005; Woinarski et al. 2010; Williams et al. 2016), 
while others recommend using proxies to measure elements of biodiversity or monitor threats that 
are otherwise too difficult to monitor directly (Stoms 2000; Fleishman & Murphy 2009; McGeoch 
et al. 2010). These proxies are known as biological or ecological indicators (Heink & Kowarik 
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2010a). Whatever the approach taken, to select the best monitoring strategy, we need systematic 
approaches that evaluate the benefit of competing strategies. Failing to do this may lead to the 
selection of inefficient monitoring strategies that do not change or improve management decisions, 
or worse, lead to unexpected or potentially harmful consequences for biodiversity (see 
Lindenmayer, Piggott & Wintle 2013 for examples). As such, monitoring may fail to show progress 
towards management targets, or effectively inform management decisions (Lyons et al. 2008).  
 
Taking lessons from structured decision-making, decision-analysis and optimal monitoring, I 
examine structured frameworks for monitoring and indicator selection. In this thesis, I highlight the 
current disconnect between indicator species selected for managing biodiversity and the 
management decisions that these indicators are intended to inform. I investigate the role of 
monitoring in multi-species, multi-threat decision problems, to learn about and manage multiple 
threats. Using this information, I develop decision-analytic approaches to evaluate monitoring 
choices based on their potential to change management decisions and costs of monitoring, and 
propose simple tools for real-world conservation decision-making. Overall, my thesis develops new 
theory and tools aimed at selecting monitoring strategies and indicators that help improve 
management decisions for relatively complex systems. 
 
Reasons for monitoring biodiversity 
Monitoring is the systematic collection of information about the state of a system at different points 
in time or space (Yoccoz, Nichols & Boulinier 2001). This may be to detect changes in the system, 
although assessing system state for state-dependent decisions (even as a single assessment for a 
one-off decision), confronting model predictions for learning, or evaluating progress towards 
meeting objectives are additional reasons for monitoring. While there are many reasons for 
monitoring biodiversity (see Box 1.1), studies advocate for a clear distinction between two 
fundamental motives: monitoring for science (i.e. learning for the sake of learning), and monitoring 
to inform management (Nichols & Williams 2006; Possingham et al. 2012). Identifying the reason 
for monitoring is crucial for designing a monitoring strategy as well as for evaluating its efficiency 
(Nichols & Williams 2006; Mace & Baillie 2007). Monitoring for science focuses primarily on 
learning and developing an understanding of the behaviour and dynamics of the monitored system, 
with the secondary goal of providing management benefit but the latter may not always be explicit 
(Nichols & Williams 2006; Possingham et al. 2012). Monitoring for management explicitly aims to 
inform or evaluate management decisions (Nichols & Williams 2006; Possingham et al. 2012). 
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Beyond these two principal reasons, there may be other, potentially overlapping conservation, 
scientific and social reasons for ecological monitoring (Box 1.1). 
 
 
Box 1.1: Reasons for monitoring biodiversity  
 
 
 
Challenges in monitoring to inform management  
When monitoring intends to inform management decisions, it is not an end in itself, but derives its 
purpose and value from the management decision context (Nichols & Williams 2006). This entails 
that we clearly understand the nature of the decision, management objectives and constraints, 
uncertainties about system responses to management, and the potential for monitoring to improve 
future decisions and their outcomes (Lyons et al. 2008). Evaluating monitoring only against 
monitoring objectives (e.g. improving accuracy of estimates, improving detectability) is therefore 
not sufficient. Without explicit management objectives, a monitoring strategy, such as a choice of 
indicator or a survey design, cannot be evaluated for its effectiveness in improving management 
decisions (Wiens et al. 2008; Beliaeff & Pelletier 2011). Moreover, ignoring management 
Scien&ﬁc(
!
•  Improving!scien.ﬁc!understanding!of!natural!systems!(learning!for!learning’s!sake)!
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•  developing!be?er!system!models!by!monitoring!state!of!the!system!and!making!
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•  audi.ng!management!ac.ons!or!policy!decision!
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objectives for monitoring can lead to expensive and irreversible mistakes (Lindenmayer, Piggott & 
Wintle 2013). For example, the extinctions of the Christmas Island pipistrelle (Pipistrellus murrayi) 
in 2009 and Yangtze River dolphin (Lipotes vexillifer) in 2006 (Turvey et al. 2007; Beeton et al. 
2010; Martin et al. 2012b; Zhang et al. 2015), in spite of ongoing monitoring efforts, suggest a lack 
of understanding of how monitoring translates into relevant conservation actions (Lindenmayer, 
Piggott & Wintle 2013). Many other species and ecosystems across the globe currently face 
imminent local, regional, or global extinction (Butchart et al. 2005). Monitoring schemes that help 
decision makers to respond quickly and decisively to biodiversity declines and their causes are 
critical for threatened biodiversity (Martin et al. 2012b).  
  
Although, we have seen repeated calls for monitoring to adequately inform policy and actions 
(Nichols & Williams 2006; Mace & Baillie 2007; Collen & Nicholson 2014), a number of 
challenges limit our ability to design and select effective monitoring strategies, especially when 
managing multiple threats. Firstly, monitoring is often viewed as a stand-alone activity, and is 
rarely evaluated for its benefit for management decision-making (Tulloch, Chadès & Possingham 
2013). Moreover, the approaches to evaluate the extent to which alternative monitoring strategies 
can change management decisions are currently limited (see Optimal monitoring section on page 
10). Secondly, despite the limited funding and the pressure to spend resources in a transparent and 
accountable manner, surprisingly few studies explicitly consider the cost of monitoring (but see 
Mansson et al. 2011; Tulloch, Possingham & Wilson 2011), which can significantly increase the 
rigor and transparency in decision-making (Baxter et al. 2006). Finally, management decisions are 
usually confounded by uncertainty, complexity and incomplete information regarding species’ 
responses to natural variation, threats and management; and they depend on the costs and benefits 
of management actions (Carwardine et al. 2009; Williams & Johnson 2013). Systematic approaches 
to evaluate competing monitoring strategies that reduce uncertainty in the decision process and 
improve management outcomes are limited (e.g. Field et al. 2004; Maxwell et al. 2015; Wilson, 
Rhodes & Possingham 2015); and for managing multiple threats, approaches are lacking entirely.  
 
Types of monitoring for management decision-making 
A number of different types of biodiversity monitoring have been proposed in the literature 
(Vaughan et al. 2001; Spellerberg 2005; e.g. Lindenmayer & Gibbons 2012). While we lack an 
overarching typology for ecological monitoring, I identify four broad and overlapping categories of 
monitoring for management decision-making: mandated monitoring, monitoring for public 
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relations, surveillance monitoring, and question-driven monitoring. My thesis focuses on question-
driven monitoring, particularly for the purpose of making targeted management decisions.  
 
Mandated monitoring is used when environmental data are gathered as per government legislation, 
political directive or international conventions (Lindenmayer & Likens 2010). These data generally 
report on observed states or changes in an ecosystem, rather than identify the mechanisms 
influencing the system. Mandated monitoring focuses on assessing compliance against pre-defined 
standards or targets, e.g. monitoring to report on the progress towards the Aichi Targets of the 
Convention on Biological Diversity (Leadley et al. 2014).  
 
Monitoring for public relations aims to raise public awareness regarding environmental issues and 
leverage their support for conservation. It is usually run by governmental or non-governmental 
organisations and often engages the public for data collection or for disseminating the findings of an 
investigation. For example, citizen science programs such as Bird Count India (www.birdcount.in) 
and Canadian Nature Watch (www.naturewatch.ca) have encouraged members of the public to 
participate in academic research.  
 
Surveillance monitoring intends to provide ad hoc ecological insights, and is usually devoid of 
specific questions or underlying study design (Lindenmayer & Likens 2010). It may be carried out 
for the sake of curiosity, to generate new ideas, discover unforseen patterns and may even have 
serendipitous impact on management decision-making and public policy (Wintle, Runge & Bekessy 
2010). However, its role in informing management decisions is unclear (Wintle, Runge & Bekessy 
2010; Lindenmayer, Piggott & Wintle 2013). Examples include data typically collected over a long 
time frame and wide geographic regions such as the North American Breeding Bird Survey and the 
Continuous Plankton Recorder (Richardson et al. 2006; Sauer et al. 2013).  
 
Question-driven monitoring, involves monitoring to test a-priori hypotheses, or to discern between 
competing hypotheses that may be related to scientific queries or targeted management decisions 
(Lindenmayer & Likens 2010). Such a targeted monitoring approach typically links the information 
obtained from monitoring to the question being addressed. For example, monitoring within the U.S. 
Fish and Wildlife Services Adaptive Harvest Management Program for waterfowl is specifically 
aimed at predicting the consequences of regulating duck hunting regulations and specifying 
guidelines within which States can set their hunting seasons. (U.S. Fish and Wildlife Service 2015).  
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Each of the above types of monitoring can use direct or indirect measurements of a targeted entity, 
or subset of entities, of conservation interest in response to environmental conditions or 
management interventions (Lindenmayer & Likens 2011). To illustrate this distinction, consider a 
threatened freshwater system where the management objective is to improve invertebrate 
biodiversity in a stream by managing effluent discharge. A manager may measure the abundance or 
diversity of freshwater invertebrates in the stream directly to assess its response to the threat. This 
type of approach to tackle environmental problems focuses efforts on direct measures that target the 
management objective specifically (e.g., using the above example, attempting to sample the 
complete biodiversity of the system of interest). Alternatively, the manager may measure indicators 
which represent a subset of the specific management objectives (e.g., presence/absence of 
particularly sensitive or representative members of the stream community) or measures which are 
attributes of the system that might be more easily measured than fundamental management targets 
themselves (e.g. pollutant concentrations in the stream) but are believe to be strongly correlated 
with the stated objectives. This approach presumes that the entities targeted for measurement are 
proxies of other ecological elements, processes, or properties that are too difficult to measure 
directly, due to logistical, financial, or technological reasons (Landres, Verner & Thomas 1988; 
Fleishman & Murphy 2009). Although indicators are not direct measures of the management 
objective, they are often partial, direct measures of objectives or indirect measure that are related to 
the management objectives under the assumption of correlation. 
 
Indicators are used in various aspects of conservation science and management, including 
identifying areas of conservation significance, measuring and communicating the effects of natural 
or anthropogenic processes on biological systems, and helping advocate for conservation issues 
(Caro 2010). Often, they are used to learn about the impacts of threats such as atmospheric 
pollution, habitat modification, fisheries or logging impacts or climate change on an ecosystem (e.g. 
Ravera 2001; Gjerdrum et al. 2003; Kennard et al. 2005; Filgueiras et al. 2015). For example, 
species such as the northern spotted owl which is used as an indicator of old-growth logging in 
Pacific Northwest, USA (Doak 1989), landscape indicators such as patch shape and edge to 
represent extent of habitat fragmentation (Lindenmayer et al. 2002), and atmospheric sulphur or 
nitrogen deposition as an indicator of soil acidification (Heink & Kowarik 2010a). However, it 
could be argued that monitoring of spotted owls is a direct measure of the effects of old-growth 
forest loss on this species (i.e., the conservation of this species is a management objective in itself, 
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possibly along with other complementary and competing objectives such as maintaining forests and 
providing extractive economic benefits). Thus, from one perspective or decision context, owls may 
be an indicator of forest loss but, from another, a direct measure of a conservation objective.  It 
could also be argued that patch shape and edge have been selected as the best direct way to measure 
a difficult concept like habitat fragmentation. Fragmentation itself is often a ‘means’ objective to 
some other, more fundamental management goal of habitat itself or the system/organisms such 
habitat supports (Failing & Gregory 2003). In this context, patch shape/edge could actually be 
considered as an indicator for the true underlying management objective. While the efficacy of 
indicators in conservation has drawn mixed reviews (Carignan & Villard 2002; Seddon & Leech 
2008; Fleishman & Murphy 2009), their practical utility has made their use almost standard 
monitoring practice in ecological systems (Caro 2010; Siddig et al. 2016).  
 
Decision-making for monitoring 
Many scientific articles and books outline the principles of good monitoring, covering aspects from 
design and field methods to project management (e.g. Legg & Nagy 2006; Lindenmayer et al. 
2012). A number of these aim to increase the efficiency of monitoring, for example by accounting 
for species detectability (Pollock et al. 2002; Kéry & Schmidt 2008), allocating optimal monitoring 
effort (Field, Tyre & Possingham 2005; Rhodes & Jonzén 2011) or improving the statistical power 
of monitoring to enable informed decision-making (Field et al. 2004; Rhodes et al. 2006). 
Numerous criteria, methods and frameworks have been proposed for selecting and evaluating 
indicators (e.g. Carignan & Villard 2002; Gregory et al. 2005; Niemeijer & de Groot 2008; Heink 
& Kowarik 2010b; Beliaeff & Pelletier 2011). However, it appears that most studies on monitoring 
design and indicator selection focus on improving monitoring strategies with respect to the 
monitoring objective (e.g. sensitivity to detect change, surrogacy) rather than improving the 
efficacy of monitoring to inform management decisions (but see, e.g. Tulloch, Possingham & 
Wilson 2011; Lindenmayer, Barton & Pierson 2015). Approaches such as structured decision-
making and decision theory provide ways to design, implement and evaluate management choices 
(Raiffa & Schlaifer 1961; Gregory 2012), and are also relevant for evaluating monitoring choices 
for management. Most importantly, these approaches help frame monitoring choices as part of the 
decision making process, thereby establishing a clear link between monitoring and management. 
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Decision theory 
Decision-theory provides a rational procedure for discriminating between alternative decisions or 
actions, when the outcomes of these decisions are uncertain (Raiffa & Schlaifer 1961; North 1968). 
It does so by clearly specifying (1) the management objective; (2) the alternative management 
actions; (3) a model of the system (state and dynamics); (4) constraints that bind the decision, e.g. 
budgets; and (5) uncertainty in the model and its parameters (Shea & NCEAS Working Group on 
Population Management 1998). After specifying the context of the decision problem, decision 
analysis employs a decision-making protocol and/or mathematical or qualitative tools for evaluating 
the consequences of management alternatives to find the best solution (Possingham et al. 2001). 
Monitoring decisions present similar problems to those outlined for management decision-making 
and require a clear understanding of the management objective, competing monitoring strategies 
(i.e. actions) and the associated costs while accounting of variation in perceived management 
outcomes based on information obtained from monitoring (i.e., partial observability). Using 
decision theory, we can compare different monitoring strategies based on their risks and benefits 
(Edwards 1954; Raiffa 1968; Hastie & Dawes 2001; Polasky et al. 2011). 
 
Structured decision-making 
Structured decision-making (SDM) is a systematic and collaborative approach to identifying and 
evaluating creative solutions to complex decision problems, e.g. multiple objective decisions 
problems in environmental management and public policy involving multiple stakeholders 
(Gregory 2012). The conservation literature has seen the application of the SDM approach towards 
various biodiversity management objectives, such as recovery planning for endangered species 
(Gregory & Long 2009), optimally allocating resources among alternative management strategies 
under uncertainty regarding the ecosystem as well as the the effectiveness of management 
alternatives (Moore & Runge 2012) or establishing thresholds for conservation planning (Addison, 
de Bie & Rumpff 2015, Martin et al. 2009). These studies and other studies using SDM from the 
conservation as well as the business literature show how SDM embodies an overarching framework 
that can use a diverse set of tools for making and analysing decisions (Lyons et al. 2008). The 
advantage of using SDM is that it explicitly considers all alternatives at each step of the process 
(Figure 1.1) rather than prescribing a preferred solution (Gregory 2012), making it a valuable 
approach for guiding decisions for management. Therefore, it offers a way to implement a decision-
making process systematically while ensuring that the choices are well informed.  
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The general approach involves decomposing a decision into basic elements (objectives, actions and 
outcomes), developing these elements collaboratively with other stakeholders, and then finding the 
solution by using decision-analytic tools (Lyons et al. 2008). The first step in the SDM involves 
clarifying the decision context (Gregory 2012). This involves defining what decision is being made 
and why. Key stakeholders involved in the decision process are identified (e.g. ultimate decision 
maker, technical experts, landholders) are their roles and responsibilities are established. 
Constraints that bind the decision are also identified, e.g. legal or financial constraints. SDM 
requires a clear statement of objectives. These help explicitly state the intentions of the decision 
process i.e. specific outcomes or performance measures that guide the decision-making process and 
are used to evaluate the success of actions (Clemen 1996). Generally, they can be expressed in 
terms of maximizing (or minimizing) one or more quantitative measures of performance. Failing & 
Gregory 2003 emphasize the imporance of differentiating fundamental and means objectives for 
decision-making: the former being the results decision-makers care about most and the latter are the 
steps that are needed to help accomplish fundamental objectives (Lyons 2008). Alternatives are a 
set of actions that together provide a comprehensive approach to solving the decision problem 
(Gregory 2012). Listing the potential actions is not easy because effective actions may not exist or 
may be unacceptable to some stakeholders (Lyons 2008). A number of considerations need to be 
accounted for when developing a list of alternative actions such as technical feasibility, public 
acceptability or legal and regulatory constraints on them (Lyons 2008, Gregory 2012). Thus, 
articulating a set of alternative actions requires scientific and stakeholder input while considering 
the potential efficacy and political support for the suggested actions (Lyons 2008). The next step in 
SDM is to estimate consequences of the alternatives in terms of the objectives and evaluation 
criteria (Gregory 2012). This usually involves a model to describe how we think the system 
responds to management actions such as decision trees, Bayesian networks, influence diagrams. 
This is an analytical step usually performed by technical experts with input from stakeholders 
(Gregory 2012). There are numerous techniques for analysis, with the appropriate method 
depending on the nature of the decision, the form of the objectives, and the capability of the model 
(Lyons 2008). Uncertainty plays an important role in any decision process. Evaluating the 
performance of competing actions also requires that uncertainty be incorporated in decision-
making, for example through the use of sensitivity analysis, scenario analysis, etc. However, it is 
important to understand that though there will be many uncertainties, the idea here is to identify 
those sources of uncertainty that play a central role in the dynamics of the decision (Gregory 2012). 
In doing so, SDM can highlight the trade-offs between alternatives so that stakeholders can make 
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value-based choices. Here, the decision maker and other stakeholders make an informed decision by 
being explicit of the choices they make, and demonstrating an understanding of the decision scope 
and context, evaluation criteria, uncertainties and trade-offs. Finally, the decision is implemented 
and the outcome of the decision (if possible) can be monitored and assessed to ensure things are 
unfolding as expected and to understand which uncertainties can be resolved (Gregory 2012).   
 
 
 
 
 
Figure 1.1: Steps in structured decision-making. Source: Gregory (2012) 
 
Adaptive management 
Much like SDM, the process of adaptive management (AM) involves objective-driven decision 
making through time. Adaptive management is a special case of structured decision-making; 
applicable when the decision recurs over time or space, and there is uncertainty about how the 
system operates (Lyons et al. 2008). Here, management actions at a given decision point are 
informed by what is known (and not known) at that time (Williams 2011, Walters 1990, Holling 
1978). Comparing the observed against the predicted responses or consequences helps update our 
understanding of system behaviour, and therefore facilitates learning in this process. Monitoring 
within AM provides the feedback loop to complete the cycle of planning, implementation, and 
evaluation. By integrating learning through monitoring into decision-making, AM allows decision-
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makers to achieve management objectives while also generating new knowledge about system 
response to management. 
 
Adaptive management approaches can be classified as passive or active (Williams 2011; Hauser & 
Possingham 2008; Williams, Nichols & Conroy 2002) although there appears to be considerable 
ambiguity in the use of these terms. Integrating the ability to improve our understanding of the 
system (through continual monitoring and evaluation) and reduce uncertainty is an essential part of 
the adaptive decision-making process (Williams 2011). The way uncertainty is uncertainty is 
recognized and treated is the key difference between the two AM approaches. Active AM is widely 
agreed to be the management strategy that explicitly incorporates learning; it pursues the reduction 
of uncertainty through management interventions. Passive AM focuses on maximising returns by 
focussing on the resource objectives and learning is a useful but unintended by-product of decision-
making (Walters, 1990). In active AM, the knowledge or belief state of competing hypotheses (i.e., 
weights on competing models) is treated as a model variable in the optimization; the evolution of 
these weights are accounted for over time, allowing for an expectation of learning and the ability to 
select actions that improve long-term learning over short-term benefits (i.e., a recommendation of 
probing actions). Passive AM, on the other hand, produces an optimal decision policy under the 
assumption that the belief state (weights) is static over the management time horizon and, thus, 
learning is not accounted for in future decisions. Monitoring provides the learning outside of the 
optimization, requiring a new policy to be optimized after each observation provides a means to 
update the belief state.  
 
Several sources of uncertainty can influence or impede effective management decisions, such as 
measurement error, natural environmental variation, and model or structural uncertainty (Regan, 
Colyvan & Burgman 2002; Lyons et al. 2008). AM is designed principally to addresses structural 
uncertainty. The other sources of uncertainty are, of course, considered in the general decision 
analytic approach (e.g., SDM), but the specific role of AM is to focus monitoring on reducible 
uncertainty as opposed to what is usually thought of as irreducible forms (e.g., environmental 
stochasticity). Therefore, AM prescribes management actions that evolve as uncertainty is reduced 
through time.  
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Both structured decision-making and adaptive management frequently rely on the use of decision-
analytic tools such as multi-criteria decision analysis and optimisation to evaluate alternate 
management actions with uncertain outcomes (Edwards, Miles & Von Winterfeldt 2007). 
 
Optimal monitoring 
Research in optimal monitoring utilises principles of decision theory, SDM and AM to link 
monitoring and management activities for effective decision-making. Examples include questions 
on whether and when to monitor (Chadès et al. 2008; McDonald-Madden et al. 2010a), how often 
to monitor (Hauser, Pople & Possingham 2006), and how to target monitoring to resolve key 
uncertainties (Runge, Converse & Lyons 2011; Maxwell et al. 2015). These approaches look for 
optimal monitoring solutions under clearly stated management objectives and their associated 
constraints, such as a monitoring budget, alternative monitoring strategies, and the uncertainty 
regarding system response to management actions.  
 
Monitoring to inform management of multiple threats 
Nearly all ecological systems face multiple threats (e.g. Vorosmarty et al. 2010; Evans et al. 2011) 
that together play a significant role in driving ecosystem changes and biodiversity declines (Brook, 
Sodhi & Bradshaw 2008; Crain, Kroeker & Halpern 2008; Mantyka-Pringle, Martin & Rhodes 
2012). For example, coral reefs face multiple pressures from coastal development, pollution, 
overfishing, destructive fishing practices and rises in sea temperature and sea level due to climatic 
shifts (Hughes, Huang & Young 2013; Auerbach, Tulloch & Possingham 2014). Terrestrial 
vertebrates in the north-west of Australia are threatened by fire, invasive species and grazing 
pressures (Carwardine et al. 2012). To manage multiple threats effectively, we need reliable 
information on their relative impacts to biodiversity and the consequences of different threat 
reduction activities, but these are often uncertain (Evans, Possingham & Wilson 2011; Auerbach, 
Tulloch & Possingham 2014). 
 
Monitoring plays an important role in reducing uncertainty regarding the status of threats and when 
interventions are needed. However, this is not easy when multiple threats operate, as it may 
confound our ability to separate the effect of each threat on target biodiversity (Breitburg et al. 
1998). For example, in the Pilbara region in northwestern Australia, threats such as over-grazing, 
invasive species, altered fire regimes, altered hydrological regimes and extractive mining have 
varying degrees of impact on different species in the ecosystem (McKenzie, van Leeuwen & Pinder 
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2009; Carwardine et al. 2014). Some threats such as altered fire regimes result in declines in most 
species, e.g. the western brushtail possum (Trichosurus vulpecula) and the southern brown 
bandicoot (Isoodon obesulus), but benefit others like the tammar wallaby (Macropus eugenii) 
because it increases grass growth and fruiting of small bushes following fires (Christensen 1980). In 
such a multi-species, multi-threat system, managers need to not only tease apart species responses 
to different threats and their corresponding management actions, but also understand the influence 
of uncertainty on subsequent monitoring and management decisions.  
 
Research has primarily focused on identifying indicators to learn about individual threats (e.g. 
Tulloch, Possingham & Wilson 2011) and to estimate the cumulative effect of multiple threats, i.e. 
the chronic exposure over time to several stressors, based on data from published studies (Brook, 
Sodhi & Bradshaw 2008; Crain, Kroeker & Halpern 2008; Mantyka-Pringle, Martin & Rhodes 
2012). Our understanding of what to monitor to learn about the impacts of multiple threats on 
species, and how to make these decisions in complex real-word conservation problems, is therefore 
limited. To address this limitation, we need to develop decision-analytic approaches to evaluate 
alternative monitoring choices for informed management decision in multi-species, multi-threat 
systems.  
 
Decision tools for monitoring multiple threats 
The literature offers a number of tools to aid decision-making, such as decision trees, control charts, 
Bayesian networks, Markov models, pareto-analysis, and decision matrices (Burgman 2005; 
Ramsey & Veltman 2005; Marcot et al. 2006; Johnson et al. 2011; Addison et al. 2013; Neil & 
Fenton 2013). Two approaches of particular value for analysing monitoring decision problems are 
value of information and cost-effectiveness analyses.  
 
Value of information (VOI) analysis can explicitly indicate the optimal management decision that 
arises from new information, as obtained through monitoring or research, versus existing 
information (Raiffa & Schlaifer 1961; North 1968; Runge, Converse & Lyons 2011). It evaluates 
the benefit of collecting additional information for management decision making to reduce 
uncertainties before making a decision. The most important uncertainties are those that have the 
highest chance of resulting in a change to a more effective strategy (Runting, Wilson & Rhodes 
2013; Maxwell et al. 2015). VOI is widely used in economic evaluations of health care and risk 
management (Claxton et al. 2004; Yokota & Thompson 2004); fisheries management (Mäntyniemi 
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et al. 2009); risk assessment for climate change mitigations (Kousky & Cooke 2012) and 
environment insurance schemes (Laxminarayan & Macauley 2012). VOI has seen recent uptake in 
the conservation literature (Runge, Converse & Lyons 2011; Sahlin et al. 2011; Moore & Runge 
2012; Maxwell et al. 2015), but has rarely been applied to evaluating monitoring choices for 
management (see Pannell & Glenn 2000).  
 
Decision-making for monitoring to inform management typically includes an explicit management 
decision context, uncertainties in multiple parts of the decision process, and multiple ways of 
reducing uncertainty, or choosing an element of a system for which to reduce uncertainty. VOI 
analysis is therefore particularly applicable to monitoring decisions. Unlike other decision-making 
approaches, VOI explicitly links the effort (or resources) directed at reducing uncertainty to the 
improvement of outcomes from management decisions. Although researchers are attempting to 
make VOI more user-friendly through the use of excel worksheets or multivariate analysis (Runge, 
Converse & Lyons 2011; see Canessa et al. 2015), the calculations are technically challenging and 
managers may not be familiar with decision-theoretic principles and notation (Canessa et al. 2015).  
 
Cost effectiveness analysis (CE analysis) is an economic analysis to examine the relative outcomes 
and costs of different means of accomplishing an objective, to select the one with the highest 
effectiveness relative to its cost. CE analysis is useful for conservation prioritisation because it can 
explicitly incorporate financial considerations while avoiding the ethical and practical dilemmas 
associated with putting a monetary value on species or ecosystems (Laycock et al. 2009). For 
example, CE analysis has been used to prioritise threatened species recovery projects (Cullen, 
Moran & Hughey 2005; Joseph, Maloney & Possingham 2008; Briggs 2009; Laycock et al. 2009), 
actions to mitigate threats to biodiversity (Carwardine et al. 2012), and landscape-scale 
environmental projects (Pannell et al. 2012). A related concept is the return on investment analysis, 
which measures the increase in the outcomes per unit cost of an action (Murdoch et al. 2007; 
Possingham et al. 2012). These approaches have seen limited uptake for monitoring decision-
making, but can be extremely useful because they are straightforward and address resource 
allocation problems common to biodiversity-monitoring decisions. Therefore, together they can 
help to most effectively allocate limited resources to monitoring while generating the biggest 
returns for management.  
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Thesis aims and overview 
In this thesis, I examine structured frameworks for monitoring and indicator selection, and provide 
a better understanding of the challenges of monitoring to inform complex, real-world conservation 
decisions. The approaches and tools I develop focus on multi-species, multi-threat decision 
problems, and help evaluate monitoring choices based on their costs and benefits. I also apply the 
proposed approaches to case study scenarios of decision-making that vary in context and scale.  
 
My research has four specific objectives: 
1. To determine whether approaches for choosing indicator species for management explicitly 
consider management outcomes in a structured way. 
2. To evaluate the benefit of monitoring species (i.e. with and without experimental 
manipulation of threats) for managing multiple threats for multiple species.  
3. To evaluate how uncertainty regarding the effectiveness of threat management actions 
influences optimal monitoring and management decisions for multiple threats. 
4. To develop a simple tool based on a return on investment framework to make monitoring 
decisions in multi-species, multi-threat systems. 
 
This thesis consists of six chapters: an Introduction (this chapter), followed by four analytical 
chapters and a synthesis chapter (Figure 1.2).  
 
In chapter two, I systematically review the literature to investigate two questions. First, whether 
monitoring strategies for management of biodiversity - particularly the use of indicator species, are 
selected under clearly defined management objectives. Second, whether the approaches used for 
selecting indicator species account for monitoring and management objectives, constraints, actions, 
uncertainty and outcomes of alternate indicator choices. In this review, I identify the gaps that lay 
the foundation for the following three chapters of the thesis, which introduce new decision-analytic 
approaches and insights for choosing monitoring strategies for the management of multi-species, 
multi-threat systems.  
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In chapter three, I demonstrate the use of VOI analysis to examine whether monitoring of species 
(subjected to multiple threats) improves our ability to inform management of multiple threats for 
multiple species. Specifically, I compare the effectiveness of different monitoring approaches to 
learn about the threats i.e. monitoring just species and monitoring with experimentation. The latter 
type of monitoring considers manipulating the system in order to better to learn about the threats 
(e.g. controlling predator abundance or the degree of disturbance). This study proposes simple 
principles for understanding when monitoring species is likely to be valuable in guiding threat 
management. This is the first study to utilise the VOI approach to identify monitoring strategies that 
inform decisions about threat management for multiple threats and multiple species.  
 
In chapter four, I use the VOI approach to examine how uncertainty regarding the effectiveness of 
threat management actions influences optimal monitoring and management decisions. The approach 
presented here allows us to address conservation decisions informed by the magnitude of 
management effectiveness, which was not considered in chapter three. Specifically, I quantify how 
the value of monitoring to inform the management of multiple threats is influenced by two factors: 
(1) the differences in prior knowledge regarding the benefit of management for a given threat and 
(2) the uncertainty regarding the effectiveness of alternative management actions. I also explore 
rules regarding how managers can choose the best monitoring strategy for effective threat 
management under uncertainty in multi-threat systems. 
 
In chapter five, I develop a CE analysis framework to estimate the return on investment of 
selecting indicators of threats in multi-species, multi-threat systems. This study proposes a simple 
tool for real-world conservation decision-making that evaluates the cost-effectiveness of alternative 
indicators using six key factors including monitoring efficiency, management outcomes and 
economic constraints for decision-making. The proposed framework is applicable to a large number 
of species, threats and indicators. This is the first study to utilise the return on investment 
framework to compare indicators for monitoring threats and triggering management interventions. 
 
Chapter six – Discussion synthesises the previous chapters and discusses the implications of these 
studies for developing effective monitoring strategies for management. Limitations and future 
research priorities are also discussed in this chapter. 
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Chapter two – Selecting indicator species for biodiversity management 
 
Abstract 
Indicator species are frequently proposed to inform biodiversity management, but whether they are 
selected under clear management objectives or evaluated for their ability to improve decisions 
remains unclear. We review the scientific literature to assess if methods used to select indicator 
species account for key monitoring and management decision factors such as objectives and their 
constraints, actions, uncertainties and biodiversity outcomes. We find that most indicator selection 
studies focus on improving the monitoring efficiency rather than the management effectiveness, 
potentially leading to ineffective indicators. Only 21% of studies explicitly accounted for the 
management objectives and actions. More worryingly, 94% of studies and half of all indicator 
selection methods overlook constraints when setting objectives (e.g. budget) and uncertainties (e.g. 
in detection or management effectiveness). To improve indicator selection for management 
decision-making, we recommend clearly defining the management context for monitoring, 
developing practical methods focused on improving management outcomes, and incorporating 
uncertainty into the selection process. 
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Introduction  
Decisions about how to manage biodiversity can be difficult, and the wrong decision can have 
unexpected and long-term ramifications for conservation (Walsh et al. 2012). Conscious of the risks 
of making wrong decisions, researchers and managers often call for detailed monitoring and 
evaluation to understand the state of the biodiversity being managed and the processes influencing 
it (Nichols & Williams 2006; Lyons et al. 2008). Indicator species make this task easier by 
providing proxies for the underlying ecosystem states of interest. They have been described as: 
‘organisms whose characteristics (e.g. occurrence, population density, dispersion, reproductive 
success, etc.) are used as an index of attributes too difficult, inconvenient, or expensive to measure 
for other species or environmental conditions of interest’ (Landres, Verner & Thomas 1988). 
Classic examples include the black rhino in Africa as an umbrella species to manage viable 
populations of other species in the landscape, or keystone species like the black-tailed prairie dog 
and sea otters used to assess the health of a community or an ecosystem (Simberloff 1998; Roberge 
& Angelstam 2004). Though the concept itself has drawn mixed support (e.g. Seddon & Leech 
2008; Caro 2010), the practical utility of indicator species has made them almost standard 
monitoring practice in ecological systems (Lindenmayer, Barton & Pierson 2015). Indicator species 
are used in various aspects of biodiversity conservation including designating conservation areas, 
communicating ecosystem change and raising conservation awareness (Caro 2010).  
 
As pressures on biodiversity and the need for effective conservation management grow, it is likely 
that indicator monitoring will play an increasingly significant role in understanding how 
anthropogenic change alters the way in which we should manage ecosystems (Possingham et al. 
2012). Unfortunately, despite a marked increase in research and the use of indicator species (Siddig 
et al. 2016), their role in “successfully” solving real world conservation challenges remains 
contested (Caro 2010). This may be because the link between monitoring an indicator and how the 
information provided is used in management is often ambiguous (Failing & Gregory 2003), or 
because the effectiveness of the indicator for helping achieve conservation outcomes is not well 
understood (Ferrier & Watson 1997; Grantham et al. 2010). Failing to adequately understand the 
role of indicators in decision-making may lead managers to waste resources on monitoring species 
that do not improve management outcomes for biodiversity (see Saraux et al. 2011 for examples; 
Lindenmayer, Piggott & Wintle 2013). This is not a trivial problem for conservation, and calls for 
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solutions to improve the links between indicator selection and management outcomes as well as an 
appraisal of current indicator selection practices. 
 
If the purpose of monitoring is to inform management decisions, indicator selection must clearly 
specify the decision context, including the nature of the decision, management objectives, 
uncertainties about system response to management, and the potential for monitoring to improve 
future decisions and their outcomes (Lyons et al. 2008). Without explicit management objectives, 
an indicator cannot be evaluated for its effectiveness in guiding management (Wiens et al. 2008; 
Beliaeff & Pelletier 2011) and therefore cannot logically inform decision-making (Lyons et al. 
2008). Other factors such as cost or feasibility of monitoring also influence indicator selection 
(Tulloch, Possingham & Wilson 2011) along with ecological factors such the nature of the 
ecological system (Wiens et al. 2008), and must be considered to avoid choosing indicators that are 
too expensive to monitor or those that are not responsive to threats in the system. We therefore need 
to account for all such decision-making factors when choosing the appropriate indicator(s) for 
management. 
 
Structured decision-making (SDM; Gregory 2012) and adaptive management (Holling 1978; 
Walters & Holling 1990) offer logical ways of making informed decisions. SDM is a systematic 
and collaborative approach to identifying and evaluating creative solutions to complex decision 
problems by engaging stakeholders, experts and decision makers in productive decision-oriented 
analysis (Gregory 2012). Adaptive management is an iterative process of decision-making that can 
help identify and sequentially resolve critical uncertainties in the decision process to improve 
decisions over time (Holling 1978). These approaches often solve different problems, but both 
frequently rely on the use of decision-analytic tools such as multi-criteria decision analysis and 
optimisation to evaluate alternate management actions with uncertain outcomes (Edwards, Miles & 
Von Winterfeldt 2007). Research in optimal monitoring uses SDM and adaptive management to 
link monitoring and management activities for effective decision-making. Examples include 
questions on whether and when to monitor (Chadès et al. 2008; McDonald-Madden et al. 2010a), 
how often to monitor (Hauser, Pople & Possingham 2006), and how to target monitoring to resolve 
key uncertainties in ecosystem processes or in management effectiveness (Runge, Converse & 
Lyons 2011; Maxwell et al. 2015). These studies look for optimal monitoring solutions under 
clearly stated management objectives and their associated constraints such as monitoring costs, 
alternative monitoring actions such as competing indicator species, and uncertainty in the different 
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elements of the decision process. They then evaluate the consequences of management and 
monitoring actions for conservation outcomes. However, it remains unclear to what extent the 
characteristics of such formal approaches are routinely used for indicator selection in conservation.  
 
Indicator selection as a structured decision-making process 
A decision framework for selecting indicators for management based on SDM involves the 
following steps: (1) define the problem, management objectives and constraints; (2) list alternative 
management and monitoring actions (e.g. threat mitigation actions and candidate indicators); (3) 
evaluate management outcomes of actions a-priori while accounting for uncertainty; (4) select 
actions (for management and monitoring) based on evaluation in the previous step; (5) implement 
selected actions; (6) evaluate management outcomes of selected actions post hoc; and (7) update 
knowledge based on past evaluations and review the management and monitoring actions (i.e. 
learning) as well as the problem context (i.e. reviewing) by repeating the process (Figure 2.1). This 
framework draws on the core tenets of SDM, here referred to as ‘decision factors’, that are critical 
to indicator selection: management objectives, decision constraints such as monitoring costs when 
setting objectives, identification of the candidate indicators (i.e. actions), and uncertainty in the 
decision process; and requires an evaluation of the improvement in management outcomes due to 
monitoring (see Table 2.1 for definitions of decision factors). The adaptive component of the 
framework comes into play if the decision is recurrent and the structured decision process identifies 
critical uncertainties that, if resolved, have the potential to improve subsequent indicator choices 
(Moore & Runge 2012). An SDM approach therefore provides a distinct advantage over ad-hoc 
selection methods because it can help make indicators more relevant to the decision process and 
offer a means to evaluate the benefits of constrained and uncertain indicator choices.  
 
The idea of an incremental approach to monitoring is not new (Ringold et al. 1996). A fundamental 
feature of adaptive monitoring is the links between the questions being addressed, monitoring 
design, analysis and interpretation are iterative (Ringold et al. 1996). An adaptive monitoring 
framework therefore enables learning-by-doing such that monitoring design and programs can 
evolve over time as new information becomes available and research questions change 
(Lindenmayer & Likens 2009). For instance, an adaptive approach might suggest changing from a 
random to a stratified sampling design for data collection because species are found to have non-
uniform distribution in the landscape. Similarly, it might suggest changing the questions being 
addressed if these are found to be irrelevant in light of the new information or when initial questions 
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have already been answered (Lindenmayer & Likens 2009). Our proposed framework incorporates 
a ‘double-loop learning’ wherein the first loop (labeled as ‘learn’) refers to a refinement of 
management and monitoring actions to improve performance and the second loop (labeled as 
‘review’) refers to a change in the definition of the problem context including objectives, 
constraints and actions if necessary (Pahl-Wostl 2009; Addison, de Bie & Rumpff 2015). This 
approach embeds the updating of information as an internal function of management, observation 
and learning as opposed to revising the monitoring design as external to the iterative process of 
AM. By assessing different management action(s) and indicator(s) concurrently (Figure 2.1), 
decision-makers can explore trade-offs between preferred features of the indicator (e.g. ecological 
validity, ease of application, cost of monitoring) and the expected management benefits that can be 
achieved as a function of monitoring alternative indicators. This information can then be used to 
select the appropriate indicators for management (e.g. Lindenmayer et al. 2015).  
 
The framework suggests evaluation of management and monitoring choices at two stages: before 
making decisions (a-priori) and after the implementation of the decisions to compare predictions to 
observations and to update this belief (post-hoc). As a result, both management and monitoring 
actions are updated at each loop. However, the framework does not incorporate learning about 
indicaetors’ efficiency. It assumes the subset of indicators being selected from is fit for the purpose 
(e.g. in terms of adequately representing the system of interest) using results of previous studies or 
iterative trial and evaluations methods (e.g. Lindenmayer et al. 2015). Instead, we focus on learning 
about the effectiveness of the indicator in terms of informing management actions. This is the 
reason the benefit of monitoring decisions (i.e. indicators) is measured in terms of the expected 
benefit management benefits that can be achieved as a function of the monitoring alternative 
indicators. In this way, our decision framework for indicator selection presents a standard decision 
analytical approach with an adaptive management loop, where an a-priori belief in the hypotheses, 
here management outcomes, are used to select the best management and monitoring actions, 
following which monitoring is then used to compare predictions to observations and to update the 
chosen actions. 
 
In this study, we review the scientific literature to identify the extent to which indicator species 
selection explicitly considers SDM decision factors such as objectives and their constraints, actions, 
uncertainty and outcomes for management and monitoring (as outlined in Figure 2.1 and Table 2.1). 
We focus specifically on publications where indicator species are selected to inform or facilitate 
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biodiversity management decisions, as opposed to studies with no management focus (e.g. 
evaluating cross-taxon congruence to establish surrogacy of indicator species). We also provide an 
overview of the methods used for indicator selection in these studies. In doing so, we identify gaps 
in the most common approaches to indicator selection and develop an agenda for improving the 
effectiveness of indicator species in management.  
 
Methods 
We searched the ISI Web of Science for journal articles published in English from 1990 until 31st 
December 2015 using the keywords ("indicator species" OR "surrogate species") AND (manage* 
OR policy OR decision OR action) AND (assess* OR evaluat* OR priorit*). The 461 studies from 
the search were included in subsequent analysis if a study: (1) was about indicator species; (2) 
aimed to inform management of biodiversity; and (3) was an indicator evaluation or selection study 
(see Box 2.1 for definitions of search terms). To restrict the number of articles to biodiversity 
management, we excluded sustainability, ecosystem services, or social indicators or other indicators 
not directly related to biodiversity, even though these may be relevant for conservation (see Figure 
A1.1 in Appendix 1 for more details on review methodology). The 108 selected studies were then 
categorised based on whether decision factors (see Table 2.1) regarding management or monitoring 
were: (1) not considered; (2) discussed only; or (3) explicitly evaluated (categories explained in 
Figure 2.2). Unlike other decision factors, uncertainty applies to all aspects of the decision-making 
process. We did not differentiate between types of uncertainty or how it was dealt with in the 
studies, but recorded if a study considered any kind of uncertainty (see Table 2.1). We also recorded 
the method used for indicator selection in each publication (see Table A1.2 for description of the 
methods considered in this study). 
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Panel 2.1: Decision framework for indicator selection based on SDM 
 
 
 
 
Figure 2.1: Decision framework for indicator selection based on an SDM approach with an 
adaptive management loop (adapted from Gregory et al. 2012). See Table 2.1 for definitions and 
examples of decision factors highlighted in red.  
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Panel 2.1 cont. 
 
A decision framework for selecting indicators for management based on SDM involves seven steps 
(Figure 2.1). Step 1 of the framework specifies the decision context and the management objective, 
against which the monitoring action will be evaluated, e.g. reduce number of species declining 
(Beliaeff & Pelletier 2011; Lindenmayer et al. 2015). Monitoring objectives may also be specified, 
e.g. improving monitoring accuracy. Constraints in terms of timeline and resources that bind the 
decision are specified. Step 2 involves listing the different courses of action/choices (management 
actions and candidate indicators) that the decision maker can choose from to address the problem 
identified in step 1. Step 3 requires estimating the future consequences of each action in terms of 
the management outcomes prior to taking the management actions (a-priori evaluation). This step 
requires a model of the system to link choices to outcomes using qualitative or quantitative 
approaches (e.g. consequence tables, decision trees, sensitivity analysis, optimisation) that can 
explicitly account for the constraints and uncertainty in the decision process. Step 4 entails 
choosing indicators and management actions that help achieve (or comes closest to achieving) a 
management objective. Step 5 involves implementing the choices made as a result of the previous 
steps. Step 6 involves reviewing the choices made through post hoc evaluation of outcomes by 
comparing predicted and observed consequences of actions (from steps 3 and 6, respectively) to 
learn about key uncertainties influencing indicator selection. In Step 7, new information obtained in 
step 6 informs evaluation and selection of management and monitoring actions in the next time 
step, therefore completing the adaptive management loop (Gregory et al. 2012, Moore & Runge 
2012). This step involves the learn-and-review feedback loops that allow updating of information as 
an internal function of management, observation and learning in a double-loop learning process 
(Pahl-Wostl 2009; Addison, de Bie & Rumpff 2015). The above process can be passive adaptive, if 
the actions chosen in step 4 provide the best outcomes, or active adaptive, if an expanded set of 
possible actions are chosen in step 4 to provide greater opportunity for learning (through 
experimentation) rather than for maximising outcomes (Hauser & Possingham 2008). 
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Box 2.1: Definition of search terms used for the review  
Indicator species are single or groups of species “used to represent other species or 
aspects of the environment to attain a conservation objective” (Landres, Verner & 
Thomas 1988, Caro 2010). This includes direct counts of species or composite metrics 
such as abundance, density that are estimated by monitoring species or groups of 
species (e.g. taxa, guilds, communities). We use the term surrogate species 
synonymously for the purpose of this review. 
Management implies policies, decisions or actions to prevent or reduce biodiversity 
loss (Sparks et al. 2011). This includes conservation management actions, e.g. 
establishing protected areas, controlling invasive species; as well as resources 
management actions aimed at conserving biodiversity, e.g. fisheries management.  
Evaluation implies a qualitative or quantitative assessment or prioritisation of the 
indicator with respect to its specified role, e.g. surrogacy for other species, ability to 
detect change, ability to track a trend. This might also include comparing indicators 
against one another. 
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Table 2.1: Decision factors considered for indicator selection (based on the core tenets of structured decision-making; Gregory (2012)) 
 
Decision factor   Definition   Monitoring-related example   Management-related example 
       Objectives  Specific outcomes or performance 
measures that guide decision-
making and are used to evaluate 
success of actions. 
 Estimate the number of species 
present in a given area 
accurately. 
 Minimise the number of species 
declining in a given area due to 
threats. 
       Constraints  Situational factors that limit the 
range of actions that are possible 
and must be taken into 
consideration when an attempt is 
made to optimise a decision with 
respect to its key variables; these 
include policy, financial, and ethical 
constraints. 
 Limited budget; cost,  
manpower or time frame to 
carry out monitoring activities. 
 Limited resources to invest in 
management actions; limited 
area available for management 
intervention. 
       Alternatives or 
actions 
 Alternative courses of action being 
considered (that provide ways to 
achieve objectives) from which a 
decision maker is expected to 
choose. 
 Monitoring actions such as 
indicator species, surveying, 
remote sensing. 
 Management actions such as 
fire control, invasive weed 
removal, investment in 
conservation project. 
       Uncertainties  Ambiguity in knowledge of the 
system. Here, we specifically refer 
to uncertainties that impact 
indicator selection, such as 
uncertainty in monitoring data or 
management outcomes. 
 Uncertainty in ability of 
indicator to represent other 
species (model uncertainty), 
measure the response of the 
system to threats or detection 
uncertainty. 
 Uncertainty in likelihood of 
management actions being 
effective/successful. 
       Outcomes   Results of a decision maker’s 
action, which might be any defined 
(or ill-defined) outcome. 
  Accurate assessment of number 
of species in a given area 
following monitoring. 
  Reduction in number of species 
declining in an area due to 
management of threats. 
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Results 
Decision factors considered in indicator selection studies 
Most studies (94%) explicitly evaluated indicator species against monitoring objectives (Figure 
2.2), such as establishing indicator species’ surrogacy for other biodiversity or their sensitivity to 
anthropogenic pressures (WebFigure 2; e.g. de la Nuez-Hernandez et al. 2014; Brunbjerg et al. 
2015). Of these 79% evaluated the indicator against the monitoring objective only. Only 19% of 
studies explicitly evaluated the indicator against management objectives, and all of these studies 
also considered the monitoring objectives (Figure 2.2). Examples of management objectives 
considered in the studies included identifying conservation areas by comparing predicted (based on 
indicator species) and observed distributions of target communities (Culmsee et al. 2014); and 
minimising extinction by evaluating reserve selection decisions for focal species versus a larger set 
of target species (Nicholson et al. 2013). Monitoring constraints such as the costs of monitoring 
indicators (Peck et al. 2014), or management constraints such as a fixed total area to achieve 
minimum extinction (Nicholson et al. 2013) were rarely considered explicitly in indicator 
evaluations. Monitoring actions were explicitly evaluated in all studies though the number of 
studies doing so for management actions was significantly lower. Uncertainty related to monitoring 
indicators was explicitly evaluated in 29% of the studies, e.g. detection probability of different bird 
species via recording bird calls (Rempel et al. 2016), but management-related uncertainty was 
generally overlooked.  
 
Methods used for indicator selection 
Half of all studies used standard statistical methods such as descriptive statistics or correlations for 
evaluating indicator species, usually with respect to monitoring objectives (Figure 2.3(a)). For 
example, comparing mean abundance of a coral species between localities with high and low diving 
pressure to establish its sensitivity to diving impact (de la Nuez-Hernandez et al. 2014). 
Multivariate ordination and cluster analysis was the second most common method, e.g. to 
differentiate plant and invertebrate communities in disturbed areas and identify species indicative of 
different types of disturbances (Brunbjerg et al. 2015), followed by regression. Indicator Species 
Analysis (ISA; Dufrene & Legendre 1997), a type of cluster analysis that provides a list of species 
for different study groups (e.g. habitats, treatments) that are representative of the community 
present in that group, was the single most widely used method (33 studies). Of the significantly 
lower number of studies that explicitly evaluated the indicator against management objectives 
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(N=21), standard statistical methods were again the most common (Figure 2.3(b)). This was 
followed by regression or optimisation in a third of the studies each (e.g. Nicholson et al. 2013).  
 
Methods used to incorporate decision factors in indicator selection 
Common selection methods, namely standard statistical methods, ordination and clustering and 
regression (Figure 2.3(a)), usually evaluated monitoring rather than management outcomes (Figure 
2.4). Infrequently used methods such as optimisation and cost-benefit analysis consistently 
accounted for both management and monitoring factors. Objectives are the most frequently 
considered factor across indicator selection methods for both the monitoring and the management 
component of the indicator selection decision. Actions and their outcomes are the next most 
considered factors, although these are much more commonly dealt with in the monitoring 
component of the decision, compared with the management component (Figure 2.4). Uncertainties 
and constraints are the most infrequently considered decision factors regardless of the selection 
method used (Figure 2.4). 
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Figure 2.2: Percentage of studies considering the (a) monitoring- and (b) management-related 
decision factors for indicator selection. Not considered implies that the decision factor was not 
mentioned in the study; discussed only implies that the factor was mentioned or discussed 
qualitatively but not included quantitatively in indicator evaluation and subsequent selection; 
and explicitly evaluated implies that the factor was quantitatively included in indicator 
evaluation and subsequent selection. Shaded area shows the percentage of studies that explicitly 
evaluated the indicator against the monitoring objective only. Monitoring and management 
outcomes are considered in (a) and (b), respectively, when the objectives are explicitly 
evaluated. See Table 2.1 for definitions and examples of decision factors represented on y-axis.  
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Figure 2.3: Frequency of methods used for indicator selection in (a) all studies considered in the 
review and (b) studies explicitly evaluating the indicator against management outcomes. Categories 
used for methods were not mutually exclusive (see Table A1.2 for definitions).  
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Figure 2.4 (previous page): Decision factors considered by the different methods of indicator 
selection. Methods categories (y-axis) were not mutually exclusive. Cell values represent the 
number of studies using said method to address a decision factor. Colour gradation represents how 
frequently said method is used to address a decision factor (Frequency is calculated as the 
percentage of studies using said method to address a decision factor out of the total number of 
studies using that method. Numbers in the grey column on the extreme right indicate total number 
of studies using a method. E.g. monitoring objectives were considered in 100% of the studies that 
used standard statistical methods, while management objectives were considered in 75% of the 
studies that used standard statistical methods). Objectives column corresponds to studies where this 
factor was clearly defined. Constraints column indicates studies where constraints were explicitly 
incorporated when setting the objective. Actions column corresponds to studies where this factor 
was clearly defined. Outcomes column corresponds to studies where objectives and actions were 
explicitly evaluated (as in Figure 2.2), i.e. outcomes of actions were estimated. Therefore, if a 
method was used to estimate outcomes, objectives had to be specified, but explicit statement of 
objectives did not necessarily require estimation of outcomes.  Uncertainty column implies studies 
where actions were explicitly evaluated for one or more uncertainties. Definitions of decision 
factors and method categories can be found in Table 2.1 and Table A1.2, respectively. 
 
Discussion 
Limitations of current approaches 
A key reason for monitoring biodiversity is to reduce uncertainty regarding which management 
actions to implement and what the outcomes might be for biodiversity (Possingham et al. 2012). 
Despite this need, our review demonstrates that indicator species proposed in the literature are 
generally not evaluated based on whether they can effectively inform and improve management 
decisions. In fact, most studies ignore the management component altogether (Figure 2.2). The 
majority of studies use indicator selection methods aimed at improving monitoring efficiency alone, 
for instance evaluating whether an indicator is a reliable surrogate for another species or for an 
ecological community (Figure A1.2). This indicates that management is only considered in a 
limited way and proposed indicators are not being evaluated correctly in terms of their ultimate 
performance (i.e. management outcomes), but rather on proximate measures alone (i.e. monitoring 
outcomes) (Figure 2.4). As such, indicator species may lack pragmatic utility in effectively 
informing state-dependent management decisions (Lindenmayer, Piggott & Wintle 2013). Overall, 
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only a few indicator selection methods were able to account for all of the decision factors even for 
just the monitoring or just the management-related component of the decision (Figure 2.4) (but see 
Nicholson et al. (2013) for an example that considers all factors except the monitoring constraints). 
While monitoring constraints (e.g. specifying an acceptable level of risk or uncertainty, monitoring 
budget) help limit the suite of monitoring strategies to choose from, management constraints (e.g. 
resource limitations for management actions) help specify realistic and achievable management 
objectives. Ignoring management constraints leads to the possibility of fundamentally different 
management objectives and hence outcomes, ones that may potentially lead to the selection of 
different indicators. For instance, improving species persistence under an unlimited budget may not 
even require optimal management and monitoring decisions because there are enough resources to 
do everything. On the other hand, management under resource constraints requires indicators that 
can inform on the efficacy of feasible management actions. By ignoring uncertainties, proposed 
indicators may overestimate the benefit of monitoring to improve decisions or may not be cost-
effective (Lyons et al. 2008).  
 
In our view, there are two reasons indicator research continues to be rooted in the traditional 
approach of selecting indicators to adequately represent natural systems, rather than evaluating 
them for multiple decision factors (e.g., objectives, actions and uncertainties; Figures 2.2 and 2.4). 
Firstly, applying SDM and decision-analysis tools (Raiffa 1968; Gregory 2012) to monitoring 
decisions is a relatively new area for conservation science. Even though the analytic methods used 
for SDM such as cost-benefit and optimisation methods have been around for some time (e.g. 
Gerber et al. 2005), their uptake in conservation science has been slow relative to other disciplines 
such as medicine and economics. This explains why even simple methods such as cost-
effectiveness analysis to compare the relative outcomes and costs of different indicator choices are 
rarely used (Figure 2; but see Tulloch, Possingham & Wilson 2011). Secondly, decision-analytic 
approaches rely heavily on the use of mathematical models that require significant technical 
expertise (Shea & NCEAS Working Group on Population Management 1998; Sarkar et al. 2006). 
Users may find these approaches technically challenging, time-consuming or they may be 
unfamiliar with the underlying principles and mathematical models (Addison et al. 2013). As such, 
researchers may favor simpler and well-documented methods such as regression, correlations or 
ordination analysis for indicator selection (Figure 2.3). However, these methods do not of 
themselves constitute a decision-making framework (Burgman et al. 2012; Gregory 2012), and 
therefore do not help evaluate multiple decision factors (e.g., objectives, actions and uncertainties). 
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For example, if multiple indicators show similar trends in response to a management action, there is 
no way of selecting between them without considering other aspects such as costs, budgets and 
uncertainties in the responses (Tulloch et al. 2013).  
 
The way forward 
We propose that indicator selection needs to focus on three key areas for future research: (1) 
framing indicator selection problems within a clear decision context (steps 1 and 2 in Figure 2.1); 
(2) developing better indicator selection methods focused on improving management outcomes 
(step 3 in Figure 2.1); and (3) incorporating iterative learning regarding key uncertainties in the 
indicator selection process to improve indicator choices over time (step 7 in Figure 2.1).  
 
Clear decision context 
When intended to inform management decisions, monitoring is not an end in itself but derives its 
purpose and value from the decision context and the subsequent improvements in decision-making 
(Nichols and Williams 2006). The need to make decisions about indicator selection therefore comes 
from identifying (and articulating) a conservation or management problem that calls for monitoring 
to improve management outcomes (McDonald-Madden et al. 2010a). This means that we need to 
move beyond the much-cited trade-off between measurement accuracy and practical constraints of 
monitoring indicators (Lindenmayer et al. 2015), to a full clarification of the management decision 
factors that govern indicator choice (i.e. formulating the problem at steps 1 and 2 in Figure 2.1). 
Alternative indicators can then be evaluated to choose the ones that best help achieve the 
management objective given the constraints. While monitoring objectives may also be specified, 
e.g. improving monitoring accuracy, we suggest that these are secondary to the management 
objective when indicators are being selected for management decision-making.  
 
Indicator selection methods focused on improving management outcomes 
In order to evaluate the benefit of indicators for management, we need indicator selection methods 
that are closely aligned with the specifics of the management problem (i.e., objectives, constraints, 
actions and uncertainty). These methods must be capable of assessing the outcomes of choosing 
alternative indicators for management decision-making, while accounting for the constraints and 
uncertainties in the decision process (i.e. a-priori evaluation at step 3 in Figure 2.1). Examples of 
such methods that have been used for indicator selection include optimisation, cost-effectiveness 
analysis and adaptive management and monitoring, but these appear infrequently in the literature 
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(Figure 2.3). Other methods such as value of information (VOI), an approach to identify the best 
way to expend efforts on collecting data to improve a decision through reducing uncertainty, apear 
not to have been used for indicator species selection (but see Pannell & Glenn 2000).  
 
Methods such as VOI, though complex, can be used to identify simple principles for monitoring and 
indicator selection. For example, Pannell and Glenn (2000) use VOI for economic valuation and 
prioritisation of ‘sustainability indicators’ in agriculture science and propose criteria for choosing 
between indicators for a given management problem. These methods can be enhanced by 
developing spreadsheet tools and user-friendly software to make them more accessible, thereby 
encouraging their uptake in conservation (e.g. Canessa et al. 2015). Simpler methods such as 
control charts (graphics to show temporal changes in a system/process) could also help convey 
monitoring benefits in simple graphics and indicate any potential need for management (Burgman 
et al. 2012). However, they need to be accompanied by clearly specified trigger points and 
management interventions (Lindenmayer, Piggott & Wintle 2013) so that subsequent management 
outcomes can be incorporated in indicator evaluation. Most importantly, however, we need to better 
communicate the benefit of using the right methods for indicator selection (Addison et al. 2013) as 
well as the risks of using methods that fail to link monitoring actions, i.e. indicators, to management 
outcomes (Lyons et al. 2008). 
 
Iterative selection 
Existing frameworks for indicator selection (Pannell & Glenn 2000; e.g. Beliaeff & Pelletier 2011; 
Nicholson et al. 2012; Lindenmayer et al. 2015) and the SDM literature collectively provide 
guidance on how to systematically consider the key decision factors and establish a robust, 
management-oriented decision framework for indicator selection (Figure 2.1). Furthermore, 
adaptive management and iterative monitoring frameworks can help incorporate learning and 
updating decisions over time by explicitly accounting for uncertainties in the decision process, e.g. 
in the response of an indicator to management or in management effectiveness (Ringold et al. 1996; 
Lyons et al. 2008). This allows indicator choices to be reviewed and updated over time and for 
indicator selection to respond to the dynamic nature of ecological systems and decision processes, 
including the possibility of changing objectives and management actions (e.g. Nicholson et al. 
2012; Lindenmayer et al. 2015). An iterative approach, therefore, provides a marked improvement 
over current selection approaches that ignore the fact that, as is the case for management decision-
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making, monitoring decisions too may change over the course of a management program (Williams, 
Eaton & Breininger 2011).  
 
Choosing useful indicators is crucial for effectively managing biodiversity, as indicators provide 
information capable of changing the course of management decisions. The risks of failing to 
correctly identify relevant indicators for conservation are high, potentially leading to irreversible 
consequences for biodiversity such as extinctions or loss of critical habitat (Lindenmayer, Piggott & 
Wintle 2013). Our review shows that indicator selection continues to focus on improving 
monitoring efficiency rather than improvements in management effectiveness. Indicator species 
chosen to achieve a particular monitoring objective may be recommended for complex management 
decisions that often involve multiple objectives, without adequate testing of their performance to 
improve decision-making. To correct for this, when choosing indicator species, decision-makers 
should explicitly consider the decision context rather than relying purely on the ecological validity 
of indicators. A decision framework for indicator selection that draws on the core tenets of SDM 
provides a distinct advantage over ad-hoc selection methods because it can help ensure that 
indicators are relevant to the decision process, lead to improvements in management decisions and 
enable cost-effective spending of scarce resources. 
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Chapter three – The value of monitoring species to manage multiple 
threats 
 
Abstract  
Making effective management decisions is challenging in multi-species, multi-threat systems 
because of uncertainty about the impacts of different threats on different species. To inform 
management decisions, we often monitor species to detect trends over time and to learn about 
threatening processes. However, which species to monitor and how to best inform management can 
be difficult to determine. Value of information (VOI) is an approach for identifying the best way to 
monitor to resolve uncertainty and hence improve a management decision. We used VOI to 
investigate how monitoring alternative species subject to multiple threats improves our ability to 
inform the management of threats in a multi-species system. Specifically, we compared the 
effectiveness of passive monitoring (monitoring species without experimentation) with 
experimental monitoring (monitoring with experimentation to explicitly learn about threats). We 
then applied the approach to two contrasting case studies of managing threats for declining 
mammals in Western Australia. Our case studies show that passive monitoring provides almost no 
information for targeted decision-making when managing multi-species, multi-threat systems under 
constrained resources. Experimental monitoring provides much higher benefits for managing 
multiple threats and species simultaneously in terms of conservation outcomes. We identify the key 
ecological and economic factors that drive the choice of the optimal monitoring strategy under the 
experimental approach. The case studies emphasise that optimal monitoring choices are not always 
intuitive and depend on the interaction between management budgets, management costs and 
threats. It is in these situations where our VOI approach is most useful to evaluate how changes in 
each of the decision parameters change monitoring choices in multi-species, multi-threat systems. 
Our study demonstrates a novel application of the VOI approach to multi-species, multi-threat 
management problems. It allows managers to critically evaluate monitoring decisions in the face of 
uncertainty while explicitly accounting for the improvement in management decisions. A key 
insight from our application of VOI to the monitoring of multi-species multi-threat systems is that 
managers need to carefully consider the decision context when selecting which species to monitor 
to inform management. Decisions that only consider ecological factors are likely to lead to inferior 
monitoring and therefore management outcomes. 
 
 
 
 
42 
Introduction 
Most species are impacted by multiple threats that together play a significant role in observed 
species declines (Brook, Sodhi & Bradshaw 2008). To reduce or reverse declines due to these 
threats, conservation efforts need to be prioritised and allocated strategically across multiple threats 
(Auerbach, Tulloch & Possingham 2014). This approach requires information on the impacts of 
threats and the consequences of alternative threat reduction activities, but these are often uncertain 
(Evans, Possingham & Wilson 2011). Monitoring species to learn about multiple threats, however, 
is not straightforward because threats often act in tandem, thus potentially confounding the ability 
to separate the effect of each threat (Breitburg et al. 1998). When the conservation objective is to 
conserve multiple species subjected to multiple threats, the challenge is even greater. In these cases, 
monitoring decisions need to account for cumulative threats as well as the link between each threat 
and the response of different species to these threats.  
 
Effective monitoring for conservation decision-making when resources are limited needs to focus 
specifically on gaining information that informs and improves management outcomes (McDonald-
Madden et al. 2010). Long-term monitoring programs like the UK Breeding Bird Survey (Robinson 
et al. 2016) monitor species to assess changes and establish baseline data against which efforts to 
reduce biodiversity loss may be evaluated. This type monitoring can indicate directionality or 
magnitude of observed trends, providing invaluable ecological insights (Wintle, Runge & Bekessy 
2010). Monitoring species, as well as threats, to establish statistical associations between trends in 
numbers and threats can reveal the relative importance of threats and the associated management 
actions (e.g. Siriwardena, Calbrade and Vickery 2008). Alternatively, species can be monitored in 
combination with experimental manipulations of the threats, such as controlling predator abundance 
or the degree of disturbance, to learn about the consequences of management (Walters & Holling 
1990; e.g. U.S. Fish and Wildlife Service 2015). In this study, we evaluate monitoring as a means of 
quantifying the effectiveness of management in multi-species, multi-threat systems. 
 
There are many examples of monitoring or modelling the response of species to multiple threats and 
their management (e.g. Stephens et al. 2003; Siriwardena, Calbrade & Vickery 2008). However, 
these studies evaluate the effectiveness of alternative management rather than monitoring actions. 
There is also extensive literature on techniques to evaluate and prioritise the most effective actions 
for management, such as cost-effectiveness analysis, project prioritisation protocols, and 
 
 
 
 
43 
management strategy evaluation (e.g. Joseph, Maloney & Possingham 2008; Bunnefeld, Hoshino & 
Milner-Gulland 2011), but similar studies for evaluating the effectiveness of alternative monitoring 
actions for management decision-making are limited (but see Runge, Converse & Lyons 2011; 
Tulloch, Possingham & Wilson 2011). In particular, few studies evaluate the effectiveness of 
alternative monitoring strategies (such as monitoring species only versus combining experimental 
manipulations with monitoring) to resolve uncertainty to inform threat management. We also know 
little about the determinants of the best species to monitor to inform threat management.  
 
Value of information (VOI) analysis provides a useful method to compare the benefits of alternative 
monitoring decisions. It has been used in disciplines, such as economics (Radner & Stiglitz 1984), 
health sciences (Yokota & Thompson 2004), agriculture (Pannell & Glenn 2000) and only recently 
for conservation decision-making (Runge, Converse & Lyons 2011; Maxwell et al. 2015). VOI is 
defined as the difference between the expected value of outcomes for an optimal management 
decision made after gaining new information, compared to one made on the basis of prior 
understanding (Raiffa & Schlaifer 1961). It is based on the premise that gaining new information 
can reduce uncertainty to improve decision-making and explicitly considers the optimal 
management decision that arises from existing information (Canessa et al. 2015). However, 
obtaining new information may not always improve outcomes sufficiently to compensate for the 
costs incurred by gaining the information (McDonald-Madden et al. 2010a).  
 
We demonstrate the use of VOI analysis to identify monitoring strategies that inform decisions 
about multiple threat management when multiple species are at stake. We first develop an approach 
to compare the value of monitoring alternative species to learn about threats affecting the species 
and their responses to management interventions. We then quantify the relative benefit of different 
monitoring approaches (i.e. monitoring just species or monitoring with experimental manipulation 
of threats) for decision-making, and identify key drivers of the choice of species to monitor and the 
choice of experimental manipulation. We illustrate the utility of the approach for real-world 
conservation decisions using two case studies focussed on the management of terrestrial mammal 
species in Western Australia.   
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Methods 
We focus specifically on two types of monitoring strategies, monitoring while experimentally 
manipulating the system (Walters & Holling 1990) versus monitoring without experimentation 
(Lindenmayer & Likens 2010). We subsequently refer to these as experimental monitoring and 
passive monitoring, respectively. We consider a one time-step adaptive management problem but 
the terms themselves are only used to describe different types of monitoring and are not meant to 
convey passive or active AM, respectively.   
 
In the following sections we explain the multi-species multi-threat study system, the management 
decision problem and the VOI method used to evaluate the benefit of monitoring species. We then 
describe the case study applications. See Appendix 2.1 for a complete list of parameter notations 
used in the VOI analysis described below. 
 
A stylised multi-species multi-threat system 
We considered a system in which species are subjected to threatening processes (Figure 3.1a), and 
where a manager wants to reduce the number of species in decline by managing the threats present 
in the system. Working with limited resources, she must choose optimal management actions, but 
she is unsure which threats are causing declines in which species. To inform her decision, she 
decides to monitor species declines but resource constraints do not allow for monitoring every 
species. Therefore, she needs to identify the most cost-effective species so as not to waste 
resources. She also considers monitoring using experimental designs to selectively learn about the 
effect of each threat on each species. 
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Figure 3.1: (a) Multi-species multi-threat study system; (b) scenarios used in the sensitivity 
analysis wherein threat probabilities were varied between 0 and 1. 
 
 
To formulate this problem mathematically, we considered three species, ! ∈ 	 1,2,3 , potentially 
affected by two threats, ( ∈ 1,2 , such that the probability that threat i is causing a decline in 
species j is )*+ (Figure 3.1a). This is the prior belief in whether a specific threat causes a decline in a 
particular species and we refer to it as the prior threat probability. 0 and 1 define states of a species 
population such that 0 indicates no decline (i.e., stable or increasing) and 1 indicates decline in 
abundance of the species at the time of monitoring. We do not consider the magnitude of decline 
nor make assumptions about the trajectory of the population if not declining. Species j can also 
decline due to extrinsic or intrinsic factors other than the two threats considered (Cardillo et al. 
2008) with probability	,+ and we refer to this as the prior background probability of decline. 
Assuming that all threats and other factors causing declines are independent, the probability of 
species j declining, -+, is -+ = ,+ + 1 − ,+ 1 − 1 − )1+ 1 − )2+ .   
Eqn 3.1 
Variability in species 
Variability in threats 
Homogeneous threats 
Species
1 
Species
2 
Species
3 
Threat 1 Threat 2 
p11 
p12 
p13 p21 p22 
p23 
Management Budget (B) 
= m1 + m2 
q1 q2 q3 
m2 m1 
Probability increases from 0 to 1 
Probability decreases from 1 to 0 
Probability fixed at 0.5 
Species 
1 
Species 
2 
Species 
3 
Threat 1 
Threat 2 
Threat 1 
Threat 2 
Threat 1 
Threat 2 
(a) Multi-species, multi-threat system (b) Scenarios for sensitivity analysis 
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This implies that a species j may decline due to factors other than the two threats with probability ,+ 
or, in the absence of other factors causing declines, species j declines due to the one or both threats 
with probability	 1 − ,+ 1 − 1 − )1+ 1 − )2+ . The term 1 − 1 − )1+ 1 − )2+  ensures 
that the species will decline if at least one of the threats is causing a decline. We have ignored the 
possibility of a species declining due to a combination of the target threats and other (background or 
non-modelled) threats, which can be easily incorporated as a third term in the above equation.  
 
The decision problem 
Management objective 
We assumed that the management objective is to minimise the expected number of species 
declining. 
 
Management actions and constraints 
We assumed that the manager has a limited budget available for management, B, which is split 
between managing the two threats. If 41 and 42 are the amounts invested in management of threat 
1 and threat 2, respectively, then 5 = 41 +42. We also assume that management actions cannot 
influence the background probability of decline, ,+. We assume m1 and m2 to be one-off decisions 
and as such we did not explicitly consider a time component in the model. 
 
Model uncertainty 
There is uncertainty in the system as to whether a threat causes a decline in a species, which is 
characterised by the prior threat probabilities. However, this can also be represented as model 
uncertainty in terms of the 64 different combinations (or hypotheses) of how two threats cause 
declines or no declines in each of the three species. Based on this the prior probability of model s 
being the true model,	Pr 8 , for each of the 64 models can be written as functions of the prior 
probabilities )*+,  
Pr 8 = 9*+: )*+ + 1 − 9*+: 1 − )*+;+<12*<1  
Eqn 3.2 
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where 9*+: = 0 if threat i does not cause a decline in species j in model s and 9*+: = 1	if threat i 
causes a decline in species j in model s. Therefore, 9*+:  represents the true state for species i under 
threat j in model s while )*+ represents our belief in the true state.  
 
Value of information analysis 
Calculating the value of perfect information 
The expected value of perfect information (EVPI) provides the upper bound on the VOI and is the 
expected beneﬁt of eliminating uncertainty entirely. We specified the EVPI for the decision 
problem as   
>?-@ = − minDE F: 41GH:<1 Pr 8 + minDE F: 41 Pr 8GH:<1  
Eqn 3.3 
where the first term gives the expected outcome of the optimal decision under perfect information, 
while the second term gives the expected outcome of the optimal decision under uncertainty about 
the true model (Runge, Converse & Lyons 2011). 41is the amount invested in managing threat 1 
such that 41 ≥ 0, Pr 8  is the probability that model s is the true model and the objective function, F: 41 , is the expected number of species declining under investment 41	for model 8. As the 
management optimisation problem is a minimisation, we multiplied the standard EVPI equation by 
-1 so that EVPI is positive. Therefore,  
F: 41 = ,+ + 1 − ,+ 1 − 1 − 91+(:) L1 − 41L1 1 − 92+(:) L2 − 42L2;+<1  
           Eqn 3.4 
where L1	and L2	are the costs of eliminating threat 1 and 2 such that 41 ≤ L1,42 ≤ L2 and 42 =5 −	41. Equation 3.4 implies that the expected number of species declining is reduced as a result 
of the amount invested in managing the threats in the system; and assumes that investment in 
managing threat ( ∈ 1,2 	reduces the probability (not magnitude) of threat i causing a decline in 
species ! in a linear fashion up until 4* = L* at which point the probability of decline due to threat i 
is zero. We found an analytical solution to the first term of equation 3.3 using Lagrange 
minimisation (Bertsekas 1982) in Mathematica Version 10 (Wolfram Research 1988-2015) 
(Appendix 2.2) and a numerical solution to the second term.  
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Calculating the value of passive and experimental monitoring 
Since we can only obtain a sample of information from monitoring that reduces rather than 
eliminates uncertainty in most cases, we turn to the expected value of sample information (EVSI) 
(Runge, Converse & Lyons 2011), 
>?N@ = − Pr O minDE F: 41 Pr 8 OGH:<1 + minDE F: 41 Pr 8GH:<1O  
Eqn 3.5 
where x represents the data collected during monitoring,	-P O 	is the prior probability of observing 
x, -P 8 O  is the probability that model s is the true model given x has been observed (i.e. the 
posterior probability), and the outer sum in the first term is over all possible discrete values for x. 
The first term in equation 3.5 gives the expected outcome of the optimal decision under imperfect 
information (i.e. for each possible value of sample information), while the second term is the same 
as in equation 3.3. 
 
Considering a one-time step adaptive management problem, management actions in the first time 
step are implicit. In both types of monitoring, passive and experimental, prior probabilities of 
decline (pij) are updated following monitoring in the first time step and then the optimal 
management decision is made in terms of the investment in managing threat 1 versus threat 2 (m1 
versus m2) i.e. subsequent management actions for the next time step are identified. VOI presents a 
standard decision analytical approach, where an a-priori belief in the hypotheses (here, relating to 
the cause of decline) is used to select the best management action and monitoring is then used to 
compare predictions to observations and to update this belief. In the passive monitoring case, we 
assume we monitor one or two species only and detect whether the species is declining or not 
without error (i.e. Type I and Type II errors are zero). We assume no observation error for 
tractability. Therefore, x is a vector of length equal to the number of species monitored, with an 
entry of 1 if a decline is detected and an entry of 0 if a decline is not detected. In the experimental 
monitoring case, we monitor species at a control and an experimental site, with one of the threats 
eliminated at the experimental site. Here the decision is not only about which species to monitor but 
also which threat to experimentally manage. In this case x is a matrix of size number of species 
monitored by two (i.e. one set of monitored outcomes for the control site and one set of monitored 
outcomes for the experimental site). Once again, the entries are 1 or 0 depending on whether a 
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decline is detected or not. A monitoring strategy under the passive approach comprised of selecting 
species to monitor while under the experimental approach comprised of selecting a combination of 
species to monitor and a threat to manage experimentally. Optimal monitoring strategies were 
identified as those that provided the highest EVSI. We used a constrained nonlinear multivariable 
optimisation algorithm [‘fmincon’ function in MATLAB Version R2015b (Mathworks 1984–
2015)] to estimate EVPI and EVSI. For detailed EVSI equations, their derivation and the MATLAB 
code, see Appendix 2.3 and 2.6.  
 
Scenario and sensitivity analysis 
We set up three scenarios of threats causing declines in species by varying the prior threat 
probabilities (Figure 3.1b): 1) Homogeneous threats where all threat probabilities are the same; 2) 
Variability among threats where probabilities of the two threats causing declines are different, but 
the probability of a given threat causing decline is the same for all three species; and 3) Variability 
among species where probabilities of the two threats causing declines are the same for a given 
species, but these differ among species. We then tested, for each scenario, the sensitivity of the 
EVSI and the best monitoring strategy to the decision parameters, i.e. available management 
budgets, relative costs of threat management and the background probability of decline. 
 
Case studies 
We applied our approach to two management case studies from Western Australia. For each, we 
estimated the EVSI for monitoring species (single or pairs) under the experimental and passive 
approach. We then compared monitoring strategies to identify best choices for combining species 
monitoring with experimental manipulation of the system to learn about the threats.  
 
Our first case study was in the Pilbara region of northwestern Australia, which is home to a number 
of threatened and endemic species. The area is under growing pressures from over-grazing, invasive 
species, altered fire and hydrological regimes and extractive mining (McKenzie, van Leeuwen & 
Pinder 2009). Based on an existing region-wide assessment of management strategies for mitigating 
the effects of multiple threats on Pilbara’s biodiversity (Chadès et al. 2015), we selected three co-
occurring target species that are being monitored or considered for monitoring in the study region: 
Macrotis lagotis (greater bilby), Dasyurus hallucatus (northern quoll) and Rattus tunneyi (pale 
field-rat). To downscale the problem, we considered threats only for the Fortescue subregion of the 
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Pilbara, namely: over-grazing due to feral ungulates and domestic herbivores and altered fire 
regimes, both of which continue to degrade the Pilbara at rates equivalent to other arid pastoral 
regions of Australia (McKenzie, van Leeuwen & Pinder 2009). We considered two management 
strategies: (1) fire management; and (2) combined feral ungulate and domestic herbivore 
management. Species persistence under different management strategies available in Chadès et al. 
(2015) and insights from published studies (see Woinarski et al. 2010) indicate that threats 
influence all species negatively, though the degree of impact may be variable. Details on actions 
constituting each strategy and their associated costs were also obtained from Chadès et al. (2015). 
See Appendix 2.4 for further details. 
 
Our second case study was in an internationally recognised global biodiversity hotspot, the Fitz-
Stirling – fragmented remnant patches of woodland and heathland in agricultural land stretching 
70km from the Stirling Ranges to Fitzgerald River National Parks in southwestern Australia. We 
considered three target species: Trichosurus vulpecula (western brushtail possum), Macropus 
eugenii (tammar wallaby) and Isoodon obesulus (southern brown bandicoot or quenda), under two 
key threats: the invasive predator, Vulpes vulpes (European red fox) and altered fire regimes. 
Management strategies for recovering mammals in several large protected areas in the region 
involve poison baiting for foxes, and active fire management to prevent too-frequent fires 
(controlled burning and other activities) as well as fire suppression when wildfires occur. Altered 
fire regimes result in declines in most species including T. vulpecula and I. obesulus, but some 
grazing species such as M. eugenii may benefit from food replenishment through grass growth and 
fruiting of small bushes following fires, therefore showing an increase following some types of fires 
(Christensen 1980). We used data from published and unpublished studies since the 1970s that 
recorded changes in target species abundance for:  (1) fox baiting; (2) fox threat without 
management; (3) fire management (suppression and prevention); and (4) fire threat without 
management (uncontrolled wildfires and changed fire regimes). We obtained the species decline 
probabilities under different management actions using the approach detailed in Tulloch, Chadès 
and Possingham (2013). We estimated costs of management based on expert elicitation (Bush 
Heritage Australia and the Department of Parks and Wildlife Australia) and information available in 
previous studies (see Appendix 2.4).  
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Results 
Scenario and sensitivity analysis 
In general, EVPI and EVSI vary with the relative budget (i.e. percentage of the total budget 
required for completely managing both threats) and threat probabilities (Figure 3.2). Both are zero 
at 0 and 100% relative budgets, and maximum between these extremes. Maximum EVSI for passive 
monitoring is close to zero in all scenarios for all values of relative budget. EVSI is significantly 
higher under experimental monitoring, achieving up to 54% of EVPI when monitoring one species 
and 76% when monitoring two species (Figure 3.2).  
 
When monitoring two species experimentally, certain combinations of decision parameters lead to 
low EVSI, indicating low benefit from monitoring (Figure 3.3). EVSI is zero when relative cost for 
managing one threat is very high and that for the other is very low, and threat probabilities are close 
to zero or one. Between these extremes, EVSI depends on the interaction between the variables. 
When threat probabilities are the same for all species and threats (scenario 1), EVSI decreases as 
the relative costs of managing the two threats become different. At intermediate and high budgets, 
EVSI is lower at high values of threat probabilities compared to at low values of threat 
probabilities, but this is not the case at low budgets. When there are differences in threat 
probabilities among threats (scenario 2), EVSI is low when the relative cost of managing a threat is 
low and the probability of that threat causing a decline is high and vice-versa (Figure 3.3). In this 
case, relative budget has little influence on EVSI because it is driven primarily by the interaction 
between cost and threat probability. When there are differences in threat probability among species, 
but not among threats (scenario 3), EVSI again decreases with increase in difference between 
relative costs of managing the two threats but it does not vary much in response to changing threat 
probabilities and relative budget. The same general patterns emerge when monitoring one species 
under the experimental approach, but EVSI is lower overall (Figure A2.1). Results presented here 
are for low values of background probability of decline (q = 0.01), essentially representing a closed 
system of species and threats. EVSI is negatively related to the background probability of decline, 
reducing to zero at very high values of qj. 
 
We also compared the performance of alternative experimental monitoring strategies under each 
scenario for relative budget fixed at 50% of the total budget required to completely manage both 
threats. The choice of best monitoring strategy changes with relative costs of managing threats and 
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threat probabilities (Figure 3.4). In scenarios 1 and 2, the benefits of experimentally monitoring any 
two of the three species are equal (i.e. equal EVSI) for all values of threat probability. Therefore, 
threat probability has no influence on the optimal strategy in these cases. However, the relative cost 
of management drives the choice of which threat to experimentally manage. In scenario 3, 
monitoring of different species provide different benefits (i.e. different EVSI). Here, threat 
probability drives the choice of which species to monitor and the cost of managing threats drives 
the choice of which threat to experimentally manage. Overall, EVSI is highest when there are 
differences in threat probability among threats (scenario 2). Selecting the best monitoring strategy, 
for instance in scenario 2 (Figure 3.4) the optimal strategy of monitoring species while 
experimentally managing threat 1 can result in a reduction of up to 0.18 expected number of species 
declining as opposed to monitoring while experimentally managing threat 2, the latter resulting in a 
reduction of up to 0.11 expected number of species declining. 
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Figure 3.2: Value of information (EVPI, EVSI) as relative budget increases. VOI (y-axis) 
expressed as the reduction in expected number of species declining and relative budget (x-axis) 
expressed as a percentage of the total budget required for completely managing both threats. 
Scenarios tested at fixed relative cost of managing threats (each 50% of total budget), low 
background probability of decline (0.01) and fixed threat probabilities (as specified in figure).  
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Figure 3.3: Benefit (EVSI) of experimentally monitoring two species. EVSI expressed as reduction 
in expected number of species declining under best monitoring strategy. Relative cost of managing 
threat 1 (x-axis), expressed as a percentage of the total budget required to completely manage both 
threats (relative cost for threat 2 decreases from 100 to 0% on x-axis). Threat probabilities (y-axis) 
i.e. probability of both threats causing declines in all species increases from 0 to 1 (scenario 1); 
relative probability of threat 1 causing declines in all three species increases from 0 to 1 and relative 
probability of threat 2 causing decline in all three species decreasing from 1 to 0 (scenario 2); 
probability of both threats causing declines increases from 0 to 1 for species 1, decreases from 1 to 
0 for species 3 and is fixed at 0.5 for species 2 (scenario 3). Scenarios tested at fixed relative 
budgets (as specified in figure) and low background probability of decline (0.01).  
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Figure 3.4: Performance of two species experimental monitoring strategies. Coloured lines indicate 
which species was/were monitored (as per legend). Solid lines indicate that the species was/were 
monitored under experimental management of threat 1 and dotted lines indicate that the species 
was/were monitored under experimental management of threat 2. EVSI (y-axis) expressed as the 
reduction in expected number of species declining. Threat probabilities (y-axis) i.e. probability of 
both threats causing declines in all species increases from 0 to 1 (scenario 1); relative probability of 
threat 1 causing declines in all three species increases from 0 to 1 and relative probability of threat 2 
causing decline in all three species decreasing from 1 to 0 (scenario 2); probability of both threats 
causing declines increases from 0 to 1 for species 1, decreases from 1 to 0 for species 3 and is fixed 
at 0.5 for species 2 (scenario 3). Scenarios tested at fixed relative budget (50% of total budget 
required to completely manage both threats), low background probability of decline (0.01), and 
fixed relative cost of managing threat 1 (as specified in figure). See Appendix 2.5 for corresponding 
figures at low and high relative budgets (Figure A2.2).
0
0.05
0.10
0.15
0.20
0
0.05
0.10
0.15
0.20
0 0.2 0.4 0.6 0.8 1
0
0.05
0.10
0.15
0.20
0 0.2 0.4 0.6 0.8 1
@ Medium budget (50%) 
Low$cost$of$$
managing$threat$1$$
E
V
S
I 
Threat probabilities 
High$cost$of$$
managing$threat$1$
Manage threat 1 
Manage threat 2 
Monitor species 1 & 2 
Monitor species 1 & 3 
Monitor species 2 & 3 
Monitoring strategy: 
Scenario 1: Homogeneous threats 
Scenario 2: Variability among threats 
Scenario 3: Variability among species 
 
 
 
 
56 
Case studies 
In the Pilbara case study, passive monitoring provides virtually no information for decision-making 
(Figure A2.3a in Appendix 2.5). When experimentally monitoring one species, M. lagotis is 
selected as the optimal species for all relative budget values. The optimal experiment changes from 
managing over-grazing to managing fire as the relative budget available for management increases 
beyond 60% of the total budget required to manage both threats completely. When experimentally 
monitoring two species, M. lagotis and D. hallucatus are optimal for all relative budget values, and 
managing grazing is the optimal experiment for all relative budget values.  
 
In the Fitz-Stirling case study, passive monitoring of one or two species and experimental 
monitoring of one species provide equally low benefit (Figure A2.3b). When experimentally 
monitoring one species, T. vulpecula is optimal at relative budget values close to 0 and 50%, but 
selection switches to I. obesulus between these values. When experimentally monitoring two 
species together, I. obesulus and T. vulpecula provide the highest benefit, and managing fire is the 
optimal experiment for all values of relative budget. Experimentally monitoring two species, 
namely I. obesulus and T. vulpecula, increases the maximum EVSI three-fold compared to other 
monitoring strategies (EVSI = 0.0581 expected reduction in number of species declining), which is 
comparable to the maximum EVPI (EVSI = 0.0664). 
 
Discussion 
Ecological systems faced with multiple threats are complex and managing them is challenged by 
uncertainties about the relationships between species, threats and actions (Evans, Possingham & 
Wilson 2011; Auerbach, Tulloch & Possingham 2014). Monitoring can obtain essential information 
for decision-making by reducing this uncertainty, but due to resource limitations, careful choices 
need to be made about what to monitor, or even whether to monitor, so that the information 
obtained is useful for selecting effective management actions (McDonald-Madden et al. 2010a; 
Runge, Converse & Lyons 2011; Wilson, Rhodes & Possingham 2015).  Here, we demonstrate the 
use of VOI to select species in multi-species, multi-threat systems for monitoring to inform threat 
management. We find that passive species monitoring, the most common form of conservation 
monitoring (Nichols & Williams 2006), actually provides very little information for management 
decision-making when the effects of threats are uncertain. Experimental monitoring (monitoring 
with experimentation to explicitly learn about threats) provides much greater benefit, but there is 
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rarely a single optimal species to monitor; the best choice of monitoring strategy depends on the 
parameters of the decision problem including the budget available for management, prior 
understanding of whether threats cause declines, and the relative cost of managing these threats.  
 
For managers interested in monitoring specifically to understand the effects of threat management 
actions for improved decision-making without running the risk of wasting resources, we find that 
passive species monitoring, the most common form of conservation monitoring (Nichols & 
Williams 2006), provides very little information about the effects of the threats on species (Fig. 
3.2). Experimental monitoring to explicitly learn about threats provides much greater benefits. For 
instance, in our Pilbara case study, passive monitoring does not help reduce species declines, but 
experimental monitoring of species can achieve up to 45% of the best possible management 
outcomes when uncertainty is eliminated (i.e. EVPI; Fig A2.3a). Taking a passive monitoring 
approach runs the risk of failing to identify the most important drivers of species decline, possibly 
leading to extinctions in the worst cases due to delayed management or inaction (e.g. the extinction 
of the Christmas Island Pipistrelle (Pipistrellus murrayi) (Martin et al. 2012; Lindenmayer, Piggott 
& Wintle 2013). Ultimately, when there is uncertainty regarding whether threats are causing 
declines, then monitoring species without experimentation is unlikely to resolve this uncertainty. 
 
In the simple simulated examples of multi-species, multi-threat systems undergoing management, 
the results are as expected and this provides a proof of concept for the use of our approach for 
evaluating monitoring choices (Fig. 3.4). These results provide useful insights for monitoring 
decision-making for complex systems. We learn that choice of the best monitoring strategy is 
driven by the interaction between all three decision parameters, the budget available for 
management, prior understanding of whether threats cause declines, and the relative cost of 
managing these threats. The baseline rates of decline reduce the overall VOI rather than varying the 
selected strategy. However, from the case studies we learn that the choice of the best monitoring 
strategy is not always intuitive (Fig. A2.3). Decisions that do not consider the range of responses of 
species to both threats, the costs of management actions, budget available for management and the 
baseline rates of decline will make ineffective monitoring and management choices. For instance, in 
the Pilbara case study, we find that the best species to monitor to inform grazing management was 
always M. lagotis (Fig A2.3a), and this species had the highest probability of decline under this 
threat (see Table A2.2). However, the species with the highest probability of decline due to 
increasing fire frequency, R. tunneyi, provides the lowest VOI regardless of which management 
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strategy was selected; and if selected instead of M. lagotis would result in up to 30% loss of VOI. In 
the Fitz-Stirling, the optimal single species to monitor to inform fire management switched from T. 
vulpecula to I. obesulus as the budget changed, despite I. obesulus having the lowest probability of 
declines under fire (Fig. A2.3b). It is in these cases that an objective and transparent method for 
combining multiple sources of information to evaluate monitoring strategies proves invaluable and 
provides a marked improvement over ad-hoc methods. 
 
Even with experimental monitoring, an improvement in management outcomes may not always be 
realised, resulting in low VOI. This may occur when uncertainty is already low and there is little to 
learn (Canessa et al. 2015) such as when the prior threat probabilities are close to zero or one 
(Figure 3.3). Secondly, VOI is low when the optimal management action is clear even with 
uncertainty (Maxwell 2015) such as when the most effective strategy is also the cheapest or when 
one management action is much more cost effective than the other under our prior understanding of 
the system (Figure 3.3). This is also observed at low budgets when management options are limited 
and so the best decision is clear even with uncertainty (Figure 3.2). Thirdly, when the management 
actions are similarly cost effective, it matters little which management action is chosen and VOI is 
low (Pannell 2006). This occurs when the threat with the highest prior probability of causing a 
decline is the most expensive to manage and the threat with the lowest prior probability of causing a 
decline is the cheapest to manage (Figure 3.3). Additionally, at very high budgets we can manage 
all threats so the difference in benefits of alternative management actions is small, leading to low 
VOI (Figure 3.2). Finally, when the prior probability of decline due to causes other than the threats 
being managed is high, VOI is also low because both management strategies are equally ineffective 
and so it matters little which threat is managed. These results highlight the critical importance of 
considering the decision context for monitoring species and provide some simple principles for 
guiding monitoring effort in multi-species, multi-threat systems. 
 
Our VOI approach could help managers identify situations where monitoring may or may not 
improve our ability to distinguish among the effectiveness of alternative management actions. 
When monitoring does not improve management outcomes, a manager may forego monitoring 
altogether, investing directly in management actions instead (McDonald-Madden et al. 2010a). 
However, when monitoring does improve outcomes, managers will need to choose amongst 
appropriate monitoring designs by weighing the relative costs and benefits of experimental against 
passive approaches. Since passive monitoring provides low benefit for decision-making, the 
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decision is rather about whether to monitor experimentally or not at all. This entails factoring the 
cost of monitoring different species and experimental manipulations to discern cost-effective 
monitoring strategies. Selecting for the optimal monitoring strategy in some cases can result in up 
to 6% reduction in expected number of species declining (scenario 2 in Figure 3.4) and as opposed 
to sub-optimal strategies could result in a 2% gain in outcomes. Although these percentages may 
seem small, a difference of saving two species can be crucial when managing multiple critically 
endangered and threatened species or ecosystems, e.g. conservation of biodiversity in the Trans-
Himalayan region or Great Barrier Reef (Mishra et al. 2010, Hedge et al. 2017). Moreover, 
translating the benefits of monitoring strategies (EVSI) into a financial value and comparing these 
to the cost of monitoring would allow managers to better assess the trade-offs between information 
gain and direct management actions (Maxwell et al. 2015).  
 
While our model representation of a multi-species, multi-threat system allows the problem to be 
tractable by capturing the main features of the system, we are often interested in larger systems, 
with greater numbers of species and threats (Chadès et al. 2015). An important challenge therefore 
is to expand the approach to larger systems. Considering groups of species instead of individual 
species, where each group comprises species with similar responses to threats, could be one way 
forward. For example, species belonging to a specific guild offers one possible solution to this 
approach (Carwardine et al. 2012; Firn et al. 2015). This could be implemented as a multi-tiered 
VOI analysis, selecting among groups and then species within groups. Another constraint is that, for 
simplicity, we did not account for dependencies among species and threats. In many cases, threats 
will not be independent and species responses to threats may also not be independent (Brook, Sodhi 
& Bradshaw 2008). For example, in the Fitz-Stirling case study, animals that survive ﬁre may 
subsequently perish because of increased predation from foxes due to lack of vegetation cover and 
limited shelter (Russell, Smith & Augee 2003). This means that if threats are correlated, monitoring 
a single species might provide information on the influence of multiple threats and/or response of 
multiple species. Such interactions, if considered, could increase the value of monitoring a species 
and also lead to improved selection of indicator species for management decision-making (see 
Tulloch, Chadès & Possingham 2013).  
 
Our assumption of perfect detection of species declines is an approximation as we can rarely 
monitor the state of an ecological system perfectly (Regan, Chadès & Possingham 2011). Optimal 
management decisions, in turn, depend on the ability to correctly detect system states or trends; here 
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species declines (Field et al. 2005; Wilson, Rhodes & Possingham 2015). Nonetheless, we expect 
our general rules for species selection to hold if species’ relative detection rates remain the same, 
although reduced detection will lower the overall VOI. If detection rates are significantly different 
among the species then we may need to account for observation error by incorporating Type I and 
Type II errors into the VOI formulation (Field et al. 2004; Rhodes et al. 2006; Wilson, Rhodes & 
Possingham 2015) or by using partially observable Markov decision processes that look for optimal 
solutions using observation probabilities and allow dynamic updating of the probabilities over time 
(Chadès et al. 2008; Littman 2009).  
 
Throughout this chapter the assumption is that monitoring is free, or at least much smaller in cost 
than the management. However, managers often face the practical dilemma of whether to allocate 
limited funds to on-ground management actions, or whether to collect more information to better 
inform management decision (McDonald-Madden et al. 2011). For designing efficient and effective 
monitoring strategies for complex systems under conditions of management (financial) constraints 
requires accounting for the (relative) costs of monitoring as well. This presents the obvious need to 
assess tradeoffs between resources allocated to monitoring and to actual management interventions. 
The general problem is well represented in the adaptive management literature, which explicitly 
balances both short-term management gains and a desire to learn in order to achieve optimal long-
term management outcomes (Holling 1978; Walters & Holling 1990; Walters & Green 1997; 
Hauser & Possingham 2008). Embedding VOI within an (active) adaptive management framework 
could provide a way forward for examining the trade-off between learning and management when 
there is uncertainty about how the system operates (Lyons et al. 2008; McDonald-Madden et al. 
2010b). Other approaches such as Partially Observable Markov Decision Processes have been 
applied to prioritise management and survey effort (Chadès et al. 2008; Chadès et al. 2011). 
Although extending the VOI approach for multi-species, multi-threat systems to address this 
fundamental competition for limited resources would, of course, greatly increase the complexity of 
the analyses; it is a necessary next-step for developing more holistic approaches for monitoring 
biodiversity. Finally, systems and decision problems are dynamic, implying that monitoring choices 
may change within the course of a management program. Using the VOI approach within an 
adaptive management framework could provide optimal monitoring (and management) solutions 
for dynamic decision-making processes (Williams, Eaton & Breininger 2011). 
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Prioritising monitoring actions is a crucial step for management decision-making as it lays the 
foundation for future activities and decisions. We have used the VOI approach here to compare the 
value of passive and experimental monitoring of species for informing complex decisions about 
multiple threat management when multiple species are at stake.  
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Chapter four – Uncertainty and the value of information for threat 
management 
 
Abstract  
Monitoring is often framed from the point of view of reducing uncertainty, but a reduction in 
uncertainty is only valuable from a management point of view if it improves management decisions. 
We currently have limited understanding on how prior information on the management 
effectiveness of alternative threat reduction actions interacts with uncertainty regarding 
management effectiveness to determine the value of learning for threat management. In this study, 
we demonstrate the use of VOI analysis to establish the value of monitoring to resolve uncertainty 
regarding the effect of management on different threats and select optimal monitoring strategies that 
improve biodiversity outcomes. We also establish some rules regarding how managers can choose 
the best monitoring strategy in multi-threat systems to help make effective decisions for threat 
management. We find that, for a given threat, the value of monitoring to inform management (i.e. 
whether to monitor or not) depends on the difference in the expected benefit of managing the 
threats and the uncertainty in the benefit of managing a threat. If monitoring is found to be 
beneficial, the choice of the best monitoring strategy to inform management depends on the 
uncertainty in the benefit of managing the threats. We illustrate the utility of the approach using a 
case study from Western Australia.  
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Introduction 
A fundamental reason for monitoring is to reduce uncertainty regarding the state of an ecosystem 
and how it functions, and to inform management of that ecosystem (Lyons et al. 2008; Possingham 
et al. 2012). Monitoring plays a crucial role of providing the information necessary for choosing 
between alternative management actions, or choosing how much effort to expend in any one action, 
but given the limited resources in conservation (McCarthy et al. 2012), it should be designed to 
provide the maximum benefit for management per dollar spent (Nichols & Williams 2006; Mace & 
Baillie 2007). However, different species respond to different threats and their management, 
making decisions about which threat management actions to enact first highly uncertain (Regan et 
al. 2005; Auerbach, Tulloch & Possingham 2014). Although monitoring is often framed from the 
point of view of reducing uncertainty, a reduction in uncertainty is only valuable from a 
management point of view if it improves management decisions (Runge, Converse & Lyons 2011; 
Maxwell et al. 2015). The benefits of monitoring different threats to reduce uncertainty will likely 
depend not only on the level of uncertainty present, but also on the prior belief in the effectiveness 
of alternative threat reduction activities. Managers therefore need to understand the expected 
consequences of alternative threat reduction activities as well as the role of uncertainty in 
influencing their decisions, both for monitoring and managing biodiversity (Regan et al. 2005). Yet, 
little attention has been paid to understanding how these different aspects determine the best 
monitoring strategies. 
 
Several sources of uncertainty influence biodiversity conservation and management decisions 
(Williams 2001; Regan, Colyvan & Burgman 2002). These include environmental variation, 
structural uncertainty regarding the underlying biological mechanisms responsible for observed 
patterns, sampling variation, bias in the monitoring techniques and partial observation (Williams 
2001). All these can limit a manager's ability to make informed management decisions, and 
resource constraints mean that there is a limit as to how much uncertainty can be resolved (Canessa 
et al. 2015). At the same time, failing to acknowledge and treat sources of uncertainty can lead to 
poor management decisions (Regan et al. 2005). For effective management decision-making, 
monitoring needs to identify and, if possible, resolve the key uncertainties that may impede 
progress toward management objectives (Nichols & Williams 2006; Lyons et al. 2008). Value of 
information (VOI) is a useful approach to identify the best way to collect new data to resolve 
uncertainty for decision-making (Howard 1966; Runge, Converse & Lyons 2011). Studies have 
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demonstrated the use of VOI to assess the benefit of resolving uncertainty for sustainable land-
management practices in agriculture (under uncertainty regarding system state; Pannell & Glenn 
2000), managing declining populations (under structural and parametric uncertainty; Maxwell et al. 
2015), and reintroducing endangered species (under parametric uncertainty; Canessa et al. 2015). 
However, similar studies to estimate the benefit of identifying and resolving key uncertainties when 
managing multiple threats for multiple species are limited (see chapter three).  
 
The benefit of gaining additional information to improve management decisions is not only driven 
by the amount of uncertainty in the system state or process, but also by the decision context (see 
chapter three). This includes the nature of the decision, the management objectives, the 
uncertainties about how the system responds to management, and the potential for monitoring 
information to improve future outcomes (Lyons et al. 2008). For example, Maxwell et al. (2015) 
show that uncertainties in survival and fecundity rates, or in the processes that lead to population 
declines, are of limited consequence for managing a declining koala population. In other words, 
resolving these uncertainties does not result in a more effective management strategy. Instead, 
monitoring decisions to inform management of koalas are driven by differences in the prior belief in 
the cost efficiency of management actions – actions with low cost-effectiveness (e.g. habitat 
restoration) have lower value of monitoring, as learning about their effect on koala mortality does 
not change the management decision to invest in preventing vehicle collisions or dog attacks. 
 
In this chapter, we demonstrate the use of VOI analysis to establish the value of monitoring to 
resolve uncertainty regarding the effect of management on different threats, and to select optimal 
monitoring strategies that improve management decisions. Specifically, we quantify how the value 
of monitoring to inform the management of multiple threats is influenced by: (1) differences in the 
prior belief of the benefits of managing alternative threats; and (2) uncertainty in the effectiveness 
of alternative management actions. We also establish general rules regarding how managers can 
choose the best monitoring strategy in multi-threat systems to help make effective decisions for 
threat management. We illustrate the utility of our approach for real-world conservation decisions 
using a case study from Western Australia. 
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Methods 
In the following sections, we explain the study system, the management decision problem and the 
VOI method. We then describe the case study application. See Appendix 3.1 for a complete list of 
parameter notations used in the VOI analysis. 
 
Model of one-species two-threat system 
We considered a system in which a species is declining due to the impact of two threats. A manager 
wants to increase the abundance of this species by managing the threats present in the system. 
Working with limited resources, she must choose the optimal threat to manage but she is unsure of 
the effectiveness of the actions to manage each threat. To inform her decision, she decides to 
monitor the effect of management on the species but resource constraints do not allow her to 
monitor the effectiveness of both actions. Therefore, she needs to know whether monitoring will 
help inform and improve management decisions in the future and if so, she must then choose which 
action to monitor to provide the maximum benefit.  
 
To formulate this problem mathematically, we considered one species that is impacted by two 
threats, ( ∈ 1,2 . We model the population dynamics of the species using a geometric growth 
model with constant growth rate, 
 QRS1 = TQR	,          Eqn 4.1 
 
where Nt and Nt+1 are total abundances at times t and t + 1 and T is the rate of increase of the 
population. We assume that the population is undergoing exponential growth and that managing 
each threat increases population growth rate additively such that 
 T	 = UVSWEDESWXDX,         Eqn 4.2 
 
where r the growth rate in the absence of threat management, βi is the change in growth rate per unit 
of investment in managing threat i, and mi is the investment in managing threat i. We assume m1 
and m2 to be one-off decisions and as such we did not explicitly consider a time component in the 
model. Therefore, we expect that different points in the management time horizon will have 
different optimal decisions and different priors.  
 
 
 
 
67 
The decision problem 
We assumed that the management objective was to maximise species abundance. We considered a 
limited budget, B, available for managing the threats, all of which is spent completely when a 
decision is made, therefore, 5 = 41 +42. We defined the objective function as the log of the 
abundance of the species after management so as to make the objective function a linear sum of 
terms: 
 ? 41,42 = ln TQR = P + Z141 + Z242 + [\ QR 	. 
           Eqn 4.3 
We assumed we know the current population size and growth rate in the absence of management, 
such that we know the value of the constant, ] = P + [\ QR . Since		42 = 5 −41, the decision 
problem becomes finding the value of m1 that maximises equation 4.3, 
 maxDE ? 41 = ] +maxDE Z141 + Z2 5 −41 . 
           Eqn 4.4 
 
As shown in Appendix 3.2, equation 4.4 can be rewritten as 
 maxDE ? 41 = ] + 52 Z1 + Z2 + Z1 − Z2 	 . 
           Eqn 4.5 
We assumed there is uncertainty in the system regarding the effectiveness of the management 
actions, i.e. in the change in the growth rate per unit of investment in managing each threat, βi. We 
also assumed that monitoring could eliminate uncertainty associated with only one of the βi. In this 
study, monitoring βi implies monitoring the effect of threat i on population growth rate of the 
species. However, for the unmonitored βi, we continue to be uncertain about the effect of 
management on the growth rate. In this case, βi is normally distributed with mean µi and variance 
σ2i. Given equation 4.5, and the underlying assumption of linearity between investment in 
management and the gains from management, the optimal decision is to invest the entire budget in 
the management action that maximises the expected objective function, with the expectation taken 
over the prior distributions of βi (see Appendix 3.2). 
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Value of information 
Value of information (VOI) analysis is decision analysis approach that evaluates the benefits of 
collecting additional information to reduce or eliminate uncertainty in a specific decision-making 
context (Raiffa & Schlaifer 1961; Yokota & Thompson 2004). Here, we use VOI to establish the 
benefit of taking different monitoring strategies to resolve uncertainty regarding the effectiveness of 
management actions. The results of the VOI are then used to select those strategies that most 
improve management outcomes. 
 
Expected value of perfect information 
The expected value of perfect information (EVPI) provides the upper bound on the VOI and is the 
expected beneﬁt of eliminating uncertainty entirely. This is the difference between the optimal 
expected outcome (based on the objective function) given perfect information and the optimal 
expected outcome given only the prior information (Yokota 2004). Hence, EVPI = 	c maxDE ? 41 − maxDE c ? 41 . 
           Eqn 4.6 
The expected benefit in the face of uncertainty given prior information only is maxDE c ? 41 = ] + 52 d1 + d2 + d1 − d2  
           Eqn 4.7 
where µ1 and µ2 are the expected values of β1 and β2, i.e. expected benefit of managing threat 1 and 
2, respectively. The expected benefit of taking action with uncertainty resolved is c maxDE ? 41 = ] + 52 c Z1 + c Z2 + c Z1 − Z2 . 
           Eqn 4.8 
Since βi is normally distributed with mean µi and variance e*2, Z1 − Z2  has a folded normal 
distribution with mean, d such that 
d = f 2g UhiX 2jX − kerf −kf 2 , 
           Eqn 4.9 
where k = d1 − d2 represents the difference in expected effectiveness of managing the two threats, 
and f = e12 + e22. Therefore,  
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EVPI = 52 d − k . 
           Eqn 4.10 
In our model, EVPI is expressed as the log of the ratio of population abundance, N, with perfect 
information and the population abundance with prior information. Therefore EVPI is unit-less. For 
a more meaningful measure of the EVPI, we can express it as an exponential such that, exp(EVPI) 
is a measure of the proportional increase in expected population abundance as a result of gaining 
perfect information. 
 
Expected value of partial information 
The partial EVPI (EVXI) is the value of resolving uncertainty in one or more isolated components 
of the system (Yokota 2004). In our model system, we assume we can perfectly monitor the effect 
of one out of the two management actions, say β1, thereby resolving all associated uncertainty, σ12. 
We acknowledge that perfect monitoring is unrealistic, however for the purpose of illustrating the 
EVXI we must assume the elimination of uncertainty regarding certain inputs in the model, in this 
case βi (Yokota & Thompson 2004). We therefore assume that this can be achieved by means of an 
experiment, e.g. controlled burning or predation. However we do not consider a management 
budget for allocation towards the experiment in this model. We use the terminology ‘monitoring βi’ 
or ‘monitoring threat’ as shorthand for ‘monitoring the effect of managing threat i on population 
growth rate of the species’. In this case >?l@W1 = 	cWE maxDE cWX ? 41 − maxDE cWE,WX ? 41  
           Eqn 4.11 
where cmEis the expectation taken over the prior distribution of β1, cmE,mX is the expectation taken 
over the prior distribution of the βis and cmXis the expectation taken over the prior distribution of β2. 
The expected benefit after resolving all uncertainty regarding β1 is  cWE maxDE cWX ? 41 = ] + 52 	 d1 + d2 + cWE Z1 − d2 . 
           Eqn 4.12 
Since Z1 is observed and therefore constant, Z1 − d2~Q d1 − d2, e12  and Z1 − d2  is a folded 
normal with mean, dW1 such that  
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dW1 = e1 2g UhiX 2oEX − kerf −ke1 2 , 
           Eqn 4.13 
where k = d1 − d2. The second term is the same as that for EVPI (equation 4.6), therefore  >?l@W1 = 52 dW1 − k . 
           Eqn 4.14 
As in the case of the EVPI, the EVXI is also unit-less and exp(EVSI) represents a measure of the 
proportional increase in expected population abundance as a result of gaining partial information. 
We can similarly derive the expression for >?l@W2 and dWE under the assumption that we can 
monitor β2 perfectly. For detailed EVPI and EVXI equations and their derivations, see Appendix 
3.2. 
 
Benefit of monitoring different management actions 
We can also evaluate which action was more beneficial to monitor. To do so, we derived an 
expression for the difference in the EVXI of monitoring the effect of management on the two 
threats EVXIWE − EVXIWX = 52 dWE − dWX , 
           Eqn 4.15 
where EVXIWEis the expected value of perfectly observing the increase in growth rate per unit of 
investment in managing threat 1 (Z1), EVXIWX is the expected value of perfectly observing the 
increase in growth rate per unit of investment in managing threat 2 (Z2), dWE is the mean of the 
folded normal variable Z1 − d2  after having observed Z1 and dWX is the mean of the folded normal 
variable d1 − Z2  after having observed Z2. Using a fixed value for budget, B and ranges of values 
for the three parameters (Table A3.2 in Appendix 3.3): the difference in expected benefit of 
managing the two threats (w), uncertainty in benefit of managing threat 1 (σ12), and uncertainty in 
benefit of managing threat 2 (σ22), we evaluated equation 4.15 to identify regions in parameter 
space where the difference in EVXI is close to zero, positive or negative. Values within a certain 
distance of zero (±0.0001) were classified as close to zero.  
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To assess whether monitoring was beneficial, we estimated the EVXI of monitoring the effect of a 
management action on a threat (henceforth referred to as ‘EVXI of threat’). When the EVXI of both 
threats was very low (< 0.01) monitoring is unlikely to be beneficial whichever threat is monitored. 
When the EVXI of either threat was high (≥0.01), we identified the best monitoring strategy based 
on the difference in EVXI of the two threats. In this case, when the EVXI of each threat is equal, 
monitoring either threat provides the same benefit; a positive difference implies that monitoring the 
effect of managing threat 1 provides the greater benefit; and negative difference implies that 
monitoring the effect of managing threat 2 provides the greater benefit. Therefore, under 
constrained resources that only allow monitoring up to one action, we identified the parameter 
spaces where we should adopt the following alternative strategies: (1) do not monitor; (2) monitor 
either of the two threats; (3) monitor threat 1 only; and (4) monitor threat 2 only. In this way, we 
compared the benefit of monitoring the effectiveness of the two management actions, for one threat 
versus the other, and identified the better monitoring strategy. See Appendix 3.3 for derivation of 
equation 4.15 and further details on the four monitoring strategies.  
 
Using the above approach, we explored how the EVXI for a given level of uncertainty changes with 
expected difference in effectiveness of management actions and vice versa; and how this 
information impacted monitoring decisions for the one-species, two-threat system.  We used 
MATLAB Version R2015b (Mathworks 1984–2015)] to estimate EVPI and EVXI. 
 
Multiple species systems: Fitz-Stirling case study 
To account for multiple species, ! ∈ 	 1,2, . . \ , that are potentially impacted by two threats, ( ∈1,2 , we specified the objective function as the log of the expected geometric mean population 
abundance to obtain a linear sum of terms, and sought to maximise that geometric mean, where ? 41,42 = P+ + Z1+41 + Z2+42 + [\ Q+,R\q+<1 	
           Eqn 4.16 
where rj is the growth rate for species j in the absence of management, mi is the investment in 
managing threat i, Z*+ is the increase in growth rate of a species, j per unit of investment in 
managing threat i, Nj,t is the total abundance for species j at time t and n is the total number of 
species. We use the geometric mean to penalise cases where a species reduces to very low 
abundance, which the arithmetic mean does not do. In this case,  
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>?-@	 = 	 r2q d − k  and 
           Eqn 4.17 
d = 2 e12 + e22g Uh sEhsX X2 oEXSoXX − d1 − d2 UPF − d1 − d22 e12 + e22  
           Eqn 4.18 
where µ1 and µ2 are prior expected benefit of managing threat 1 and threat 2 for all n species, 
respectively; σ12 and σ22 are the uncertainties in benefit of managing threat 1 and threat 2 for all n 
species, respectively. w represents the difference in expected effectiveness of managing threat 1 and 
2 for all n species. The value of monitoring β1 perfectly, i.e. monitoring the effect of managing 
threat 1 on the species, can be expressed as  >?l@W1 = 	 52\ dW1 − k  
           Eqn 4.19 
where  
dW1 = 2 e12g Uh sEhsX X 2 oEX − d1 − d2 UPF − d1 − d22 e12  
           Eqn 4.20 
and here, exp(EVXI) is a measure of the proportional increase in the expected geometric mean 
population abundance of species ! ∈ 	 1,2, . . \  and is unit-less. Here, it represents a measure of the 
proportional increase in the geometric mean of abundances. Appendix 3.4 provides detailed EVPI 
and EVXI equations for the n-species, 2-threat system. Additionally, Appendix 3.5 provides the 
formulation for monitoring the effect of management on growth rates of a subset of the species in 
the n-species, 2-threat system to represent more realistic decision scenarios. 
 
Our case study was based in Western Australia, in an internationally recognised global biodiversity 
hotspot, the Fitz-Stirling – fragmented remnant patches of woodland and heathland in agricultural 
land stretching 70km from the Stirling Ranges to Fitzgerald River National Parks in southwestern 
Australia. We considered three target species: Trichosurus vulpecula (western brushtail possum), 
Macropus eugenii (tammar wallaby) and Isoodon obesulus (southern brown bandicoot or quenda), 
under two key threats: the invasive predator, Vulpes vulpes (European red fox) and altered fire 
regimes. Management strategies for recovering mammals in several large protected areas in the 
region involve poison baiting for foxes, and active fire management to prevent too-frequent fires 
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(controlled burning and other activities) as well as fire suppression when wildfires occur. Altered 
fire regimes result in declines in most species including T. vulpecula and I. obesulus, but some 
grazing species such as M. eugenii may benefit from food replenishment through grass growth and 
fruiting of small bushes following fires, therefore showing an increase in abundance following 
some types of fires (Christensen 1980). We used data from published and unpublished studies since 
the 1970s that recorded changes in target species abundance under: (1) fox baiting; (2) fox threat 
without management; (3) fire management (suppression and prevention); and (4) fire threat without 
management (uncontrolled wildfires and changed fire regimes). We obtained information on 
species abundances for consecutive years to estimate the growth rates using the approach detailed in 
Tulloch, Chadès and Possingham (2013). Data used for the case study are presented in Appendix 
3.6. 
 
Using a three-species, two-threat system represented by the case study, we addressed the same 
questions as for the one-species, two-threat system. Specifically, we estimated the EVXI of 
monitoring the effect of management actions for each threat to establish whether monitoring was 
beneficial for threat management. We then evaluated how the EVXI for each threat changed with 
the prior expected benefit of managing the threat and the uncertainty in its management 
effectiveness. Finally, we identified best monitoring strategies for the management of one or more 
species.  
 
Results  
The EVXI of monitoring the effect of managing threat i (referred to as the ‘EVXI of threat’) for a 
given species depends on the interaction between the difference in the prior expected benefit of 
managing the two threats, w (w = µ1 – µ2) and the uncertainty regarding the benefit of managing 
that threat, σi2 (Figure 4.1a). In general, EVXI of threat i increased with σi2 and decreased as w 
became larger (positive or negative). For any given level of uncertainty, σi2, the EVXI increased as 
w approaches zero and was maximum when w was equal to zero i.e. when the prior belief was that 
management had the same effect on the two threats (Figure 4.1b). For any given difference in the 
expected benefit, w, the maximum EVXI was observed at high σi2 (Figure 4.1c). More generally, 
the EVXI of a threat was an increasing function of the uncertainty in the benefit of managing that 
threat (see Appendix 3.7 for proof). 
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Figure 4.1: (a) EVXI of monitoring the effect of managing threat i plotted against uncertainty in 
benefit of managing threat i, σi2 (x-axis) and difference in expected benefit of managing the threats, 
w (y-axis). EVXI (z-axis) is expressed as the log of the ratio of population abundance for a given 
species with new information and the population abundance for the species with prior information; 
and it is therefore unit-less. See Figure A3.2 in appendix 3.8 for the corresponding EVPI figure. For 
the purpose of graphical representation, we scaled up cross sections of plot (a) such that panel (b) 
represents a cross section of plot (a) at fixed values of σi2; and panel (c) represents a cross section of 
plot (a) at fixed values of w. Plot generated at fixed value for budget, B = 10.   
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Figure 4.2: Plot showing best monitoring strategies according to regions in parameter space defined 
by w, σ12 and σ22, and at fixed budget (B=10). Region specified by the points (in red along the 
diagonal place and in green at low values of uncertainty) indicate corresponding parameter values 
for w, σ12 and σ22 where EVXI difference for monitoring the effect of management on threat 1 and 
threat 2 is zero. Regions where EVXI difference is positive and negative lie to the right (i.e. monitor 
threat 1 only) and left (monitor threat 2 only), respectively, of the region indicated by the points. In 
the above figure, ‘monitor threat’ implies monitor the effect of management on the threat. See 
Figure A3.3 in appendix 3.8 for magnified cross sections of this figure at fixed values for one of the 
three parameters.  
 
 
By plotting the difference in the EVXI of the two threats in the parameter space for a given budget, 
we clearly see four regions corresponding to the four different monitoring strategies: do not 
monitor, monitor either of the two threats, monitor threat 1 only, and monitor threat 2 only (Figure 
4.2). We found that the difference in EVXI was zero either when the EVXI for monitoring each 
threat was low (≤0.01) or for some cases (see below) when the EVXI for each threat was high 
(≥0.01) (depicted in green and by the diagonal plane in red in Figure 4.2, respectively). However, 
each region implies a different monitoring strategy, i.e. do not monitor any threats (green) and 
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monitor either of the two threats (red). The former strategy (do not monitor) was selected when the 
difference in the expected benefit of managing threats was large and the uncertainty in benefit of 
management for each threat was small. The latter strategy (monitor either threat) was selected when 
the uncertainties in the benefit of managing threat 1 and threat 2 were equal. The EVXI for each 
threat was also high (≥0.01) outside of these regions. Here, the monitor threat 1 only strategy was 
selected when the difference in EVXI was positive. This implied that the uncertainty in the benefit 
of managing threat 1 was greater than that for threat 2; therefore monitoring threat 1 provided 
greater benefit for management. Conversely, the monitor threat 2 only strategy was selected when 
uncertainty in the benefit of managing threat 2 was greater than that for threat 1. 
 
When considering multiple species as in the Fitz-Stirling case study, the choice of the best 
monitoring strategy follows the general trends described above, but changes with the species 
considered in the decision problem (Figure 4.3). When only considering one species, M. eugenii, 
the EVXI for fire management was higher than that for fox management, however the overall 
benefit of monitoring to evaluate management effectiveness for either threat was low for this 
species. In contrast, EVXI for fox management was higher than that for fire management in the case 
of I. obesulus or T. vulpecula. When considering pairs of species, the EVXI of fire management 
was marginally higher than that for fox management for pairs including M. eugenii, however, as 
seen before, EVXI across the threats was low for these pairs. Again, the EVXI for fox management 
was higher when considering I. obesulus and T. vulpecula together. When considering all three 
species, EVXI across threats was low and EVXI for fire management was higher compared to that 
for fox management. These results were also illustrated by plotting the species in the parameter 
space defined by w, σ12 and σ22 (Figure 4.4). Point estimates for the difference in the expected 
benefit of managing the two threats, w, for I. obesulus as well as for T. vulpecula were close to the 
boundary, defined by equal uncertainty in management effectiveness for each threat, beyond which 
the selected monitoring strategy switches, i.e. from ‘monitor foxes only’ to ‘monitor fire only’ 
(Figures 4.4a and 4.4b, respectively). On the other hand, point estimates for w for M. eugenii and 
when considering all three species together, is located away from the boundaries representing a 
switch in monitoring strategies (Figures 4.4c and 4.4d, respectively).  
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Figure 4.3: Comparing the EVXI of monitoring the effect of managing foxes versus monitoring the 
effect of managing fire for each species separately, for each pair of species and for all three species 
together (see species listed along x-axis) for the Fitz-Stirling. EVXI (y-axis) is expressed as the log 
of the ratio of population abundance with new information and the population abundance with prior 
information; and it is therefore unit-less. In case of multiple species, we consider the expected 
geometric mean population abundance. For a more meaningful measure of the EVPI, we can 
consider exp(EVXI) which represents the proportional increase in expected population abundance 
as a result of gaining information. In this figure, ‘monitor foxes’ and ‘monitor fire’ imply 
monitoring the effect of management on foxes and fires, respectively. See Appendices 3.6 and 3.8 
for parameter values used in the analysis (Table A3.4, Figure A3.4) and the corresponding EVXI 
values (Table A3.5), respectively.  
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Figure 4.4: Selected monitoring strategies for the Fitz-Stirling case study. Black markers show 
point estimates for w in relation to the parameter space used to define the optimal monitoring 
strategy for the individual species in (a), (b) and (c); and for all three species when considered 
together in (d). Values for difference in expected benefit of managing threats (w) were fixed as per 
case study data (specified above each plot) and budget was fixed at 10. In the above figure, w = µ1 - 
µ2 where µ1 represents the expected benefit of managing foxes and µ2 represents the expected 
benefit of managing fire. ‘Monitor foxes’ and ‘monitor fire’ imply monitoring the effect of 
management on foxes and fires, respectively. See Appendix 3.8 for corresponding plots at fixed 
values (as per case study data) for uncertainty in benefit of managing foxes (σ12) and for uncertainty 
in benefit of managing fire (σ22) (Figure A3.5 and A3.6). 
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Discussion 
Managers usually have some prior knowledge regarding the effectiveness of alternative threat 
management actions (e.g. an expected change in growth rate of a species due to mitigation of a 
threat), but this information is often uncertain (Evans, Possingham & Wilson 2011). Here, we 
demonstrate the use of VOI analysis to identify monitoring strategies that inform decisions about 
multiple threat management strategies when knowledge regarding the effectiveness of management 
actions is uncertain. We find that, for a given threat, the value of monitoring to inform management 
(i.e. whether to monitor threat mitigation or not) depends on the difference in the prior expected 
benefit of managing the two threats and the uncertainty in the benefit of managing the threat. 
Importantly, in cases where monitoring is found to be beneficial, the choice of the best monitoring 
strategy to depends only on the uncertainty in the benefit of managing the threats.  
 
In a one-species, two-threat system, the value of monitoring to learn about the effect of managing a 
threat (EVXI) is determined by the uncertainty in management effectiveness and the difference in 
the management effectiveness for the two threats (Figure 4.1). Interestingly, uncertainty in growth 
rate of species in the absence of management does not affect the EVXI because it drops out of the 
VOI equations (see equations 4.10 and 4.14). As expected, EVXI increases with the uncertainty in 
the effect of management on that threat (Appendix 3.7). However, the influence of uncertainty on 
the EVXI varies according to the prior knowledge on the difference in management effectiveness 
for the two threats. Specifically, uncertainty has a stronger influence on the value of monitoring (i.e. 
leads to higher EVXI) when management actions for each threat result in similar changes in the 
growth rates of the target species, as compared to when actions have significantly different effects 
on the growth rates. It therefore follows that the EVXI is highest when both actions have a similar 
effect on species’ growth rate. This is because, in these cases, we are less certain about which 
management action is more likely to change the growth rate of the species; and so we are unsure of 
which threat to manage. For example, in our three-species two-threat system, given differences in 
the relative uncertainty in the effect of managing foxes (σi2 = 0.4675 for I. obesulus and σi2 = 0.2543 
for M. eugenii), EVXI for fox management is higher for I. obesulus (EVXI = 2.4868) than for M. 
eugenii (EVXI = 0). This is because the expected prior benefit of managing foxes and fire for I. 
obesulus is similar (1.0729 and 1.0233, respectively) compared to M. eugenii (0.9476 and 3.7752, 
respectively). The EVXI for I. obesulus for fox management (EVXI = 2.4868) can be interpreted in 
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terms of its exponential i.e. proportional increase of 12 in expected population abundance as a result 
of gaining information. 
 
In some situations managers may choose not to implement any monitoring, thereby averting the risk 
of wasting time, effort and resources when monitoring is not warranted for decision-making 
(McDonald-Madden et al. 2010a). For managing multiple threats, we found this to be the case when 
the difference in the prior expected benefit of managing threats was large and the uncertainty in 
benefit of management for each threat was small (Figure 4.2). This is because, in these situations, 
the decision regarding which action to implement (i.e. which threat to manage) is intuitive and the 
manager should choose the action that leads to better management outcomes based on prior 
knowledge. For cases where monitoring is found to be beneficial for management decision-making 
(i.e. EVXI for each threat ≥0.01), the choice of best monitoring strategy to learn about management 
effectiveness is determined only by the uncertainty in the benefit of alternate threat management 
actions (Figure 4.2). When we are equally uncertain about the effect of management on the two 
threats, the choice of the strategy is not important as we can monitor either (see Appendix 3.3). 
However, when the uncertainty in the effect of management on the two threats is unequal, 
monitoring the effect of management on the threat with the greater uncertainty always provides 
higher benefit. This implies that monitoring need not always target threats and management actions 
with the highest perceived impacts on biodiversity. 
 
The general patterns of which threat to monitor when uncertainty in management effectiveness 
varies are clearly demonstrated by the case study when considering one, two or three species for 
management (Figure 4.3). In the case of I. obesulus or T. vulpecula, EVXI of fox management is 
higher than the EVXI for managing fire because, while both management actions have similar 
expected benefits for the species (Figure A3.4), uncertainty in management effectiveness for foxes 
is higher than that for fire. In contrast, for M. eugenii, monitoring fire management provides higher 
benefit as opposed to monitoring fox management (EVXI = 0), because uncertainty in the benefit of 
managing fire is much higher than that of managing foxes. Additionally, M. eugenii exhibits large 
differences between the two threats in the expected benefit of their management. There is little 
value of monitoring (EVXI) to learn about management effectiveness for this species, as the 
dominant threatening process (fox predation) is understood and can be targeted immediately. This 
indicates that for I. obesulus or T. vulpecula, the optimal strategy of monitoring foxes results in a 
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greater proportional increase in its abundance as opposed to monitoring fire. Alternately, M. eugenii 
benefits instead from fire monitoring instead. 
 
When considering more than one species in making a decision about which threat management 
action to monitor, we aggregate the expected benefits and the uncertainty across species (see 
Appendix 3.4). In our case study, because the effect of management and uncertainty for M. eugenii 
is highly skewed towards one threat rather than the other, this species heavily influences the results, 
leading to larger differences in expected benefit and higher aggregated uncertainty regarding 
management of fire (Figures A3.4 and 4.3). This leads to the low value of monitoring (EVXI) and 
the selection of monitoring to learn about the effect of management on fire as the optimal strategy 
for combinations of species including M. eugenii. Finally, the locations of the point estimates for 
the difference in the expected benefit of managing the two threats, w, specified according to the 
species in Figure 4.4 indicate whether the chosen monitoring strategy for the species is robust to 
uncertainty in w. For instance, uncertainty in w would likely change the decision of the best 
monitoring strategy for T. vulpecula and to a lesser extent for I. obesulus as these points lie closer to 
the boundary across which the selected monitoring strategy switches. The same results are seen for 
T. vulpecula and I. obesulus when considering uncertainty in the point estimates for σ12 and σ22 
(Figures A3.5 and A3.6, respectively). However, the sensitivity of the selected monitoring strategy 
to uncertainty in parameter estimates needs to be evaluated quantitatively.  
 
For the Fitz-Stirling case study, two species, I. obesulus and T. vulpecula provide the greatest 
benefit when monitored for the effect of management in this chapter and under the experimental 
strategy in chapter three. However, the selected monitoring strategies vary between the two 
chapters: monitoring to learn the effect of management of foxes (this chapter) versus experimentally 
managing fire to learn about the impact of fire (chapter three). The difference in the selection of the 
optimal monitoring strategy is not straightforward to explain because the questions asked and the 
VOI formulation used in the two chapters differs markedly. In chapter three, we wanted to assess 
how VOI and the choice of the best monitoring strategy change with the parameters of the decision 
problem including the budget available for management, prior understanding of whether threats 
cause declines, and the relative cost of managing these threats. We considered threats to either 
cause a decline in a species or not, and the uncertainty in the decision problem was regarding 
whether species were declining and if so, which threats caused declines in which species. To apply 
the VOI approach, we assigned probabilities of decline and no decline for each species due to each 
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threat and its management and evaluated the benefit of monitoring different species by varying the 
parameters of the decision problem. In contrast, in this study we asked how VOI and choice of the 
best monitoring strategy change with prior knowledge of management effectiveness and the 
uncertainty regarding the effectiveness. The approach presented here allows us to address 
conservation decisions informed by the magnitude of impact of threat management activities, which 
was not considered in chapter three. To do so, we used a stochastic model of exponential population 
growth to allow modelling the effect of management of a threat as the change in growth rate of 
species under alternative threat management actions and uncertainty as the variance in the growth 
rate estimate. Moreover, we did not consider the influence of varying budget or costs of 
management in this study.  
 
The distinction in the VOI formulation used in the two chapters is important to enable the selection 
of the appropriate monitoring and management strategies. The approach presented in this chapter is 
useful when managers have some information regarding the effectiveness of their management 
actions. Information regarding change in species growth rate under threats and their management 
can be obtained from published studies, management reports or monitoring data (e.g. Tulloch, 
Chadès & Possingham 2013; U.S. Fish and Wildlife Service 2015); or the information may 
obtained based on past experience as in the case of adaptive management or information exchange 
amongst managers faced with similar decisions but at different spatial locations (Cook et al. 2012). 
However, a number of conservation problems lack even a basic understanding of the threats and/or 
species present in the system, and the impacts of threats and their management (Cook, Hockings & 
Carter 2010). Expert elicitation can help obtain preliminary information regarding threats and their 
probable impacts in the absence of empirical evidence (Carwardine et al. 2012; Martin et al. 
2012a). In these cases the VOI approach presented in chapter three that considers probability of 
impact rather than the magnitude of impact of threats and their management, would prove more 
useful. Finally, increasing the number of species in the VOI formulation in chapter three made the 
approach computationally challenging as it significantly increased the number of decision 
parameters that needed to be considered in the optimisation. However, managers are usually faced 
with decisions that include larger number of threats and species and the approach presented in this 
chapter can be easily extended to consider larger systems (Appendix 3.4), though this could not be 
demonstrated with the data available for the case study. 
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We made a number of assumptions in this study. Firstly, we assumed a linear relationship between 
investment in managing a threat and the gain from managing the threat. This assumption may hold 
over small parameter space, for instance when working under small management budgets for 
localised management actions. However, over larger management budgets, we would expect that 
investment in managing threats beyond a certain threshold would provide diminishing returns 
(Wilson et al. 2006; Murdoch et al. 2007). Assuming a threshold function such that the benefit 
peaks once the threshold is reached or a concave function to reflect diminishing returns (Teeffelen 
& Moilanen 2008; Wilson, Carwardine & Possingham 2009) would provide some straightforward 
ways to deal with this issue. Secondly, we considered the cost of monitoring implicitly by limiting 
monitoring to one action only. However, there may be monetary costs of implementing monitoring 
as well as opportunity costs when resources allocated for monitoring could have been used for 
direct management actions (Cleary 2006; Grantham et al. 2008; McDonald-Madden et al. 2010a). 
To ensure that monitoring decisions are cost-effective, the benefits of resolving uncertainty in 
decision making need to be traded-off against the costs of monitoring as this has been shown to 
influence VOI and the selection of optimal monitoring strategies for decision-making (Field et al. 
2004; Maxwell et al. 2015). Additionally, development of efficient and effective monitoring 
strategies for complex systems under conditions of management (financial) constraints requires that 
the trade-offs in budgeting for threats management and multi-species monitoring be assessed. As 
already discussed in chapter three, the adaptive management literature can provide guidance on how 
to address this issue.  
 
Finally, we assume perfect detection of the effect of management on species growth rates through a 
given monitoring action. This is rarely the case, as there are usually different monitoring actions 
available even for the same species-threat combination (e.g. direct capture-mark-recapture versus 
distance sampling methods), each of which may provide different (and sometimes complementary) 
information (e.g. population process data versus population abundance data) (Regan, Chadès & 
Possingham 2011; Nichols 2006). Despite this, such simplifications are a necessary first step to 
establish a basic understanding of decision-making for complex multi-threat systems, and to 
subsequently infer the consequences of incorporating observation errors into the decision model. 
One solution is to use the expected value of sample information (EVSI), which measures the 
expected improvement in outcomes from acquiring imperfect information from monitoring (see 
chapter three). Alternatively (or additionally), future research could employ probability 
distributions for the uncertain parameters in the VOI formulation, or use partially observable 
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Markov decision processes that look for optimal solutions using observation probabilities and allow 
dynamic updating of the probabilities over time (Chadès et al. 2008; Littman 2009; McDonald-
Madden et al. 2011). Moreover, optimal management decisions depend not only on the ability to 
correctly detect system states or trends (Field et al. 2005; Wilson, Rhodes & Possingham 2015) but 
also on understanding the impact of the threat (i.e. structural uncertainty; Williams 2001). We 
assumed that the population model is true (management of threats has a linear effect on the 
probability of species decline) and that this model structure is perfectly known but that there is 
uncertainty in the parameters (i.e. the effects of management of threats on growth rate). As such, 
structural uncertainty is ignored in this chapter but is a potential future direction. 
 
In the context of management, monitoring has three basic roles: identifying the state of the system 
for state-dependent decision-making, assessing effectiveness of management actions, and reducing 
uncertainty about how the system functions to improve management decisions in the future (Lyons 
et al. 2008). The VOI approach presented in this study provides valuable insights regarding when 
monitoring to learn about management effectiveness is likely to be of value to inform management 
of multiple threats and what the value of monitoring depends on. Furthermore, it allowed us to 
examine how uncertainty in prior knowledge regarding management effectiveness can influence 
management and monitoring decisions. In the face of multiple threats leading to biodiversity 
decline and limited resources to manage these threats, such approaches will foster more reliable 
monitoring decisions to inform and improve biodiversity conservation.  
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Chapter five – Cost-effective monitoring to trigger conservation 
interventions 
 
Abstract 
Effective biodiversity conservation requires responding to threats in a timely fashion. This entails 
an understanding of the impacts of threats to biodiversity and when interventions should be 
implemented. However, most ecological systems face multiple threats and monitoring to assess 
their impacts on biodiversity is a complex task. Indicators can help simplify the challenge of 
monitoring multiple threats but choosing the best indicator(s) to monitor is not straightforward. As 
resources for monitoring are limited, indicators need to be selected carefully to avoid inefficient or 
ineffective management choices. We provide a decision framework for analyzing the cost-
effectiveness of indicators that can act as triggers for initiating management interventions in multi-
threat systems. Our framework utilises information on the threat impacts, sensitivity of indicators to 
threats, and the benefits, costs and feasibility of monitoring alternative indicators to make informed 
indicator choices for monitoring and managing multiple threats. Although similar indicator 
selection criteria have been proposed in the literature, ours is the first approach to integrate multiple 
selection criteria in a quantitative economic assessment of competing indicator choices. Using a 
case study from Kimberley (Western Australia), we evaluate eighteen indicators for informing 
management of three threats. We show that indicator selection based on our approach can help 
improve threat management decisions when resources are limited, leading to better conservation 
outcomes. Because our framework accounts for multiple criteria and accounts for the benefit of 
monitoring the indicator with regard to the expected decision outcome, it improves on common 
approaches whereby indicators may often be selected based only on whether they are sensitive to 
change or cheap to monitor.  
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Introduction 
Monitoring is an important element in the conservation of threatened biodiversity; whether to 
demonstrate outcomes, raise awareness, learn about complex environments, or to trigger 
management interventions (Nichols & Williams 2006; McDonald-Madden et al. 2010a; 
Possingham et al. 2012). A significant focus of the ecological monitoring literature has been on the 
role of indicators to detect change in ecological systems and inform conservation decisions (e.g. 
Gregory et al. 2005; Blanchard et al. 2010; Caro 2010). Numerous conservation efforts rely on 
indicators for monitoring when dealing with broad objectives for management such as restoring an 
ecosystem (Lindenmayer, Margules & Botkin 2000; Lindenmayer & Likens 2011). Indicators are 
proxies for ecological elements, processes, or properties too difficult to measure directly due to 
logistical, financial, or technological reasons (Landres et al., 1988). While their use in conservation 
has drawn mixed reviews (Carignan & Villard 2002; Seddon & Leech 2008; Fleishman & Murphy 
2009), their practical utility has made them almost standard monitoring practice in ecological 
systems (Caro 2010; Siddig et al. 2016). However, monitoring generally comes at a cost and 
different indicators not only bear different monetary costs, but also different opportunity costs when 
monitoring diverts resources from direct management action (McDonald-Madden et al. 2010a). 
Moreover, alternative indicators may provide information capable of changing the course of 
management decisions in different ways (see chapter three). Given current limitations in resources 
available to conserve biodiversity (McCarthy et al. 2012), selecting appropriate indicators for 
management decision-making therefore requires an explicit evaluation of the management 
outcomes of monitoring alternate indicators and the associated costs of monitoring. The literature 
on how to select cost-effective indicators for management decision-making is surprisingly sparse 
and the aim of this study is to fill this gap.  
 
A variety of approaches have been used to select indicators for monitoring (Carignan & Villard 
2002). These range from the selection of species based on iconic status (Simberloff 1998; 
Andelman & Fagan 2000; see chapter two) and the selection of biophysical characteristics 
correlated to changes in the landscape (Lindenmayer et al. 2002), to approaches that incorporate a 
complex set of considerations, such as feasibility, communicability and appropriateness of the 
indicator for representing the system of concern (e.g. Pannell & Glenn 2000; Bossel 2001; 
Niemeijer & de Groot 2008; Smyth et al. 2009; Heink & Kowarik 2010b). Despite the recognised 
lack of funding for conservation endeavors, few approaches for selecting indicators explicitly 
 
 
 
 
88 
consider the costs, focusing instead on an indicator’s ability to represent the system of concern (but 
see Tulloch, Possingham & Wilson 2011; Peck et al. 2014). Furthermore, few consider the 
management benefits of monitoring indicators, which should be related to the choice of altering 
management interventions and improving management outcomes (see Pannell & Glenn 2000; Peck 
et al. 2014; Bal et al. in review). 
 
An additional complication to choosing appropriate indicators for decision-making comes from the 
fact that nearly all ecosystems face multiple threats. For example, coastal development, pollution, 
overfishing and rises in sea temperatures due to climatic shifts, all threaten coral reef systems 
(Hughes, Huang & Young 2013). Similarly, fire, invasive species and overgrazing threaten 
terrestrial vertebrates in the north-west of Australia (Carwardine et al. 2012). When indicators need 
to inform on the impact of multiple threats and trigger the relevant management interventions, 
monitoring decisions are fraught with uncertainty, complexity and tradeoffs between indicator 
choices. In such situations, managers need systematic methods to choose indicators that can inform 
on the status of multiple threats and when interventions to mitigate the effect of threats on 
biodiversity are most needed (Caro 2010). This requires explicit consideration of the management 
context as well as the economic constraints for choosing the best indicators (see chapter two). These 
complex decisions involve multiple criteria, and it is precisely in such situations that a systematic 
approach to decision-making is most needed (Possingham et al. 2001).  
 
We propose that informed decision-making for selecting indicators to monitor multiple threats 
requires consideration of six factors: 
1. The potential threats operating in the system, and the possible indicators of these threats  
2. For each threat, the prior belief that its impact on biodiversity is significant enough to 
trigger a management intervention 
3. The best monitoring strategy for each indicator, and how feasible and costly is it  
4. Whether the indicator can detect the level of change required to trigger a chosen 
management intervention 
5. The feasibility of the management intervention taken in response to the threat  
6. The potential benefit from threat abatement 
 
While decision makers are often aware of these factors, a straightforward method to combine these 
factors is required to enable cost-effective decisions about which indicators to monitor to inform 
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management. Cost-effectiveness analysis (CE analysis) is a type of economic analysis to compare 
the relative outcomes of alternate actions while accounting for the associated cost of 
implementation (Laycock et al. 2009). It differs from traditional cost-benefit analysis in that the 
outcomes of decisions (in this case the net management benefit of monitoring an indicator) do not 
need to be monetized. CE analysis can explicitly incorporate financial considerations while 
avoiding the ethical and practical dilemmas associated with putting a monetary value on species or 
ecosystems, making it a useful method to support biodiversity conservation decision making 
(Laycock et al. 2009). The approach has previously been used to prioritise threatened species 
recovery projects (Cullen, Moran & Hughey 2005; Joseph, Maloney & Possingham 2008; Briggs 
2009; Laycock et al. 2009), actions to mitigate threats to biodiversity (Carwardine et al. 2012; Firn 
et al. 2015), landscape-scale environmental projects (Pannell et al. 2012), and spatial allocation of 
conservation efforts (Polasky et al. 2005; Wilson et al. 2006; Auerbach, Tulloch & Possingham 
2014). However, its application to prioritising monitoring actions is limited (but see Tulloch, 
Possingham & Wilson 2011; Tulloch, Chadès & Possingham 2013) and to our knowledge it has 
never been used for selecting indicators to inform management of multiple threats. 
 
In this study, we provide a CE analysis framework to allow prioritisation of monitoring actions for 
improving management outcomes in multi-threat systems. Specifically, we focus on how to 
combine each of the six factors in an analysis for selecting indicators to trigger management 
interventions for multiple threats. To demonstrate its application to real-world conservation 
decisions, we apply our approach to a case study for monitoring and management of threats to the 
terrestrial biota in the Kimberley region of northwest Australia. We also test the sensitivity of the 
selection for the case study to uncertainty related to the six factors outlined above.  
 
Methods  
In the following sections we explain the CE analysis framework and detail the six factors 
considered in this analysis. We then describe the case study application and describe how the 
sensitivity analysis was conducted.  
 
The decision problem 
We consider a system where a manager wants to maximise the persistence of threatened biota of an 
ecosystem impacted by multiple threats (the management objective). This requires prioritising 
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management actions for mitigating the impacts of those threats that have a significant impact on the 
biodiversity of the region. In order to inform her decisions, the manager needs to identify indicators 
for monitoring that can tell her when management interventions are required for the different 
threats. However, working with a limited budget, she wants to select the most cost-effective 
indicators that can be used to trigger management interventions for mitigating the multiple threats. 
 
Cost-effective analysis framework 
An expression of the cost-effectiveness of an indicator for triggering management interventions for 
multiple threats, comprises six main components: (1) a list of the potential threats operating in the 
system and their possible indicators; (2) the prior probability of each threat having a significant 
enough impact on biodiversity to trigger a management intervention; (3) the feasibility and the cost 
of monitoring each indicator; (4) the probability that an indicator can detect the level of change in a 
threat required to trigger a management intervention; (5) the probability that the management 
intervention taken in response to the threat is feasible; and (6) the expected benefit from threat 
abatement. In our analysis we assume that: a) a given indicator can inform on one or more threats; 
b) for a given threat, there can be multiple indicators that could be used to detect whether the impact 
of the threat triggers a management intervention; and c) for a given threat, there is one (or a suite 
of) chosen management intervention(s). 
 
These factors can be combined to derive an expression for the overall expected benefit of 
monitoring an indicator, i, for the management of the multiple threats present in the system (Bi). 
The logic for combining these factors is shown in Figure 5.1a, which shows how the expected 
benefit of monitoring an indicator, i, for an individual threat, j can be expressed as  
 5* = t+	u*	)*+	u+	5++ 	. 
Eqn 5.1 
 
Here t+ represents the probability of threat j causing an impact of magnitude equivalent to a pre-
defined trigger point for implementing a chosen management intervention; u* is the probability that 
monitoring indicator i is feasible; )*+ is the probability that monitoring indicator i can detect the 
level of change required in threat j to trigger the management intervention; u+ is the probability that 
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the management intervention taken in response to threat j is feasible; and 5+ is the expected benefit 
from implementing the management intervention for all species considered. Therefore, the benefit 
of monitoring indicator i is represented in terms of the outcomes of the management intervention 
for threat j.  
 
Finally, as shown schematically in Figure 5.1b we specify the cost-effectiveness of indicator i as the 
expected net benefit of monitoring that indicator across all threats relative to its cost of monitoring, v* as >* = 5*v* . 
           Eqn 5.2  
 
Indicators can then be ranked in decreasing order of cost-effectiveness (Joseph, Maloney & 
Possingham 2008; Firn et al. 2015), with this ranking then used to make the final indicator 
selection. One useful way to identify a cut-off point for the selection of multiple indicators is to 
examine the marginal change in benefit as additional indicators are selected from the ranked list. 
The point at which the marginal change in benefits with each added indicator diminishes below a 
certain level can then be designated as the cut-off. We did this by plotting the cumulative benefits 
against cumulative costs for each indicator in order of cost-effectiveness. We defined the point of 
diminishing returns to be the point after which when adding an additional indicator resulted in less 
than 20% change in the cumulative expected benefit relative to the cumulative cost of monitoring 
an indicator, i.e.  
 Δ	Cumulative	5*Δ	Cumulative	v* ≤ 0.2. 
           Eqn 5.3 
 
Our approach approximates optimal indicator(s) selection under a specified constraint (i.e. a 
threshold for diminishing returns). A budget constraint could instead be specified as an alternative 
to this method, such that indicators are selected until the budget allocated for monitoring is 
exhausted.  
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Figure 5.1: (a) Schematic diagram of the how the factors combine for estimating the expected 
benefit of monitoring an indicator, i, for an individual threat, j. Green nodes show how the expected 
benefit is estimated in our cost-effectiveness framework. Red nodes, also known as ‘zero-benefit’ 
nodes, represent situations where probabilities of zero lead to no benefit from monitoring the 
indicator. (b) Calculating cost-effectiveness of an indicator, i, as the expected net benefit of 
monitoring an indicator across all threats relative to its cost of monitoring.  
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Table 5.1: Parameter notation used in the study 
Parameter Notation 
Indicator (index) ( 
Threat (index) ! 
Asset or species group (index) [ 
Number of species in an asset, l \} 
Cost effectiveness of an indicator, i >* 
Feasibility of monitoring an indicator, i u* 
Benefit of monitoring an indicator, i 5* 
Cost of monitoring an indicator, i v* 
Prior belief in impact of a threat, j t+ 
Probability of an indicator, i, detecting enough change in threat, 
j, to trigger a chosen management intervention )*+ 
Feasibility of the chosen management intervention for threat, j u+ 
Benefit of the chosen management intervention for a threat, j 
(across all assets) 5+ 
Probability of persistence for asset, l, under no management 
for threat, j )}+~  
Probability of persistence for asset, l, under the chosen 
management intervention for threat, j )}+ 
 
 
Six factors for indicator selection 
I. What potential threats are operating in the system and what are the possible indicators of 
these threats? 
Before we can decide which indicators we might monitor, we need to formulate a list of the 
potential threats, j, which may be acting in a region. For each threat that is perceived to be acting on 
the system currently or in the future, indicators of change, i, for this threat need to also be identified 
based on some functional relationship between a state variable of that indicator and the impact of 
the threat to the broader system. 
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II. For each threat, is the prior belief in its impact on biodiversity significant enough to trigger 
a management intervention? 
Decision triggers or trigger points to indicate when a system is moving to an undesirable state can 
tell managers when to intervene to ensure conservation interventions are timely (Nichols, Eaton & 
Martin 2014; Addison, de Bie & Rumpff 2015; Cook et al. 2016). These may be specified based on 
long-term monitoring data using methods such as control charts (Morrison 2008) or on value-based 
judgments (Martin et al. 2009) or using expert elicitation (Martin et al. 2012a). Fisheries, 
agriculture and water quality management provide specific guidance regarding the process of 
specifying triggers for management interventions over short time frames, for example for setting 
threshold fishable biomass (McClanahan et al. 2011), fruit fly numbers in the horticulture industry 
(Dominiak, Daniels & Mapson 2011) and contaminant concentrations in a river (ANZECC 2000). 
When there are multiple threats impacting biodiversity, there can be variation in the magnitude of 
threat impacts in space and in time. For indicator selection, incorporating the probability of threat j 
causing an impact of magnitude equivalent to a pre-defined trigger point so as to trigger a chosen 
management intervention, t+, will enable us to favour indicators of those threats believed a-priori to 
have a significant impact in the region.  
 
III. What is the best monitoring strategy for each indicator, and how feasible and costly is it?  
It is essential to consider how best to monitor each indicator considered in the selection. Once an 
optimal or best practice monitoring strategy for each potential indicator is identified, the costs of 
monitoring the indicator and the probability that monitoring will be implemented can be 
determined. We note that even if a best monitoring strategy is identified, there may be several 
reasons it may not be implemented (e.g. budget constraints, or social, political or technical reasons) 
(Field et al. 2007). For example, if activities such as bird banding face opposition from animal 
rights activists (Şekercioğlu 2012) or monitoring techniques such as bioacoustics require specialised 
skills and expertise (Dema et al. 2016; Zamora‐Gutierrez et al. 2016), they are likely to not be taken 
up. On the other hand, monitoring of some indicators may have feasibility close to one because the 
availability of well-established monitoring methods and expertise, e.g. koala monitoring using line 
and strip transects (McGregor, Kerr & Krockenberger 2013). We capture this as the feasibility, u*, 
which is the probability that the monitoring of an indicator actually happens. In order to generalise 
the approach, we suggest eliciting relative values for the costs of monitoring the alternative 
indicators, v*. This is because, unlike absolute costs, we expect the relative costs to remain fairly 
constant if the approach is applied across different regions. 
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IV. Can the indicator detect the level of change required to trigger a chosen management 
intervention? 
The fundamental aim of monitoring is to ensure that real change is detected and acted upon as 
promptly as possible (Legg & Nagy 2006; Field et al. 2007). When monitoring is intended to 
conserve threatened species, indicators should aim to detect biodiversity changes in response to 
threats that trigger specific and timely conservation actions (Lindenmayer, Piggott & Wintle 2013). 
To fully evaluate the benefits of an indicator for triggering interventions across multiple threats, we 
must ask for each indicator-threat combination ‘what is the probability that indicator, i, will detect a 
sufficiently significant change in threat, j to enable a chosen management intervention to be 
triggered in a timely manner?’ This probability, )*+, implies the monitoring regime/data/indicator 
has adequate statistical power to enable informed decision-making (Field et al. 2004). Whether this 
is the case may not be a straightforward question to answer. Eliciting this information from experts 
requires an explicit definition of the level of change required to trigger management intervention 
(trigger point) before the ability of the indicator to detect this level of change can be estimated 
through the use of power analysis (Thomas 1997; Maxwell & Jennings 2005). When coming up 
with the best monitoring strategy for a particular indicator it is likely that the power to detect a 
change in that indicator has already been established, either through an explicit power analysis or 
through some formal or informal expert knowledge. It is important to note that, there will always be 
some probability of a Type II error (false negative) in whether the indicator will detect a sufficiently 
significant change in threat (Mapstone 1995; Field et al. 2004). In this case, a Type II error would 
result in the indicator failing to detect real change in the threat.  
 
Although it is possible that a power analysis or expert opinion may already be established for 
informing about the status of the indicator itself, it is unlikely that such a relationship will be 
understood a-priori for the purposes of monitoring the status of the larger system. As such, 
obtaining an explicit understanding of the level of change required to trigger management is a 
difficult prospect. This is because such parameters are conditional on preceding events. For )*+for 
example, the threat must have a significant impact, the significant level of threat impact must be 
clearly specified and an action must be triggered given the change is detected. In such cases, visual 
aids such as mental models to represent cause-and-effect dynamics can help step through the 
information that needs to be elicited (Jones et al. 2011). Formal approaches such as decision trees 
or Bayesian Belief Networks can also be employed to structure the model and populate components 
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of the model based on expert knowledge that describe the system dynamics through priors and 
conditional probability distributions (Lauritzen & Spiegelhalter 1988; Martin et al. 2005). In other 
cases, monitoring data tracking change in alternative indicators over time already exist (e.g. Tulloch 
et al. 2013), or information on past successes and failures of management is available (e.g. Fischer 
& Lindenmayer 2000; Suding 2011), and these data might be combined with expert elicitation of 
other parameters. Finally, updating expert judgments as new information becomes available, as is 
characteristic of Bayesian methods, can further improve estimates significantly (Kuhnert 2011; 
Martin et al. 2012a), and this is useful for parameters like )*+ where the elicited probability is 
conditional on a number of other constituent probabilities of how the system responds. 
 
V. How feasible are the management interventions we might take in response to a threat?  
Our decision framework for indicator selection assumes that the most effective management 
intervention for a specific threat has already been identified. This can be done using a suite of tools 
such as multi-criteria decision analysis (Rout & Walshe 2013), prioritisation (Joseph, Maloney & 
Possingham 2008), or optimisation (Auerbach, Tulloch & Possingham 2014). Since the information 
on the change in a threat measured through an indicator is used to trigger a chosen management 
intervention that is assumed to be effective, it is important to consider how likely management is to 
be implemented. This is represented by the probability that the chosen management intervention for 
threat j (which may be a single actions or a suite of management activities) is feasible, u+. 
Generally, the feasibility of management may be influenced by the monetary cost of implementing 
the management intervention, by their likelihood of delivering the desired outcome and/or due to 
social issues, e.g. low feasibility of feral cat control due to the high social value placed on cats 
(Carwardine et al. 2011). Here, we assume that selection of the best management intervention only 
considers those options that are feasible in terms of monetary cost. Thus, feasibility in the case of 
our CE analysis for selecting indicators only refers to the probability that the management 
intervention can be implemented given that it is affordable and effective. In our framework, a 
management intervention with low feasibility will decrease the overall benefit of monitoring an 
indicator that can trigger this intervention.  
 
VI. What is the potential benefit from threat abatement? 
Finally, we need to define the benefit, 5+, of a chosen management intervention for threat, j. The 
benefit of an action is usually specified as the difference between the outcomes of a scenario with 
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the conservation action, and the outcomes of the alternative (‘counterfactual’) scenario, in which the 
action did not occur (Maron, Rhodes & Gibbons 2013). In conservation decision-making problem, 
the potential or the expected benefit of a management action is a way to gauge the effectiveness of 
the action in achieving or coming close to achieving a pre-defined management objective. Some 
commonly used management objectives for biodiversity conservation include improving species 
persistence (e.g. Nicholson & Possingham 2007; Nicholson et al. 2013), species growth rates (e.g. 
McDonald-Madden et al. 2010b; Maxwell et al. 2015) or abundance (e.g. Rout, Hauser & 
Possingham 2009). Therefore, management objectives generally seek to maximise some 
quantifiable measure of system benefit.  
 
Case Study 
The Kimberley, in the far northwestern corner of Australia, is a remote and unique area with diverse 
habitats and numerous endemic wildlife species. The ecologically diverse area is home to species 
assemblages that are relatively intact. However, current and projected records of species declines in 
the Kimberley (Burbidge et al. 2009; Woinarski et al. 2011; Carwardine et al. 2012) indicate that 
the iconic biodiversity of this region is facing numerous threats. In 2012, a threat management 
prioritisation was undertaken for the Kimberley region for three main threats: (1) inappropriate fire 
regimes coupled with grazing pressures; (2) feral cat predation; and (3) invasive weeds (Carwardine 
et al. 2012).  For each of the three threats, we listed 18 potential indicators of change (Table A4.1 in 
supplementary information). Indicators included direct measures of threats (e.g. feral cat 
abundance, weed cover), indirect measures of threats (e.g. livestock scat counts to represent 
stocking (exotic herbivore) density, time since fire), direct measures of threat impacts (e.g. bird 
density, which is impacted by all three threats), and indirect measures of threat impacts (e.g. amount 
of bare ground representing loss of cover of native plants). We identified 12 non-mutually exclusive 
ecological groups of species occurring in the non-rugged (relatively flat ecosystems with more 
pastoral properties) and rugged (ecosystems on rugged sandstone, providing refuge from fires for 
wildlife) savannahs. These groups were expected to share similar responses to threats, and were 
identified based on the similarities in the ways species use habitat and food resources, e.g. 
insectivores, herbivores, ground-dwelling or rock-dwelling animals. We subsequently refer to these 
as ‘species groups’ (Table A4.2).  
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Kimberley case study at a glace!
The Kimberley, in the far northwestern corner of Australia, is a remote and unique area with diverse 
habitats and numerous endemic wildlife species. Current and projected records of species declines 
(Burbidge et al. 2009; Carwardine et al. 2011; Woinarski et al. 2011) indicate that the biodiversity of 
this region is facing numerous threats. In 2012, a threat management prioritisation was undertaken 
for the Kimberley region for three main threats: (1) inappropriate fire regimes coupled with grazing 
pressures; (2) feral cat predation; and (3) invasive weeds (Carwardine et al. 2012).  !
We utilize the information provided by Carwardine et al. 2012, on the best (suite of) interventions for 
each threat, and the feasibility, Fj and benefit (to wildlife species), Bj  and incorporate it in our cost-
effectiveness analysis for selecting indicators to trigger management interventions in the Kimberley 
(Table S4). Here the benefit of an intervention for a given threat and a given species group (e.g. 
herbivores) is specified as the difference in the probability of persistence of a species group with 
and without implementing the management intervention, weighted by the number of species in the 
species group, and summed over all species groups (see equation 5.4). 
Kimberley landscape  
P. Bal!
Feral donkeys 
A. Heathcoate 
Control burn 
S. Legge! Common planigale S. Murphy!Gouldian Finches B. Doran!
Biodiversity threat management prioritization J. Carwardine et al.
Figure 1 The five bioregions of the Kimberley in north-western Australia.
wildlife species were considered, including known fresh-
water species but excluding sharks, rays, and any species
that are predominantly marine based. Species were allo-
cated to groups using information from field guides and
checked by experts.
Experts estimated, for each species group in each biore-
gion, the probability of persistence over 20 years with and
without implementation of each action, noting species
with persistence estimates that deviated from the average
of the group. The potential benefit, Bij, of action i (which
may be a package of management activities) in bioregion
j, was the defined by,
Bi j =
∑
x
(Pxi − Pxo),
where x identifies the biodiversity features (here species),
Pxi is the benefit parameter (probability of persistence) of
species x under action i in bioregion j over the time pe-
riod (20 years), and Pxo is the benefit parameter of species
x without action i in bioregion j over the time period. Ex-
perts allocated persistence improvements for each species
such that they could be added for multiple actions, al-
though in reality interactions between actions are likely
to be more complex.
Land management experts estimated the feasibility and
costs of undertaking each action in each bioregion, con-
sidering their experience of previous and existing man-
agement activities and spatial variants such as land tenure
and remoteness. The feasibility Fij is the probability that
action i can be implemented successfully in bioregion j
estimated as a probability between 0 and 1 (McBride et al.
2007). The economic cost Cij is the cost in present day
Australian dollars of activities associated with action i in
bioregion j over 20 years. Once off costs, such as building
a fence, were counted once, although annual costs, such
as maintaining the fence, were summed over 20 years us-
ing a discount rate of 2% per year.
Th cost-effectiveness, CE, in ecological terms, of each
action i in each bioregion j was then defined by:
CEi j = Bij . Fij
C ij
.
We carried out a sensitivity analysis on the ranked or-
der of actions by altering the cost-effectiveness by 20%
and 30% and recording changes in rank (see the support-
ing information for more details).
We created an Excel spreadsheet comprising a species
list and persistence estimates under each action, and
combination of actions, in each bioregion. Actions were
ranked by the number of new species brought above
each of the 50% and 90% persistence thresholds if
the action was implemented, taking account of species
198 Conservation Letters 5 (2012) 196–204 Copyright and Photocopying: c⃝2012 Wiley Periodicals, Inc.
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Threats       Best Intervention         Indicators*   Species group  
        for each threat           protected* 
Fire and Grazing      Control burning         Stocking density   Herbivores!
Feral cat predation      Aerial Baiting               Cat trapping   Rock dwelling!
Weeds        Spraying          % cover of weeds   Tree dwelling!
For each threat, we list potential indicators ranging from direct measures of cat abundance and 
grazing pressure, to indirect measures (Table S1). Based on the best practice monitoring strategies 
identified for each of these indicators, the feasibility of monitoring, Fi, the cost of monitoring, Ci, and 
the likelihood of detecting a change in the threat to trigger intervention, pij, are elicited from experts 
(Tables S2 and S3). 
Using these parameters (equation 2) we can identify a ranked list of the most cost-effective 
indicators to monitor to trigger intervention for fire and grazing, feral cat predation, weed impacts.  
* Indicators and species group protected listed in the table above are only examples. See Appendix 
S2 in Supporting information for a complete list and further details on the Kimberley case study.  
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The case study was parameterised using existing data (Carwardine et al. 2011; Carwardine et al. 
2012) and by eliciting information from an expert with knowledge on the ecology, conservation, 
and management of the Kimberley region (Kuhnert, Martin & Griffiths 2010; Martin et al. 2012a). 
The expert, who is a wildlife ecologist and conservation planner for the region, was provided with a 
spreadsheet of required information (Martin et al. 2012a) along with background information on the 
project and a description of each of the parameters needed (see Appendix 4.1). Information 
obtained was validated through feedback and open discussion to ensure consistency (Kuhnert, 
Martin & Griffiths 2010). The data was elicited to demonstrate the CE analysis for indicator 
selection, and thus multiple experts were not sought.  Although bounds for the estimated value of 
parameters were not elicited, uncertainty in these estimates was explored as described in the 
Sensitivity analysis section below. 
 
We extracted the information provided by Carwardine et al. (2012) on the best (suite of) 
interventions for each threat, their feasibility, u+ and benefit, 5+, and incorporated it in our CE 
analysis. The benefit of a chosen intervention for a threat, j, was specified as the difference in the 
probability of persistence of a species group over 20 years, l, with and without implementing the 
management intervention, weighted by the number of species in the species group, nl, and summed 
over all species groups: 
 5+ = )}+ − )}+~ ×\}} 	. 
           Eqn 5.4 5+ is therefore the total potential benefit of managing threat, j across all assets, l where each asset is 
a species group with nl number of species; plj is the probability of persistence for the species group, 
l, under management of threat j and plj0 is the probability of persistence for the species group, l, 
under no management of threat j. From equations 5.2 and 5.4, it is clear that the benefit of 
monitoring indicator i for all threats is expressed as an improvement in species persistence across 
all species groups and management for all threats, and has the units of species persistence. 
 
We used the expert knowledge to obtain information on the best practice monitoring strategies for 
each indicator and their associated feasibility of monitoring, u*, the cost of monitoring, v*, and the 
likelihood of detecting a change in a threat to trigger management intervention, )*+. We used the 
relative costs of monitoring each indicator, rescaling them to range between 1 and 100 (least and 
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most expensive, respectively). Indicators were more expensive if they required more person-hours, 
e.g. a team of trappers in the field for a month is more expensive than a helicopter survey lasting 1-
2 days. Monitoring of certain indicators such as cat abundance using remote cameras has large 
upfront costs (e.g. of buying camera traps), but is cheap once cameras are installed  (as cameras can 
be left for long periods without personnel being required to man them); and therefore had 
intermediate relative costs of monitoring. Feasibility probabilities were lower for indicators that 
require specialist skills and for those that require greater effort to monitor, for example estimating 
bat and bird density using mist-nets. Furthermore, the probability of an indicator detecting enough 
change in threat to trigger an intervention, )*+, was estimated by implicitly assuming a threshold 
level of change in the impact(s) of a threat required to trigger management. This was based on the 
knowledge of the expert on threat impacts in the system, and also on experience with previous 
monitoring programs.  
 
Subsequently, we identified a ranked list of the most cost-effective indicators to monitor in order to 
trigger management interventions in response to the three threats considered: fire and grazing, feral 
cat predation and weeds. See Appendix 4.2 for further details regarding the case study data. 
 
Sensitivity analysis 
Almost all conservation prioritisation tasks are challenged by uncertainty and incomplete 
information on species responses to threats and management, and the costs and feasibility of actions 
(Williams 2001; Regan et al. 2005). We evaluated the sensitivity of the indicator selection for the 
case study to different levels of uncertainty in the parameters (Saltelli et al. 2008). To specify the 
level of uncertainty, we considered error levels ranging from 0 to 50% of the maximum value of the 
parameter, in increments of 10. New values for each parameter were sampled a 1000 times using 
Monte Carlo simulations from a uniform distribution with bounds specified by adding or 
subtracting the error level to its estimated value. Where ranges for the uniform distribution took 
values less than zero and greater that 1 (for the probability parameters i.e. t+, u*, )*+ and u+) or 
greater than 100 (for the cost parameter i.e. v*), values were truncated to minimum values of 0 and 
maximum values of 1 or 100, respectively. The benefit (5+), which is a weighted sum of the 
probabilities of persistence, is treated in the same way as the cost parameter but is not constrained 
to be less than 100. When a parameter was associated with an indicator, values of the parameter for 
each of the 18 indicators were varied (e.g. cost and feasibility of monitoring, v*	and	u*, 
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respectively). When a parameter was associated with a threat, values associated with each of the 
threats, i.e. fire and grazing, feral cat predation and weeds, were varied (e.g. prior belief in impact 
of a threat, feasibility of a management intervention for a threat and benefit of managing a threat, t+, uÅ+	and	5+, respectively). In the case of the probability of detecting a change, )*+, values 
associated with all indicators and threats were varied, resulting in a change in 54 values (18 
indicators x 3 threats). Finally, the cost-effectiveness of the indicators was recalculated for each of 
the 1000 realisations (henceforth referred to as a randomised scenario) and indicators were selected 
using the same diminishing returns threshold. 
 
To evaluate the sensitivity of each individual parameter in the CE analysis, we compared indicator 
selection between each randomised scenario and the selection obtained using the data for the best 
estimates elicited for the Kimberly region (henceforth referred to as the base scenario) (Figure 5.2). 
For each of the 1000 realisations, we calculated the difference between the base scenario and the 
randomised scenario using four metrics (as described below) and then we took the mean of each 
metric over the 1000 realisations. The four sensitivity metrics used were: (1) metric 1: Spearman 
rank correlation between indicator rankings for the base and randomised scenario, using all 18 
indicators; (2) metric 2: the expected benefit of monitoring selected indicators up to the point of 
diminishing returns (i.e. sum of the benefits); (3) metric 3: the total cost of monitoring selected 
indicators up to the point of diminishing returns (i.e. sum of the costs); and (4) metric 4: a measure 
of the change in the identities of indicators selected up to the point of diminishing returns (i.e. 
number of indicators that are different between the base and randomised scenario selection). For 
example, using metric 4 if indicators IND12, IND11 and IND14 were selected for the base scenario 
and indicators IND13, IND14 and IND11 were selected for a randomised scenario (black and lower 
blue lines, respectively, in Figure 5.2), this metric would comprise a change of two because IND12 
is excluded and IND13 is included. Note that since metric 1 is a correlation, smaller values indicate 
higher sensitivity. This is not the case for metric 2, metric 3, and metric 4 where higher values 
indicate higher sensitivity.  
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Figure 5.2: Plots of the cumulative expected benefit of selecting an indicator against the cumulative 
cost of monitoring that indicator across each of the 18 indicators. Plot also shows an example of 
how the diminishing returns threshold can change when varying a parameter. The black solid line 
represents prioritisation results of the base scenario while blue lines represent prioritisation results 
under uncertainty in a parameter estimate (here, as randomised scenarios of 50% error in the cost 
estimate). Dotted lines indicate diminishing returns threshold for indicator selection for each 
scenario (see methods). Indicator identities, represented as coloured points on the line, are arranged 
in increasing order of cost-effectiveness (see Table A4.1 for identities of indicators). 
 
 
Sensitivity was calculated as the absolute value of proportional change in the metrics, resulting 
from a given change in a single parameter: 
 abs ÑÖÜ:á − ÑáVVàVÑÖÜ:á . 
           Eqn 5.5 
Here ÑÖÜ:á is the value of a metric for the base scenario and ÑáVVàV is the metric estimated after 
including error in one of the parameters in the randomised scenario. We considered the absolute 
value of change in each metric because we were interested in the determining the mean magnitude 
of change (in benefit, cost and selection) due to uncertainty in each parameter. This provides an 
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indication of the relative influence that uncertainty in each parameter would have on the indicator 
selection. The distribution for the sensitivity metrics was then generated using the 1000 randomised 
scenarios. 
 
Results 
Cost-effective indicators for threat management in the Kimberley 
Indicator selection results for the Kimberley region of Australia show that one indicator, namely 
percentage bare ground, has considerably greater cost-effectiveness (43.47) compared to all the 
other indicators (Figure 5.3). This is because, while the benefit of monitoring percentage bare 
ground is comparable to many of the other indicators considered in the selection, its cost is 10 times 
lower than that of the next best indicator, percentage perennial grass cover (Table 5.2). Overall, 
low relative cost and high feasibility indicators tend to be ranked highest (Table 5.2). For indicators 
with comparable values for benefit and feasibility of monitoring, relative cost determines indicator 
ranking such that indicators with low relative costs are ranked higher. For example, all three 
indicators, percentage perennial grass cover, time since fire and stocking density aerial transect 
have benefit values of approximately 43 and feasibility values of approximately 1. However, their 
relative costs of 10, 30 and 70, respectively, determine their relative ranks of 2, 4 and 6, 
respectively (Table 5.2).  
 
Figure 5.3: The cost effectiveness scores for each of the 18 indicators for the Kimberley case study. 
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Table 5.2: Values for the cost (Ci), benefit (Bi), feasibility (Fi) and cost-efficiency (Ei) of indicators 
for the Kimberley case study, arranged in decreasing order of their cost efficiency.  
 
Rank  ID Indicator Cost  Benefit Feasibility Cost effectiveness 
1 12 Percentage bare ground 1 43.47 1 43.47 
2 11 Percentage perennial grass cover 10 39.21 0.9 3.92 
3 14 Stocking (exotic herbivore) density - indirect (scat) 10 17.39 0.8 1.74 
4 13 Time since fire 30 43.47 1 1.45 
5 16 Percentage cover of weed species x 20 24.73 0.8 1.24 
6 1 Stocking (exotic herbivore) density - aerial transect 70 43.47 1 0.62 
7 15 
Relative abundance of 
understory and ground 
nesting birds 
50 28.91 0.8 0.58 
8 7 Pitfall traps for small reptiles 80 33.26 0.8 0.42 
9 2 Relative abundance of CWR mammals - trapping 90 33.26 0.8 0.37 
10 4 Cats remote camera 40 11.33 1 0.28 
11 6 Cats spotlighting 70 7.37 0.6 0.11 
12 5 Cats trapping  100 7.1 0.4 0.07 
13 3 Cats sand pads 80 3.97 0.5 0.05 
14 17 Spotlighting for tree dependant animals 40 1.13 0.5 0.03 
15 8 Harp traps 60 0 0.3 0 
15 9 Mist netting for birds 60 0 0.5 0 
15 10 Mist netting for bats 60 0 0.3 0 
15 18 Anabat detector 20 0 0.3 0 
 
 
Monitoring indicators additional to the most cost-effective indicator, percentage bare ground 
(indicator 12), incurs little additional cost but increases the expected benefit three-fold (Figure 5.4). 
These include percentage perennial grass cover, stocking density-indirect, time since fire and 
percentage cover of weed species. Nine indicators were selected in total for the Kimberley case 
study when using the diminishing returns threshold. Together these provide a cumulative expected 
benefit of 345.9 (which represents the sum of the improvement in species persistence across all 
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species groups and management for all threats), for a total relative cost of monitoring of 361. 
Monitoring additional indicators beyond the point of diminishing returns provides little additional 
benefit. Selection based on cost-effectiveness of indicators provides a much higher cumulative 
benefit relative to the cost as opposed to selection of indicators based only on the cost of monitoring 
or the average probability of detecting change across all three threats for an indicator (Figure 5.4). 
Comparing the number of indicators included in the top 9 under each scenario shows a change in 
three of the indicators from the cost-effectiveness approach. Indicators 1, 7 and 2 selected using the 
cost-effectiveness approach are replaced with indicators 18, 4 and 17 when the prioritisation is 
based only on the cost of monitoring indicators; and the same three are replaced by indicators 9, 8, 
6 and 5 when using the average probability of detecting change (see Table 5.2 for indicator 
identifies).  
 
 
 
Figure 5.4: Relationship between cumulative expected benefit of selecting an indicator and 
cumulative cost of monitoring indicators in the Kimberley based on the cost-effectiveness approach, 
Ei (black line) versus selection based only on cost of monitoring an indicator, Ci (blue line) or the 
average probability of detecting change across threats for an indicator, )*+;+<1  (red line). Costs are 
relative and have been rescaled to range between 1 and 100 (least and most expensive, 
respectively). Values for probability of detecting change in each threat for each indicator (which are 
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averaged for the purpose of this figure) are provide in Table A4.3 in appendix 4.2. Indicator 
identities are numbered on the lines in increasing order of cost-effectiveness (see Table A4.1 for 
identities of indicators).  
 
Sensitivity analysis 
Results of the sensitivity analysis are shown as the magnitude of the proportional change in the four 
sensitivity metrics: (1) metric 1: Spearman rank correlation between rankings of selected indicators 
for the base and randomised scenario; (2) metric 2: the expected benefit of monitoring selected 
indicators up to the point of diminishing returns (i.e. sum of the benefits); (3) metric 3: the total cost 
of monitoring selected indicators up to the point of diminishing returns (i.e. sum of the costs); and 
(4) metric 4: change in the identities of indicators selected up to the point of diminishing returns 
(i.e. number of indicators that are different between the base and randomised scenario selection). 
These metrics show the extent to which varying each parameter, and thus the uncertainty in 
parameter estimates, changes the indicator selection as compared to the base scenario. We explored 
the sensitivity of the indicator selection approach to uncertainty in parameter estimates over a range 
of error levels (from 0 to 50 %) in parameter estimates (Figure 5.5). Note that for metric 1, smaller 
values indicate higher sensitivity, unlike for metric 2, metric 3, and metric 4.  
 
Sensitivity of the parameters depends on the metric being used. Indicator selection was more 
sensitive to the parameter t+ (i.e. prior belief in the impact of a threat) when using metric 2 (µ = ~ 
0.2) as compared to metric 4 or metric 4 (µ = 0). The order of sensitivity of parameters also varied 
according to the metric used. Indicator selection was most sensitive to error in )*+ (i.e. probability 
of detecting a change in threat with an indicator) in case of metric 1, metric 3 and metric 4 and least 
sensitive to error in u* (i.e. feasibility of monitoring an indicator) in case of metric 2, metric 3 and 
metric 4. This implies that indicator selection is influenced to varying degrees by uncertainty in the 
different parameters. In some cases, there was significant overlap in sensitivity of indicator 
selection to error in the parameters, e.g. error in t+, u+, and 5+ had similar influence whereas error u* 
clearly had a significantly smaller influence on indicator selection (Figure 5.5b). Interestingly, up to 
20% error in some parameter estimates resulted in no change in the sensitivity metrics, e.g. for t+ 
(i.e. prior belief in threat impacts) in metric 1, metric 3 and metric 4. This implies that indicator 
selection remains unchanged despite low levels of uncertainty in t+. This is also the case for u* (i.e. 
feasibility of monitoring an indicator) when using metric 2, metric 3 and metric 4.  
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Figure 5.5: Change in mean value of the four sensitivity metrics (y-axis) plotted against the error 
level in the parameters (x-axis). Individual lines correspond to the parameter being perturbed for the 
analysis. See Table 5.1 for description of parameters. Dotted line represents the 30% error level. 
Note that metric 1 is a correlation, therefore the smaller the value for the metric the higher the 
sensitivity. This is not the case for metric 2, metric 3, and metric 4 as higher values for these 
metrics indicate higher sensitivity. See Figure A4.1 for corresponding results at a fixed error level 
of 30%. 
0 10 20 30 40 50
0.0
0.2
0.4
0.6
0.8
1.0
Percentage error
M
et
ric
 1
: M
ea
n 
co
rre
lat
ion
in 
ind
ica
to
r r
an
ks
0 10 20 30 40 50
0.0
0.1
0.2
0.3
0.4
Percentage error
M
et
ric
 2
: M
ea
n 
pr
op
 ch
an
ge
in 
ex
pe
cte
d 
be
ne
fit
0 10 20 30 40 50
0.0
0.1
0.2
0.3
0.4
Percentage error
M
et
ric
 3
: M
ea
n 
pr
op
 ch
an
ge
in 
co
st
0 10 20 30 40 50
0.0
0.5
1.0
1.5
2.0
2.5
3.0
Percentage error
M
et
ric
 4
: M
ea
n 
ch
an
ge
in 
se
lec
te
d 
ind
ica
to
rs
Fi
Ci
bj
Fj
Bj
pij
a. b. 
c. d. 
 
 
 
 
108 
Discussion  
Choosing indicators for informing management decisions is complicated because different 
indicators vary in their costs of monitoring as well as in the information they provide, naturally 
leading to the question of which indicator should be monitored. Methods used to select indicators 
need to identify those indicators that deliver the greatest benefit per unit cost (Nichols & Williams 
2006; Mace & Baillie 2007). Although studies have evaluated the cost-effectiveness of alternate 
indicator choices (Tulloch, Possingham & Wilson 2011; Peck et al. 2014), approaches to do so 
when indicators need to inform on multiple threats and their management are lacking. In this study, 
we propose that an informed indicator choice when multiple threats are present requires knowing 
about factors related to the monitoring efficiency, management outcomes and the economic 
constraints for decision-making to estimate the cost-effectiveness of indicators. We provide a 
systematic and logical approach to integrate these factors in a single decision framework to 
determine the most cost effective indicators. Through the use of a case study, we show that when 
managers need to consider monitoring and managing multiple threats on biodiversity, considering 
individual factors like cost or probability of detecting a change to select indicators is not sufficient 
(Figure 5.4). Instead, a cost-effectiveness approach that accounts for the management context as 
well as the economic constraints for decision-making is likely to deliver better outcomes.  
 
Indicators are often selected based simply on whether they are sensitive to change or if they are 
cheap to monitor (Heink & Kowarik 2010b; Siddig et al. 2016), rather than on a combination of 
these and other factors. Clearly, these are important considerations to ensure that indicators do not 
fail to detect significant environmental change or lead to wasteful spending of resources on 
monitoring. However, we show that additional criteria are required to explicitly evaluate each 
threat-indicator-management intervention combination and ensure that the selected indicators can 
trigger appropriate management interventions in the face of multiple threats. Our CE analysis 
framework for indicator selection assumes that, all else being equal, an indicator is better if (1) it is 
a proxy for multiple threats; (2) it informs us about a threat that is more significant compared to an 
indicator of a threat that does not warrant management; (3) it is cheap and easy to monitor; (4) it is 
reliable i.e. can detect a change in the level of threat rapidly and effectively; (5) it can trigger 
appropriate management interventions i.e. helps monitor threats that have feasible and beneficial 
management interventions available. Although similar factors or criteria have previously been 
suggested (e.g. Heink & Kowarik 2010b; Lindenmayer et al. 2015), ours is the first approach to 
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integrate these factors in a quantitative economic assessment of competing indicator choices. This is 
especially useful from decision-makers’ perspective as it can help prioritise spending on monitoring 
indicators that provide the best outcomes from management in a transparent way. Most importantly, 
we provide a framework that allows decision makers to be explicit about the costs and the multiple 
factors influencing the benefits of monitoring alternative indicators. 
 
It is interesting to note that three out of four highest ranked indicators (Table 5.2) are able to detect 
only a single threat, fire and grazing. For the first three indicators selected, the high cost-
effectiveness can perhaps be explained by (a) the high feasibility to cost of monitoring ratio, and (b) 
the high probability of detecting change in at least one out of the three threats (i.e. pij = 1). 
However, the indicator – time since fire has high probability of detecting change in only one out of 
the three threats but it had low feasibility to cost ratio. This indicates that the probability of change 
detection and the cost to feasibility ratio are decisive parameters in indicator selection and are 
possibly traded-off when evaluating the benefit and hence the cost-effectiveness of indicators. This 
also highlights the importance of the selection of complementarity sets of indicators (as discussed 
below) that can inform on the maximum number of threats and benefit the greatest number of 
species per dollar spent. Low cost-effectiveness for an indicator can either arise if the indicator does 
not inform on the threats (thereby leading to low benefit of monitoring) or if the benefit of 
monitoring an indicator is traded-off against the other parameters, e.g. high cost or low feasibility of 
monitoring the indicator. Our framework highlights that in some situations, a given indicator may 
not provide any benefit for monitoring a particular threat (represented by the ‘zero-benefit’ nodes in 
Figure 5.1). For example in the Kimberley, monitoring of cats using remote cameras cannot detect 
changes in threats such as fire and grazing and weeds, thereby reducing the overall benefit of 
monitoring cats (using remote cameras) as an indicator for managing multiple threats (see Figure 
5.3 and Figure A4.2 in Appendix 4.3). However, even if an indicator informs on all three threats, 
such as relative abundance of understory and ground nesting birds (see Table A4.3 in Appendix 
4.2), it does not have the high cost-effectiveness possibly due to the higher costs of monitoring 
(Table 5.2). Therefore, the overall cost-effectiveness of an indicator is a result of the trade-offs 
between the factors considered for indicator selection. Such transparency in the indicator selection 
process, as can be provided by our framework, allows decision-makers to make well-informed and 
defensible judgments regarding their indicator choices.  
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The simplicity of the underlying analysis makes our approach easily adaptable to real-world 
conservation decisions that may involve a large number of threats, species, management 
interventions and potential indicators. This makes the cost-effectiveness approach for indicator 
selection preferable over methods that may be computationally challenging and therefore less likely 
to be taken up by conservation practitioners (Auerbach, Tulloch & Possingham 2014). Examples of 
such challenging approaches include value of information, an approach to identify the best way to 
expend efforts on collecting data to improve a decision through reducing uncertainty (Howard 
1966), or optimisation methods that seek to achieve multiple objectives under certain constraints 
(e.g. maximizing feasibility and/or benefits whilst minimizing costs; Tulloch et al 2013). Moreover, 
the information required for such the CE analysis can be obtained from experts with knowledge of 
the relevant ecosystems using any one of a variety of well-established elicitation techniques to 
ensure that expert judgments are as reliable and unbiased as possible (e.g. Kuhnert, Martin & 
Griffiths 2010; Martin et al. 2012a; McBride & Burgman 2012). 
 
The credibility and utility of a decision-making model or method depends on knowing the 
importance of each parameter for the results of the model or method (Norton 2015). Sensitivity 
analysis is a useful way to identify the relative contributions of the different sources of uncertainty 
in model inputs to the model output (Saltelli et al. 2008). In our framework, if the parameters 
influence the cost-effectiveness of indicators and their rankings to varying degrees, then uncertainty 
in some parameters is more likely to influence decisions than uncertainty in other parameters. From 
a decision-making context, certain sensitivity metrics are more useful than others. For instance, in 
our view, change in the identities of selected indicators (metric 4) is of highest utility as it indicates 
variability in decisions, i.e. selected indicators, due to uncertainty. On the other hand, the Spearman 
rank correlation between indicator rankings from two selections (metric 1) is of least utility because 
the metric weights change in the lowest ranked indicators as equally important as change in the 
highest ranked indicators. This is not sensible because we rarely care about the lowest ranked 
indicators with the lowest cost-effectiveness scores, as these will never be selected for monitoring. 
When sensitivity metrics are used in conjunction with one another, they can provide complementary 
information for effective indicator selection. For instance, a decision maker may be interested in 
knowing the effect of uncertainty on the benefit of monitoring and how it might adversely affect her 
choice of indicators (i.e. metric 2 and metric 4, respectively). Here, she may compare parameter 
sensitivities using both the metrics to identify the ones that when improved upon can give the 
largest decrease in uncertainty across multiple measures, e.g. )*+ and u+ (Figures 5.5b and 5.5d). 
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Finally, although our cost-effectiveness framework accounts for Type II error by specifying a 
probability of detection ()*+) and testing the sensitivity of this parameter for monitoring choices, the 
potential for both Type I and Type II errors in identification of optimal indicators needs further 
evaluation. 
 
The cost-effectiveness (CE) approach assumes that all parameters are independent. However in 
some cases there may be dependencies between indicators (e.g. indicators with shared costs), which 
can be incorporated to improve indicator selection using the cost-effectiveness approach (Auerbach 
et al. 2015). For instance, indicators for monitoring vegetation (percentage bare ground, 
percentage perennial grass cover and percentage cover of weed species), or those that require 
setting up of mist-nets (mist-netting for birds and mist-netting for bats) may be monitored together 
to reduce overall monitoring costs. Alternately, in case indicators have shared costs, such that 
monitoring one indicator changes monitoring costs of the other indicators considered in the 
selection, we could use a greedy algorithm as is currently implemented, except where cost 
parameter values and therefore cost-effectiveness estimates are recalculated after each new 
indicator is selected (Possingham, Ball & Andelman 2000). In the Kimberley case study, 
percentage bare ground is likely to be selected in spite of correlation in the parameters because it is 
significantly more cost-effective than any of the other indicators considered in the selection. 
However, correlation might change the rankings of some of the other indicators. On the other hand, 
some indicators may provide information on the same threats, e.g. three out of the four highest 
ranking indicators for the Kimberley i.e. percentage bare ground, stocking density – indirect and 
time since fire can detect changes in only one threat (fire and grazing) while failing to account for 
the other threats present in the system (Table A4.3). In order to improve cost-effectiveness of 
selected indicators, we can opt for a complementary set of indicators that maximize the number of 
threats represented in the selection (Tulloch, Chadès & Possingham 2013). To do so, we choose 
down the ranked list but we do not select indicators for a particular threat once the threat has 
already been represented in the selection. 
 
While the results of the case study presented here were based on values elicited from one expert, in 
reality the knowledge of multiple experts would likely provide more accurate estimates (Kuhnert, 
Martin & Griffiths 2010; McBride & Burgman 2012). However, the purpose of this study is to 
demonstrate the cost-effectiveness framework for indicator selection. For using our methods to 
inform real-life conservation decisions, we suggest using robust elicitation approaches using 
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multiple experts such as the Delphi process (MacMillan & Marshall 2006). This involves a diverse 
set of people with differing levels of expertise (Burgman et al. 2011) and an iterative process of 
feedback and revision to elicit individual estimates (Kuhnert, Martin & Griffiths 2010; Martin et al. 
2012a). Additionally, experts can be asked to provide their best estimates of parameters, lower and 
upper bounds on these estimates and a level of confidence that the true estimate lies within the 
nominated lower and upper bounds (Kuhnert, Martin & Griffiths 2010; Martin et al. 2012a). 
Adopting structured and robust procedures to gather expert judgments such as those mentioned 
above have been shown to provide reliable estimates of known values and hence provide useful 
information to inform decisions were data is limited (Burgman 2005).  
 
As was the case with the previous chapters, here too the trade-offs between monitoring and 
management allocation when decisions are being made under constrained resources have been 
ignored, and we consider a one-time step decision-making process. Both these simplifying 
assumptions, as in the case of chapters three and four, help establish a basic yet novel indicator 
selection framework based on cost-effectiveness. However, this framework is only intended as a 
first-step in the development of robust and adaptive selection approaches. Accounting for the costs 
of monitoring would require evaluating not just the benefit of management actions, as is presently 
done in our framework, but their cost-effectiveness. Therefore, we would have to consider not one 
but two simultaneous prioritisation frameworks, one each for monitoring and management decision-
making. To do so, the costs of monitoring and management actions can be linked through some 
functional relationship (e.g. correlation) and the two prioritisations can then be run in tandem. In 
order to add a temporal component to the analysis, the elicited parameters can be made time-
specific, for example by discounting the cost of monitoring indicators as monitoring programs gets 
established over time, or changing prior belief in impacts of threats based on information in the 
previous time step or based on seasonal changes threat in a landscape. Parameter estimates for each 
time-step required for the analysis can be obtained in a number of different ways, for example by 
conducting meta-analyses of existing studies, through expert elicitation (e.g. Runge, Converse & 
Lyons 2011), modeling or through empirical studies (e.g. Johnson et al. 2014). The cost-
effectiveness analysis and indicator prioritisation could then be conducted iteratively, for instance 
every 5 years, to provide best indicator choices over time.  
 
Our cost-effectiveness analysis framework for selecting indicators for managing multiple threats 
provides a systematic method for explicitly linking indicator choices to management decisions. An 
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expert-based approach such as ours, offers substantial scope for collaboration between researchers 
and managers when thinking about indicators for management decision-making. Owing to the 
simplicity of the cost effectiveness formulation, it has the added advantage of being easily adaptable 
to complex real-world decisions as well as being easily accessible to conservation practitioners and 
decision-makers. By ensuring that indicators are selected to maximise impact given limited 
resources in a systematic, logical and transparent way, our approach provides a marked 
improvement over ad-hoc selection methods. 
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Chapter six - Discussion 
Synthesis 
The importance of monitoring biodiversity in ecology and conservation science is undisputed, be it 
for understanding ecosystem state or deciding how to intervene to conserve biodiversity (Nichols & 
Williams 2006; Possingham et al. 2012). This latter role of monitoring to support management 
decisions is being increasingly realised (Yoccoz, Nichols & Boulinier 2001; Nichols & Williams 
2006) due to the growing threats to biodiversity and the limited resources available to mitigate these 
threats. As a result, there has been a steady increase in the application of concepts from economics 
and decision science to develop optimal monitoring approaches for conservation decision-making 
(e.g. Maxwell & Jennings 2005; Conroy, Stodola & Cooper 2012; Tulloch, Chadès & Possingham 
2013; Wilson, Rhodes & Possingham 2015). However, monitoring to inform management when 
biodiversity is faced with multiple threats has received relatively little attention. To address this 
gap, this thesis had four main objectives: (1) to review current approaches for selecting indicator 
species for biodiversity management; (2) to assess the value of monitoring species for managing 
multiple threats; (3) to assess the relative influence of uncertainty and expected benefits of 
management on monitoring decisions for multiple threats; and (4) to develop a simple indicator 
selection tool based on a return on investment framework for managing multi-species, multi-threat 
systems. In addressing these objectives, this thesis develops insights for systems where there is a 
range of possible monitoring options, and develops new tools for evaluating and selecting 
monitoring strategies for management decision-making. 
 
In this concluding chapter, I briefly summarise the core contributions of each chapter of the thesis 
and discuss their implications for biodiversity conservation. I then discuss potential limitations and 
suggest avenues for future research. 
 
Selecting indicator species for biodiversity management 
Indicator species are commonly used to inform biodiversity management. In chapter two, I 
reviewed the scientific literature to assess if indicator species intended for management decision-
making are selected using clear management objectives and evaluated for their ability to improve 
management outcomes. I show that indicator research continues to be rooted in the traditional 
approach of selecting indicators to adequately represent natural systems, therefore improving the 
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monitoring efficiency rather than the management effectiveness. Moreover, indicator selection 
rarely considers decision factors, such as objectives, constraints (e.g. budget), actions (e.g. 
alternative indicators), uncertainties (e.g. in detection or management effectiveness) and outcomes 
for management. The literature shows that ignoring management decision factors such as 
objectives, constraints and uncertainty can have profound consequences as selected indicators may 
mislead management decision-making (Lindenmayer, Piggott & Wintle 2013), may not be cost-
effective (Tulloch, Chadès & Possingham 2013) or they may overestimate the benefit of monitoring 
to improve decisions (Lyons et al. 2008). The results from this chapter highlight the need to move 
beyond the much-cited trade-off between measurement accuracy and practical constraints of 
monitoring indicators (Lindenmayer et al. 2015), to a full clarification of the management decision 
factors that govern indicator choice. To address this need, I suggest the use of a structured decision-
making framework for selecting indicators along with (a) clearly defining the management context 
for monitoring, (b) developing practical methods focused on improving management outcomes, and 
(c) incorporating uncertainty into the selection process to improve indicator selection for 
management decision-making. 
 
The value of monitoring species to manage multiple threats 
Most species are impacted by multiple threats that in concert play a role in observed species 
declines (Brook, Sodhi & Bradshaw 2008). When the conservation objective is to conserve multiple 
species facing multiple threats, monitoring decisions need to account for their impacts, which may 
be cumulative, as well as the link between each threat and the response of different species to these 
threats. In chapter three, I developed and tested the value of information (VOI) approach for 
investigating how monitoring alternative species, as in the case of indicator species, subject to 
multiple threats improves our ability to inform the management of these threats. Overall, this 
chapter contributes two main advances for optimal monitoring approaches for biodiversity 
conservation. Firstly, this is the first study to utilise the VOI approach to identify monitoring 
strategies that inform decisions about threat management when multiple threats are operating and 
multiple species are at stake. Secondly, it provides insight into when species monitoring is likely to 
be of value to threat management. The results show that without an experimental design to learn 
about how species respond to threats in the system, monitoring species alone may be ineffective in 
directing threat management actions among multiple threats. In other words, a non-experimental 
monitoring design provides little or no information for management decision-making and therefore 
does not improve conservation outcomes from management compared to experimental monitoring 
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(monitoring with experimentation to explicitly learn about threats). These results have major 
implications for biodiversity conservation because taking a non-experimental monitoring approach, 
the most common form of conservation monitoring (Nichols & Williams 2006), may contribute to a 
failure to arrest species declines, and at worst, lead to extinctions.  
 
Uncertainty in monitoring decision-making 
Monitoring to inform the management of multiple threats is complex because species responses to 
threats and their management are variable and often highly uncertain. Although monitoring is often 
framed from the point of view of reducing uncertainty, a reduction in uncertainty is only valuable 
from a management point of view if it improves management decisions (Maxwell et al. 2015). In 
chapter four, I demonstrated the use of VOI analysis to establish the value of monitoring to inform 
management given uncertainty in the effectiveness of alternative management actions and identify 
the optimal monitoring strategy. This chapter provides a stochastic exponential growth population 
model to develop a novel formulation of the VOI approach. It uses the change in population growth 
rate to assess the effect of management of a threat on the species, and represents uncertainty as the 
variance in the growth rate estimate. By mathematically formulating the relationships between VOI, 
expected benefit of management and the uncertainty in management effectiveness, this chapter 
provides two key insights for decision-making under uncertainty for multi-threat systems. First, 
monitoring is found to be beneficial when management actions are thought to have similar effects 
on the threats and this benefit increases with increasing uncertainty. Second, in these cases, 
monitoring the action with the greater uncertainty always provides a higher benefit. Importantly, 
this chapter demonstrates that monitoring need not always target threats and management actions 
with the highest perceived impacts on biodiversity. Unlike the formulation presented in chapter 
three, this formulation can more easily be extended to systems with more species owing to the use 
of a stochastic population growth model.   
 
Cost-effective monitoring to trigger conservation interventions 
Choosing indicators for informing management decisions is complicated because different 
indicators vary in their costs of monitoring as well as in the information they provide, naturally 
leading to the question of which indicator should be monitored. Managers need a practical and 
approachable method for selecting cost-effective indicators for managing under constrained budgets 
and with the decision context in mind. In chapter five, I developed and tested a return on 
investment framework based on estimating the cost-effectiveness of monitoring indicators for 
 
 
 
 
118 
triggering threat management actions in multi-species, multi-threat systems. I developed six factors 
spanning monitoring efficiency, management outcomes and the economic constraints for decision-
making to estimate the cost-effectiveness of indicators. Because this framework accounts for 
multiple criteria, it improves on common approaches whereby indicators may often be selected 
based only on whether they are sensitive to change or cheap to monitor (e.g. de la Nuez-Hernandez 
et al. 2014; Brunbjerg et al. 2015). The results show that indicator selection based on a cost-
effectiveness framework can help improve threat management decisions when resources are 
limited, leading to better conservation outcomes. My work extends previous literature on indicator 
cost-effectiveness (e.g. Tulloch et al. 2011, Tulloch et al. 2013) as the analysis framework 
explicitly accounts for the management implications of monitoring, when selecting indicators for 
managing multiple threats. This chapter contrasted the more formal, quantitative approaches of the 
previous chapters with a desire to provide a relatively simple approach to help prioritise spending 
on monitoring strategies that provide the best conservation outcomes under limited resources.  
 
Overarching Contributions 
Taking lessons from decision theory, structured decision-making and the optimal monitoring 
literature, my thesis focuses on two key areas of research: theory development (chapters two, three 
and four) and tool development (chapter five) to support managers in choosing monitoring 
strategies for effective biodiversity management under uncertainty. The overall contributions of this 
thesis to the theory and practice of optimal monitoring for conservation decision-making are as 
follows:   
 
1. This thesis exposes the gap in the conservation literature between indicator selection approaches 
and the management decision context governing indicator choice (chapter two).  
2. It suggests ways to frame monitoring choices in a structured decision-making process by 
explicitly considering the management objective for monitoring and evaluating monitoring 
choices in light of the objectives, constraints and uncertainties for management.  
3. It sets out an overarching framework to make monitoring choices, based on structured decision-
making, and identifies a number of quantitative methods to critically evaluate monitoring 
choices for management decision-making (chapter two).  
4. It illustrates the use of the framework to evaluate monitoring choices by applying it to case 
studies representing typical conservation scenarios, specifically for multi-species, multi-threat 
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systems (chapters three, four and five). These three chapters also demonstrate the utility of 
some of the decision-analytic approaches identified in chapter two to evaluate monitoring 
choices based on their costs and benefits for management.  
5.  It develops the underlying theory for selecting optimal monitoring and management strategies 
for multiple threats. Here, I focussed on assessing the benefit of different types of monitoring 
approaches (species monitoring, experimental versus non-experimental monitoring; chapter 
three) and the role of uncertainty for decision-making (chapter four).  
6. This thesis also develops a simple tool for real-world conservation decision-making based on a 
return-on-investment framework (chapter five). The tool allows managers to prioritise the cost-
effectiveness of alternative monitoring choices when managing for multiple threats. 
 
In any kind of decision-making scenario for conservation, managers use a number of different types 
of strategies for monitoring biodiversity and how it responds to environmental change and 
management interventions. The decision frameworks for monitoring proposed in my thesis, are 
widely applicable across different types of monitoring strategies and indicators, from species-
specific scientific monitoring programs to those that incorporate remote sensing data or community-
based biodiversity monitoring. Above all, this thesis emphasises the need to adhere to consistent 
methodologies to identify, measure and monitor biodiversity to make sure that the approaches used 
for monitoring can most effectively support the conservation of biodiversity.  
 
At the same time, the thesis draws attention to the way in which scientists and practitioners define 
metrics for monitoring biodiversity and management effectives. One could argue that there are thee 
classifications of measures of biodiversity: (a) direct measures, as discussed previously, that target 
the management objective specifically (e.g., using your example, attempting to sample the complete 
biodiversity of the system of interest); (b) indicators which represent a subset of the specific 
management objectives (e.g., presence/absence of particularly sensitive or representative members 
of the stream community); and (c) proxy measures which are attributes of the system that might be 
more easily measured than fundamental management targets themselves but are believe to be 
strongly correlated with the stated objectives. Although indicators and proxies can be considered 
philosophically equivalent (neither are true, direct measures of the management objective), they are 
often operationally distinct in that indicators are partial, direct measures of objectives while proxies 
are indirect but related under the assumption of correlation.   
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Limitations and future research 
The research presented in this thesis addresses some of the many challenges in identifying optimal 
monitoring strategies for biodiversity conservation. In this section, I outline further research 
priorities and discuss existing studies and approaches that may be useful to address these priorities. 
 
Science versus practice 
The review of the scientific literature selecting indicator species for management (chapter two) 
revealed a number of approaches and factors that should be considered when selecting and 
evaluating indicator species. However, decisions are often made based on decision-makers’ beliefs 
and values, past experiences, associations, habits or obvious preferences rather than solely on 
scientific evidence (Kahneman 2013; von Winterfeldt 2013). Even when decision-makers rely on 
scientific evidence, they may not be aware of, or have the ability to apply the most complex and up-
to-date decision-theoretic methods, nor may they have the same concerns as researchers regarding 
multiple uncertainties and their impacts on management outcomes (Tulloch et al. 2016b). This 
raises an interesting question: how do managers and decision-makers select indicator species to 
inform management actions or evaluate management effectiveness compared to the approaches 
proposed in the scientific literature? Conducting a more comprehensive review of selection 
approaches by surveying management plans and/or interviewing decision makers could provide 
valuable insight on the criteria that are currently steering real world monitoring choices. This 
contextual information could allow further refinements of the tools and methods proposed in this 
thesis. 
 
Interactions 
The decision-making frameworks developed in this thesis to select optimal monitoring strategies in 
multi-species, multi-threat systems (chapters three, four and five) do not consider interactions 
among species, or among threats. However, species form complex network structures through 
interactions such as competition, predation, mutualism; and threats may interact to have non-
additive impacts on biodiversity (Brook, Sodhi & Bradshaw 2008; Auerbach et al. 2015). If the 
correlations between threats or species are understood, then in some cases monitoring a single 
species could provide information on the influence of multiple threats and/or the response of 
multiple species. Furthermore, the proposed frameworks in this thesis considered management 
actions and their effects on multiple threats to be independent. This is again a necessary 
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simplification for developing the theoretical background for the VOI approach as applied to 
managing complex systems. Although it may not always be a reasonable approximation, e.g. in 
ecosystems where the biota is impacted by increased fire frequency and invasive predators, 
managing fire may reduce the impact of predators because of increased vegetation cover and shelter 
for ground dwelling terrestrial animals (Russell, Smith & Augee 2003). Studies in optimal 
monitoring have only dealt with a few of these interactions at a time. For instance, Tulloch, Chadès 
and Possingham (2013) establish a surrogacy metric to assess how representative species are of one 
another based on similarities in their behavioural ecology, threat level and habitat use overlap when 
selecting indicators for management decision-making. Recent studies in conservation management 
suggest ways to include species interactions networks (e.g. Tylianakis et al. 2010, Madden et al. 
2016, Baket et al. 2016), impacts of multiple interacting threats (e.g. Mantyka-Pringle et al. 2015), 
and dependencies in management actions (Evans, Possingham & Wilson 2011; Auerbach et al. 
2015) in decision-making. These studies demonstrate the use of optimisation, Bayesian belief 
networks, cost-effectiveness analysis and return on investment frameworks in decision-making 
when incorporating interactions. Although the complexity of accounting for interactions to select or 
evaluate monitoring choices is daunting, it has the potential to significantly improve monitoring 
choices for multi-species, multi-threat management.  
 
Monitoring accuracy 
Optimal management decisions depend on the ability to correctly detect system states or trends 
(Field et al. 2005; Wilson, Rhodes & Possingham 2015). Two kinds of errors influence monitoring 
decisions: mistakenly concluding there is an effect when there is none (Type I error) and failing to 
detect an effect where there is (Type II error) (Di Stefano 2003; Field et al. 2004). The proposed 
VOI approach for evaluating monitoring choices in multi-species, multi-threat systems (chapters 
three and four) assumes perfect detection thereby eliminating Type I and Type II errors from the 
decision problem. As noted in these chapters, this is an approximation as we can rarely monitor the 
state of an ecological system with high accuracy (Regan, Chadès & Possingham 2011). In multi-
species, multi-threat systems, a Type I error could result in misguided management interventions 
that do not target the most important threats in the system leading to inefficient use of the limited 
resources available for management. However, Type II errors are generally more important for 
decision-making. They can result in the required management interventions not being implemented 
in time or discontinued prematurely (Mapstone 1995; Field et al. 2004), potentially leading to 
species declines due to the absence of effective or timely management (Martin et al. 2012b; 
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Lindenmayer, Piggott & Wintle 2013). In fact, given that biodiversity continues to decline globally 
and that resources for management are limited, any erroneous conclusion (due to either a Type I or 
a Type II error) would be cause for concern (Mapstone 1995).  
 
Establishing the statistical power of monitoring, i.e. its ability to detect real outcomes  
(1 – probability of a Type II error), is fundamental to ensure that monitoring is meaningful for 
management decision-making (Field et al. 2007). Specifying an appropriate level of statistical 
power however is not simply a statistical decision, but entails judgments about the biological 
importance of an effect (Mapstone 1999) and the social, political and economic implications of the 
resulting management or policy decisions (Possingham et al. 2001). Nevertheless, the potential for 
errors in identifying optimal monitoring strategies for management must be explicitly 
acknowledged and, where possible, evaluated for the alternative monitoring choices (see Mapstone 
1995; Pollock et al. 2002; Tyre et al. 2003; Field et al. 2004; Field, Tyre & Possingham 2005; 
Maxwell & Jennings 2005; Rhodes et al. 2006). Previous studies have used various methods to deal 
with statistical errors in decision-making, for example decision-analysis to establish the risks of 
overlooking Type 1 and Type II errors (Field et al. 2004), scenario and sensitivity analysis to 
determine optimum statistical power for survey designs (Field, Tyre & Possingham 2005) and 
Markov decision processes to allow dynamic updating of the observation probabilities over time 
(Littman 2009; Regan, Chadès & Possingham 2011). The cost-effectiveness analysis developed in 
this thesis for monitoring and managing multiple threats (chapter five) accounts for Type II error 
by specifying a probability of detection and testing the sensitivity of this parameter for monitoring 
choices. However, it does not deal with Type I errors. The optimal monitoring approaches proposed 
in this thesis for multi-species, multi-threat management can be improved by adopting the 
aforementioned methods to account for errors that may occur in the decision process, thereby 
reducing the chance of making expensive mistakes for biodiversity management. Finally, the 
expected value of sample information (chapter three) offers one possible way to incorporate 
parameter uncertainty in the VOI analysis such as that resulting from imperfect detection (Yokota 
& Thompson 2004). 
 
Monitoring versus management 
The focus of this thesis was the development of approaches for designing efficient and effective 
monitoring strategies for complex systems under conditions of management (financial) constraints.  
With such a practical, applied focus it is important to acknowledge that optimal decision-making for 
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conservation requires allocating resources between monitoring as well as management. In this 
larger decision-context, making optimal monitoring decisions should not only involve evaluating 
the benefits or cost-effectiveness of alternative monitoring choices for management (chapters 
three, four and five), but also the risk involved in forgoing management gains when resources are 
diverted for monitoring. This thesis did not consider optimising monitoring and management 
decisions simultaneously, nor did it consider the different time horizons over which monitoring and 
management actions may deliver benefits. The adaptive management literature explicitly addresses 
these issues by balancing both short-term management gains and a desire to learn in order to 
achieve optimal long-term management outcomes (Holling 1978; Walters & Holling 1990; Walters 
& Green 1997; Hauser & Possingham 2008). Active adaptive management, in particular, provides a 
protocol for examining the trade-off between learning and management when there is uncertainty 
about how the system operates (Lyons et al. 2008; McDonald-Madden et al. 2010b). Other 
approaches such as Partially Observable Markov Decision Processes have been applied to prioritise 
management and survey effort (Chadès et al. 2008; Chadès et al. 2011). Extending the approaches 
demonstrated in this thesis to include the trade-off between benefits and costs of alternate 
monitoring and management actions would provide for a more holistic approach to tackle the more 
general resource allocation problem for biodiversity conservation. Nevertheless, the optimisation of 
monitoring, management, and learning in one framework comprises a mathematically complex 
problem, which presents an exciting area for future research (McDonald-Madden 2008). 
 
Timely decisions 
Another consideration that was largely overlooked (at least explicitly) is the temporal dimension in 
decision-making for monitoring. Chapters three and four consider one a time-step management 
problem by maximising the objective function through one-off investment decisions for managing 
threats. Although chapter five implicitly considered the temporal aspect in defining the parameter, 
probability of persistence, which was estimated over 20 years for a given species, all other 
parameters ignored the time horizons for decision-making. However, monitoring is rarely limited to 
assessing system state at a single point in time, but is often used sequentially to either understand 
parameters governing dynamical systems, track state conditions over time for guiding decision 
thresholds (triggers), or learn over time from repeated decisions (adaptive management) 
(Spellerberg 2005, Possingham et al. 2012). Moreover, systems and decision problems are 
inherently dynamic, implying that monitoring choices may change within the course of a 
management program. The inclusion of time-specific parameters for management actions, 
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monitoring actions or system dynamics can be added to the models used in this thesis. For example, 
discounting the cost of monitoring indicators in chapter five as monitoring programs gets 
established over time. By explicitly considering the time horizons over which the parameters used 
in the models seem sensible for real-world management decisions, indicator selection and 
prioritisation can be conducted iteratively, for instance every 5 years, to provide the best indicator 
and management choices over time. Additionally, using the VOI approach within an adaptive 
management framework could provide optimal monitoring (and management) solutions for 
dynamic decision-making processes (Williams, Eaton & Breininger 2011). This requires specifying 
a dynamic natural resource management problem over a discrete timeframe, in case of chapters 
three and four, in response to changing environmental conditions and time-specific management 
actions and actions that are taken sequentially over the time frame (Williams, Eaton & Breininger 
2011). The returns (objective function) would depend on the system state and the action at every 
time step, and are accumulated over time. Uncertainty can be tracked through time along with the 
status of the managed resource by considering multiple transition models that reflect differing 
beliefs regarding system dynamics (Williams, Eaton & Breininger 2011). As a result, different 
points in the management time horizon will have different optimal decisions due to the different 
priors.  
 
Larger systems 
The decision-making frameworks developed in this thesis, to select optimal monitoring strategies in 
multi-species, multi-threat systems (chapters three and four) deal with a limited number of 
species and threats. An obvious next step in order to improve their applicability to conservation is to 
incorporate more complex systems with greater numbers of threats and/or species. This is especially 
relevant given the shift in conservation focus from managing rare or endangered species to 
ecosystem- and landscape-level conservation that attempts to manage multi-scale ecological 
patterns and processes to sustain the full spectrum of biodiversity (Poiani et al. 2000; Tylianakis et 
al. 2010; Gonthier et al. 2014). For instance, designing and managing reserve networks, climate 
change mitigation and regional priority threat management, all require accounting for numerous 
threats, threatened biota and larger sets of possible combinations of management actions (e.g. 
Heller & Zavaleta 2009; Carwardine et al. 2012; Chadès et al. 2015; Firn et al. 2015). This thesis 
has produced some of the underlying theory for such approaches, though much more remains to be 
done. For instance, I have shown theoretically how a VOI formulation based on a population 
growth model (chapter four) can easily be extended to include more species to establish the benefit 
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of monitoring for managing larger systems (Appendix 3.4), but the formulation needs further 
development to account for greater number of threats. Alternatively, the cost-effectiveness 
framework for indicator selection (chapter five) considers a larger set of species to protect as well 
as indicators to choose from, and can be easily extended to account for greater number of threats. 
However, unlike VOI, the cost-effectiveness framework has limited ability to evaluate the benefits 
of reducing uncertainty in terms of improved decision-making regarding indicator choice. 
Therefore, it cannot help identify the parameters for which more information would most improve 
management decisions.  
 
 
Concluding remarks 
Ecological monitoring and the identification of indicators is a crucial component of conservation 
science and practice. Providing better guidelines for monitoring to inform the management of 
biodiversity is a necessary step towards better use of resources for conservation decision-making. 
This thesis advances our understanding of both the challenges, and solutions required for 
monitoring to make more effective decisions, particularly when multiple threats are operating and 
multiple species are at stake. In doing so, my thesis addresses the repeated calls for monitoring to be 
better suited to informing policy and actions for biodiversity conservation (Nichols & Williams 
2006; Collen & Nicholson 2014). 
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Appendices 
Appendix 1: Supporting information for Chapter 2  
  
Appendix 1.1: Review methodology 
 
 
Figure A1.1: Review methodology comprised of two literature searches, at the start of the review 
(1st literature search) and after initial study selection was complete  (2nd literature search). Studies 
were selected based on titles and abstracts first, followed by reviewing the full text to extract data. 
Number of studies excluded at each step of the process is shown in the panel on the right.  
Study selection: Title and abstract 
examined against selection criteria 
n = 461 
2nd literature search through 
targeted searches and papers 
identified from reference lists.  
n = 11 
In depth review: Full text reviewed 
n = 148 
Studies excluded because 
they were reviews 
n = 58   
Studies excluded because 
they failed to meet broad 
selection criteria; were not in 
English 
n = 324 
Data extraction: Articles included 
in review for data extraction 
n = 108 
Studies excluded because 
they were discussion or 
conceptual papers; full text 
could not be obtained 
n = 40    
1st literature search using key 
words ("indicator species" OR 
"surrogate species") AND 
(manage* OR policy OR 
decision OR action) AND 
(assess* OR evaluat* OR 
priorit*) under TOPIC in Web of 
Science (31/12/2015) 
n = 519 
STUDIES INCLUDED STUDIES EXCLUDED REVIEW PROCESS 
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Appendix 1.2: Data categories considered for the review 
 
Table A1.1: Indicator species categories based on Fauth et al. (1996) 
Category  Definition 
Species  Single or up to a few clearly identified species  
Community  A collection of species occurring in the same place at the same 
time. In order to constitute a community, the organisms under 
study must not be restricted further by phylogeny or resource 
use. This can either be an entire community or subset of a 
community 
Guild  A collection of species that exploit the same class of 
environmental resources in a similar way. For example, foliage 
gleaners, cavity nesters, etc. This can either be an entire guild 
or subset of a guild. 
Taxa  Taxonomic units clustered according to common descent, from 
populations through more inclusive groups such as families, 
orders, and so forth. This can either be an entire taxon or subset 
of a taxon. 
Species of 
special 
concern 
 Species about which we have some concerns regarding status 
and threats, and appear to be in need of conservation. They can 
include species listed as threatened, endangered, at-risk, etc. 
and others for which insufficient information may be available. 
This was selected only if clearly stated as such in the paper. 
 
Fauth, J.E., Bernardo, J., Camara, M., Resetarits, W.J., Jr., Buskirk, J.V. & McCollum, S.A. (1996) 
Simplifying the Jargon of Community Ecology: A Conceptual Approach. The American Naturalist, 
147, 282-286. 
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Table A1.2: Definition of terms used in data classification. Data categories were not mutually exclusive.  
 
Data extracted   Categories considered   Categories explained 
     Methods for 
indicator 
selection/evaluation 
 Adaptive management and 
monitoring 
 Structured and iterative approach to decision-making (monitoring and management) 
with an aim to reduce uncertainty over time; can include optimisation. 
       Cost-effectiveness/Cost-
benefit analysis 
 Methods evaluating trade-offs between costs and benefits (monetary or non-monetary) 
of indicators. 
  Elicitation and scoring 
methods 
 Qualitative assessment of indicator based on elicitations and scoring approaches (in 
cardinal or ordinal terms). 
  Optimisation methods  Methods aimed at finding the best (optimal) solution to a problem under a given set of 
conditions and constraints. These methods make use of mathematical models and 
programming. 
       Ordination and cluster 
analysis 
 Dimension-reducing techniques for exploratory analysis. Ordination includes 
arrangement or ‘ordering’ of species and/or sample units along gradients; clustering 
involves grouping species in such a way that species in the same cluster are more 
similar to each other than to those in other clusters. Examples include indicator species 
analysis, principle component analysis, correspondence analysis, non-metric 
multidimensional scaling, etc.  
       Other  Methods were tailored to the specific study such as Indicator Power analysis (Negro et 
al. 2013), calculating a prevalence index (Choi et al. 2012). These methods were not 
numerous enough to be pulled out into a category of their own.  
       Published sources  Citing results of published studies without undertaking analysis in the present study. 
       Regression analysis  Regression analytical methods such as linear GLMs, GAMs that are used to establish 
the relative relationship between variables for the purpose of prediction. 
       Scenario modelling  Methods based on projecting/predicting a range of possible future outcomes and 
seeking to understand the differences between them. 
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Table A1.2 cont. 
     
Data extracted   Categories considered   Categories explained 
       Species accumulation/area 
curves, Rarefaction curves 
 Species represented/recorded as a function of cumulative monitoring effort (indicator). 
       Standard statistical tests  Includes tests of statistical significance, e.g. t-test, chi-square, ANOVA, spatial and 
temporal correlations; and simple descriptive statistics. e.g. comparing means or box-
plots for indicators. 
     
Monitoring 
objectives 
(as used in Figure 
A1.2) 
 Complementarity  Ability of indicator to provide information (e.g., on behavioural ecology, habitat use, or 
responses to management) that is complementary to the available information i.e. 
indicator contributes unrepresented values to an existing set of information (Tulloch et 
al. 2013). 
       Cost  Objectives addressing cost of monitoring, analysis or dissemination of information. 
       Feasibility  Objectives addressing ease of monitoring, analysis or interpretation of indicator. 
       Precision/accuracy  Ability of the indicator to increase precision/accuracy of information. 
       Sensitive to management  Ability of indicator to detect change/effect due to management; commonly used in 
management evaluation studies. 
       Sensitive to pressures  Ability of indicator to detect change due to explicitly stated natural 
environmental/habitat conditions or natural or anthropogenic pressures; changes could 
be spatial, temporal, across environmental gradients or pressure intensities. 
Management is not included in this category. 
       Surrogacy  Spatial or temporal representation of target state (other biodiversity, environmental 
conditions) when these are not under the influence of explicitly defined drivers of 
change. 
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Appendix 1.3: Supplementary results 
 
 
 
Figure A1.2: Types of monitoring objectives (x-axis) specified in the studies. See Table A1.2 for 
definitions of categories used for the monitoring objectives. 
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Figure A1.3: Details of indicators species considered in the review. 
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Appendix 2: Supporting information for Chapter 3 
 
Appendix 2.1: Parameter notation for VOI analysis 
 
Table A2.1: Complete list of parameters and their notation used in the manuscript and in the 
supporting information. 
Variable Notation 
Species index !	
Threat index # 
True model $	
True state of decline/no decline due to threat i in species j in model s %&'(  
Probability that threat i is causing a decline in species j )&' 
Probability of species j declining *' 
Background probability of decline in species j +' 
Amount invested in managing threat i ,& 
Total budget available for management - 
Cost of eliminating threat # .& 
Prior probability of model s Pr(s) 
Expected number of species declining given model s and investment m1 
in species 1 
/( ,0  
Observed state of decline/no decline in species j xj 
Vector of responses (decline/no decline) for species j and k for each 
experiment 
1' 12 
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Appendix 2.2: Analytical solution to first term of EVPI equation 
 
We found an analytical solution to the first term of the EVPI equation (equation 3.3) using 
Lagrange minimisation (Bertsekas 1982). To solve the first term of the EVPI equation, we choose 
the amount invested in managing threat 1 (,0) that minimises the expected number of species 
declining while meeting the following constraints: 
(a) ,0 ≥ 0  ensures that investment in threat 1 cannot be negative.  
(b) ,0 ≤ .0 ensures that the amount invested in threat 1 cannot be greater than the cost of 
eliminating threat 1, c1. 
(c) ,0 ≤ - ensures the amount spent on threat 1 cannot be larger than the budget, B. 
(d) - −,0 ≤ .8 ensures that the amount spent on threat 2 cannot be greater than the cost of 
eliminating threat 2, c2.  
 
An analytical solution can be obtained when the objective is to minimise the expected number of 
species declining using Lagrange minimisation (Bertsekas 1982). To minimise /(,0) subject to 
inequality constraints, we rewrite the constraints in the form ; ,0 ≥ 0: 
1. ,0 ≥ 0  
2. −,0 +	.0 ≥ 0 
3. - −,0 ≥ 0	 
4. ,0 − - + .8 ≥ 0 
 
The Lagrangian can then be written as = = / ,0 − ?0 constraint	1 − ?8 constraint	2 − ?I constraint	3 − ?K constraint	4  
           Eqn A2.1 
where λ1, λ2 and λ3 and λ4 are arbitrary constants used in Lagrange minimisation called Lagrange 
multipliers (Bertsekas 1982). Since the constraints are binding, i.e. the inequality constraint holds 
with equality at the boundaries of the constraints, the simultaneous equations to be solved are: ?0 ,0 = 0,          Eqn A2.2 ?8 −,0 + .0 = 0,         Eqn A2.3 ?I - −,0 = 0,         Eqn A2.4 ?K ,0 + .8 − - = 0.        Eqn A2.5 
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Then we set the derivative for the Lagrangian with respect to m1 to zero to obtain the minimum, MNMOP = MMOP / ,0 − ?0 ,0 − ?8 −,0 + .0 − ?I - −,0 − ?K ,0 + .8 − - = 0  
           Eqn A2.6 
Solving the equations A2.2, A2.3, A2.4, A2.5 and A2.6 for ,0, we get the following five solutions: ,0 = 12 .8)0' − .0)8' + -)0')8' + .0)0')8' − .8)0')8')0')8'I'Q0 , 
Eqn A2.7 ,0 = 0,	          Eqn A2.8 ,0 = -,	          Eqn A2.9 ,0 = .0, and	                    Eqn A2.10 ,0 = - − .8.                     Eqn A2.11 
 
Four of the five solutions are at the boundaries of the constraints, while one of the solutions is in the 
interior. If the constraints do not hold for the interior solution then one of the solutions at the 
boundary holds. The optimal solution is the one that results in lowest number of species declining 
from the ones that satisfy the constraints. Solutions that break the constraints are ignored.  
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Appendix 2.3: EVSI formulation  
 
EVSI equations at a glance 
Monitoring one species under the non-experimental approach, 
TUVW = − Pr Y' minOP /( ,0[K(Q0 *\ $|Y'0^_Q` + minOP /( ,0 *\ $
[K
(Q0  
           Eqn A2.12 
where xj = 0 if species j is not declining and xj = 1 if species j is declining; Pr(xj) is the probability 
of observing xj; and Pr(s|xj) is the probability that model s is the true model given xj has been 
observed (i.e. the posterior probability).  
 
We use Bayes Theorem to work out the posterior distribution for a specific model from the set of all 
models, a ∈ c,	as Pr $ Y' = 	 de Y' $ de (de Y' f de ghijkP         Eqn A2.13 
 
To solve for the above equation, we need to calculate *\ Y' $ . *\ Y' f  is the same as *\ Y' $  
where f represents all 64 models in set c and $ represents one particular model in set c . The 
denominator in equation A2.13 sums over every possible model in c and gives the probability of 
obtaining sample Y'. 
 
Monitoring two species under the non-experimental approach, 
TUVW = − Pr Y', Y2 minOP /( ,0 *\ $|Y', Y2[K(Q00^lQ`
0
^_Q` + minOP /( ,0 *\ $
[K
(Q0  
           Eqn A2.14 
where Pr Y', Y2  is the joint probability of observing the data for two species, j and k, and 	*\ $|Y', Y2  is the probability that model s is the true model given Y'	and	Y2 have been observed. 
In the case of the experimental approach, the probability of the observed data is conditional on the 
experiment conducted and the posterior model probabilities are conditional on the data and the 
experiment. 
 
 
 
 
 
156 
When monitoring one species under the experimental approach, 
TUVW = − Pr 1' minOP /( ,0[K(Q0 *\ $|1'1_ + minOP /( ,0 *\ $
[K
(Q0  
           Eqn A2.15 
where m'is a vector of responses for species j for each experiment of length equal to the number of 
experiments, each entry is 1 if the species is declining and 0 if it is not and the sum is over all 
possible combinations of the data.  
 
When monitoring two species under the experimental approach, 
TUVW = − Pr 1', 12 minOP /( ,0[K(Q0 *\ $|1', 121l1_ + minOP /( ,0 *\ $
[K
(Q0  
           Eqn A2.16 
where m' and m2 are two vectors of responses to each experiment for species j and k, respectively, 
and *\ $|1', 12  is the probability that model s  is the true model given that m' and m2 have been 
observed.  
 
A monitoring strategy comprised of selecting only species under the non-experimental approach as 
opposed to selecting species and threat under the experimental approach. For example monitor 
species A under no management of threats or monitor species A and B under management of threat 
X, respectively. In all we compared eighteen monitoring strategies including:   
(a) Monitoring one or two species under no management of threats (6 strategies) 
(b) Monitoring one or two species under experimental management of threat 1 (6 strategies) 
(c) Monitoring one or two species under experimental management of threat 2 (6 strategies). 
 
 Detailed derivation of EVSI equations 
I. Non-experimental monitoring strategy 
Let’s first consider a strategy where we only monitor one species with perfect detection, i.e. if the 
species being monitored is declining we detect it without any error. In this case, the sample 
information obtained from monitoring species !, Y' can take two values {0 or 1} indicating no 
decline or decline in species, !. Since we assume binary links such that a threat either causes decline 
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or does not and a species declines even if only one of the threats causes a decline, we can write the 
probability of the monitored species declining, given the model, $, as 
 
 Pr Y' = 1 $ = +' + 1 − +' max&	∈0,8 %&'(()  and      Pr Y' = 0 $ = 1 − +' + 1 − +' max&	∈0,8 %&'(       
 
where Y' is the sample information obtained from monitoring species, !, +' is the background 
probability of decline for species j and %&'(() is the true state of decline/no decline due to threat i in 
species j in model s such that %&'( = 0 if threat i does not cause a decline in species j in model s and %&'( = 1	if threat i causes a decline in species j in model s. Substituting terms in equation A2.12, we 
get 
Pr $ Y' = 1 = +' + 1 − +' max&	∈0,8 %&'(() ×*\ $+' + 1 − +' max&	∈0,8 %&'(g) ×*\ f[KgQ0  
and 
Pr $ Y' = 0 = +' + 1 − +' 1 − max&	∈0,8 %&'( ×*\ $1 − +' + 1 − +' max&	∈0,8 %&'( ×*\ f[KgQ0 . 
            
We can also estimate probability of obtaining sample information, Y', 
Pr Y' = 1 				= 	 *\ Y' = 1 $ Pr	($)[K(Q0 	= +' + 1 − +' max&	∈0,8 %&'( ×*\ $[K(Q0  
and  Pr Y' = 0 = 1 − Pr	(Y' = 1).        
 
As we now have all the components for the EVSI equation, we can estimate EVSI for a single 
monitored species, ! under a non-experimental monitoring strategy (i.e. equation A2.12), 
TUVW = − Pr Y' minOP /( ,0[K(Q0 *\ $|Y'0^_Q` + minOP /( ,0 *\ $
[K
(Q0 . 
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When monitoring two species, the joint probability of observing the sample from monitoring both 
species, ! and a, in model $, is the product of the individual probabilities, assuming they are 
independent. Therefore,  
 Pr Y' = 0, Y' = 0 $ = Pr Y' = 0 $ ×Pr Y2 = 0 $ 	= 1 − +' + 1 − +' max&	∈0,8 %&'( 	×	1 − +2 + 1 − +2 max&	∈0,8 %&2( , Pr Y' = 0, Y2 = 1 $ = Pr Y' = 0 $ ×Pr Y2 = 1 $ 	= 1 − +' + 1 − +' max&	∈0,8 %&'( 	×	+2 + 1 − +2 max&	∈0,8 %&2( , Pr Y' = 1, Y2 = 0 $ = Pr Y' = 1 $ ×Pr Y2 = 0 $ 	= +' + 1 − +' max&∈0,8 %&'(() 		×	1 − +2 + 1 − +2 max&	∈0,8 %&2( , and Pr Y' = 1, Y2 = 1 $ = Pr Y' = 1 $ ×Pr Y2 = 1 $ 	= +' + 1 − +' max&∈0,8 %&'(() 	×	+2 + 1 − +2 max2∈0,8 %&2(() , 
 
where Y' and Y2	is the sample information obtained from monitoring species ! and a individually. 
Model posterior probabilities are estimated as before, using Bayes Theorem (equation A2.13) Pr $ Y', Y2 = 	 Pr Y', Y2 $ Pr $Pr Y', Y2 f Pr f[KgQ0 . 
For example,  Pr $ Y' = 1, Y2 = 0  = Pr Y' = 1 $ ×Pr Y2 = 0 $ ×*\ $Pr Y' = 1 f ×Pr Y2 = 0 f ×*\ f[KgQ0  
= +' + 1 − +' 	max&	∈0,8 %&'
( × 1 − +2 + 1 − +2 max&	∈0,8 %&2(×*\ $+' + 1 − +' 	max&	∈0,8 %&'g × 1 − +2 + 1 − +2 max&	∈0,8 %&2g×*\ f[KgQ0
. 
 
We can write the expressions for the other three events similarly i.e. for Pr $ Y' = 0, Y2 = 1 , Pr $ Y' = 1, Y2 = 0  and Pr a Y' = 0, Y2 = 0 .  
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The joint prior probability of obtaining sample information, Y', Y2  is 
Pr Y', Y2 = 	 *\ Y', Y2 $ Pr	($)[K(Q0 . 
For example, 
*\ Y' = 0, Y2 = 1 = Pr Y' = 0 $ ×Pr Y2 = 1 $ ×Pr	(s)[K(Q0  = 1 − +' + 1 − +' max&	∈0,8 %&'( × +2 + 1 − +2 	max&	∈0,8 %&2(() ×*\ $[K(Q0 . 
 
We can write the expressions for *\ Y' = 0, Y2 = 1 , *\ Yq = 1, Yr = 0  and *\ Yq = 0, Yr = 0  
similarly. As we now have all the components for the EVSI equation, we can estimate EVSI for 
monitoring species, ! and a (i.e., equation A2.14) as TUVW = − Pr Y', Y2 minOP /( ,0 *\ $|Y', Y2[K(Q00^lQ`
0
^_Q` + minOP /( ,0 *\ $
[K
(Q0 . 
 
II. Experimental monitoring strategy 
The formulation for the experimental strategy when monitoring one or two species is the same as 
the non-experimental formulation, but we replace scalars Y', Y2 in equations A2.12 and A2.14 by 
vectors m', m2 for species and , respectively. Each vector m includes observations of responses 
(sample information) for a species under each experiment. The length of the vector is equal to the 
number of experiments. Under two experiments (no management and managing one threat) the 
EVSI for monitoring one species (i.e. equation A2.15) is 
TUVW = − Pr 1' minOP /( ,0[K(Q0 *\ $|1'1_ + minOP /( ,0 *\ $
[K
(Q0  
 
and for monitoring two species (i.e. equation A2.16) 
TUVW = − Pr 1', 12 minOP /( ,0[K(Q0 *\ $|1', 121l1_ + minOP /( ,0 *\ $
[K
(Q0 . 
  
j k
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Appendix 2.4: Case study details 
  
VOI formulation for Fitz-Stirling case study 
For the model system, the expected number of species declining under management (equation 3.4) 
is expressed as  
/( ,0 = +' + 1 − +' 1 − 1 − %0'(() .0 − ,0.0 1 − %8'(() .8 − ,8.8I'Q0  
 
when all species decline in response to the two threats present in the system. The fox-fire case study 
is a special case of this model, wherein one of the species (tammar wallaby) does not decline in 
response to one of the threats (fire). Instead, the wallaby benefits from fires because of the 
regeneration of grasses and fruiting shrubs following a fire providing replenished food stocks 
(Christensen 1980). As a result fire is not a threat for the wallaby. Instead, the management of fire 
to reduce fire intensity can cause a decline in wallaby abundance. Therefore, for the wallaby, %&', 
where # indicates fire threat, represents the state of decline or no decline (1 or 0) when fire threat is 
managed. And the expected number of species decline is be re-written as 
 
= +' + 1 − +' 1 − 1 − %0'( .0 − ,0.0 1 − %8'(() .8 − ,8.88'Q0 +	 +s + 1 − +s 1 − 1 − %0s( .0 − ,0.0 %8s( − %8s( .8 − ,8.8  
           Eqn A2.17 
where ! = {1,2} represents the bandicoot and the brushtail possum, while +s, %0s( 	and	%8s( 	are the 
probability of decline for the wallaby due to unknown factors, and the state of decline due to foxes 
and fires, respectively.  
 
For the brushtail possum and the bandicoot, we assume that managing a threat reduces the 
probability of the threat causing a decline to zero. We calculated the )&' and +' values for the three 
species included in the case study based on data described in Tulloch, Chadès and Possingham 
(2013). So if we manage threat 1 then )0' = 0 and Pr decline managed	threat	1 = 	+' +1 − +' )8'.  
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We then estimated the probability of the threats individually causing a decline as  )8' = de z{|}~{	|	ÄÅÅÇ{z	ÉÑe{ÅÉ	0 ÖÜ_0ÖÜ_ 	and )0' = de z{|}~{	|	ÄÅÅÇ{z	ÉÑe{ÅÉ	8 ÖÜ_0ÖÜ_ 	.  
 
If we manage both threats we can estimate the background probability of decline, due to extrinsic or 
intrinsic factors other than the two threats causing decline (Cardillo et al. 2008; Di Marco et al. 
2012) as +' = *\ decline	|	managed	both	threats . 
 
For the tammar wallaby however, fire is not a threat and managing fire introduces the threat, 
causing the species to decline. Therefore, we treat fire differently in this case such that decline due 
to fire %8s  occurs when foxes are managed and fire is also managed (because managing fire 
introduces the threat) and decline due to foxes %0s  occurs when fire is not managed and foxes are 
not managed. If +s is the probability of decline when foxes are managed but fire is not managed,  +s = *\ decline	|	managed	threat	1	and	NOT	managed	threat	2 . 
 
The associated probabilities can be written as )8s = Pr decline	|	managed	threat	1	and	managed	threat	2 − +'1 − +' 	 , and )0s = Pr decline	|	NOT	managed	threat	1	and	NOT	managed	threat	2 − +'1 − +' . 
 
Parameter estimation for Fitz-Stirling case study 
I. Probability of species decline under management 
We estimated the probability of species declines under management based on data described in 
Tulloch, Chadès and Possingham (2013). Time-series from the candidate indicator under a given 
action are combined into a dataset of length n, with one population growth rate value (µ) per 
generation, and growth rate variability ãå. We define the likelihood that the observed growth rate µ 
is greater than a given growth rate threshold x as *& ç > Y , 
 *& ç > Y = 1 − *& ç ≤ Y         Eqn A2.18 *& ç ≤ Y = è Y − çå ãå ê        Eqn A2.19 
where Φ represents the cumulative distribution function of the standard normal and x can be any 
target growth rate set by the user. For example, the probability of observing any increase in 
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population size is given by *& ç > 0 . The ‘true’ growth rate çå and x are scaled logarithmically; 
with çå calculated as the mean of all the recorded growth rates (µ) from the accumulated time-
series dataset of length n for each species. The chance of observing a real growth rate, *& ç > 0 , 
increases with increasing data availability n and decreasing variability (σ) of growth rates (µ). 
Equation A2.19 determines the probability of an observed growth rate being less than a given target 
growth rate x, formally noted *& ç ≤ Y , and referred to as *& Y  from here on. See Tulloch, 
Chadès and Possingham (2013) for full details on probability estimation.  
  
II. Cost of managing threats  
We estimated the cost of a one-year fox-baiting management program for a typical 25km2 
vegetation patch in the Fitz-Stirling (Tulloch et al. 2016a). We considered three factors: number of 
baiting events required, travel cost and operation costs. We considered baiting 12 times per year for 
optimal baiting frequency. Average cost of travel from the nearest major town was $225.81 
(Auerbach, Tulloch & Possingham 2014; Evans et al. 2015) and annual cost of ground-delivered 
fox baiting, for baiting 4 times a year to reflect conservation agencies’ average management 
expenditure in the region, was $100 per km2 (Tulloch et al. 2014).  Total	cost	of	fox	management	for	a	year = Number	of	baiting	events	×	 Travel	cost	by	road	 +	Operation	cost	per	km	×	Area	of	management 	 = 	12	×	 $225.81		 + 	 $1004 ×	25	km8 = 	$10209.72	per	km8.	
 
Similarly, Evans et al. (2015) estimate the operation cost of fire management by ground burning a 
small part of the habitat to ensure the remainder stays unburnt as $11250 per unit, where a unit is a 
defined management area that can be feasibly managed in a single day. We considered managed 
burning twice in a year for a highly connected habitat patch in the Fitz-Stirling. 90% of the remnant 
habitat patches between the Stirling Range and Fitzgerald River National Parks are small (average 
area ~2km2) and unconnected with low wildfire risk, requiring periodic management burning only 
once every 40 to 80 years to reduce the chance of senescence of fire-dependent plants such as 
Banksia (Tulloch et al. in press). The majority (83%) of the area of remnant vegetation in this 
region is within larger highly connected patches at least 15km2 in area. It is these patches we chose 
for the study as they have a higher likelihood of containing the target mammals due to having a 
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relatively short distance for mammals to travel between patches, and a higher need for fire 
management. The highly connected patches tolerate fire management once every 20-30 years. Total	costs	of	fire	suppression	for	a	year = 	Travel	cost	by	road	 + 	Operation	Cost	per	unit	of	fire	management	area	= 	2	×	 $225.81	 + 	$11250 = 	$22951.62	per	unit	of	fire	management	area. 
 
Parameters estimates for the case studies 
 
Table A2.2: Parameter estimates for case studies used in VOI analysis 
Variables 
Parameter 
notatio
n 
Case study 1: 
Pilbara 
Case study 2: 
Fitz-
Stirling 
Species 1 !	 = 	1	 Macrotis 
lagotis 
Isoodon 
obesulus 
Species 2 !	 = 	2	 Dasyurus 
hallucatus 
Trichosurus 
vulpecula 
Species 3 !	 = 	3	 Rattus tunneyi Macropus 
eugenii 
Threat 1 #	 = 	1	 Over-grazing Invasive 
predator 
Threat 2 #		 = 	2	 Altered fire 
regimes 
Altered fire 
regimes 
Background probability 
of decline: 
species 1                                                                         
species 2                                                                          
species 3 
(+')	+0	+8	+I	
 
0.2717 
0.1900 
0.4750
 
0.1246 
0.0030 
0.2301 
Probability of threat 1 
causing decline in  
species 1 
species 2 
species 3 
()0')	)00		)08		)0I		
 
0.1121 
0.0679 
0.0952 
 
0.4831 
0.1637 
0.9488 
Probability of threat 2 
causing decline in 
species 1 
species 2  
species 3 
()8')	)80		)88		)8I		
 
0.2328 
0.1975 
0.2381 
 
0.0177 
0.2053 
0.6199 
Average expected cost 
per year of 
eliminating threat 1  
.0 $1.49M/year $ 
10209.72/y
ear 
Average expected cost 
per year of 
eliminating threat 2 
.8 $2.68M/year $ 
22951.62/y
ear 
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Appendix 2.5: Supplementary results 
 
 
Figure A2.1: VOI sensitivity to decision-making scenarios. VOI is expressed as the reduction in 
expected number of species declining (i.e. for best monitoring strategy). Relative budget (x-axis), 
expressed as a percentage of the total budget required to completely manage both threats. Threat 
probabilities (y-axis) i.e. probability of both threats causing declines in all species increases from 0 
to 1 (scenario 1); relative probability of threat 1 causing declines in all three species increases from 
0 to 1 and relative probability of threat 2 causing decline in all three species decreasing from 1 to 0 
(scenario 2); probability of both threats causing declines increases from 0 to 1 for species 1, 
decreases from 1 to 0 for species 3 and is fixed at 0.5 for species 2 (scenario 3). Scenarios are tested 
at fixed cost of eliminating threats (each costing 50% of total budget) and low background 
probability of decline (0.01). 
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(a) At low relative budget (25% of total budget) 
 
(b) At high relative budget (75% of total budget) 
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Figure A2.2 (previous page): Performance of two species experimental monitoring strategies at (a) 
low relative budget (25 % of total budget required to completely manage both threats) and (b) high 
relative budget (75 % of total budget required to completely manage both threats). Coloured lines 
indicate which species was/were monitored (as per legend). Solid lines indicate that the species 
was/were monitored under experimental management of threat 1 and dotted lines indicate that the 
species was/were monitored under experimental management of threat 2.  EVSI (y-axis) is 
expressed as the reduction in expected number of species declining. Threat probabilities (x-axis) i.e. 
probability of both threats causing declines in all species increases from 0 to 1 (scenario 1); relative 
probability of threat 1 causing declines in all three species increases from 0 to 1 and relative 
probability of threat 2 causing decline in all three species decreasing from 1 to 0 (scenario 2); 
probability of both threats causing declines increases from 0 to 1 for species 1, decreases from 1 to 
0 for species 3 and is fixed at 0.5 for species 2 (scenario 3). Blue, yellow and green strategies 
overlapping in scenarios 1 and 2 while in scenario 3, only strategies close to zero are overlapping. 
Scenarios tested at low background probability of decline (0.01), and fixed relative cost of 
managing threat 1 (as specified in figure). 
 
 
 
 
 
Figure A2.3 (next page): Case study results: (a) Pilbara and (b) Fitz-Stirling. EVSI (y-axis) is 
expressed as the reduction in expected number of species declining. Coloured lines indicate which 
species was/were monitored (as per legend). Solid lines indicate that the species was/were 
monitored under experimental management of threat 1 and dotted lines indicate that the species 
was/were monitored under experimental management of threat 2. Relative budget (x-axis), 
expressed as a percentage of the total budget required to completely manage both threats. Overall 
EVSI is higher in the Pilbara because of high relative cost of managing the threat with high threat 
probability (altered fire regimes) as compared to the Fitz-Stirling with low relative cost of 
managing the threat with high threat probability (invasive predator). However, maximum EVSI in 
both cases is low (maximum EVSI = 0.06) due to the high values of background probability of 
decline. 
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(a) Pilbara case study results 
 
 
(b) Fitz-Stirling case study results 
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Appendix 2.6: MATLAB code for VOI analysis 
 
Readers interested in replicating our approach can download the MATLAB code (MATLAB 
Version R2015b (Mathworks 1984–2015)) used in our study from the link provided below. Please 
send an email to lead author to enquire about updated versions of the code. 
 
Link to MATLAB code: 
https://dl.dropboxusercontent.com/u/16805473/Bal%20et%20al_MATLAB%20code.zip  
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Appendix 3: Supporting information for Chapter 4 
 
Appendix 3.1: Parameter notation used in the VOI analysis 
 
Table A3.1: Parameter notation used in the VOI analysis 
Variable Notation 
Threat index # 
Species index j 
Time step ü	
Abundance of species at time t †° 
Growth rate of species in the absence of management \ 
Change in growth rate of species per unit of investment in managing 
threat i ¢& 
Rate of increase of population abundance ? 
Investment in managing threat i ,& 
Total budget available for management - 
Expected benefit of managing threat i (i.e. mean of ¢&) µi 
Uncertainty in benefit of managing threat i (i.e. variance of ¢&) σ2i 
Difference in expected benefit of managing the two threats, ç0 − ç8 w 
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Appendix 3.2: Detailed derivation of the EVPI and EVXI equations 
 
Finding the optimal solution under no uncertainty 
For the objective function, 
 U ,0,,8 = \ + ¢0,0 + ¢8,8 + fê †°       Eqn A3.1 
since		,8 = - −,0, the optimisation problem becomes finding the value of m1 that maximises 
equation A3.1. Assuming Nt and r are constants such that £ = \ + fê †° ,  
 maxOP U ,0 = maxOP £ + ¢0,0 + ¢8 - −,0 	= £ +maxOP ¢0,0 + ¢8 - −,0 .	
           Eqn A3.2 
Since ¢0,0 + ¢8 - −,0 	is a linear function m1, the optimal solution will always be at one of the 
extremes. If ¢0and ¢8 are known and ¢0 > ¢8, it is optimal to let m1 = B; and if ¢0 < ¢8, it is 
optimal to let m1 = 0. Therefore, 
 maxOP ¢0,0 + ¢8 - −,0 = -	max ¢0, ¢8 . 
           Eqn A3.3 
The maximum of two variables on the right hand side of equation A3.3 can be found as (Moore et 
al. in review1) maxOP ¢0,0 + ¢8 - −,0 = -2 	 ¢0 + ¢8 +	 ¢0 − ¢8 . 
           Eqn A3.4 
Therefore, under perfect information the value of the optimal management function is  maxOP U ,0 = £ + -2 ¢0 + ¢8 + ¢0 − ¢8 	 . 
           Eqn A3.5 
                                                
1 Moore AL, Walker L, Runge MC, McDonald-Madden E & McCarthy MA (in review) Two-step adaptive 
management for choosing between two management actions. https://mickresearch.wordpress.com/2016/07/05/simple-
adaptive-management/  	
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Expected value of perfect information (EVPI) 
Now assume there is uncertainty in the βs such that βi is normally distributed with mean µi and 
variance σ2i. To calculate the value of perfect information,  TU*W = 	• maxOP U ,0 − maxOP • U ,0 .	
           Eqn A3.6 
From equation A3.5, we note that maxOP • U ,0 = £ + -2 ç0 + ç8 + ç0 − ç8 	and 
           Eqn A3.7 • maxOP U ,0 = £ + -2 • ¢0 + • ¢8 + • ¢0 − ¢8 . 
           Eqn A3.8 
Since the absolute value of a normally distributed random variable is a folded normally distributed 
variable, the mean of ¢0 − ¢8  can be represented as 
• ¢0 − ¢8 = −Y/ Y %Y`Ö¶ + Y/ Y %Y
¶
`  
where Y = ¢0 − ¢8 . Therefore,  
• ¢0 − ¢8 = 2 ã08 + ã88ß ®Ö ©PÖ©™ ™/ 8 ¨P™≠¨™™ − ç0 − ç8 ®\/ − ç0 − ç82 ã08 + ã88 . 
           Eqn A3.9 
Let ç = • ¢0 − ¢8 , Æ = ç0 − ç8, and Ø = ã08 + ã88. Therefore, TU*W = 	 £ + -2 • ¢0 + • ¢8 + • ¢0 − ¢8 − £ + -2 ç0 + ç8 + ç0 − ç8  = £ + -2 ç0 + ç8 + -2 ç − £ − -2 ç0 + ç8 − -2 Æ  =	-2 ç − Æ  
           Eqn A3.10 
and  
ç = Ø 2ß ®Ös™ 8∞™ − Æerf −ÆØ 2 . 
           Eqn A3.11 
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Expected value of partial information (EVXI) 
We consider observing the effect of one out of the two the management actions (tied to managing a 
specific threat), therefore reducing the overall uncertainty (i.e. variance). If we can perfectly 
monitor β1, then TU±W≤0 = 	•≤P maxOP •≤™ U ,0 − maxOP •≤P,≤™ U ,0  
           Eqn A3.12 
where •≥Pis the expectation taken over the distribution of the β1s after monitoring, •≥P,≥™ is the 
expectation taken over the prior distribution of the βis before monitoring and •≥™is the expectation 
taken over the prior distribution of the unmonitored β2. To calculate the first term, •≤P maxOP •≤™ U ,0 = •≤P maxOP •≤™ £ + -	max ¢0, ¢8 	= £ + -	•≤P maxOP ¢0, • ¢8 	= £ + -	•≤P maxOP ¢0, ç8 	= £ + -2 	•≤P ¢0 + ç8 + ¢0 − ç8 	= £ + -2 	 ç0 + ç8 + •≤P ¢0 − ç8  
           Eqn A3.13 
Since ¢0 is observed and therefore constant, ¢0 − ç8~† ç0 − ç8, ã08 , ¢0 − ç8  is folded normal 
with mean,  
• ¢0 − ç8 = 2 ã08ß ®Ö ©PÖ©™ ™ 8 ¨P™ − ç0 − ç8 ®\/ − ç0 − ç82 ã08  
           Eqn A3.14 
Let • ¢0 − ç8 = ç≤0 and Æ = ç0 − ç8. The second term of the EVXI equation is the same as 
that in the EVPI equation, therefore TU±W≤0 = 	 £ + -2 ç0 + ç8 + •≤P ¢0 − ç8 − £ + -2 ç0 + ç8 + ç0 − ç8  = £ + -2 ç0 + ç8 + -2 ç≤0 − £ − -2 ç0 + ç8 − -2 Æ  =	-2 ç≤0 − Æ  
           Eqn A3.15 
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and  
ç≤0 = ã0 2ß ®Ös™ 8¨P™ − Æerf −Æã0 2 . 
           Eqn A3.16 
Similarly, if we can perfectly monitor β2, then TU±W≤8 = 	•≤™ maxOP •≤P U ,0 − maxOP •≤P,≤™ U ,0  
           Eqn A3.17 
where •≥Pis the expectation taken over the prior distribution of β1, •≥P,≥™ is the expectation taken 
over the prior distribution of the βis and •≥™is the expectation taken over the prior distribution of β2. 
The expected benefit after resolving all uncertainty regarding β1 is  •≤™ maxOP •≤P U ,0 = £ + -2 	 ç0 + ç8 + •≤™ ç0 − ¢8  
           Eqn A3.18 
Since ¢8 is observed and therefore constant, ç0 − ¢8~† ç0 − ç8, ã88 , ç0 − ¢8  is folded normal 
with mean,  
• ç0 − ¢8 = 2 ã88ß ®Ö ©PÖ©™ ™ 8 ¨™™ − ç0 − ç8 ®\/ − ç0 − ç82 ã88  
           Eqn A3.19 
Let • ç0 − ¢8 = ç≤8 and Æ = ç0 − ç8. The second term of EVXI equation is the same as that in 
the EVPI equation, therefore TU±W≤8 = -2 ç≤8 − Æ  
           Eqn A3.20 
and 
ç≤8 = ã8 2ß ®Ös™ 8¨™™ − Æerf −Æã8 2 . 
           Eqn A3.21 
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Appendix 3.3: Difference in EVXI for monitoring the effect of management on the threats 
Using equations A3.15 and A3.20, we can write the difference in EVXI for monitoring the effect of 
management on the threats i.e. for observing ¢0 and ¢8 as TU±W≤0 − TU±W≤8 = -2 ç≤0 − Æ − -2 ç≤8 − Æ  = -2 ç≤0 − ç≤™  
           Eqn A3.22 
Substituting expression for ç≤0 and ç≤8 from equations A3.16 and A3.21 in the above equation, we 
get,  TU±W≤0 − TU±W≤8 
 
= -2 ã0 2ß ®Ös™ 8¨P™ − Æerf −Æã0 2 − ã8 2ß ®Ös™ 8¨™™ − Æerf −Æã8 2  
           Eqn A3.23 
where B is the total budget available for management, w is the difference in expected benefit of 
managing the two threats (i.e. µ1 – µ2), σ1 is a measure of the uncertainty in benefit of managing 
threat 1 (i.e. the standard deviation of β1) and σ2 is a measure of the uncertainty in benefit of 
managing threat 2 (i.e. the standard deviation of β2).  
 
If σ12 = σ12 = σ2, then equation A3.23 can be rewritten as 
TU±W≤0 − TU±W≤8 = -2 ã 2ß ®Ös™ 8¨™ − Æerf −Æã 2 − ã 2ß ®Ös™ 8¨™ − Æerf −Æã 2  
= -2 0 = 0. 
           Eqn A3.24 
Therefore, we can see that the difference in the EVXI for monitoring the effect of management on 
the threats will always be zero when the uncertainty in the benefit of managing threat 1 (σ12) is 
equal to the uncertainty in the benefit of managing threat 2 (σ22). 
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Table A3. 2: Range of values used to evaluate equation A3.32 (equation 4.15 in the chapter) 
Parameters Range used 
Budget available for management (B) Fixed at 10 
Difference in expected benefit of managing the two threats (w) 0 to ± 5 
Uncertainty in benefit of managing threat 1 (σ12) 0 to 5 
Uncertainty in benefit of managing threat 2 (σ22) 0 to 5 
 
 
Table A3.3: Monitoring strategies based on difference in EVXI for monitoring the effect of 
management of threat 1 and threat 2, i.e. EVXIβ1 and EVXIβ2, respectively.  
EVXI 
difference 
Condition 1 Condition 2 
Monitoring 
strategy* 
Zero or close 
to zero 
| EVXIβ1 - EVXIβ2 | 
≤ δ1 
EVXIβ1, EVXIβ2 < 
δ2 
Do not monitor 
Zero or close 
to zero 
| EVXIβ1 - EVXIβ2 | 
≤ δ1 
EVXIβ1, EVXIβ2 ≥ δ2 
Monitor either of 
the two threats  
Positive 
EVXIβ1 - EVXIβ2 > 
δ1 
EVXIβ1 ≥ δ2 
Monitor threat 1 
only  
Negative 
EVXIβ2 - EVXIβ1 > 
δ1 
EVXIβ2 ≥ δ2 
Monitor threat 2 
only  
 
δ1 and δ1 values are arbitrary. δ1= 0.0001; δ2=0.01 
δ1 was specified to classify EVXI difference values within a certain distance of zero as zero. δ2 was 
specified to classify low EVXI values. 
 
* By ‘monitor threat’ we mean monitor the effect of managing the threat.  
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Appendix 3.4: Detailed VOI formulation for the n-species, 2-threat system  
 
To include multiple species, such that ! ∈ 	 1,2, . . ê  that are potentially impacted by two threats, # ∈ 1,2 , we model species population dynamics using a geometric growth model assuming 
constant growth rate, †',°≠0 = ?'†',° 
           Eqn A3.25 
where Nj,t and Nj,t+1 are total abundances for species j at times t and t + 1. λj is the growth rate for 
species j, such that  ?' = ®µ_≠≤P_OP≠≤™_O™ 
           Eqn A3.26 
where βij is the change in growth rate of species j per unit of investment in managing threat i, mi is 
the investment in managing threat i and rj is the growth rate of species j in the absence of threat 
management. Assuming that the management objective is to maximise abundance of n species, we 
specify the objective function as the log of the expected geometric mean population abundance, to 
obtain a linear sum of terms, and sought to maximize the geometric mean: 
; ,0,,8 = †',°≠0å'Q0
0 å	
= ?'†',°å'Q0
0 å	
= ®µ_≠≤P_OP≠≤™_O™†',°å'Q0
0 å.
 
           Eqn A3.27 
Let fê ; ,0,,8 = U ,0,,8 , then we can write equation A3.27 in log form such that, 	U ,0,,8 = \' + ¢0',0 + ¢8',8 + fê †',°êå'Q0 	
           Eqn A3.28 
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Finding the optimal solution under no uncertainty 
Since		,8 = - −,0, the optimisation problem becomes finding the value of m1 that maximises the 
above equation, 
maxOP U ,0 = 1ê \' + fê †',°å'Q0 + maxOP ¢0',0 + ¢8' - − ,0å'Q0 	
= -	 \' + fê †',°å'Q0 + 12 ¢0'å'Q0 + 12 ¢8'å'Q0 +	12 ¢0'å'Q0 − ¢8'å'Q0 	. 
           Eqn A3.29 
Let £ = \' + fê †',°å'Q0  and ¢& = ¢&'å'Q0  such that ¢& is the sum of the change in growth rate 
per unit of investment in managing threat i across all species. As in case of the one-species, two-
threat model, ¢& is normally distributed with mean, ç& = ç&'å'Q0  and variance, ã&8 = ã&'8å'Q0 . 
Therefore,  maxOP U ,0 = 1ê £ + -2 ¢0 + ¢8 + ¢0 − ¢8 	 . 
           Eqn A3.30 
Subsequent EVPI and EVXI can be derived using the method detailed in appendix 3.2: TU*W	 = 	 -2ê ç − Æ  
           Eqn A3.31 
where 
ç = 2 ã08 + ã88ß ®Ö ©PÖ©™ ™8 ¨P™≠¨™™ − ç0 − ç8 ®\/ − ç0 − ç82 ã08 + ã88 . 
           Eqn A3.32 
When monitoring β1 perfectly,  TU±W≤0 = 	 -2ê ç≤0 − Æ  
           Eqn A3.33 
where 
ç≤0 = 2 ã08ß ®Ö ©PÖ©™ ™ 8 ¨P™ − ç0 − ç8 ®\/ − ç0 − ç82 ã08 	. 
                     Eqn A3.34 
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Appendix 3.5: Monitoring subset of species 
 
If we perfectly monitor the effect of managing threat 1 on a subset of species, then let us assume 
that we observe some of the βs perfectly such that  
∂∑ = ¢0'g'Q0  
           Eqn A3.35 
where ∂∑is the sum of the observed β1s and l is the number of species β1 is observed for. Similarly, ∂∏ = ¢0'å'Qg≠0  
           Eqn A3.36 
 
where ∂∏ is the sum of the unobserved β1s. We order the species for which β is observed as ! ∈1, . . f  followed by the species for which β is not observed as ! ∈ f + 1, . . ê . Therefore,  
 TU*±W = 	•rπ maxOP • rP rπ ,r™ U ,0 − maxOP •rP,r™ U ,0  
           Eqn A3.37 
 
where •rπ is the expectation taken over the distribution of the β1s after monitoring (averaged over 
all possible observations for ¢0,0	. . ¢0,g), •rP,r™ is the expectation taken over the prior distribution of 
the βis before monitoring. • rP rπ ,r™	is the expectation taken over the posterior distribution of the 
monitored β1s and the prior distribution of the unmonitored β2s, given we have observed the true 
values of the observed β1s. 
 
Let ∂∑be normally distributed with mean ç∑ and variance ã∑8 ; and ∂∏be normally distributed with 
mean ç∏ and variance ã∏8 such that ç∑ = ç0'g'Q0 	and		ã∑8 = ã0'8g'Q0 ; and ç∏ =ç0'å'Qg≠0 	and		ã∏8 = ã0'8å'Qg≠0 .  
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To calculate the first term of the EVXI equation 
 maxOP • rP rπ ,r™ U ,0 = £ê + -2ê ∂∑ + • ∂∏ + • ∂8 + • ∂∑ + ∂∏ − ∂8 	= £ê + -2ê ∂∑ + ç∏ + ç8 + • ∂∑ + ∂∏ − ∂8 	 
           Eqn A3.38 
 
where • ∂∑ = ç∑. Since ∂∑ + ∂∏ − ∂8~† ∂∑ + ç∏ − ç8, ã∏8 + ã88 , ∂∑ + ∂∏ − ∂8  is folded 
normal with mean,  
ç ∂∑ = 2 ã∏8 + ã88ß ®Ö rπ≠©ªÖ©™ ™ 8 ¨ª™≠¨™™ − ∂∑ + ç∏ − ç8 ®\/ − ∂∑ + ç∏ − ç8 82 ã∏8 + ã88 	. 
           Eqn A3.39 
 
Therefore,  •rπ maxOP • rP rπ ,r™ U ,0 = •rπ £ê + -2ê ∂∑ + ç∏ + ç8 + ç ∂∑ 	= £ê + -2ê •rπ ∂∑ + ç∏ + ç8 + •rπ ç ∂∑ 	= £ê + -2ê ç0 + ç8 + •rπ ç ∂∑ 	.	
           Eqn A3.40 
 
And so, TU*±W = -2ê • ç ∂∑ − ç0 − ç8 	. 
           Eqn A3.41 
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Appendix 3.6: Case study data 
 
Table A3.4: Fitz-Stirling case study data for three target species: Trichosurus vulpecula (western 
brushtail possum), Macropus eugenii (tammar wallaby) and Isoodon obesulus (southern brown 
bandicoot or quenda), under two key threats: the invasive predator, Vulpes vulpes (European red 
fox) and altered fire regimes. 
 
 
  
Species 
  
I. obesulus T. vulpecula M. eugenii 
Expected benefit 
of managing 
threat 
Fox threat 1.0729 1.6610 0.9476 
Fire threat 1.0233 1.9327 3.7752 
     
  Species 
  I. obesulus T. vulpecula M. eugenii 
Uncertainty in 
effect of  
managing threat 
Fox threat 0.4675 0.7236 0.2543 
Fire threat 0.0359 0.5699 1.7980 
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Appendix 3.7: Proof for ‘EVXI of monitoring a threat is an increasing function of the 
uncertainty in the benefit of managing that threat’ 
 
We have seen that if we perfectly monitor β1 (equations A3.15 and A3.16), 
 TU±W≤0 = 	-2 ç≤0 − Æ  
 
and 
ç≤0 = ã0 2ß ®Ös™ 8¨P™ − Æerf −Æã0 2 , 
 
where B is the total budget available for management, w is the difference in expected benefit of 
managing the two threats (i.e. µ1 – µ2) and σ1 is a measure of the uncertainty in benefit of managing 
threat 1 (i.e. the standard deviation of β1). 
 
Taking the partial derivative of the TU±W≤0 equation with respect to the variance of β1 (σ12) we get 
 ºTU±W≤0ºã08 = Ωºã08 -2 2 ã08ß ®Ö ©PÖ©™ ™ 8 ¨P™ − ç0 − ç8 ®\/ − ç0 − ç82 ã08 − ç0 − ç8 	
= -	®Ös™ 8 ¨P™2 2ß ã08 	. 
           Eqn A3.42 
 
We can see that the slope of EVXIβ1 with respect to σ12, 
Mæø¿¡¬PM¨P™ , is always positive (Figure A3.1). 
This implies that EVXIβ1 of monitoring the effect of management on threat 1 increases with the 
uncertainty in the benefit of managing threat 1.  
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Figure A3.1: Slope of EVXIβ1 
Mæø¿¡M¨P™  plotted against the uncertainty in the benefit of managing 
threat 1 (i.e. variance, σ12) and the difference in expected benefit of managing threats (µ1 – µ2). 
Slope is not plotted for very low values of uncertainty and is undefined at zero. EVXI is expressed 
as the log of the ratio of population abundance with new information and the population abundance 
with prior information; and it is therefore unit-less.  
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Appendix 3.8: Supplementary results  
 
 
Figure A3.2: Change in EVPI with the parameters. EVXI (z-axis) expressed as the log of the ratio 
of population abundance of a given species with new information and the population abundance of 
the species with prior information and is therefore unit-less, difference in average impacts (y-axis) 
where µ1 represents the expected benefit of managing threat 1 and µ2 represents the expected 
benefit of managing threat 2, and uncertainty in the impacts of threat 1 and threat 2 (x-axis) 
expressed as the variance in µ1 and µ2. 
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Figure A3.3: Magnified cross sections of figure 4.2 showing selected strategies at fixed values for: 
(a), (b), (c) difference in expected benefit of managing threats (w); (d), (e), (f) uncertainty in benefit 
of managing threat 2 (σ22); and (g), (h), (i) uncertainty in benefit of managing threat 1 (σ12). Plots 
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generated for fixed budget (B=10). In the above figure, ‘monitor threat’ implies monitor the effect 
of management on the threat.  
 
 
 
 
Figure A3.4: Comparing parameter values for single species, pairs of species and all three species 
used in EVXI calculations (Figure 4.4) for the case study. Plot (a) shows the expected benefit of 
managing foxes (yellow) and fire (purple); and (b) shows the uncertainty in benefit of managing 
foxes (yellow) and fire (purple). Species identities indicated on the x-axis. EVXI (y-axis ) is 
expressed as the log of the ratio of population abundance with new information and the population 
abundance with prior information; and is therefore unit-less. In case of multiple species, we 
consider the expected geometric mean population abundance. 
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Table A3.5: EVXI values for monitoring the effect of managing foxes and fires on one, two and 
three species. 
Number 
of species Species identities EVXI (foxes) EVXI (fire) 
1 I. obesulus 2.4868 0.5332 
1 T. vulpecula  2.2069 1.8462 
1 M. eugenii  0 0.0847 
2 I. obesulus and T. vulpecula  3.3338 2.1204 
2 I. obesulus and M. eugenii  0.0012 0.1001 
2 T. vulpecula and M. eugenii  0.0023 0.1258 
3 I. obesulus, T. vulpecula and M. eugenii  0.0072 0.0479 
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Figure A3.5: Selected monitoring strategies for the Kimberley case study. Black markers show 
point estimates for σ12 in relation to the parameter space used to define the optimal monitoring 
strategy for the individual species in (a), (b) and (c); and all three species in (d). Values for 
uncertainty in benefit of managing foxes (σ12) fixed case as per case study data (specified above 
each plot) and budget was fixed at 10. In the above figure, w = µ1 - µ2 where µ1 represents the 
expected benefit of managing foxes and µ2 represents the expected benefit of managing fire. 
‘Monitor foxes’ and ‘monitor fire’ imply monitoring the effect of management on foxes and fires, 
respectively. 
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Figure A3.6: Selected monitoring strategies for the Kimberley case study. Black markers show 
point estimates for σ22 in relation to the parameter space used to define the optimal monitoring 
strategy for the individual species in (a), (b) and (c); and all three species in (d). Values for 
uncertainty in benefit of managing fire (σ22) fixed case as per case study data (specified above each 
plot) and budget was fixed at 10. In the above figure, w = µ1 - µ2 where µ1 represents the expected 
benefit of managing foxes and µ2 represents the expected benefit of managing fire. ‘Monitor foxes’ 
and ‘monitor fire’ imply monitoring the effect of management on foxes and fires, respectively. 
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Appendix 3.9: MATLAB functions used in the VOI analysis 
 
We used MATLAB Version R2015b (Mathworks 1984–2015) to estimate the EVPI and EVXI.  
 
Function to estimate EVXI for one species 
function[output] = voiONE(B,mu,sigmas) 
  
% DEFINE PARAMETERS 
w = mu(1)-mu(2); 
  
% CALCULATE EVPI 
theta = sqrt((sigmas(1))^2 + (sigmas(2))^2); % acc to 
equations in MS 
muhat = theta*sqrt(2/pi)*exp(-w^2/(2*theta^2))-w*erf(-
w/(sqrt(2)*theta)); 
evpi = (B/2)*(muhat - abs(w)); 
  
% CALCULATE EVXI WHEN BETA_1 IS KNOWN 
theta = sqrt((sigmas(1))^2);   
mutilde = theta * sqrt(2/pi) * exp(-w^2/(2*theta^2)) - w * 
erf(-w/(sqrt(2)*theta)); 
evxi = (B/2) * (mutilde - abs(w)); 
  
output = [evpi, evxi]; 
end 
 
Function to estimate EVXI difference for one species 
function[output] = EVXIdiff(B,w,sigma1,sigma2) 
  
% TERMS FOR EVXI BETA 1 
theta1 = sigma1; 
mutilde1 = theta1 * sqrt(2/pi) * exp(-w^2/(2*theta1^2)) - w * 
erf(-w/(sqrt(2)*theta1)); 
  
% TERMS FOR EVXI BETA 2 
theta2 = sigma2; 
mutilde2 = theta2 * sqrt(2/pi) * exp(-w^2/(2*theta2^2)) - w * 
erf(-w/(sqrt(2)*theta2)); 
  
output = (B/2) * (mutilde1-mutilde2); 
end 
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Appendix 4: Supporting information for Chapter 5 
  
Appendix 4.1: Data sheet used for the expert elicitation for the Kimberley case study 
 
Definition of parameters used in the data sheet: 
 
Indicators: List of potential indicators of change in threat to trigger management 
action  
 
Feasibility of monitoring action: Feasibility of implementing standard practice 
monitoring using this indicator 
 
Cost of monitoring action: Cost of implementing standard practice monitoring for 
this indicator (a relative measure between indicators between 0 and 100) 
 
Probability of detecting change in threat with indicator: Probability of detecting a 
change in threat using standard practice monitoring action for this indicator. 
 
Threats that this indicator may inform:  Suggestion of change in threats informed 
by monitoring this indicator. 
  
 
In this elicitation exercise we would like you to provide your best estimate for the 
following columns: 
 
*** In the column ‘Cost of Monitoring - Value’ we would like you to estimate the 
relative costs of undertaking each indicator with the most expensive scaled to 100 
and least expensive to 1. If an indicator has no cost then set it to 0.   
 
*** In the ‘Value’ columns next to each threat under ‘Probabilities of detection 
for a given indicator’, please provide a probability (between 0-1, where 0 is no 
probability of detection) of detecting the associated threat for each indicator.    
 
*** Note we have already assigned ranks in the spread sheet to help you with 
defining values (or to ignore). Feel free to change as you see fit. 
 
 
 
 
 
191 
 
 
Indicators 
Feasibility 
of 
monitoring 
action 
Cost of 
monitoring 
action       
(Rank) 
Cost of 
monitoring 
Value         
(1 to 100) 
Probability of detecting change in threat with 
indicator 
Threats that this indicator 
may inform on 
Fire 
and 
grazing 
(Rank) 
Value              
Cat 
predation 
(Rank) 
Value              Weeds (Rank) Value              
Fire 
and 
grazing 
Cat 
predation Weeds 
Stocking (exotic 
herbivore) density - 
aerial transect 
  highest   high   mod   mod         
Relative abundance 
of CWR mammals 
- trapping 
  high   mod   high   mod         
Cats sand pads   high   0   mod   0         
Cats remote 
camera   high   0   mod   0         
Cats trapping    high   0   low   0         
Cats spotlighting   high   0   mod   0         
Pitfall traps for 
small reptiles   high   low   high   low         
Harp traps   high   low   0   0         
Mist netting for 
birds   high   high   mod   low         
Mist netting for 
bats   high   mod   0   0         
Percentage 
perennial grass 
cover 
  low   high   0   high         
Percentage bare 
ground   lowest   high   0   0         
Time since fire   mod   high   0   low         
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data sheet cont. 
            
             
Indicators 
Feasibility 
of 
monitoring 
action 
Cost of 
monitoring 
action       
(Rank) 
Cost of 
monitoring 
Value         
(1 to 100) 
Probability of detecting change in threat with 
indicator 
Threats that this indicator 
may inform on 
Fire 
and 
grazing 
(Rank) 
Value              
Cat 
predation 
(Rank) 
Value              Weeds (Rank) Value              
Fire 
and 
grazing 
Cat 
predation Weeds 
Stocking (exotic 
herbivore) density - 
indirect (scat) 
  mod   mod   low   low         
Relative abundance 
of understory and 
ground nesting 
birds 
  mod   high   high   low         
Percentage cover 
of weed species x   mod   mod   0   high         
Spotlighting for 
tree dependant 
animals 
  mod   mod   0   0         
Anabat detector   mod   mod   0   0         
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Appendix 4.2: Case study data  
 
Table A4.1: Indicators used for the Kimberly case study 
ID	 Indicators 
1	 Stocking (exotic herbivore) density - aerial transect 
2	 Relative abundance of CWR mammals - trapping 
3	 Cats sand pads 
4	 Cats remote camera 
5	 Cats trapping  
6	 Cats spotlighting 
7	 Pitfall traps for small reptiles 
8	 Harp traps 
9	 Mist netting for birds 
10	 Mist netting for bats 
11	 Percentage perennial grass cover 
12	 Percentage bare ground 
13	 Time since fire 
14	 Stocking (exotic herbivore) density - indirect (scat) 
15	 Relative abundance of understory and ground nesting birds 
16	 Percentage cover of weed species x 
17	 Spotlighting for tree dependant animals 
18	 Anabat detector 
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Table A4.2: Species groups considered along with example species 
 
  Species group Examples 
Savanna 
(non-rugged) 
Hollow/tree structure dependant animals Non-volant (Phascogale, tree rat, rabbit rat, golden backed tree rat, black footed tree rat) 
Hollow/tree structure dependant animals Volant (Yellow bellied sheath-tailed bats, cockatoos, owls) 
Rock-dwelling rock ringtail, rock-wallabies, rock pigeons 
Ground (surface and burrowing) dwelling 
animals 
CWR mammals (Quoll, bandicoot (golden, brindled), rodents (pale field 
rats, western chestnut mice) 
Ground (surface and burrowing) dwelling 
animals 
Other groups (diurnal skinks, partridge pigeon, quail, thick-knees, 
cisticola) 
Litter dwelling animals Lizards (specialist skinks, geckos) 
Graminivorous animals Finches (Gouldian finch), Pigeons, small rodents (pseudomys leggadina) 
Insectivorous animals Small dasyrurids, thick heads, cisticola, ibis, fairy wrens 
Frugivorous animals Emus, bowerbirds 
Nectorivores Honeyeaters and lorikeets 
Herbivores Macropods 
Predators (in response to less prey) Mulga snakes, owls, dingoes, varanids, quolls 
Savanna 
(rugged) 
Hollow/tree structure dependant animals Non-volant (Phascogale, tree rat, rabbit rat, golden backed tree rat, black footed tree rat) 
Hollow/tree structure dependant animals Volant (Yellow bellied sheath-tailed bats, cockatoos, owls) 
Rock-dwelling rock ringtail, rock-wallabies, rock pigeons 
Ground (surface and burrowing) dwelling 
animals 
CWR mammals (Quoll, bandicoot (golden, brindled), rodents (pale field 
rats, western chestnut mice) 
Ground (surface and burrowing) dwelling 
animals 
Other groups (diurnal skinks, partridge pigeon, quail, thick-knees, 
cisticola) 
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Table cont. 
	 	 	  Species group Examples 
Savanna 
(rugged) 
Litter dwelling animals Lizards (specialist skinks, geckos) 
Graminivorous animals Finches (Gouldian finch), Pigeons, Rodents (pseudomys leggadina) 
Insectivorous animals Small dasyrurids, thick heads, cisticola, ibis, fairy wrens 
Frugivorous animals Emus, bowerbirds 
Nectorivores Honeyeaters and lorikeets 
Herbivores Macropods 
Predators (in response to less prey) Mulga snakes, owls, dingoes, varanids, quolls 
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Table A4.3: Parameter values used for the case study 
 
PART I: Probability of persistence values for species groups under no management and management of the threats 
(Carwardine et al. 2011; Carwardine et al. 2012) 
Species group 
Number of 
species in 
group 
Probability of persistence values 
Under no 
management 
action 
(plj0) 
Under  
management 
of 'fire and 
grazing' 
threat 
(pljk) 
Under  
management 
of feral cat 
predation' 
threat 
(pljk) 
Under  
management 
of 'weeds' 
threat 
(pljk) 
Hollow/tree structure dependant animals 
Savanna 
(non-rugged) 
16 0 0.45 0.45 0 
Hollow/tree structure dependant animals 0 0.9 1 0.9 0.9 
Rock-dwelling 0 0.9 1 0.9 0.9 
Ground (surface and burrowing) dwelling 
animals 4 0 0.45 0.45 0 
Ground (surface and burrowing) dwelling 
animals 4 0.8 0.95 0.85 0.8 
Litter dwelling animals 0 0.9 0.95 0.95 0.9 
Graminivorous animals 12 0.7 0.95 0.75 0.75 
Insectivorous animals 160 0.6 0.9 0.7 0.6 
Frugivorous animals 30 0.6 0.9 0.65 0.6 
Nectorivores 0 0.9 1 0.9 0.9 
Herbivores 0 0.9 1 0.9 0.9 
Predators (in response to less prey) 19 0.6 0.8 0.8 0.65 
 
 
     
 
 
     
 
 
     
 
 
 
 
197 
 
 
 
(Part I cont.) 
 
     
 
 
     Hollow/tree structure dependant animals 
Savanna 
(rugged) 
1 0.2 0.7 0.6 0.2 
Hollow/tree structure dependant animals 1 0.95 1 0.95 0.95 
Rock-dwelling 0 0.9 0.95 0.95 0.9 
Ground (surface and burrowing) dwelling 
animals 0 0.2 0.7 0.6 0.2 
Ground (surface and burrowing) dwelling 
animals 9 0.8 0.9 0.9 0.8 
Litter dwelling animals 0 0.9 0.95 0.95 0.9 
Graminivorous animals 0 0.9 0.95 0.95 0.9 
Insectivorous animals 28 0.8 0.9 0.85 0.8 
Frugivorous animals 3 0.8 0.95 0.85 0.8 
Nectorivores 0 0.95 1 0.95 0.95 
Herbivores 4 0.95 1 0.95 0.95 
Predators (in response to less prey) 41 0.5 0.7 0.8 0.5 
	 	 	 	 	 	 	PART II: Parameter values for threats and management actions specific to the threats 
(Carwardine et al. 2011; Carwardine et al. 2012) 
Threats 
What is prior belief in the 
impact of this threat? 
(bj) 
What is best action for 
threat?                                        
E.g. From your prioritisation 
the most cost effective action 
for each threat 
What is the Feasibility of 
that action? 
(Fkj) 
Fire and Grazing 0.67 Complex 0.75 
Cat predation 0.98 Complex 0.25 
Weeds 0.5 Complex 0.625 
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PART III: Parameter values for indicators 
(obtained through expert elicitation) 
Indicators 
Feasibility 
of 
monitoring 
action 
Cost of 
monitoring 
Value 
(1 to 100) 
Probability of detecting change 
in threat with indicator 
Threats that this indicator may 
inform on 
Fire and 
grazing 
Cat 
predation Weeds 
Fire and 
grazing 
Cat 
predation Weeds 
Stocking (exotic herbivore) density - 
aerial transect 1 70 1 0 0 x     
Relative abundance of CWR mammals - 
trapping 0.8 90 0.8 0.6 0 x x   
Cats sand pads 0.5 80 0 0.7 0   x   
Cats remote camera 1 40 0 1 0   x   
Cats trapping  0.4 100 0.2 0.8 0 x x   
Cats spotlighting 0.6 70 0.1 0.7 0 x x   
Pitfall traps for small reptiles 0.8 80 0.8 0.6 0 x x   
Harp traps 0.3 60 0 0 0       
Mist netting for birds 0.5 60 0 0 0       
Mist netting for bats 0.3 60 0 0 0       
Percentage perennial grass cover 0.9 10 1 0 0.2 x   x 
Percentage bare ground 1 1 1 0 0 x     
Time since fire 1 30 1 0 0 x     
Stocking (exotic herbivore) density - 
indirect (scat) 0.8 10 0.5 0 0 x     
Relative abundance of understory and 
ground nesting birds 0.8 50 0.7 0.5 0.1 x x x 
Percentage cover of weed species x 0.8 20 0.7 0 1 x   x 
Spotlighting for tree dependant animals 0.5 40 0 0.2 0   x   
Anabat detector 0.3 20 0 0 0       
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Appendix 4.3: Supplementary results 
 
 
 
Figure A4.1: Sensitivity (y-axis) of the six parameters used in the prioritisation (x-axis) as measured 
by the four sensitivity metrics at a 30% error level for parameter estimates. See Table 5.1 for 
description of parameters. Note that metric 1 is a correlation, therefore the smaller the value for the 
metric the higher the sensitivity. This is not the case for metric 2, metric 3, and metric 4 as higher 
values for these metrics indicate higher sensitivity.  
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Figure A4.2: Example illustration of zero-benefit nodes in the decision tree to assess benefit of 
monitoring cats as an indicator using remote cameras in the Kimberly case study for monitoring the 
three threats, fire and grazing, feral cat predation and weeds. 
Feasibility*=*1*
Probability*of*threat&aﬀec3ng*the*system: ******** ******FIRE%&%GRAZING%%%%%%%%FERAL%CAT%PREDATION %%%%%%%%WEEDS&
Feasibility*of*using&camera&traps&for*cats&(indicator):*
Probability*of*indicator*detec3ng*change*in*threat:*
Feasibility*of*best*interven3on*for*threat:*
Beneﬁt*of*managing*threat:&
Expected*beneﬁt*of*monitoring*cats&using&
camera&traps&(indicator)*for*threat:*
Probability*=*1*
Feasibility*=*
0.25*
Assets*protected*
(Bj)*
0.245*Bj&&
Probability*=*
0.98*
Probability*=*0*
0*
Probability*=*
0.5*
Probability*=*0*
0*
Probability*=*
0.67*
