A robust Bayesian estimation of location parameter θ of symmetric stable distributions α ∈ (2, 1.5, 1, 0.5) used to estimate the location parameter θ for the posterior distribution. Normal distribution is used as special case form the family of symmetric stable distributions to show the derivation of the asymptotic estimation of location parameter. Computer simulation used to investigate the performance of our robust procedure. Our robust procedure can be adopted to investigate other symmetric distribution.
Introduction
Stable distributions are rich class of distributions that allow skewness and heavy tails. The class was characterized by Paul Levy (1954) , in his study of sums of independent identically distributed terms. The general stable distribution is described by four parameters: an index of stability α ∈ (0, 2], a skewness parameter β ∈ [-1, 1], a scale parameter γ > 0 and a location parameter β ∈ R. The lack of closed formulas for densities and distribution functions for all but a few stable distributions (Gaussian, Cauchy and Levy) has been a major drawback to the use of stable distributions by practitioners [1] .
There are multiple parameterizations for stable distributions. We will use the following:
Definition: A random variable X is stable S (α, β, γ, θ) if and only if 
xxxx As α ↓ 1, it has a mean of µ = ß tan xxxx When ß = 0, the mean is always 0. When ß > 0, the mean tends to + ∞ because both tail are getting heavier, the right tail is heavier than left. By symmetry, the ß < 0 case has the mean tends to -∞. Finally, when α reaches 1, the tails are too heavy for the integral
where xxxxxxxxxxxxxxxxxxx Using the symmetry property, the lower tail properties are similar.
6. The class of distribution functions, D, selected for the study consists of all df's F(x -θ), -∞ < θ < ∞, where F (x); = S α (x); and S α (x) is the df of the symmetric stable distribution with index of stability α. The probability density function (pdf) f (x) = F' (x) is represented by the inverse Fourier transform of the cdf (with the location parameter equal to zero and the scale parameter equal to one) as:
xf x dx ( ) , to converge. Tables 1 and 2 show some of quantiles and density values of stable distributions (α = 2, 1.5, 1 and 0.5). Also Fig. 1 and 2 show distribution functions and densities [4] . Note that for α = 2, we have a normal distribution with mean zero and variance 2 [2, 3] . 7. The quantile function ξ (q) = F -1 (q), 0 < q < 1, is uniquely defined [4] . 
Bayesian Estimation
Let X 1 , X 2 , ..., X n be an observable random variable with density f (x / θ), θ ∈ R.
where α = 2, 1.5, 1 or 0.5. A prior distribution on the unobservable parameter θ has to be subjectively elicited Cauchy distribution has been chosen since it has a heavy tail, so the estimates will be robust. The posterior expectation of the quantity m (θ), a function of the location parameter, is of interest, if it does exist. If it does not exist then the other measure of location such as the median or the trimmed mean will be used instead. The posterior distribution of the location parameter θ is given the variables x 1 , x 2 , ..., x n is: Since this distribution is unknown and the ratio of integrals in (2.4) does not seem to take a closed form and can not be approximated by a known distribution, the Importance sampling method will be used to sample from the posterior and then study the samples properties [5, 6] .
Results
Since the densities of stable distribution do not have a close form for all α, a special case will be chosen to show the method estimation (α = 2). Table 3 shows a summary of the samples that were generated from posterior distributions. It seems that the median in all distributions gave a good approximation for the location parameter. The first and third quartiles are good estimates of the real quartiles in all the distributions. Also, Fig. 3 to 12 show the shape of the posterior distributions and histograms of the samples. We can say that the median is the best measure of location for the family of symmetric stable distributions. However, in some cases such as α = 2 the mean is better. 
