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 ABSTRACT 
The work is dedicated to the construction of numerical-analytical method 
of designing efficient algorithms for the solution of problems in economics 
and engineering. Using a priori information about the smoothness of the 
solution, great attention is paid to the construction of high-accuracy 
solutions. The proposed approach eliminates recurrent structure 
calculations unknown vectors decisions, which leads to the accumulation 
of rounding errors. Parallel form of the algorithm is the maximum, and 
therefore has the shortest possible time the implementation on parallel 
computing systems. Most conventional algorithms for solving these 
problems (sweep techniques, decomposition of the matrix into a product of 
two diagonal matrices, doubling, etc.) when multiple processors work 
typically no faster than if a single processor. The reason for this is 
substantial sequence computations of these algorithms. 
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Introduction. Problems that arise in front of the economists, are complex in their majority. 
This is because they depend on many factors, which not only influence each other, but also determined 
time dependences [1]. For this reason, this class of problems studied by means of economic and 
mathematical modeling [2, 3]. The mathematical model allows to take into account a variety of 
parameters that affect the economic system as a whole. 
However, the economic and mathematical modeling is often a situation arises when the system 
under study has an extremely complex structure. Quite often this is due to the multidimensionality of 
their description. Multivariate models are used for marketing research and management. In addition to 
such problems include the problem of segmentation and market forecasting, study of the economic 
depression, the analysis and forecasting of social and economic phenomena, and others. We have a 
class of problems is extremely important for the economy as a whole, in this regard, the development 
of effective methods of their solution seems relevant scientific and practical problem. 
In recent decades, studies of the dynamics of economic systems, there is a steady trend of 
transition to continuous time [4, 5]. The economic problems of the class of continuous-time to adapt 
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the methods and models, experience study of linear and nonlinear dynamical systems, gained in 
technical sciences (and especially in the theory of automatic regulation) [6]. 
At the same time, an important feature of the solution given class of problems is their high 
computational complexity. Therefore, their effective research tasks can be carried out only on the basis 
of multiprocessor systems [7, 8]. 
On the other hand, through the use of finite difference schemes for a significant acceleration of 
computing these problems is achieved by the effect of parallelization. Here the individual noteworthy 
numerically-analytical algorithms for solving applied problems. Higher speedup compared with the 
finite-difference approach can be achieved using analytical solutions that allow you to perform 
calculations simultaneously and in parallel on all temporary layers and do not use at the same time 
combined memory [9]. However, the most promising approach to mathematical modeling of applied 
problems of economics and technology should be considered the use of numerical and analytical 
solutions [10, 11]. Thus, distributed application modeling problems of the economy based on high 
order schemes is an important and urgent task. 
Analysis of recent research and publications. Currently, macroeconomic processes studied as 
transient processes in dynamic systems [6]. Therefore, the study of macroeconomic processes carried out 
by means of mathematical methods and models, primarily with the help of the theory of dynamical 
systems (mainly automatic control theory), which is based on the apparatus of differential equations and 
Laplace transforms. In the study of transients in unstructured macroeconomics uses a dynamic model of 
Keynes and Samuelson-Hicks model [3]. Moreover, the processes of accumulation of money and 
material modeling of the dynamics of securities is treated as the cost of large systems [5]. 
Note that this class of problems, as a rule, is described by differential equations and can be 
solved through the application of difference schemes apparatus, the essence of which is that carried 
out the replacement of derivatives by difference relations. Thus from the point of view of numerical 
algorithms for solving differential equations is distributed on explicit and implicit schemes [12]. The 
explicit scheme the value of the unknown function evaluated successively, layer by layer. In this 
context, for parallel computing, this approach can not be used. Implicit schemes allow to conduct 
calculations with a big step without a significant loss in accuracy, but this approach requires more 
computation. The above analysis shows that the methods of solving problems of analysis capabilities. 
At present, there have been certain trends in the development of numerical and analytical methods 
with complex logical structure, but they are compared with piecewise-difference methods of higher 
order accuracy and the possibility of constructing algorithms with adaptation for orders of 
approximation [10, 11]. From the point of view of calculating this approach is a cumbersome, but it 
shows a kind of benchmark for comparison with other practices. However, despite the fact that the 
computer experiment is carried out on a multiprocessor system, it can be argued that the fact hindered 
the development of numerical and analytical approach, is now losing its relevance. 
It should be noted that today the solution of complex, large-volume tasks requires powerful 
computers and is characterized by a parallel word, that is, there are parallel computers, computer 
systems, parallel computing techniques, etc. [13-16]. The appearance in the computer systems of new 
means of communication, more advanced element base stimulated the development of HPC based on 
standard technologies and public components [7, 8]. 
In this paper, for the computational experiments are used so-called "blade" server solutions for 
multiprocessor systems [8]. On the basis of IB network technologies have been implemented "blade" 
server solution multiprocessor system are installed in one housing in which several similar parent 
modules. Practice shows that blade systems are more compact and easy to maintain, and their 
implementation is not much more expensive compared to the multi-processor computer systems. The 
main features of its design architecture presented in [7]. 
Thus, it can be argued that by now disappeared fundamental problems in a potentially infinite 
increase in peak performance computers. But the really serious problem is and how to use this 
enormous potential. In this paper, the possibility of constructing the maximum parallel computing 
algorithms in problems of technology and economics. 
Unsolved part of the problem. Existing methods for solving the problems of the economy and 
technology are not always suitable for reasons of accuracy, speed, memory requirements, the structure of 
algorithms, applicability for multi-processor computer systems. In this context, there are new ideas and 
implemented in the field of computational mathematics. Ultimately, for more sophisticated mathematical 
models needed to design new methods of implementation of numerical experiments. 
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The purpose of the study. The purpose of this work is to construct the most parallel 
algorithms for solving the problems of the economy and technology, which are described by dynamic 
models. In this case we deal with the problems of mathematical modeling of this class of problems on 
parallel computing systems of cluster type. Most conventional algorithms for solving these problems 
(sweep techniques, decomposition of the matrix into a product of two diagonal matrices, doubling, 
etc.) when multiple processors work typically no faster than if a single processor. The reason for this is 
substantial sequence computations of these algorithms. 
Basic results of research. Creation of parallel computing systems required the development 
of mathematical concepts for constructing parallel algorithms, i.e. algorithms adapted for 
implementation in these systems. As the basis for constructing the parallel algorithm we can take both: 
a sequential algorithm and the task itself as well [9, 14]. The most sensible at parallelization of 
sequential algorithm is pragmatic approach; actually sequential algorithms detect common elements 
which further are transformed to a parallel form. 
The numerical and analytical schemes consider the example of the boundary value problem 
for the heat equation with constant coefficients. E.g. we want to find a solution in the area 
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On the basis of prior information required function is represented as a Taylor series: 
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After agreement (6) with equation (1) and equating the coefficients of equal powers we 
receive nxH , the system of ordinary differential equations (SODE) 
, 1 , 32
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   (7) 
having the form of Cauchy 
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,)0( 1,1,   npnpY M     (8) 
where 1,npM  are the known values of the Taylor component of the initial function (2). 
Let restrict a finite number of terms Nn  series in the right side of the Taylor series (6), so 
we obtain 
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where N – is the integer number .To approximate equation  (1) in the point ( txp , ) we will consider 
the closing connection 
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We suppose that in (9) 1r xH  and thus we obtain on the three-point template the system of 
two algebraic equations 
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where 
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are normalizing factors. 
For N = 2 0,0 n  we have 
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After substituting (14) into (7) we obtain the SODE 
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where ^ `)(),( 1,21,0 tYtY m  are the boundary functions of the first kind 
For N = 3 and the significance of the relations (7) and (14) we obtain the higher-order SODE 
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are known boundary functions of the second kind. 
Note that the developed approach includes conventional finite-difference methods in a special 
case. Scheme (15) coincides with the classical Dirichlet problem, and the circuit (16) with the 
Neumann problem. The problem (16) is characterized by the fact that the transmission of information 
on the boundaries of the area in the natural scheme is implemented through internal point accurately 
without reducing the order of approximation. 
With the increase of N - order reducing the approximation orders of closing bonds (12) also 
increases. Note that the integration of SODE (15) - (17) having the Cauchy form with explicit methods 
is the most advanced procedure. The variety of standard programs allows us to consider this process as 
an elementary. From the point of view of cost effectiveness depending on operations' number for the 
mentioned above methods cannot be improved. 
The developed numerical and analytical procedure for discretization can be simply generalized to 
other types of differential equations of mathematical physics. In particular, in the stationary problems it is 
easier to localize features in the regions of smoothness using schemes of high order accuracy. 
The value of the order of approximation in conjunction with carrying out the calculation on 
the shredder grids allows to focus in assessing the calculation   accuracy. 
We will show how to formulate the algorithm of approximate calculations based on the 
operations with functions as well as with formulas. 
In the construction of a computational algorithm (13) - (17) we used a priori information 
available to the task, and first of all information about belonging to a particular class of functions' 
smoothness which describe the task. Smoothness is determining feature of the diameters' size. The 
values of the diameters give an idea of the best possible accuracy for the computational algorithm. 
Let us introduce Cauchy data as dependent variables 
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Rewriting SODE (4) as follows 
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Thus, the general solution of (6) can be represented as follows 
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The first term of (21) satisfies the adiabatic wall, and the second one satisfies the conditions of 
the wall at a constant temperature. 
In the algebraic area the mathematical model in the form of Cauchy data duplexing 
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In general we have the rapid convergence of infinite series (22), (23) at physically realizable of the 
variables. For example, if the derivatives of )(),( 2,1, tYtY pp  are limited by derivatives of the exponential 
functions, this is a confirming of term by term differentiation which is used in the analysis. However, in practical 
cases, the series must converge quickly enough to be able to confine to a few initial terms of the series. 
As the aim was to synthesize parallel algorithms of the method with the help of ratio (26) we 
obtained that the method fits into the concept of unlimited parallelism [2]. Indeed, one processor can 
be assigned to one node of the design, and it becomes possible to perform calculations on all nodes 
simultaneously. 
Conclusions and prospects for future research. In this paper, an example of solving the problem 
of Economics and Technology, shows the efficiency of parallelization of dynamical systems. Particular 
attention is paid to the numerically-analytical methods of solving tasks. Higher speedup compared with the 
finite-difference approach is explained by the use of analytical solutions that allow you to perform 
calculations simultaneously and in parallel on all temporary layers without the use of combined memory. 
This approach excludes recurrent structure calculation of required vectors of solutions which, as a rule, 
leads to the accumulation of rounding errors. Thus constructed parallel form of the algorithm is maximized 
and, hence, has the lowest possible time algorithm implementation on parallel computing systems. 
REFERENCES 
1. Аначуна Н.Н. Теоретические основы и конструирование вычислительных алгоритмов задач 
математической физики / Н.Н. Аначуна, К.И. Бабенко, В.С. Годунов. – М.: Наука, 1979. – 296 с. 
2. Воеводин В.В. Модели и методы в параллельных вычислениях / В.В. Воеводин. – М.: Наука. 1986. – 345 с. 
3. Коломаев В.А. Экономико-математическое моделирование / В.А. Коломаев. – М.: ЮНИТИ-ДАНА, 
2005. - 295 с. 
4. Царьков В.А. Динамические модели экономики. Теория и практика экономической динамики. - М.: 
Экономика, 2007. – 216 с. 
5. Петров Л.Ф. Методы динамики анализа экономики. – М.: Инфра-М, 2010. – 239 с. 
6. Бесекерский В.А., Попов Е.П. Теория систем автоматического управления. – СПб.: Профессия, 2007. - 752 с. 
7. Башков Є.О., В.П. Іващенко, Г.Г. Швачич Високопродуктивна багатопроцесорна система на базі 
персонального обчислювального кластера // Проблеми моделювання та автоматизації проектування. 
– Вип. 9 (179). – Донецьк: ДонНТУ, 2011. – С.312 – 324.  
8. Пат. 57663 Україна, МПК G06F 15/16 (2011.01). Модуль високоефективної багатопроцесорної 
системи підвищеної готовності / ІващенкоВ.П., БашковЄ.О., Швачич Г.Г., Ткач М.О.; власники: 
Національна металургійна академія України, Донецький національний технічний університет. – № u 
2010 09341; заявл. 26.07.2010; опубл. 10.03.2011, Бюл. № 5. 
9. Ivaschenko V.P., Shvachych G.G., Tkach M. A. Specifics of constructing of maximally parallel algorithmic 
forms of the solving of the appliend tasks. – Системні технології. Регіональний міжвузівський збірник 
наукових праць, № 2(91), 2014. – С. 3 – 9.  
10. Shvachych G.G. Component system of numeral-analytical visualization of vectors decisions multiprocessor 
calculable complexes // IV Intrenational Conference [“Strategy of Quality in Indastry and Education”]; 
May 30 – June 6, 2008; Varna; Bulgaria. – Proceedings. – V. 2. – P. 810-815. 
11. Shvachych G.G. Maximally parallel forms of distributed simulation of dynamic system / G.G. Shvachych, B.I. Moroz, 
I.A. Pobochii, E.V. Ivaschenko, V.V. Busygin // World Science, Vol 1, № 4(32), April, Warsaw, 2018. – P. 12 – 20. 
12. Годунов С.К., Рябенький В.С. Разностные схемы [введение в теорию] . – М.: Наука, 1973. – 400 с. 
13. Ivaschenko V.P., Alishov N.I., Shvachych G.G., Tkach M.A. Latest technologies based on use of high-
efficient multiprocessing computer systems // Journal of Qafqaz University. Mathematics and Computer 
Science. Baku, Azerbaijan. – Vol. 1. – Numb. 1, 2013 – P. 44 – 51. 
14. Ivaschenko V.P. Effective algorithms for solving coefficient problems of high accuracy order schemotechnical 
technologies for reliability of solar arrays / V.P. Ivaschenko, G.G. Shvachych, E.V. Ivaschenko, V.V. Busygin // 
System Technologies: the Regional collection of the proceedings, № 4(117), 2018. – С. 95 – 108. 
15. Ivaschenko V.P., Shvachych G.G., Tkach M.A. Prospects of network interface infiniband in multiprocessor 
computer system for solving tasks of calculations’ area spreading // System technologies. – № 2(91). – 
Dnipropetrovs’k, 2014. – P. 32 – 43. 
16. Shvachych G.G. Research of the problem of compatibility in the multi-processing compound systems / 
G.G. Shvachych, I.A. Pobochii, E.V. Ivaschenko, V.V. Busygin // Science review, Vol 1, № 2(9), February, 
Warsaw, 2018. – P. 19 – 23. 
  
