In this paper we consider a multi-dimensional wave equation with dynamic boundary conditions, related to the Kelvin-Voigt damping. Global existence and asymptotic stability of solutions starting in a stable set are proved. Blow up for solutions of the problem with linear dynamic boundary conditions with initial data in the unstable set is also obtained.
Introduction
In this paper we consider the following semilinear damped wave equation with dynamic boundary conditions:              u tt − ∆u − α∆u t = |u| p−2 u, x ∈ Ω, t > 0 u(x, t) = 0, x ∈ Γ 0 , t > 0 u tt (x, t) = −a ∂u ∂ν (x, t) + α∂u t ∂ν (x, t) + r|u t | m−2 u t (x, t) x ∈ Γ 1 , t > 0 u(x, 0) = u 0 (x), u t (x, 0) = u 1 (x) x ∈ Ω , (1.1)
where u = u(x, t) , t ≥ 0 , x ∈ Ω , ∆ denotes the Laplacian operator with respect to the x variable, Ω is a regular and bounded domain of R N , (N ≥ 1), ∂Ω = Γ 0 ∪ Γ 1 , mes(Γ 0 ) > 0, Γ 0 ∩ Γ 1 = ∅ and ∂ ∂ν denotes the unit outer normal derivative, m ≥ 2 , a , α and r are positive constants, p > 2 and u 0 , u 1 are given functions.
From the mathematical point of view, these problems do not neglect acceleration terms on the boundary. Such type of boundary conditions are usually called dynamic boundary conditions. They are not only important from the theoretical point of view but also arise in several physical applications. For instance in one space dimension, the problem (1.1) can modelize the dynamic evolution of a viscoelastic rod that is fixed at one end and has a tip mass attached to its free end. The dynamic boundary conditions represents the Newton's law for the attached mass, (see [3, 1, 6] for more details). In the two dimension space, as showed in [26] and in the references therein, these boundary conditions arise when we consider the transverse motion of a flexible membrane Ω whose boundary may be affected by the vibrations only in a region. Also some dynamic boundary conditions as in problem (1.1) appear when we assume that Ω is an exterior domain of R 3 in which homogeneous fluid is at rest except for sound waves. Each point of the boundary is subjected to small normal displacements into the obstacle (see [2] for more details). This type of dynamic boundary conditions are known as acoustic boundary conditions.
In one space dimension, in the case where r = 0 and m = 2, Pellicer and Solà-Morales [24] considered the one dimensional problem as an alternative model for the classical spring-mass damper system, and by using the dominant eigenvalues method, they proved that for small values of the parameter a the partial differential equations in the problem (1.1) has the classical second order differential equation
as a limit where the parameter m 1 , d 1 and k 1 are determined from the values of the spring-mass damper system. Thus, the asymptotic stability of the model has been determined as a consequence of this limit. But they did not obtain any rate of convergence. This result was followed by recent works [23, 25] . In particular in [25] , the authors considered a one dimensional nonlocal nonlinear strongly damped wave equation with dynamical boundary conditions. In other word, they looked to the following problem:
with x ∈ (0, 1), t > 0, r, α > 0 and ε ≥ 0. The above system models a spring-massdamper system, where the term εf u(1, t),
represents a control acceleration at x = 1. By using the invariant manifold theory, the authors proved that for small values of the parameter ε, the solutions of (1.2) are attracted to a two dimensional invariant manifold. See [25] , for further details.
We recall that the presence of the strong damping term −∆u t in the problem (1.1) makes the problem different from that considered in [10] and widely studied in the literature [30, 27, 28, 9, 29] for instance. For this reason less results were known for the wave equation with a strong damping and many problems remained unsolved. Especially the blow-up of solutions in the presence of a strong damping and a nonlinear boundary damping at the same time is still an open problem. In [11] , the present authors showed that the solution of (1.1) is unbounded and grows up exponentially when time goes to infinity if the initial data are large enough.
Recently, Gazzola and Squassina [9] studied the global solution and the finite time blow-up for a damped semilinear wave equations with Dirichlet boundary conditions by a careful study of the stationary solutions and their stability using the Nehari manifold and a mountain pass energy level of the initial condition.
The main difficulty of the problem considered is related to the non ordinary boundary conditions defined on Γ 1 . Very little attention has been paid to this type of boundary conditions. We mention only a few particular results in the one dimensional space and for a linear damping i.e. (m = 2) [13, 24, 7, 15] .
A related problem to (1.1) is the following:
in Ω where the boundary term h(u t ) = |u t | ρ u t arises when one studies flows of gas in a channel with porous walls. The term u tt on the boundary appears from the internal forces, and the nonlinearity K(u)u tt on the boundary represents the internal forces when the density of the medium depends on the displacement. This problem has been studied in [7, 8] . By using the Faedo-Galerkin approximations and a compactness argument, they proved the global existence and the exponential decay of the solution of the problem.
We recall some results related to the interaction of an elastic medium with rigid mass. By using the classical semigroup theory, Littman and Markus [18] established a uniqueness result for a particular Euler-Bernoulli beam rigid body structure. They also proved the asymptotic stability of the structure by using the feedback boundary damping. In [19] the authors considered the Euler-Bernoulli beam equation which describes the dynamics of clamped elastic beam in which one segment of the beam is made with viscoelastic material and the other of elastic material. By combining the frequency domain method with the multiplier technique, they proved the exponential decay for the transversal motion but not for the longitudinal motion of the model, when the Kelvin-Voigt damping is distributed only on a subinterval of the domain. In relation with this point, see also the work by Chen et al. [5] concerning the Euler-Bernoulli beam equation with the global or local Kelvin-Voigt damping. Also models of vibrating strings with local viscoelasticity and Boltzmann damping, instead of the Kelvin-Voigt one, were considered in [20] and an exponential energy decay rate was established. Recently, Grobbelaar-Van Dalsen [12] considered an extensible thermo-elastic beam which is hanged at one end with rigid body attached to its free end, i.e. one dimensional hybrid thermoelastic structure, and showed that the method used in [21] is still valid to establish an uniform stabilization of the system. Concerning the controllability of the hybrid system we refer to the work by Castro and Zuazua [4] , in which they considered flexible beams connected by point mass and the model takes account of the rotational inertia.
In this paper we consider the problem (1.1) where we have set for the sake of simplicity a = 1. We will show that if the initial data are in the "stable set", the solution continues to live there forever. In addition, we will prove that the presence of the strong damping forces the solution to go to zero uniformly and with an exponential decay rate. To obtain our results we combine the potential well method with the energy method. We will also proved that in the absence of a nonlinear boundary damping, in the case where m = 2, the solution blows up in finite time.
This paper is organized as follows. In the section 2, after having stated the local existence and uniqueness theorem obtained by the authors in [11] , we will prove that if the initial data are in the stable manifold, the solution continues to live there and so we will prove the global existence and the exponential decay of the solution. Let us mention, that despite the Lyapunov functional method is a well-know tool to prove exponential decay, at our knowledge, such results were not already studied on semilinear damped wave equation with dynamic boundary conditions. In section 3, we prove the blow up result of the problem (1.1), in the case of a linear boundary damping, in spite of the presence of the strong damping term △u t . The technique we use follows closely the method used in [9] , which is based on the concavity argument due to Levine [16] . Let us mention, also at this point that despite the concavity method due to Levine is a well-know tool to prove blow up, at our knowledge, such result are new for semilinear damped wave equation with dynamic boundary conditions.
Asymptotic stability
In this section, we will first recall the local existence and the uniqueness result of the solution of the problem (1.1) porved in [11] . Then we state and prove the global existence and exponential decay of the solution of problem (1.1). In order to do this, a suitable choice of the Lyapunov functional will be made. Let us firstly define the critical Sobolev exponent for the trace functional space by:
, there exists T > 0 and a unique solution u of the problem (1.1) on (0, T ) such that
We proved this theorem by using the Faedo-Galerkin approximations and the wellknown contraction mapping theorem. Let us recall that the solution u of (1.1) belongs to the space:
endowed with the norm:
We denote u the solution of (1.1). We define:
Since the solution u ∈ Y T (the solution is "enough regular"), let us recall that if
If T max < ∞, we say that the solution of (1.1) blows up and that T max is the blow up time.
If T max = ∞, we say that the solution of (1.1) is global.
In order to study the blow up phenomenon or the global existence of the solution of (1.1), we define the following functions:
2)
and
In [11] we obtained the following inequality on the energy :
Thus the function E is decreasing along the trajectories. As in [22] , the potential well depth is defined as:
We can now define the so called "Nehari manifold" as follows:
N separates the two unbounded sets:
The stable set W and unstable set U are defined respectively as:
It is readily seen that the potential depth d is also characterized by
As it was remarked by Gazzola and Squassina in [9] , this alternative characterization of d shows that
In the Lemma 2.1, we would like to prove the invariance of the set N + : if the initial data u 0 is in the set N + and if the initial energy E(0) is not large (we will precise exactly how large may be the initial energy), then u(t) stays in N + forever. For this purpose, as in [9, 30] , we denote by C * the best constant in the Poincaré-Sobolev embedding
Let us denote the Sobolev critical exponent:
Let us remark (as in [9, 30] ) that if p <p the embedding is compact and the infimum in (2.8) (as well as in (2.6)) is attained. In such case (see, e.g. [22, Section 3]), any mountain pass solution of the stationary problem is a minimizer for (2.8) and C * is related to its energy:
Let us remark also that in the theorem 2.1, we have supposed that p <q whereq is defined by (2.1). Asq <p, we may use the above characterisation of the potential well depth d.
Remark 2.1 [22, 14] For every solution of (1.1), given by Theorem 2.1, only one of the following assumption holds:
i) if there exists some t 0 ≥ 0 such that u(t 0 ) ∈ W and E(t 0 ) < d, then ∀t ≥ t 0 , u(t) ∈ W and E(t) < d.
ii) if there exists some t 0 ≥ 0 such that u(t 0 ) ∈ U and E(t 0 ) < d, then ∀t ≥ t 0 , u(t) ∈ U and E(t) < d.
We can now proceed in the global existence result investigation. For this sake, let us state two lemmas. Lemma 2.1 Assume 2 ≤ p ≤q and max 2,q
Remark 2.2 Let us remark, that if there exists
the same result stays true. It is the reason why we choose t 0 = 0.
Moreover , one can easily see that, from (2.9), the condition E(0) < d is equivalent to the inequality:
This last inequality will be used in the remaining proofs.
Proof of Lemma 2.1: Since I(u 0 ) > 0, then by continuity, there exists T * ≤ T such that I(u(t, .)) ≥ 0, for all t ∈ [0, T * ). Since we have the relation:
we easily obtain :
Hence we have: ∇u
From (2.3) and (2.4), we obviously have ∀t ∈ [0, T * ), J(t) ≤ E(t).
Thus we obtain:
Since E is a decreasing function of t, we finally have:
By definition of C * , we have:
Using the inequality (2.11), we deduce:
Now exploiting the inequality on the initial condition (2.10) we obtain:
Hence ∇u Proof of Lemma 2.2: Since the map t → E(t) is a decreasing function of time t, we have:
which gives us:
Thus, ∀t ∈ [0, T ) , ∇u 2 + u t 2 is uniformly bounded by a constant depending only on E(0) and p. Then by definition 2.1, the solution is global, so T max = ∞.
We can now state the asymptotic behavior of the solution of (1.1).
Theorem 2.2 Assume 2 ≤ p ≤q and max 2,+ 1 − p ≤ m ≤q. Let u 0 ∈ N + and u 1 ∈ L 2 (Ω). Moreover, assume that E(0) < d. Then there exist two positive constants C and ξ independent of t such that:
Remark 2.3 Let us remark that these inequalities imply that there exist positive constants K and ζ independent of t such that:
Thus , this result improves the decay rate of Gazzola and Squassina [9, Theorem 3.8] , in which the authors showed only the polynomial decay. Here we show that we can always find initial data satisfying u 0 ∈ N + and u 1 ∈ L 2 (Ω) which verify the inequality (2.10), such that the solution can decay faster than 1/t, in fact with an exponential rate, even in the case m > 2. Also, the same situation happens in absence of strong damping (α = 0) and m = 2.
Proof of Theorem 2.2: Since we have proved that ∀t ≥ 0 , u(t) ∈ N + , we already have:
The proof of the other inequality relies on the construction of a Lyapunov functional by performing a suitable modification of the energy. To this end, for ε > 0, to be chosen later, we define for
Let us see that we have:
Since we have proved in Lemma 2.1 and Lemma 2.2 that ∀t ≥ 0 , I(t) > 0 and ∇u 2 + u t 2 is uniformly bounded by a constant depending only on E(0) and p, using Young inequalities on the two integral terms and then Poincaré's inequality, there exists a constant C > 0 such that:
Consequently, from the above two inequalities, we have
It is clear that for ε sufficiently small, we can find two positive constants β 1 and β 2 such that
By taking the time derivative of the function L defined above in equation (2.12), using problem (1.1), and performing several integration by parts, we get:
Now, we estimate the last term in the right hand side of (2.14) as follows. By using Young's inequality, we obtain, for any δ > 0
The trace inequality implies that:
where C here and in the sequel denotes a generic positive constant which my change from line into line. Since the inequality (2.11) holds, we have
Inserting the two inequalities (2.15) and (2.16) in (2.14), we have:
From (2.10), we have
Now, let us choose δ large enough such that:
Once δ is fixed, we choose ε small enough such that:
From (2.17), we may find η > 0, which depends only on δ, such that:
Consequently, using the definition of the energy (2.4), for any positive constant M , we obtain:
By using the Poincaré inequality and the trace inequality
choosing again ε small enough and M ≤ 2η, from (2.18), we have:
On the other hand, by virtue of (2.13), setting ξ = −M ε/β 2 , the last inequality becomes:
Integrating the previous differential inequality (2.19) between 0 and t gives the following estimate for the function L:
Consequently, by using (2.13) once again, we conclude
This completes the proof. 
Blow up
In this section we consider the problem (1.1) in the linear boundary damping case (i.e. m = 2) and we show that if u 0 ∈ U and E(0) ≤ d then any solution of (1.1) blows up in finite time. Our result reads as follows:
Theorem 3.1 Assume 2 ≤ p ≤q and m = 2. Let u be the solution of (1.1) on [0, T max ). Then T max < ∞ if and only if there exists t ∈ [0, T max ) such that
Proof of Theorem 3.1: Let us firstly suppose that there exists t ∈ [0, T max ) satisfying the conditions (3.1). Without loss of generality, we may assume that t = 0. We will prove that T max < ∞ by contradiction. We will suppose that the solution is global "in time" and we will use the concavity argument of Levine [16, 17] : the basic idea is to construct a positive functional θ(t) of the solution and show that for some γ > 0, the function θ −γ (t) is a positive concave function of t. Thus it will exists T * such that lim t→T * θ −γ (t) = 0. From the construction of the function θ, this will imply that: lim
In order to find such γ, we will verify that:
Thus it suffices to prove that θ(t) satisfies the differential inequality
From the remark 2.1, we firstly have:
Hence by (2.7), we obtain:
Assume by contradiction that the solution u is global "in time". Then for any T > 0, let us define the functional θ as follows
Taking the time derivative of (3.5) we have:
Thus, as u is the solution of problem (1.1), differentiating equation (3.6) with respect to t gives us:
Therefore, using the definition of θ given by (3.5), we can easily see that:
where the function η is defined by:
Our purpose now is to show that the right hand side of the equality (3.7) is non negative. Let us firstly show that η(t) ≥ 0 for every t ∈ [0, T ]. To do this, we estimate all the terms in the third line of (3.8) making use of Cauchy-Schwarz inequality, and compared the results with the terms in the first and second line in (3.8) . For instance, when we develop the square term in the inequality (3.8), we estimate the terms as follows: 
