A generalized estimating equations (GEE) approach is developed to estimate structural parameters of a regression credibility model with independent or moving average errors. A comprehensive account is given to illustrate how GEE estimators are worked out within an extended Hachemeister (1975) framework. Evidenced by results of simulation studies, the proposed GEE estimators appear to outperform those given by Hachemeister, and have led to a remarkable improvement in accuracy of the credibility estimators so constructed.
INTRODUCTION
Theoretical development has led the subject of credibility to be closely connected with random effects models. A regression credibility model (Hachemeister, 1975; Norberg, 1986) , characterized by a within-panel correlation structure through the introduction of random regression coefficients, is essentially a generalized linear model (GLM) (McCullagh and Nelder, 1989) with solely random effects. Whereas independence is assumed in a classical GLM, generalized estimating equations (GEE) were developed to serve as an extension of the classical framework to handle random effects and correlated errors . GEE were firstly introduced to estimate regression coefficients in a GLM provided that the covariance structure is either known or estimated a priori. Later developments have seen the use of GEE to estimate parameters which specify the covariance structure (Prentice and Zhao, 1991; Liang et al., 1992) .
As a regression credibility model can be treated as a GLM with random effects (Nelder and Verall, 1997) , it may also be handled by the GEE methodology.
The Bühlman (1967) and Bühlmann-Straub (1970) models are two important credibility models which can be formulated under the regression credibility framework. Under these models, statistical dependence between the observed data of the same risk entity is brought by the random effects shared in common. Recently, Lo, Fung and Zhu (2006) suggest to use the GEE method to estimate the structural parameters of these two popular models. The proposed GEE estimators are found to perform well in simulation studies. Meanwhile, Norberg (1982) applied the estimated generalized least squares method to a special case where, as in our proposed GEE approach, variances and covariances can be expressed as linear functions of structural parameters. The regression credibility model was first introduced by Hachemeister (1975) . Since then, regression models have been the subject of interest in a number of credibility literature (see, for example, Bühlmann and Gisler (1997) and Bühlmann and Bühlmann (1999) ). In this paper, we aim at using GEE to estimate the structural parameters of the Hachemeister (1975) regression model.
The remaining of the paper is organized as follows. Section 2 provides the model specification and the credibility estimator. The GEE methodology is introduced in Section 3. Section 4 describes the structural parameter estimation by means of the Hachemeister and the proposed GEE methods. Section 5 comes up with empirical studies by simulations and a real data analysis which reveal the advantages of GEE estimation of the variance and covariance parameters over Hachemeister's. In addition to the improved accuracy using GEE we do not observe the problems of reaching negative variances and correlations beyond 1 which may be delivered by Hachemeister's method (Dannenburg et al., 1996; Bühlmann and Gisler, 2005) . Some concluding remarks are given in the final section.
THE REGRESSION CREDIBILITY MODEL
We consider the following model:
Each element y ij in the n i ≈ 1 vector y i is the observed value of some measurable characteristic for entity i in the jth observation period. X i is a n i ≈ m design matrix of known constants. The dimension of the vector of regression coefficients b i , labelled m in our paper, is essentially the number of covariates present in our model, including the constant term. Unlike classical regression models, b i 's are of random nature, i.i.d. with common mean b and covariance matrix F for all i, i.e., E ( b i ) = b and V( b i ) = F. The error vectors e i 's are assumed to be independently distributed with mean 0 and covariance matrix
, where W i is a diagonal matrix of known weights and G i is a correlation matrix. When the errors are assumed to be independent, i.e., Hachemeister's (1975) regression credibility model. The following about y i can be obtained: (a) y i and y j are statistically independent for i ! j;
Recently, Cossette and Luong (2003) (Hachemeister, 1975) for the regression coefficients b i in model (1) is indeed a linear Bayes estimator in statistical terminology (Norberg, 1980) . It has been shown by Rao (1975) that this Bayes estimator minimizes the quadratic loss function. The credibility estimator for b i is a convex combination between individual experience and the collective mean:
where
is the credibility matrix, and
is the generalized least squares estimator for b i . 
The GLM in brief
Model (1) can be viewed as an extension to the generalized linear model (GLM) with an identity link between the mean response and the linear predictor, i.e., m = E( y) = xЈb (McCullagh and Nelder, 1989) . The probability distribution of the response y belongs to the exponential family which takes the following density function:
where q is called the canonical parameter which determines the mean, and l is called the dispersion parameter which controls the dispersion of the distribution. The mean and variance are, respectively, m = bЈ(q) and V(y) = bЉ(q)a(l). Many popular distributions including the normal, Poisson, binomial, gamma, inverse gaussian and geometric distributions belong to the exponential family.
A common approach to estimate the regression parameters b is by means of the maximum likelihood method. For a random sample with observations y 1 ,…, y n , the log-likelihood function is L =
The maximum likelihood estimate for b is then obtained by solving the score equations
Some previous attempts to link credibility theory to GLMs include Nelder and Verrall (1997) and Frees et al. (1999) . Discussions on the applications of GLMs can be found in McCullagh and Nelder (1989) , Hardin and Hilbe (2001) and He, Fung and Zhu (2005) among others.
The use of GEE
While the GLM extends the classical linear model by having a more general family of distributions, the assumption of data independence is retained. This assumption fails when correlation between data exists. In the credibility context, correlation arises from the random effects as well as the dependency of errors. The generalized estimating equations (GEE) methodology has been developed to extend the application of GLMs to handle correlated data. In order to introduce the GEE approach, we now shift our attention back to correlated or clustered data, the type of data analyzed in the regression credibility model. A second subscript j is added where appropriate to indicate the jth observation for an entity. In the classical GLM framework, observations are taken as independent, thus giving the following score equations which are merely a sum of contributions from each observation y ij :
In matrix form, (8) may be rewritten as
where 
The matrix V w (y i ) is called the working covariance matrix in the GEE terminology. A nice property of the GEE methodology is that the GEE estimators can still be consistent even if V w (y i ) is not correctly specified. For a justification of using equation (10) to handle correlation and other properties of the GEE estimators, readers may see Liang and Zeger (1986) and Zeger and Liang (1986) . In credibility theory, our main interest is to estimate the variance and covariance parameters. To accomplish this by means of GEE, we first define s ijk = (y ij -m ij )( y ik -m ik ) and a a as the vector of all variance and covariance parameters to be estimated. Then we build the following system of estimating equations analogous to (10) to solve for a a :
The vech operation constructs a vector by concatenating the lower-triangular elements of a matrix (see Graham (1981) for more details about the vech operation and also the vec operation, which will appear in Section 4.2). The equations may be solved numerically, for example, using Newton-Raphson. For more details on using GEE to estimate the variance and covariance parameters, readers may refer to Hardin and Hilbe (2003) and Prentice and Zhao (1991) .
The vectors s i and z i in (11) above indeed denote the empirical and the corresponding true covariance matrices of y i in vector form. When it happens that, as in our case, each element of z i can be expressed as a linear combination of the variance and covariance parameters in a a, the derivative matrix D i will simply be made up of constants independent of any unknown parameters. H i , the working covariance matrix, may contain information about fourthorder moments of y i . An example of H i is V(s i ) with components specified by:
To solve the system of GEE (11), knowledge about m i , which depends on b, is assumed. Hence, b has to be estimated via external means a priori. While b may simply be taken as a simple or weighted average of b b i (GLS) 's defined in Section 2, we, in accordance with the empirical evidence of the relative performance, suggest to apply another system of GEE to provide an estimate of b :
On setting U i as V(y i ) in (13), the working covariance matrix then includes parameters which appear in a a. Hence, in order to estimate a a and b simultaneously, we have to solve (11) and (13) alternately by updating the estimates of a a and then applying the updated values to re-estimate b in each iteration.
STRUCTURAL PARAMETER ESTIMATION

The Hachemeister and modified Hachemeister estimators
Hachemeister (1975) extended the Bühlmann-Straub model by introducing covariates to help account for heterogeneity in the expected risk level,
, where q i denotes the realized yet unobservable risk characteristic borne by a risk entity i, and b(q i ) = b i in our notation. As in the Bühl-mann-Straub model, the conditional variance of y ij is V(y ij | Q = q i ) = s 2 (q i )/w ij . The conditional independence assumption remains to apply:
Hence, the covariance structure for the errors is assumed to be known up to a scalar multiplier, i.e., V (
, which are important for constructing the credibility matrix and ultimately the credibility estimator. The form of the credibility matrix stated in Hachemeister (1975) ,
can be proved to be tantamount to (4) when the errors are assumed to be independent.
Unbiased estimators have been proposed for the structural parameters. First of all, the design matrices and the vectors of observations are respectively stacked up to form two large single units:
Next, a super matrix is constructed with individual exposure matrices as building blocks along the principal diagonal:
A weighted least square estimate of b is obtained straight-forwardly (Hachemeister, 1975) , making use of (16) and (17):
An unbiased estimator of s 2 is taken as the simple average of n unbiased estimators s 2 i each of which makes use of a particular risk entity's observations:
where b b i is the weighted least squares estimator. The estimator for the covariance matrix of F involves some cumbersome expressions. The following quantities are introduced in advance:
An estimator for F is given by
STRUCTURAL PARAMETER ESTIMATION Note that C itself is also an unbiased estimator for F (Hachemeister, 1975) . It is averaged with its transpose to be the final estimator since F has to be symmetric while C, however, is not in general. Plugging the Hachemeister estimators of b, s 2 and F given by (18)- (20) into (3) and (4), and having V i -1 = W i due to the conditional independence assumption (14), we obtain the Hachemeister estimators for b i and Z i respectively.
Recalling that m is the dimension of the vector b , the unstructured covariance matrix F which is symmetric will have m (m + 1) / 2 unknown parameters to be estimated. Take the case of m = 2 for illustration. Define ƒ jj = V( b ij ) and ƒ jk = Cov( b ij , b ik ) for j ! k respectively. The distinct elements needed to specify F are, namely, ƒ 11 , ƒ 12 and ƒ 22 . It is known that the Hachemeister method may give negative variance estimates (f5 jj ) and correlation estimates (f5 jk / (f5 j f5 k ) 1/2 ) with magnitudes greater than 1 (Dannenburg et al., 1996; Bühlmann and Gisler, 2005) . To avoid these problems, we suggest to replace (20) with
and
where w i = ik k w ! and b ·j is the weighted mean for the j th coefficient. These modified forms are termed Hachemeister-M estimators.
GEE-I and GEE-II estimators
We now introduce the use of GEE to estimate the unknown parameters in model (1) such that a credibility estimator of b i can be reached. We first consider model (1) under the original Hachemeister framework in which the errors e i 's are independent, i.e., G i = I for all i. As a result, V i is known and equal to the inverse of the exposure matrix, i.e., W i -1
. Define a a = (f fЈ, s 2 )Ј as the vector storing all variance and covariance parameters to be estimated, where f f is a vector specifying the unknown parameters in F; for example in the m = 2 case, with F being a 2 ≈ 2 symmetric matrix, the unstructured covariance matrix F is specified by f f = (ƒ 11 , ƒ 12 , ƒ 22 )Ј.
The system of GEE (11) is applied to solve for a a. The explicit forms of the components which appear in (11) are shown as follows. As stated in Section 3.2, z i , the expectation of s i , has entries being the linear combinations of the elements in a a. The entries of z i are specified in the following for the case of m = 2:
It is more convenient to compute z i using (2) on noting that z i = vech V( y i ), but a componentwise specification like (24) is useful for the derivation of the derivative matrix D i = ∂z i /∂a a. Since, as shown from (24), the entire z i is linear in a a, D i is entirely made of known constants. The middle component in the system of GEE (11), denoted as H i , is the working covariance matrix which conveys information about the fourth-order moments of the vector of observations y i . A convenient choice based on normality is provided by Fuller (1987) :
Defining the vec operation as the stacking up of the columns of a matrix, F p facilitates the vec-vech conversion for any p ≈ p symmetric matrix A such that vec A = F p vech A. From practical experience, this choice of H i works reasonably well for distributions not substantially different from normal.
As stated in Section 3.2, another system of GEE (13) is used to work out the estimate for b. The working covariance matrix U i which is set as V(y i ) may be computed using (2) by setting G i = I, while the derivative matrix ∂m i / ∂b is merely the design matrix X i of model (1). As V(y i ) in (13) is in return specified using a a, the estimates for a a and b are obtained by solving (11) and (13) recursively until convergence. We term these estimates the GEE-I estimates.
The GEE-II estimators described below are obtained when a moving average error structure for e ij 's is considered. With an MA(1) error structure having correlation r, the vector of unknown variance and covariance parameters takes the form a a = (f fЈ, s 2 , s 2 r) Ј . For m = 2, the specification of the entries of z i in (24) is replaced by
(26) reveals that, as in the independent error case, z i is still linear in a a when moving average dependencies are taken for the errors e ij 's. This, again, results in the derivative matrix D i being entirely composed of known, constant elements. Evaluating the GEE components under the MA(1) error structure, the GEE-II estimates for a a and b can be obtained through solving (11) and (13) recursively.
EMPIRICAL STUDIES
Three sets of simulation studies are included. The first is a linear time trend model related to the well-known study given in Hachemeister (1975) . Each study contains 500 replicates of simulated data. The independent error and a correlated MA(1) error structure with r = 0.4 are taken. For each study, the estimation methods, Hachemeister, Hachemeister-M, GEE-I and GEE-II as illustrated in Section 4, are considered. The constraints of Cossette and Luong's (2003) estimation method set forth in Section 2 inhibit us from incorporating their approach as well in our investigation.
Study 1: the linear time trend model
Hachemeister (1975) adopted a linear time trend model to accommodate the private passenger bodily injury's claim data observed during the years 1970-1973 in the United States:
It may be implemented by model (1) through setting n = 5, n i = 12, m = 2 and x ij = (1, j)Ј. We have generated 500 replicates of data which resemble the actual claim data, taking the following parameter values chosen by Dannenburg et al. (1996) in their simulation study of the Hachemeister model: b = (1400, 150) Ј , s 2 = 300 2 , ƒ 11 = 100 2 , ƒ 12 = 0, ƒ 22 = 20 2 .
The weights w ij 's range from 250 to 9500 in Hachemeister's data. Tables 1 and 2 present the estimation results associated with an independent error structure and a correlated error structure respectively. A clear advantage is observed for the GEE approach over Hachemeister's estimation regarding both the credibility estimator of the regression coefficients as well as the variance and covariance parameters in both cases. The modified Hachemeister method does not suffer from negative variance estimates which the Hachemeister does, but is still outperformed by the two GEE methods I and II.
Whilst a significant advantage has been recorded for the GEE approach over Hachemeister's in estimating the parameters which specify F = V( b i ) (MSE is reduced by 30%-70% each in estimating ƒ 11 , ƒ 12 and ƒ 22 ), the improvement in estimating b i (B) is modest (MSE reduction is less than 20%). Besides, albeit a considerably larger MSE of the estimators for specifying F, Hachemeister is quite trustworthy in estimating s 2 , notably including the case of r = 0.4 in which the independent error assumption is violated. Note that, on the other hand, when r = 0.4, the performance of the GEE-I method, which assumes independence of the errors, is still comparable to or even better than that of GEE-II. This serves as an empirical justification of the use of GEE-I when knowledge about the correlated error structure is absent.
Study 2: a model with 2 covariates (m = 2)
In this study, in contrast to Study 1, we have set a different design matrix X i for each i, which is more adequate for practical use. A different scenario is also reflected on the relative size between the number of entities n and the number of observations n i made per entity. While in Study 1 n < n i , here we choose n = 25 and n i = 5 respectively. Parameter settings are as follows: b = (20, 10) Ј , s 2 = 4 2 , ƒ 11 = 3 2 , ƒ 12 = 4, ƒ 22 = 3 2 .
Each weighting element w ij is generated with a Poisson mean l i which follows a uniform distribution defined on the interval (5, 100) and differs for each i . Likewise, each quantity x ij2 corresponding to the second covariate (the first covariate being the constant term) is simulated with a normal distribution around a 'mean-level' value which is uniformly selected from the interval (-5, 5) and specific to each i. Estimation results for the cases of independent and correlated error structures are shown in Tables 3 and 4 respectively. Unlike results of the last study, enormous discrepancies as regards the performance of the credibility estimator for b i between the GEE approach and Hachemeister's estimation method occur (relative efficiency beyond 20). As a reasonable conjecture, the level of precision in estimating ƒ 11 , ƒ 12 and ƒ 22 applying Hachemeister's formulae is not enough to produce satisfactory estimates of Z i 's and b i 's -15% of the estimates of the covariance matrix F are found to be not positive definite. In contrast, all parameter estimates of ƒ 11 , STRUCTURAL PARAMETER ESTIMATION ƒ 12 and ƒ 22 using either GEE-I or GEE-II fall in an admissible range to construct a valid estimate of the covariance matrix F. In another study holding equivalent settings as described above with the only exception that the 'mean-level' values used for simulating values of the second covariate are uniformly selected from (0, 10) instead, an immense rise of MSE by more than 35 times in estimating b i results using Hachemeister's estimation formulae. Such apparent inconstancy in performance of estimation when there is translation to a covariate is not observed using either GEE-I or GEE-II -the performance of estimators for all parameters of interest basically remains at the same level as the original.
Study 3: a model with 3 covariates (m = 3)
The previous two studies have assessed the performance of the proposed GEE approach in two quite different scenarios, yet they remain to be cases of only two covariates present in the model. Hence, a third study is included to evaluate its application in the case of a multiple regression model.
The model used in this study consists of a linear time trend component and another covariate of which the corresponding quantities are simulated with a normal distribution around some entity-specific 'mean-level' values uniformly selected from the interval (0,10). There are 25 entities and 5 observations recorded in consecutive periods for each entity. The exposures w ij 's are generated from exactly the same mechanism as in Study 2. Other parameter settings take place as follows: b = (20, 10, 10) Ј , s 2 = 4 2 , ƒ 11 = 3 2 , ƒ 22 = 3 2 , ƒ 33 = 3 2 .
While in the first two studies it is in line with the normal conjecture that better performance is held by the GEE method with a correct correlated error structure assumed, the manifestation is more clear-cut here when a higher dimension is attributed to the vector of regression coefficients b i . Hachemeister's estimation lags behind the two GEE methods considerably. About 17% of all replicates have generated negative estimates of variance parameters in F. The modified Hachemeister method can avoid from these shortcomings, but its performance is still far behind the GEE estimators. Nevertheless, consistent with those of the previous examples, the simulation results reaffirm that Hachemeister has proposed a good estimator of s 2 .
Injury claim data
To illustrate the the Hachemeister and GEE methods, we use the Hachemeister data in which y ij represents the average amount of w ij claims for private passenger body injuries observed for the twelve periods during 1970-1973 in the USA. Five states of observations were provided; see Hachemeister (1975) for the full data. A linear time trend model was suggested.
These data can be modelled using (1), taking n = 5, n i = 12, m = 2 and x ij = (1, j ) Ј . The two common mean parameters in b = (b (1) , b (2) ) Ј correspond to the expected levels of the intercept and slope respectively. These data have also been studied by Dannenburg et al. (1996) using the Hachemeister method. Table 7 lists the parameter estimates obtained by the Hachemeister and GEE methods. The two GEE methods give similar estimates which are, however, rather different from those obtained by the Hachemeister method. Similar to the finding observed in Dannenburg et al. (1996) , the estimated correlation for b i
(1) and b i (2) , i.e., f5 12 / (f5 11 · f5 22 ) 1/2 , is 1.49 which is greater than 1 when Hachemeister's estimation is employed. However, this abnormal phenomenon is not observed in the GEE estimation.
CONCLUDING REMARKS
In this paper, we have introduced the use of GEE to estimate structural parameters of a regression credibility model. Such estimators are found to perform well for the Hachemeister model, including an extended case that a moving average error structure is present. Improvement in the estimation of the structural parameters leads to an ameliorated accuracy in estimating the credibility matrices, and, finally, yields the credibility estimators for the regression coefficients with less variability.
Our proposed GEE method may adapt to encapsulating simple conditions stated a priori governing the covariance structure of b i . Flexibility may increase at the expense of a linear dependence of the form of the covariance matrix F on unknown parameters. Moreover, though not accentuated in the previous sections, no additional complications are involved in exercising the proposed GEE method to accommodate panel data in the general case that n i ! n j for different i and j. This is in line with the model assumption of the Hachemeister framework. 
