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は存在しないのである．「バーチャル」は，The American Heritage Dictionary (21st

















































































め 3 次元音響技術について概説する．第 2 章では，音が回り込んで伝わる現象であ
る回折音に焦点を当て，先行研究から回折音場の最適レンダリングアルゴリズムを
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る．また，最近では 3 次元ホログラフィを用いた裸眼立体映像再生 [1]や，NHK の





























Related Impulse Response: HRIR)を測定し，時間軸上で音源に畳み込むことにより，
で音像位置の提示が実現される．この原理に基づくシステムが聴覚ディスプレイシス











































[10, 14, 15, 16, 17, 18]には見られない画期的な特徴を有している．アプリケーション
はこの DLL を使って，レンダリング種類に応じたパラメータを一定の更新間隔で指
定するだけで 3 次元音響出力が得られるため，高度なレンダリング技術を完全にカ



























































































































































































































































































































































































































































































































































































































































(a) 平面波の伝搬 (b) 平面波が進行し，
半無限障壁で回折する様子

























が解法を示した [29]．更に Macdonaldは厳密解の整理された形式を与えた [30]．とこ
ろが，遮音壁の設計のように，障害物による減衰量計算には厳密解がほとんど使われ
ておらず，前川の実験曲線 (前川チャート)[31]が広く使用されてきた．しかしその実













































円筒座標系で点 P0(r0, θ0, z0)に点音源があるとき，音源から出る球面波による点




ϕ = U(θ0) + U(−θ0) (2.1)
と表わされる．ここで，U(θ0)，U(−θ0)はそれぞれ音源と鏡像による受音点の速度ポ





















τ 2 + 2kR
dτ ± for cos 1
2





kR1 − kR ± for cos
1
2


















r2 + r20 + (z − z0)2 − 2rr0 cos(θ + θ0)
R1 =
√

























(τ 2 + kR)(τ 2 + 2kR)
dτ
± for cos 1
2
(θ − θ0) ≥< 0 (2.4)
と表すことができる．π ≪ kR1のとき，式 (2.4)の積分記号内の
√





(τ 2 + kR)(τ 2 + 2kR)として積分















± for cos 1
2























Medwin らは BTM 法 (Biot-Tolstoy-Medwin solution)という，Biot-Tolstoy のイ








H(t − t0) (2.11)
ここで，
βBTM(t) = βBTM++ + βBTM+− + βBTM−+ + βBTM−−
βBTM±±(t) =
sin[ν(π ± θs ± θR)]
























































有限長障壁 多段回折 特異点の有無 演算速度
堀内らの手法 対応なし 対応なし 特異点なし 120 ms/position
Medwin らの手法 対応あり 対応あり 特異点あり 14 ms/position














βES(t) = βES++ + βES+− + βES−+ + βES−−
βES±±(t) =
sin[ν(π ± θs ± θR)]
cosh(νηES) − cos[ν(π ± θs ± θR)]
(複合同順)
ηES(t) = cosh
−1 1 + sin α sin γ

























式 (2.16)において、h(τ)は ES 法における連続時間の回折音インパルス応答を示
す．式 (2.16)においては，τ = τ0においての特殊解を持つことに注意しなければなら
ないため，τ0における値は，τ0の近傍の τ の値によって近似される．
回折音を，エッジに複数配置した微小音源から発せられる音波の和として表現する
場合，微小時間 dτ 上の積分である式 (2.16)は，dτ に対応したエッジの微小区間 dz
















dz = − ν
4π
β[α(z), γ(z), θR, θR]
m(z)l(z)
dz (2.18)
式 (2.18)を用いることで，式 (2.17)は，式 (2.19)のように表わすことができる．









h[n] ≈ − ν
4π
















表 2.2: SiFASo の実装環境
Operating System Microsoft Windows XP Professional Edition
CPU Pentium 4 Extreme Edition 3.2 GHz
Memory size 2 GB
Audio interface DirectX(ver 9.0), ASIO
Sound Card M-Audio AudioPHILE 2496
Compiler Language Microsoft VisualStudio .Net 2003
Programing C++
2.4 SiFASo への実装
豊田らは表 2.2に示される環境において SiFASo を実装している．そこで，本研究
においても同環境において稼働可能となるようにレンダリングアルゴリズムの実装を
目指す．
SiFASo のレンダリングエンジン部分のクラス構成について図 2.4に示す (各クラ
スの詳細な役割は [9]参照)．本研究では従来までのクラスに加えて，以下の二つの
クラスを追加する．図 2.5に実装する回折音レンダリングアルゴリズムの一連の処
理過程を示す．まず，入力情報として，聴取者情報 (位置 PR(xR, yR, zR)，頭部方向
AR(yaw, pitch, roll))，音源情報 (位置 PS(xS, yS, zS)，音源信号 S(t))，障壁情報 (位
置 PW (xW , yW , zW )，角度 θW )が与えられる．SiFASo のデフォルトの座標系はデカ
ルト座標なので，Calamia-Svensson の手法を用いるために円柱座標に変換したのち，
回折音場のインパルス応答を計算する．次に各位置情報，頭部方向から適切な HRIR

































































































































































































































































































































Microhone Amplifer Thinknet MA-2016
D/A A/D Converter PAVEC MD-8000 mk2










の 12 面体ラウドスピーカ（図 2.6(a)）と小貫ら [42]らによって作成された 32 面体
ラウドスピーカ（図 2.6(b)）の 2 つのラウドスピーカの性能を比較する．
測定は電気通信研究所無響室内で行う．測定条件，測定系を表 2.3に示す．
各多面体ラウドスピーカの周波数特性を図 2.7に示す．なお，この特性にはマイク
ロホン (Knowles FG3329)の周波数特性も含まれており，それぞれ f = 100Hz の値










Calculate an impulse response of a diffraction sound field
Select appropriate HRIR, or obtain it  by linear interpolation
Calculate integrated impulse response  
by convolving impulse response of a diffraction sound field with HRIR 
Convolve integrated impulse response with source signal
Input： Listener information (position, head direction), 
Source information (position, source signal), 
Obstacle information（position, angle）
Output： Diffraction sound with directional properties
START
END










































































Calamia-Svensson の手法による計算機シミュレーションによるデータ (図 2.9(a))
と実測データ (図 2.9(b)）の周波数特性を以下に示す．それぞれのデータはインパル




























































































































































示す．図はサンプリング周波数 48 kHz，4.8× 106サンプルのデータをそれぞれ 1024
ポイント (21.3 ms)の時間フレームで切りだした波形の周波数特性の平均を示す．ま









































































































































する手法を取った．背景音は，水平方向に 0 度から 350度まで 10 度刻み (図 3.3(a))，
垂直方向に –30 度から 30 度まで 10 度刻み (図 3.3(b))で計 252 点，それぞれ頭部中
心から 1.5 m の位置に配置した．ここで，仰角 –40 度以下の HRIR は胴体や測定装
置の影響が大きく，他の点に比べて正当性が低いと考えられる．そこで本検討で作成




(a) 水平方向 (10 度刻み)











IACC = max(|ϕlr(τ)|) |τ | ≤ 1ms (3.2)
前述の同一背景音源群に対して，式 (3.2)を用いて IACC を計算した結果，0.98 程
度となった．このため，作成した背景音に音の広がりを与えることができず，音が頭
内に定位してしまったものと考えられる．そこで，非常に長い周期と均等性を持つ擬
似乱数生成アルゴリズムである Mersenne twister[50]を用いて，あらかじめ 252 点の
すべての背景音源の位相がそれぞれランダムになるように背景音源を作成し，これら
にそれぞれ適切な HRTF を畳み込む．これにより，頭外定位する背景音を作成した．
また，この無相関背景音源群に対して，同様に IACC を計算した結果，0.30 程度と
なり，音の拡がり感を実現することできた．
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表 3.1: 実験に使用する PC の仕様
Operating System Microsoft Windows Vista Business
CPU Core 2 Duo 4 1.06 GHz





































[47, 48]から選出した 4 種類 (チェロ，フルート，オーボエ，バイオリン)の無響室録









対象音と背景音の耳元におけるパワー比，すなわち SNR(Signal to Noise Ratio)
は，SNR = −5 dB, 0 dB, 5 dB, 10 dBの 4 種類とした．したがって，一つの背景
音対について，16 回の判断が成されることになるため，本実験の総試行数は，計













として，対象音のみの刺激 (以下，None 条件，図 3.5)と，背景音を単純加算した刺
激 (以下，Simple 条件，図 3.6)の比較を行った．また，評価のリファレンスとして，
対象音のみの刺激に，ダミーヘッドによってバイノーラル録音された実空間の背景音

















図 3.6: Simple 条件の概念図
2009/3/12
1








図 3.7: Real 条件の概念図
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結果
実験結果を図 3.8に示す．図 3.8は実験 1-1 における，参加者全員の各レンダリン
グ手法に対する平均の心理距離尺度値を表わしている．分散分析の結果，条件の主効
果が有意であった (F (2, 20) = 31.261, p < .001)．多重比較 (Bonferroni の不等式に基
づく多重比較法 [52])を行った結果，Simple 条件，及び Real 条件は，None 条件より
も有意に値が高かった．また，Real 条件は，Simple 条件よりも有意に値が高かった．
図 3.8: 実験 1-1 : 各レンダリング手法に対する心理距離尺度値 (参加者全体の平均，*
: p < .05)
また，結果を SNR ごとに整理し，全被験者の判断比率の平均を取ったものを全組




























図 3.9: 実験 1-1 : SNR ごとの平均判断比率 (None 条件 vs. Simple 条件)























図 3.10: 実験 1-1 : SNR ごとの平均判断比率 (None 条件 vs. Real 条件)
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実験結果を図 3.13に示す．図 3.13は実験 1-2 における，参加者全員の各レンダリ
ング手法に対する平均の心理距離尺度値を表わしている．分散分析の結果，条件の主
効果が有意であった (F (2, 23) = 12.067, p < .001)．多重比較 (Bonferroni の不等式に
基づく多重比較法)を行った結果，Real 条件，及び Surround 条件は，Simple 条件よ
りも有意に値が高かった．また，Real 条件と Surround 条件の間に有意な差は見ら
れなかった．
また，結果を SNR ごとに整理し，全被験者の判断比率の平均を取ったものを全組
み合わせについて，それぞれ図 3.14，図 3.15，図 3.16に示す．
結果に関しての考察
























図 3.12: Surround 条件の概念図
図 3.13: 実験 1-2 : 各レンダリング手法に対する心理距離尺度値 (参加者全体の平
均，* : p < .05)
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図 3.14: 実験 1-2 : SNR ごとの平均判断比率 (Simple 条件 vs. Real 条件)























図 3.15: 実験 1-2 : SNR ごとの平均判断比率 (Simple 条件 vs. Surround 条件)
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また，SNR ごとの結果を見ると，SNR が低い (背景音のレベルが相対的に高い)場
合，None 条件を選択する比率が高い傾向が見られた．実空間において想定する音圧
レベル以上の背景音を付加した場合，逆に忠実性が低下することが示唆された．特
に，図 3.9の SNR = –5 dB の場合においてはこの傾向が顕著に見られた．単純加算
した背景音である Simple 背景音は，頭内定位するため，不自然さが際立ったものと
考えられる．この傾向は，図 3.11においても同様に見られ，頭外定位する Real 背景
音と，頭内定位する Simple 背景音は SNR が低いほど差が顕著に現れた．
実験 1-2 において，Surround 条件が Simple 条件よりも有意に高い値を示したこ
とから，背景音を頭外定位させることによって忠実性が向上することが示された．加
えて，Real 条件と Surround 条件の間に有意差が見られなかったことから，周囲配
置型背景音は実測の背景音を使用した場合と同程度の忠実性を与えることが可能であ



































































































































部の向き θkを検出した後，適切な Surround 背景音 Sθk(t)を出力する．PC のメモリ
















本システムでは第 3 章における実験と同様に，密閉型ヘッドホン SENNHEISER
HDA200 を使用することとする．
































は，頭部に感応する条件 (以下，Move 条件)と，感応しない条件 (以下，Fix 条件)の
50
表 4.1: 実験に使用する PC の仕様
Operating System Linux (Kernel 2.6)
CPU Pentium 4 3.06 GHz
Memory size 2 GB
Sound Driver OSS




は SMILE ライブラリ [47, 48]から対象音には 4 種類 (チェロ，フルート，オーボエ，
バイオリン)の無響室録音された演奏音に対して，ダミーヘッド (高研 SAMRAI)の
HRIR を畳み込んだものを使用した．実験刺激の長さはそれぞれ 10 秒程度であり，
時間当たりの音のエネルギーがそれぞれ等しくなるように正規化を行った．本実験に
おいても対象音に対するレンダリング処理は HRIR(Head-Related Transfer Function)
による音源方向特性の付加のみとした．




















音圧校正は SNR = 0 dBの Fix 条件を基準として，LAeq = 60 dBとなるように設
定した．
実験のタイムパターンを図 4.2に示す．1 つ目の刺激音 (約 10 秒)を提示し，1 秒
間の無音区間の後に，対となる刺激 (約 10 秒)を提示した．被験者は次の刺激音対の









実験の結果をもとに t 検定を行ったところ，Move 条件と Fix 条件の間に有意な差
















































図 4.3: 実験 2-1 : SNR ごとの平均判断比率
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ことで，なだらかに音圧レベルを変化させた．実験 2-1 で使用した Surround 背景音
と，本実験で使用する，特定方向近辺に配置された背景音源の音圧レベルを意図的に
高めた Surround 背景音の違いを，図 4.4に示す．
(a) 実験 2-1 で使用した Surround 背景音 (b) 本実験で用いる Surround 背景音
図 4.4: 本検討で用いる Surround 背景音と通常の Surround 背景音との比較
実験刺激の作成
水平角を θ，仰角を ϕに対して，擬似音源方向の角度を (θ, ϕ) = (0, 0)としたとき
に，(θ, ϕ) = (0, 0)で最大値 1を取り，θ = ±90 deg または，ϕ = ±90 deg で最小値
0，その他がすべて 0となるような 2 次元 Hanning 窓を用いて，背景音源の振幅に
変化を与える．この窓を図 4.5に示す．
54
図 4.5: 用いた 2 次元 Hanning 窓
本研究では，この 2 次元 Hanning 窓の振幅を 9 倍し，すべての点に対して 1 を加
えたものを使用する．したがって，最大音圧となる背景音源は最小音圧となる背景音




実験の結果をもとに t 検定を行ったところ，Move 条件は Fix 条件よりも有意に高






















































がわかった．すなわち，提示した刺激 A と刺激 B について「A と B が違うのはわ
かるが，何が違うのかわからない」といった感想が大多数であった．背景音が動いて




4.4 実験 2-3 : 背景音源の音圧レベル分布をパラメータ
とした検証









式 (4.1)で定義される，2 次元 Gaussian 窓を用いる．ここで θは水平角，ϕは仰角
を表す．









一例として，σ2 = 0，σ2 = 8，σ2 = 64，σ2 = 512，σ2 = ∞，における 2 次元
Gaussian 窓をそれぞれ図 4.7(a)，図 4.7(b)，図 4.7(c)，図 4.7(d)，図 4.7(e)に示す．





実験装置は前実験と同様のものを用いる．本実験において，SNR はSNR = 10 dB
に統一した．対象音には，前実験までと同様に 4 種類の音源を使用した．背景音は，










り，計 5C2 × 8 = 80試行となる．
音圧校正はA∞条件を基準として，LAeq = 60 dBとなるように設定した．
結果
実験結果を図 4.8に示す．図 4.8は実験 2-3 における，参加者全員の各レンダリン
グ手法に対する平均の心理距離尺度値を表わしている．分散分析の結果，条件の主効






































































































































(e) σ2 = ∞
図 4.7: 実験刺激の作成に用いた 2 次元 Gaussian 窓の比較
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図 4.8: 実験 2-3 : 背景音源の振幅変化に対する心理距離尺度値 (参加者全体の平均)
表 4.4: 実験 2-3 : 有意差のあった刺激の組み合わせ
Objective stimulus
σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
Reference
stimulus
σ2 = 0 - * * *
σ2 = 8 - * *
σ2 = 64 * * - *
σ2 = 512 * * -

























実験 2-1 において Surround 背景音を頭部運動に対応させたが，実験の結果，背景
音を動かしたことによる差は見られなかった．原因として，Surround 背景音を構成
する各背景音源の違いが，位相のみであったことが考えられた．


























また，本研究では，1 つの音オブジェクトに対し 1 つのスレッドが生成されるという
















































































付 録A 3 章の実験結果の詳細















None - 0.31 0.44
Normal 0.69 - 0.31






None - 0.25 0.19
Normal 0.75 - 0.5







None - 0.44 0.38
Normal 0.56 - 0.5






None - 0 0.06
Normal 1 - 0.13






None - 0.38 0.25
Normal 0.63 - 0.25






None - 0.5 0.31
Normal 0.5 - 0.44






None - 0.31 0.25
Normal 0.69 - 0.13







None - 0.5 0.13
Normal 0.5 - 0.38




sub1 –0.323 0.000 0.320
sub2 –0.781 0.337 0.444
sub3 –0.238 0.079 0.159
sub5 –0.497 –0.178 0.674
sub6 –0.244 –0.079 0.323
sub7 –0.582 –0.331 0.912
sub8 –0.575 –0.159 0.734
Average –0.463 –0.047 0.509
表 A.10: 記述統計量
95 % 信頼区間
度数 平均値 標準偏差 標準誤差 下限 上限 最小値 最大値
None 7 –0.4628 0.20282 0.07666 –0.6504 –0.2752 –0.78 –0.24
Normal 7 –0.0473 0.21484 0.08120 –0.2459 0.1514 –0.33 0.34
Real 7 0.5101 0.26978 0.10197 –0.2605 0.7596 –0.16 0.91
合計 21 0.0000 0.46349 0.10114 –0.2110 0.2110 –0.78 0.91
表 A.11: 分散分析表
平方和 自由度 平均平方 F 値 有意確率
グループ間 3.336 2 1.668 31.261 0.000
グループ内 0.960 18 0.053
合計 4.296 20
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表 A.12: 多重比較 (Bonferroni の不等式に基づく多重比較法)
平均値の差 95 % 信頼区間
条件 (I) 条件 (J) (I − J) 標準誤差 有意確率 下限 上限
None Normal -0.41554* 0.12347 0.010 -0.7414 -0.0897
Real -0.97285* 0.12347 0.000 -1.2987 -0.6470
Normal None 0.41554* 0.12347 0.010 0.0897 0.7414
Real -0.55731* 0.12347 0.001 -0.8832 -0.2315
Real None 0.97285* 0.12347 0.000 0.6470 1.2987
Normal 0.5571* 0.12347 0.001 0.2315 0.8832
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A.2 実験 1-2








Normal - 0.31 0.44
Real 0.69 - 0.44






Normal - 0.44 0.38
Real 0.56 - 0.44






Normal - 0.5 0.56
Real 0.5 - 0.56







Normal - 0.13 0.38
Real 0.88 - 0.81






Normal - 0.25 0.31
Real 0.75 - 0.38






Normal - 0.44 0.44
Real 0.56 - 0.69






Normal - 0.13 0.38
Real 0.88 - 0.56






Normal - 0.38 0.25
Real 0.63 - 0.5
Surround 0.75 0.5 -
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表 A.21: 実験 1-2 における全被験者の心理距離尺度値
Rendering Method
Normal Real Surround
sub1 –0.323 0.166 0.157
sub2 –0.238 0.000 0.238
sub3 0.079 0.079 –0.157
sub4 –0.734 1.019 –0.284
sub5 –0.582 0.178 0.404
sub6 –0.157 0.323 –0.166
sub7 –0.734 0.654 0.081
sub8 –0.497 0.159 0.337
Average –0.398 0.322 0.076
表 A.22: 記述統計量
95 % 信頼区間
度数 平均値 標準偏差 標準誤差 下限 上限 最小値 最大値
Normal 8 -0.3984 0.28940 0.10232 -0.6403 -0.1564 -0.73 0.08
Real 8 0.3222 0.34437 0.12175 0.0343 0.6101 0.00 1.02
Surround 8 0.762 0.25387 0.08976 -0.1360 0.2884 -0.28 0.40
合計 24 0.0000 0.41775 0.08527 -0.1764 0.1764 -0.73 1.02
表 A.23: 分散分析表
平方和 自由度 平均平方 F 値 有意確率
グループ間 2.146 2 1.073 12.067 0.000
グループ内 1.868 21 0.089
合計 4.014 23
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表 A.24: 多重比較 (Bonferroni の不等式に基づく多重比較法)
平均値の差 95 % 信頼区間
条件 (I) 条件 (J) (I − J) 標準誤差 有意確率 下限 上限
Normal Real -0.72051* 0.14911 0.000 -1.1084 -0.3326
Surround -0.47456* 0.14911 0.013 -0.8624 -0.0867
Real Normal 0.72951* 0.14911 0.000 0.3326 1.1084
Surround 0.24596 0.14911 0.342 -0.1419 0.6338
Surround Normal 0.47456* 0.14911 0.013 0.867 0.8624
Real -0.24596 0.14911 0.342 -0.6338 0.1419
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付 録B 4 章の実験 2-3 結果の詳細









σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
Reference
stimulus
σ2 = 0 - 0.25 0.38 0.38 0.38
σ2 = 8 0.75 - 0.50 0.25 0.50
σ2 = 64 0.63 0.50 - 0.50 0.63
σ2 = 512 0.63 0.75 0.50 - 0.38
σ2 = ∞ 0.63 0.50 0.38 0.63 -
表 B.2: sub2が基準刺激に対して対象刺激がリアルであると判断した比率
Objective stimulus
σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
Reference
stimulus
σ2 = 0 - 0.50 0.38 0.25 0.63
σ2 = 8 0.50 - 0.13 0.38 0.50
σ2 = 64 0.63 0.88 - 0.38 0.63
σ2 = 512 0.75 0.63 0.63 - 0.63




σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
Reference
stimulus
σ2 = 0 - 0.50 0.38 0.25 0.38
σ2 = 8 0.50 - 0.63 0.38 0.50
σ2 = 64 0.63 0.38 - 0.50 0.88
σ2 = 512 0.75 0.63 0.50 - 0.63
σ2 = ∞ 0.63 0.50 0.13 0.38 -
表 B.4: sub4が基準刺激に対して対象刺激がリアルであると判断した比率
Objective stimulus
σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
Reference
stimulus
σ2 = 0 - 0.25 0.13 0.38 0.25
σ2 = 8 0.75 - 0.38 0.50 0.50
σ2 = 64 0.88 0.63 - 0.63 0.38
σ2 = 512 0.63 0.50 0.38 - 0.63
σ2 = ∞ 0.75 0.50 0.63 0.38 -
表 B.5: sub5が基準刺激に対して対象刺激がリアルであると判断した比率
Objective stimulus
σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
Reference
stimulus
σ2 = 0 - 0.50 0.50 0.38 0.38
σ2 = 8 0.50 - 0.38 0.50 0.63
σ2 = 64 0.50 0.63 - 0.88 0.50
σ2 = 512 0.63 0.50 0.13 - 0.63
σ2 = ∞ 0.63 0.38 0.50 0.38 -
表 B.6: sub6が基準刺激に対して対象刺激がリアルであると判断した比率
Objective stimulus
σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
Reference
stimulus
σ2 = 0 - 0.25 0.50 0.25 0.38
σ2 = 8 0.75 - 0.38 0.25 0.25
σ2 = 64 0.50 0.63 - 0.38 0.75
σ2 = 512 0.38 0.75 0.63 - 0.50




σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
Reference
stimulus
σ2 = 0 - 0.63 0.13 0.38 0.25
σ2 = 8 0.38 - 0.50 0.25 0.50
σ2 = 64 0.88 0.50 - 0.50 0.63
σ2 = 512 0.63 0.75 0.50 - 0.50
σ2 = ∞ 0.75 0.50 0.38 0.50 -
表 B.8: sub8が基準刺激に対して対象刺激がリアルであると判断した比率
Objective stimulus
σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
Reference
stimulus
σ2 = 0 - 0.38 0.13 0.13 0.13
σ2 = 8 0.63 - 0.50 0.13 0.13
σ2 = 64 0.88 0.50 - 0.38 0.63
σ2 = 512 0.88 0.88 0.63 - 0.50
σ2 = ∞ 0.88 0.88 0.38 0.50 -
表 B.9: sub9が基準刺激に対して対象刺激がリアルであると判断した比率
Objective stimulus
σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
Reference
stimulus
σ2 = 0 - 0.38 0.50 0.25 0.38
σ2 = 8 0.63 - 0.38 0.25 0.50
σ2 = 64 0.50 0.63 - 0.38 0.50
σ2 = 512 0.75 0.75 0.63 - 0.50
σ2 = ∞ 0.63 0.50 0.50 0.50 -
表 B.10: sub10が基準刺激に対して対象刺激がリアルであると判断した比率
Objective stimulus
σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
Reference
stimulus
σ2 = 0 - 0.25 0.25 0.13 0.38
σ2 = 8 0.75 - 0.25 0.13 0.75
σ2 = 64 0.75 0.75 - 0.75 0.88
σ2 = 512 0.88 0.88 0.25 - 0.38




σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
Reference
stimulus
σ2 = 0 - 0.38 0.38 0.25 0.50
σ2 = 8 0.63 - 0.13 0.38 0.50
σ2 = 64 0.63 0.88 - 0.63 0.75
σ2 = 512 0.75 0.63 0.38 - 0.50




σ2 = 0 σ2 = 8 σ2 = 64 σ2 = 512 σ2 = ∞
sub1 –0.408 0.000 0.159 0.169 0.080
sub2 –0.169 –0.367 0.367 0.408 –0.239
sub3 –0.328 0.000 0.288 0.328 –0.288
sub4 –0.704 0.089 0.367 0.080 0.169
sub5 –0.159 0.000 0.367 –0.128 –0.080
sub6 –0.169 –0.248 0.169 0.169 0.080
sub7 –0.456 –0.248 0.367 0.248 0.089
sub8 –0.942 –0.496 0.288 0.655 0.496
sub9 –0.328 –0.169 0.000 0.417 0.080
sub10 –0.704 –0.119 0.793 0.327 –0.297
sub11 –0.328 –0.288 0.616 0.169 –0.169
Average –0.427 –0.168 0.344 0.258 –0.007
表 B.13: 記述統計量
95 % 信頼区間
度数 平均値 標準偏差 標準誤差 下限 上限 最小値 最大値
σ2 = 0 11 –0.4269 0.25603 0.07720 –0.5989 –0.2549 –0.94 –0.16
σ2 = 8 11 –0.1678 0.18090 0.05454 –0.2893 –0.0462 –0.50 0.09
σ2 = 64 11 0.3437 0.21621 0.06519 0.1985 0.4890 0.00 0.79
σ2 = 512 11 0.2582 0.20489 0.06178 0.1205 0.3958 –0.13 0.65
σ2 = ∞ 11 –0.0072 0.23729 0.07155 –0.1667 0.1522 –0.30 0.50
合計 55 0.0000 0.35435 0.04778 –0.0958 0.0958 –0.94 0.79
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表 B.14: 分散分析表
平方和 自由度 平均平方 F 値 有意確率
グループ間 4.347 4 1.087 22.335 0.000
グループ内 2.433 50 0.049
合計 6.781 54
表 B.15: 多重比較 (Bonferroni の不等式に基づく多重比較法)
平均値の差 95 % 信頼区間
条件 (I) 条件 (J) (I − J) 標準誤差 有意確率 下限 上限
σ2 = 0 σ2 = 8 –0.25910 0.09406 0.082 –0.5354 0.0172
σ2 = 64 –0.77061* 0.09406 0.000 –1.0469 –0.4944
σ2 = 512 –0.68503* 0.09406 0.000 –0.9613 –0.4088
σ2 = ∞ –0.41963* 0.09406 0.000 –0.6959 –0.1434
σ2 = 8 σ2 = 0 0.25910 0.09406 0.082 –0.0172 0.5354
σ2 = 64 –0.51151* 0.09406 0.000 –0.7878 –0.2353
σ2 = 512 –0.42593* 0.09406 0.000 –0.7022 –0.1497
σ2 = ∞ –0.16053 0.09406 0.941 –0.4368 0.1157
σ2 = 64 σ2 = 0 0.77061* 0.09406 0.000 0.4944 1.0469
σ2 = 8 0.51151* 0.09406 0.000 0.2353 0.7878
σ2 = 512 0.08558 0.09406 1.000 –0.1907 0.3618
σ2 = ∞ 0.35098* 0.09406 0.005 0.0747 0.6272
σ2 = 512 σ2 = 0 0.68503* 0.09406 0.000 0.4088 0.9613
σ2 = 8 0.42593* 0.09406 0.000 0.1497 0.7022
σ2 = 64 –0.08558 0.09406 1.000 –0.3618 0.1907
σ2 = ∞ 0.26540 0.09406 0.068 –0.0109 0.5417
σ2 = ∞ σ2 = 0 0.41963* 0.09406 0.000 0.1434 0.6959
σ2 = 8 0.16053 0.09406 0.941 –0.1157 0.4368
σ2 = 64 –0.35098* 0.09406 0.005 –0.6272 –0.0747
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