For a given prediction model, some predictions may be reliable while others may be unreliable. The average accuracy of the system cannot provide the reliability estimate for a single particular prediction. The measure of individual prediction reliability can be important information in risk-sensitive applications of machine learning (e.g. medicine, engineering, business). We define empirical measures for estimation of prediction accuracy in regression. Presented measures are based on sensitivity analysis of regression models. They estimate reliability for each individual regression prediction in contrast to the average prediction reliability of the given regression model. We study the empirical sensitivity properties of five regression models (linear regression, locally weighted regression, regression trees, neural networks, and support vector machines) and the relation between reliability measures and distribution of learning examples with prediction errors for all five regression models. We show that the suggested methodology is appropriate only for the three studied models: regression trees, neural networks, and support vector machines, and test the proposed estimates with these three models. The results of our experiments on 48 data sets indicate significant correlations of the proposed measures with the prediction error.
Introduction
A key issue in determining the quality of learning algorithm is the measurement of its accuracy. Commonly used accuracy measures, as the mean squared error (MSE) and the relative mean squared error (RMSE), evaluate the model performance by summarizing the error contributions of all test examples. They nevertheless provide no local information about the expected error of individual prediction for a given unseen example.
Measuring the expected prediction error is very important in risk-sensitive areas where acting upon predictions may have financial or medical consequences (e.g. medical diagnosis stock market, navigation, control applications). In such areas, appropriate local accuracy measures may provide additional necessary information about the prediction confidence. For example, in medical diagnosis physicians are not interested only in the average accuracy of the predictor. When a certain patient is analyzed, the physicians expect from a system to be able to provide a prediction as well as the estimate of the reliability of that particular prediction. The average accuracy of the model cannot provide information whether some particular prediction is reliable or not.
The above described challenge is illustrated in Fig. 1 . It illustrates a contrast between the average reliability estimate (e.g. MSE), and reliability estimates of individual predictions. Note that instead of estimating the aggregated accuracy of the whole prediction model, the individual reliability estimates enable the user to make a distinction between better and worse predictions. The idea of the latter approach has also an additional advantage as well. Namely, the calculation of individual predictions' reliability estimates does not require true label values. Unlike MSE estimate, which requires a testing data set, the idea of individual predictions' Fig. 1 Reliability estimate for the whole regression model (above) in contrast to reliability estimates for individual predictions (below) estimates is that they can be calculated for arbitrary unseen examples.
The existing estimates of prediction errors are founded on the quantitative description of distribution of learning examples in the problem space, in which algorithms usually make the i.i.d. (independent and identically distributed) assumption. Noise in data and nonuniform distribution of examples represent a challenge for learning algorithms, leading to different prediction accuracies in various parts of the problem space. Apart from distribution of learning examples, there are also other causes that influence the inaccuracy of prediction models: their generalization ability, bias, resistance to noise, avoidance of overfitting, etc. Since these aspects cannot be measured quantitatively, they cannot be composed into a common formula and used to estimate the prediction error. Therefore, we focus on an approach which enables us to analyze the local particularities of learning algorithms.
Our method is based on the sensitivity analysis [1] . Sensitivity analysis aims at determining how much the variation of input can influence the output of a system. Our approach is to locally modify the learning set in a controlled manner in order to explore the sensitivity of the regression model in a particular part of the problem space. By doing so, we adapt the reliability estimate to the local particularities of data distribution and noise. The sensitivity is thus related to changes of the prediction of the regression model when the learning set is slightly changed. Since the true error of an unlabeled example is not known, we use more appropriate term, saying that we estimate prediction reliability rather than prediction error. This conforms with the definition of reliability which can be defined as the ability to perform certain tasks conforming to required quality standards [2] . Namely, the prediction accuracy in regression is considered the required quality standard.
The paper is organized as follows. Section 2 introduces previous work from three related areas which are later jointly combined by our approach. In Sect. 3 we present the motivation for this research using the minimum description length (MDL) principle formalization. Section 4 defines our sensitivity analysis task and illustrates the expected output of five regression models. In Sect. 5 we define three reliability estimates. These are tested and compared to another reliability estimation approach in Sect. 6. Section 7 provides conclusions and ideas for further work.
Related work
Our paper is related to previous work within three different research areas of the learning algorithms' properties. These areas are: the use of sensitivity analysis, perturbations of learning data in order to improve accuracy, and the estimation of the prediction reliability for single examples.
Sensitivity analysis Sensitivity analysis is an approach which has been applied to many areas such as statistics and mathematical programming. In the context of analyzing stability of learning algorithms it has been discussed by Bousquet and Elisseeff [1] . They defined notions of stability for learning algorithms and showed how to derive the generalization error bounds based on the empirical error and the leave-one-out error. They have also introduced the concept of β-stable learner as one for which the expected loss function of the learned solution does not change more than β with small changes in the training set. Bousquet and Elisseeff [3] and Elisseeff and Pontil [4] applied this ideas to several learning models and showed how to obtain bounds on their generalization performance.
In a similar way Kearns and Ron [5] define the hypothesis stability as a quantity that measures how much the function learned by the algorithm will change when one point in the training set is removed. All mentioned studies focus on dependence of error-bounds either from the VC (VapnikChervonenkis) theory [17] or from the way the learning algorithm searches the space. By proving theoretical usefulness of notion of stability, these approaches motivated us to explore the possibilities for empirical estimation of the individual prediction reliability based on the local stability of the model.
Perturbation of learning data
The group of approaches from the second related area is more general. These approaches generate perturbations of initial learning set to improve accuracy of final aggregated prediction. Bagging [6] and boosting [7] [8] [9] are the most popular in this field. Besides improving the predictive accuracy, pasting [10] also solves the prediction problem in data sets which are too large to fit in memory.
Tibshirani and Knight [11] introduced the covariance inflation criterion (CIC), which they use to improve the learning error by iteratively generating perturbed versions of the learning set. In each iteration they measure a covariance between input and predictor response and perform the model selection accordingly. The studies [12] have shown that CIC is a suitable measure for model comparison, even if we do not use cross-validation to estimate the model accuracy.
Elidan, et al. [13] introduced a strategy for escaping local maxima that also perturbs the training data instead of perturbing the hypotheses directly. They use reweighting of the training examples to create useful ascent directions in the hypothesis space and look for optimal solutions in the sets of perturbed problems. Their results show that such perturbations allow one to overcome local maxima in several learning scenarios. On both synthetic and real-life data this approach significantly improved models in learning structure from complete data, and learning both parameters and structure from incomplete data.
All mentioned approaches iteratively modify the learning set of examples in order to generate a series of learning models, on which they perform a model selection and choose the most accurate one. Though results in this field show that the perturbation approaches are justified in improving the general hypothesis accuracy score, the application to estimation/improvement of the single prediction accuracy was not yet studied. In our research we thus focus on this challenge.
Estimation of reliability for single examples Previous studies have referred to reliability of single predictions with different terms. Gammerman, Vovk, and Vapnik [14] and Saunders, Gammerman and Vovk [15] introduce the notions of confidence and credibility. Confidence indicates a confidence value for predicted classifications and credibility is an indicator of the reliability of the data upon which the prediction is made. Experiments with their modified Support Vector Machine algorithm showed that they successfully produced the confidence and credibility measures and outperformed other predictive algorithms.
Later, Nouretdinov, et al. [16] demonstrate the use of confidence value in the context of ridge regression. Using residuals of learning examples and a p-value function they improve an ordinary ridge regression with confidence regions.
The drawback of these approaches is that confidence estimations need to be specifically designed for each particular model and cannot be applied to other methods.
The notion of reliability estimation has most frequently appeared together with the notion of transduction, as for example in [14, 15] . Transduction is an inference principle that reasons from particular to particular [17] in contrast to inductive learning, which aims at inferring a general rule from a finite set of data. Transductive methods may therefore use only selected examples of interest and not necessarily the whole input space. This locality enables the use of transductive algorithms for making other inferences besides predictions. We find inferences of reliability measures of special interest.
As an application of the above principle, Kukar and Kononenko [18] proposed a transductive method for estimation of classification reliability. Their work introduced a set of reliability measures which successfully separate correct and incorrect classifications and are independent of the learning algorithm. Bosnić and Kononenko [19] later adapted the approach to regression. Transductive predictions, introduced by this technique, were used to model prediction error for each individual example. Initial results were promising and showed the potential for estimating and possibly correcting the prediction error.
Some other related theoretical work should also be mentioned. In the context of co-training, it has been shown that the unlabeled data can be used to improve the performance of a predictor [20] . It has also been shown that for every reasonable classifier (i.e., better than random) performance can be significantly boosted by utilizing only additional unlabeled data [21] . Both of these studies additionally encourage the use of utilizing additional learning examples, which we used in this research.
The work presented here extends the work of Kukar and Kononenko [18] to regression and places it in the context of the sensitivity analysis.
MDL based motivation
The dependence between input data and the prediction cannot be analytically expressed for most of the prediction models. This is true especially for models, which partition input space and establish local models for each separate partition. In contrast, the Minimum Description Length principle [22] offers a formalism based on the probabilistic and information theory. In this section we use MDL to introduce the motivation for our research. We show that it is possible to obtain additional information if we expand the learning data set with an additional example. This finding motivates us to use this information for estimation of the prediction reliability for individual examples.
In the following analysis we start by setting the basic MDL framework. We introduce the notions of absolute and relative reliability, which we define as the hypothesis' capability to achieve the largest compression of the data. Based on this general definition we express the reliability of a single example. Considering two extreme scenarios we demonstrate the behavior of the relative reliability. We conclude by showing that the expanding of learning set in the appropriate way may result in obtaining the extra information.
MDL preliminaries
Let us denote learning examples by E, background knowledge by B and a hypothesis by H . By definition of MDL, the optimal hypothesis maximizes the conditional probability, which is equal to minimizing the information (minus logarithm of probability) [22] :
Using the Bayes theorem, the information − log 2 P (H |E, B) can be written as
and since − log 2 P (E|B) is independent of H , the optimal hypothesis H opt can be obtained with:
The MDL criterion therefore tries to minimize the complexity of the hypothesis (− log 2 P (H |B)) and the error (− log 2 P (E|H, B)).
The problem with the above derivation is that in order to implement it one needs the optimal coding which, however, is not computable [22] . Therefore, in practice one introduces a practical coding and the MDL criterion (3) is transformed into
The term I (H |B) represents the number of bits needed to encode the hypothesis (given the background knowledge) and the term I (E|H, B) represents the number of bits needed to describe data E, given the hypothesis (and the background knowledge). However, note, that in this formula the practical (nonoptimal) coding is used. Therefore, the (nearly) optimal hypothesis is described with short hypothesis that explains a great portion of the data. The example of relationship between hypothesis complexity and prediction error is illustrated in Fig. 2 .
Another point of view on the same situation is provided with the notion of compressivity. The hypothesis H is said (E|H, B) ). The model at the top has overly large error, while the model at the bottom has overly large complexity to be compressive, if it allows for shorter description of data (in [22] this principle is formally described with the Occam's Razor Theorem):
I (E|H, B) + I (H |B) < I (E|B).
(
The term I (E|B) represents the number of bits needed to encode the data (given the background knowledge) without the use of the hypothesis. The lesser the left-hand side term, the more compressive is the hypothesis H .
Definition of reliability
For a given set of learning data E and background knowledge B let the most reliable hypothesis be the one that leads to the largest compression of the data. Put differently, the most reliable hypothesis is the one that minimizes the lefthand side of the inequality (4) . Based on this definition we now introduce the quantitative measures of absolute and relative reliability.
Definition 1
Let H , E and B be defined as above. Hypothesis H has reliability R, defined as
R(H |E, B) = I (E|B) − I (E|H, B) − I (H |B).
(5)
Definition 2 Let H , E and B be defined as above. Hypothesis H has relative reliability R rel , defined as
Reliability of a single prediction
Using the above definitions we now consider the reliability of a single example. We start by expanding the learning set E = {e 1 , e 2 , . . . , e n }, |E| = n with an additional learning example e n+1 . Inequality in (4) thus becomes
whereH stands for new, modified hypothesis, which also covers (predicts) example e n+1 . Since learning sets of H and H differ only in one learning example, we may assume that the both hypotheses are very similar. For sufficiently large data sets we therefore assume that
and use these simplifications in the following definition.
Definition 3
Let R 1 (e, H ) denote the reliability of prediction of example e by hypothesis H . We define the reliability of a single prediction as the difference between reliabilities of hypotheses H andH :
The first term at the right hand side can be expanded as in (5) . Therefore, by substituting
and by using the following simplifications
and the simplification from (8) we get the intermediate result
Plugging (9) and (14) into the latter result we rewrite the definition of reliability in (10) as
We see that this form expresses the reliability of a single prediction as the difference of information terms, which depends on the expanded hypothesisH only and does not depend on the original hypothesis H . Furthermore, note that I (e n+1 |B) is independent ofH and plays a role of a constant term. This form of definition is suitable for analysis for the two scenarios, which we analyze in the following subsection.
Analysis of reliability in extreme cases
Let us now consider two cases, which can occur when expanding the learning set with an additional example, followed by constructing the new hypothesisH . In the two extreme situations, hypothesisH can either contain the maximum information for prediction of the new example, or none at all. In each of extreme cases, the relative reliability R rel changes its value as follows:
1. If hypothesisH contains the maximum information for prediction of the new example, then the term at the right hand side of (16) achieves the maximum value, thus I (e n+1 |B,H ) = 0 and
As it holds R rel (H |E, B) < 1 (see (6) ) and:
the comparison of the relative reliabilities of hypotheses H (before adding a new example e n+1 ) andH (after adding e n+1 ) gives:
since
R(H |E, B) + I (e n+1 |B) I (E|B) + I (e n+1 |B) > R(H |E, B) I (E|B) .
Equation (18) shows that the relative reliability of the hypothesis has increased. In other words, we state that an optimal learning algorithm modifies hypothesis H intoH by including the accurate knowledge for prediction of the new example. This leads to the conclusion that the former hypothesis was unreliable (i.e. it achieved insufficient compression of the data) in that particular part of the problem space. 2. If hypothesisH includes no information for prediction of the new example, then term (16) achieves its minimum, thus:
Comparing the relative reliabilities of hypotheses H andH in this case gives
since R(H |E ∪ {e n+1 }, B) = R(H |E, B) and I (E ∪ {e n+1 }| B) > I (E|B), meaning that the relative reliability of the hypothesis has decreased. In contrast to conclusions in the former extreme case, this means that the hypothesis H was more reliable (i.e. achieved better compression of the data) in that part of the problem space. However, neither H norH cover e n+1 (for H it was not available for learning andH considers it a noisy example).
Based on the above findings we now state a result about hypotheses H andH for some optimal learning algorithm.
Theorem 1 Let e n+1 , H ,H and B be as defined above.
If I (e n+1 |H, B) = 0 for some optimal learning algorithm, then the following is true:
Proof Recall the property of the optimal learning algorithm,
If we assume that I (e n+1 |H , B) > 0, then
I (E|H , B) + I (H |B) < I (E|H, B) + I (H |B)
meaning that H is not the optimal hypothesis for E, leading to contradiction.
The negation of the above theorem states that if I (e n+1 |H , B) > 0, then either the algorithm is suboptimal I (e n+1 |H, B) > 0. Taking into account that the choice of the algorithm is fixed for both H andH , we leave aside the discussion about the algorithm's optimality and focus rather on emphasizing the use of this in the sensitivity analysis. The latter result namely states that the most of information is achieved if we expand the learning set with an example that is not well covered by the initial hypothesis H . I.e., by expanding the learning set with such example, we test the two extreme cases, described above. Either the optimal learning algorithm will modify the hypothesis to obtain good coverage (case 1) or it will leave the hypothesis unchanged therefore indicating that the new example is considered noisy (case 2). This finding motivates for putting this extra information in use for estimating the reliability of individual predictions.
Sensitivity of regression models
The aim of regression predictors is to model learning examples by minimizing error on the learning and test data. By adding or removing an example from the learning set, thus making a minimal change to the input of the learning algorithm, one can expect that the change in output prediction for the modified example will also be small. Big changes in output prediction that result by making small changes in learning data may be a sign of instability in the generated model. The magnitude of output change may therefore be used as a measure of model instability for a modified example. In our research we focus precisely on using these instability measures and combining them into reliability estimates.
Modification of input
There are several possible ways to modify the learning data set. The theoretical result from Sect. 3 indicates that for the analysis we should use examples that are not well covered by the hypothesis. We decided to expand it with the additional learning example as follows. Let x represent the example and let y be its label. Therefore, with (x, y) we denote a learning example with known/assigned label y and with (x, ) we denote an unseen example with unknown label. Let (x, ) be the unseen and unlabeled example, for which we wish to estimate the reliability of prediction. The prediction K, which we are estimating, is made by regression model M, therefore f M (x) = K. Since K was predicted at the beginning of the sensitivity analysis using an unmodified learning set of size n, we will refer to it as initial prediction. To expand the learning set with example (x, ) we first label it with y = K + δ (24) Fig. 3 The sensitivity analysis process. 
After selecting ε and labeling the new example, we expand the learning data set with example (x, y). Based on this modified learning set with n + 1 examples we build a model, to which we refer to as the sensitivity regression model M . We use M to predict (x, ), thus having f M (x) = K ε . Let us refer to K ε as the sensitivity prediction. The described procedure is illustrated in Fig. 3 . By selecting different ε k ∈ {ε 1 , ε 2 , . . . , ε m } to obtain y, we in fact iteratively obtain a set of sensitivity predictions
The obtained sensitivity predictions serve as output values in the sensitivity analysis process. As mentioned above, we use all of above differences K ε − K to observe the model stability and combine them into different reliability measures. Having introduced the needed terminology, we now illustrate in Fig. 4 our expected assumptions of how do differences K ε − K characterize reliable and unreliable predictions of K. At this point let us make a remark that in the process of assigning a label one cannot take (local) bias and variance into account as one does not have their local estimates for a single new data point. In fact, local bias and variance are precisely what we expect to capture by locally testing the model sensitivity. In the remainder, we aim to estimate the local variance (reliability measures RE 1 and RE 2 , described later) and bias (measure RE 3 ). Before introducing these measures, let us take a brief look at output characteristics of some common regression models. 
Sensitivity of the output
Based on the procedure for acquiring a sensitivity prediction, one could intuitively expect the following to hold:
and therefore
Although this empirically holds for the majority of cases, the relative ordering of initial and sensitivity predictions depends on the regression model itself. We tested the proposed technique with five regression predictors: regression trees, locally weighted regression, neural networks, support vector machines and linear regression. These learning algorithms might be divided to simple and complex, regarding whether they divide the input space prior to modeling data or not. We consider linear regression and locally weighted regression to be simple models since they model the whole input data at once. In contrast, prior to For sensitivity analysis approach, the complex algorithms are more interesting than simple algorithms. Instead of a slight change in the output of complex models, the additional example may cause different partitioning of the input space, thus leading to a different hypothesis. This may also result in a big difference between initial and sensitivity predictions, which indicates that the initial hypothesis for tested example is unstable or unreliable. We illustrate this phenomenon in Fig. 5 for regression trees on a benchmark data set pollution [24] . Figure 5 (a) displays the initial regression tree built on the original learning set. The first possible scenario is that by utilizing an additional example the model changes slightly, as shown in Fig. 5(b) . The difference between initial and second model is a changed prediction value in the third leaf of the tree (prediction for utilized example changes from 922.8 to 924.1). The other alternative is that the utilization of additional example causes a change in the structure of the hypothesis, as shown in Fig. 5(c) . We can observe that the splitting criteria and predictive values in the subtree at the right-hand side change substantially in this case. Although the positive δ was used, the prediction for utilized example decreases from 922.8 to 906.4. This example illustrates that the rule (26) does not hold for cases, when the structure of the hypothesis changes. We do not consider this as a drawback for our approach, but rather as an indicator of the hypothesis unreliability, which we try to estimate.
Simple and complex models also differ in a way that in simple models, sensitivity prediction can be expressed as a functional dependency of initial prediction and the new example. Let us now take a look at two examples, one for each of the simple models.
Example 1
The prediction of example x using the locally weighted regression is:
where D represents a distance function, κ a kernel function, C j the true label of example j and x the attribute vector of our example. The sensitivity prediction K ε can then be expressed as:
Example 2 Let us assume the case of linear regression in two-dimensional space. We are thus trying to model dependency y = kx + n, where k is a regression line slope and n its intercept. Then,
where n represents the number of examples and x denotes the average value. Sensitivity prediction K ε can then be expressed as:
Here x k , k = 1, . . . , n represent learning examples and x represent a new example.
For complex models it is not possible to express such functional dependency.
The magnitude of change in model depends also on the size of δ (or ε) used in (24) . Using different values of δ we can depict model sensitivity in plots, shown in Fig. 6 . The plots show empirical dependency of K ε − K (vertical axis) on ε ∈ [−5, 5] (horizontal axis) for a typical example, using the benchmark data set strikes. It is obvious that the plots for locally weighted regression (Fig. 6(d) ) and linear regression (Fig. 6(e) ) do not show any local anomalies which could be captured by the reliability measures.
The critical local regions, which emphasize the sensitivity, can be identified for complex models. For regression trees ( Fig. 6(a) ), the local regions are limited to single leaf of the tree. For support vector machines (Fig. 6(c) ), the critical local region is defined with the hyperplane margin. And for neural networks (Fig. 6(b) ), the critical local regions are not so obvious. When the label is approaching the extreme values, the added example is more and more considered as an outlier, and the prediction therefore becomes more dependent on the other learning examples.
Based on the above examples and plots in Fig. 6 we can conclude that the determinism in simple models does not allow us to capture what we defined as the unreliable model behavior. The tests, performed using linear regression and locally weighted regression, also confirmed this conclusion. In Sect. 6 we therefore focus on testing our technique with complex predictors, i.e. regression trees, neural networks and SVMs.
Reliability estimates
We use the differences between predictions of initial and sensitivity models as an indicator of the prediction reliability. At this point we combine these differences into three reliability estimates.
The calculation of the sensitivity prediction requires the selection of particular ε, as defined in (24) . To avoid selecting a particular ε, we define measures to use an arbitrary number of sensitivity predictions (defined by using different ε parameters). In this way we widen the observation window for observing model instabilities and make the measures robust to local anomalies in the problem space. The number of used ε parameters therefore represents a trade-off between gaining more stable reliability estimates and the total computational time. Since we assumed that the zero-difference between predictions represents the maximum reliability, we also define the reliability measures so that value 0 indicates the most reliable prediction.
Let us assume we have a set of non-negative ε values E = {ε 1 , ε 2 , . . . , ε |E| }. We define the estimates as follows:
1. Estimate RE 1 (local variance):
In the case of reliable predictions we expect that the change in sensitivity model for K ε and K −ε would be minimal (0 for the most reliable predictions). We define this reliability measure using both, K ε and K −ε , to capture the model instabilities not regarding the sign of δ in (24) . The measure takes the average of differences across all values of ε. In Fig. 4 , the RE 1 estimate represents the wideness of the whole interval, therefore it corresponds to local variance. 
In contrast to RE 1 , RE 2 measures the difference between predictions of initial and sensitivity models. The estimate takes the average of |K ε − K| and |K −ε − K| and therefore measures the average change of the prediction using positive and negative δ. This measure also takes the average across all ε parameters and is defined as non-negative. 3. Estimate RE 3 (local bias):
We define RE 3 in a similar way as RE 2 . In contrast to RE 2 , RE 3 can be either positive or negative. Its sign carries in-formation about the direction in which the predictor is more unstable. The measure is also averaged across all ε. In Fig. 4 , the RE 3 estimates the skewness (the asymmetry between left and right subintervals) and therefore corresponds to local bias.
Note that all three reliability estimates are very similar to the symmetrized form of formula for calculation of the numerical derivative K (ε) [23] . The function derivative, i.e. the slope of a function, is an indicator of the function sensitivity at the given point, which is in accordance with our definition of reliability estimates.
In the experiments we correlate reliability measures RE 1 and RE 2 with the absolute value of the prediction error (residual). Since the value of RE 3 contains significant information about the direction of the model sensitivity, its value is correlated to the signed value of the prediction error.
Experimental results

Sensitivity-based estimation of prediction error
The reliability estimates were tested on 48 standard benchmark data sets, which are used across the whole machine learning community. Each data set is a regression problem. The application domains vary from medical, ecological and technical to mathematical and physical domains. The number of examples in this domains varies from 20 to over 6500. Most of the data sets are available from UCI Machine Learning Repository [24] and from StatLib DataSets Archive [25] . All data sets are available from authors upon request. The brief description of data sets is given in Table 1 .
As explained in Sect. 4.2 we experimented with five regression models. We present results only for regression trees, neural networks and SVMs, as our technique is inadequate for linear regression and locally weighted regression. Some key properties of used models are:
• Regression trees: the mean squared error is used as the splitting criterion, the value in leaves represents the average label of examples, trees are pruned using the mestimate [26] .
• Neural networks: one hidden layer of neurons, the learning rate was 0.5, the stopping criterion for learning is based on the change of MSE between two backprop iterations.
• Support vector machines: The -support vector regression algorithm from the LIBSVM library is used [27] , we use the third-degree RBF kernel, the precision parameter was = 0.001.
The testing of model sensitivity was performed similarly to cross-validation. The data set was divided into ten subsets and the sensitivity predictions were calculated for each of the examples in the excluded subset. This was repeated for all ten data folds, thus obtaining initial and sensitivity predictions for all examples in the testing data set. When calculating a sensitivity prediction for each example, the learning set was expanded with the additional learning example. This change in the learning set was not permanent, but the changes were discarded before the calculation of the new sensitivity prediction (original data set with excluded subset was used). For calculation of reliability estimates, five different values of ε parameter were used: E = {0.01, 0.1, 0.5, 1.0, 2.0}. For each of the examples in the data set, the reliability estimates were correlated with their prediction error using the Pearson's correlation coefficient. The significance of correlation coefficient was evaluated using the t-test for correlation coefficients. The described testing procedure is illustrated in Fig. 7 .
The summarized results are shown in Table 2 . The table displays percentages of experiments in which we achieved significant results. Detailed results for individual domains are shown in Table 3 . Results confirm our expectations that the reliability estimates should positively correlate with the prediction error. We can see that the positive correlations highly outnumber the negative correlations with all regression models and reliability estimates.
The best summarized results were achieved using estimate RE 3 (local bias), and the worst, although still good with RE 1 (local variance). The best estimate, RE 3 , significantly positively correlated with prediction error in 48% of tests (negatively in 3%). The result, which stands out the most, is the performance of RE 3 with regression trees. In this case, RE 3 significantly positively correlated in 75% of tests and negatively in none. Analyzing from different perspective, we can also see that the estimates perform best with regression trees and the worst, although still quite well with SVMs.
Summarized results show the potential of using the proposed reliability estimates for estimation of the prediction error. We proceed by comparing our results to another approach.
Density-based estimation of prediction error
A traditional approach to estimation of the prediction confidence/reliability is based on distribution of learning examples. In this section we use term subspace which refers to the subset of learning examples, which are related by locality regarding their attributes' values. If two subspaces of the same size are compared to one another, the first one having the greater number of learning examples than the other, we refer to the first one as the denser subspace.
The density-based estimation of prediction error assumes that error is lower for predictions which are made in denser problem subspaces, and higher for predictions which are made in sparser subspaces. This means that we trust the prediction with regard to the quantity of information at disposal for calculation of the prediction. A typical use of this approach is, for example, with decision and regression trees, where we trust each prediction according to proportion of learning examples that fall in the same leaf of a tree as the predicted example. We estimated density using a nonparametric estimation of probability distribution [28] . This approach is called the kernel estimator or Parzen windows. Similar to experiments in Sect. 6.1, we correlated the density estimates with absolute prediction errors (absolute residuals). With regard to definition of the density-based error estimation we expected error to negatively correlate with density estimate. For calculating densities we used ten-fold cross-validation procedure in a similar manner as in Sect. 6.1. For each testing example the local density was estimated and correlated with its prediction error.
The summarized results are shown in Table 4 . The table displays percentages of experiments in which we achieved significant results. Detailed results for individual domains are shown in Table 5 . Results confirm that the negative correlations outnumber positive correlations. Nevertheless, results of density estimates are worse than those for estimates RE 1 , RE 2 and RE 3 . Note, that for our measures, the desired correlations are positive, while for the density estimates, the desired correlations are negative. The number of desired correlations obtained by our approach is greater (43% versus 33%) and the number of undesired correlations much smaller (3% versus 8%).
Better correlations of the proposed estimates with prediction error show that they provide more information than the probabilistic distribution of examples. They measure the prediction sensitivity, which also depends on learning and on predictive algorithms themselves. We can conclude that estimates RE 1 , RE 2 and RE 3 are more suitable for estimation of the prediction error than density estimates. However, it remains an open question how to adapt the three proposed measures in order to achieve the probabilistic interpretability as offered by the density function. We leave this for further work.
Conclusion
The paper presents a new method for reliability estimation of individual predictions. Our method is based on the sensitivity analysis, which is an approach that observes the output response with respect to small changes in the input data set.
Previous work in this field inspired us to modify the learning set by expanding it with an additional example. This is similar to ideas of Bousquet and Eliseeff [1] and Kearns and Ron [5] . Using the difference in predictions of initial and sensitivity models, we compose the reliability estimates RE 1 (local variance), RE 2 (local absolute variance) and RE 3 (local bias). We base these estimates with an effort Table 3 Correlation coefficients between reliability estimates and prediction error. Cell shading represents the p-values. The data with significance level α ≤ 0.05 is marked by light grey (significant positive correlation) and dark grey (significant negative correlation) background to measure instabilities of regression models that arise from the learning algorithm itself. We explain why this methodology is not appropriate for simple algorithms (linear regression, locally weighted regression) and focus on testing it with three complex regression models: regression trees, neural networks and support vector machines. We assume that the proposed approach shall perform well with other complex regression models, which have to be empirically verified in future. Experiments show that the proposed estimates better correlate with prediction error than common density estimates. The most promising results were achieved using RE 3 (local bias) which seems to be a good candidate for a general reliability measure. This estimate has an additional advantage, as it was correlated to the non-absolute value of the prediction error. It therefore holds a potential for correction of prediction errors.
Compared to a traditional approach, which estimates reliability based only on the distribution of examples in the problem space, the proposed approach implicitly considers local particularities of the learning problem, including the learning algorithm's generalization ability, bias, resistance to noise, amount of noise in data, avoidance of overfitting, etc. These aspects, most of which cannot be measured quantitatively, are analyzed implicitly by applying the sensitivity analysis approach and thus considering the learning problem as a black box. We can conclude that this is the reason why the proposed sensitivity estimates compare favorably to density estimates and also achieve better experimental results.
Related work [18] proposed estimates for classification reliability, which are based on the change of the posterior class distribution. In contrast to this approach, our estimates are based solely on the outputs, given by the prediction system, and therefore do not require any estimations of distribution functions. The use of this approach is possible due to the continuous nature of predicted values in regression. Namely, this enables us to numerically express the difference between two regression predictions, in contrast to classification, where one can only observe, whether the predicted class was the same or different.
Besides additional comparisons with other techniques, the ideas for further work in this field include the improvement of interpretability of the proposed estimates. Namely, the values of proposed estimates are not bounded to any particular interval, and since they are based on prediction of dependent variable, their numerical values depend on that variable domain. This consequently means that the reliability values for predictions of two different data sets cannot be compared to each other. It shall therefore be appropriate to transform the estimates to a unique interval with (hopefully) a probabilistic interpretation. The estimates shall be appropriately mapped into interval [0, 1], with value 0 representing an unreliable prediction and 1 representing the most reliable one. The notion of prediction reliability shall be expanded to confidence interval and it shall also be tested whether the reliability estimates can be used to correct the initial predictions and thus improve their accuracy.
The proposed method was preliminarily tested in a real domain. The data consisted of 1035 breast cancer patients, who had surgical treatment for cancer between 1983 and 1987 in the Clinical Center in Ljubljana, Slovenia. The patients were described using standard prognostic factors for breast cancer recurrence. The goal of the research was to predict the time of possible cancer recurrence after the surgical treatment. The research showed that this is a difficult prediction problem, because the possibility for recurrence is continuously present for almost 20 years after the treatment. The bare recurrence predictions were therefore complemented with our reliability estimates, helping the doctors with the additional validation of predictions' accuracy. The promising preliminary results confirm the usability of our approach. 
