The vehicle energy management development is a challenging practical control problem and a significant amount of research has been devoted to this field for full HEVs and Electric Vehicles (EVs) in the last decade (Cundev, 2010) . To tackle this challenging problem, there are currently extensive academic and industrial research interests ongoing in the area of hybrid electric vehicles as these vehicles are expected to make considerable contributions to the environmentally conscious requirements in the production vehicle sector in the future -see (Baumann et al., 2000) and other references therein. In this regard, we shall analysis and extend the study done by (Sciarretta & Guzzella, 2007) on the number of IEEE publications published between 1985 and 2010. Figure 1 depicts the number of publications recorded at the IEEE database 1 whose abstract contains at least one of the strings "hybrid vehicle" or "hybrid vehicles". From Figure 1 , it is obvious that the number of publications in the area of hybrid electric vehicles (HEVs) has been drastically increased during this period, from only 2 papers in 1985 to 552 papers in 2010. Recall that these are only publications of the IEEE databasethere are many other publications than those of the IEEE including books, articles, conference papers, theses, filed patents, and technical reports which have not been taken into account in this study. Besides, a linear regression analysis of the IEEE publications shown in Figure 1 indicates that research in the field of hybrid vehicles has been accelerated remarkably since 2003. One may also predict that the number of publications in this area could be increased up to about 1000 articles in 2015, that is nearly twice as many as in 2010 -this is a clear evidence to acknowledge that HEVs research and development is expected to make considerable contributions to both academia and industry of production automotive sector in the future. Here are the facts and regulations which must be taken into consideration by automotive engineers:
• Due to the ever increasing stringent regulations on fuel consumption and emissions, there are tremendous mandates on Original Equipment Manufacturers (OEMs) to deliver fuel-efficient less-polluting vehicles at lower costs. Hence, the impact of advanced controls for the application of the hybrid vehicle powertrain controls has become extremely important (Fekri & Assadian, 2011) .
1 See http://ieeexplore.ieee.org for more information.
Advanced Model Predictive Control
www.intechopen.com
Fast Model Predictive Control and its Application to Energy Management of Hybrid Electric Vehicles 3
• It is essential to meet end-user demands for increasingly complex new vehicles towards improving vehicle performance and driveability (Cacciatori et al., 2006) , while continuing to reduce costs and meeting new emission standards.
• There is a continuous increase in the gap between the theoretical control advancement and the control strategies being applied to the existing production vehicles. This gap is resulting on significant missed opportunities in addressing some fundamental functionalities, e.g. fuel economy, emissions, driveability, unification of control architecture and integration of the Automotive Mechatronics units on-board vehicle. It seems remarkably vital to address how to bridge this gap.
• Combined with ever-increasing computational power, fast online optimisation algorithms are now more affordable to be developed, tested and implemented in the future production vehicles.
There are a number of energy management methods proposed in the literature of hybrid vehicles to minimize fuel consumption and to reduce CO 2 emissions (Johnson et al., 2000) . Among these energy management strategies, a number of heuristics techniques, say e.g. using rule-based or Fuzzy logic, have attempted to offer some improvements in the HEV energy efficiency (Cikanek & Bailey, 2002; Schouten et al., 2002) where the optimisation objective is, in a heuristic manner, a function of weighted fuel economy and driveability variables integrated with a performance index, to obtain a desired closed-loop system response. However, such heuristics based energy management approaches suffer from the fact that they guarantee neither an optimal result in real vehicle operational conditions nor a robust performance if system parameters deviate from their nominal operating points. Consequently, other strategies have emerged that are based on optimisation techniques to search for sub-optimal solutions. Most of these control techniques are based on programming concepts (such as linear programming, quadratic programming and dynamic programming) and optimal control concepts, to name but a few (Ramsbottom & Assadian, 2006; Ripaccioli et al., 2009; Sciarretta & Guzzella, 2007) . Loosely speaking, these techniques do not offer a feasible casual solution, as the future driving cycle is assumed to be entirely known. Moreover, the required burdensome calculations of these approaches put a high demand on computational resources which prevent them to be implemented on-line in a straightforward manner. Nevertheless, their results could be used as a benchmark for the performance of other strategies, or to derive rules for rule-based strategies for heuristic based energy management of HEVs (Khayyam et al., 2010) . Two new HEV energy management concepts have been recently introduced in the literature. In the first approach, instead of considering one specific driving cycle for calculating an optimal control law, a set of driving cycles is considered resulting in the stochastic optimisation approach. A solution to this approach is calculated off-line and stored in a state-dependent lookup table. Similar approach in this course employs Explicit Model Predictive Control (Beccuti et al., 2007; Pena et al., 2006) . In this design methodology, the entire control law is computed offline, where the online controller will be implemented as a lookup table, similar to the stochastic optimisation approach. The lookup table provides a quasi-static control law which is directly applicable to the on-line vehicle implementation. While this method has potential to perform well for systems with fewer states, inputs, constraints, and "sufficiently short" time-horizons (Wang & Boyd, 2008) , it cannot be utilised in a wide variety of applications whose dynamics, cost function and/or constraints are time-varying due to e.g.
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www.intechopen.com parametric uncertainties and/or unmeasurable exogenous disturbances. In other words, any lookup table based optimisation approach may end up with severe difficulties in covering a real-world driving situation with a set of individual driving cycle. A recent approach has endeavored to decouple the optimal solution from a driving cycle in a game-theoretic (GT) framework (Dextreit et al., 2008) . In this approach, the effect of the time-varying parameters (namely drive cycle) is represented by the actions of the first player while the effect of the operating strategy (energy management) is modeled by the actions of the second player. The first player (drive cycle) wishes to maximize the performance index which reflects the optimisation objectives, say e.g. to minimise emission constraints and fuel consumption, while the second player aims to minimize this performance index. Solutions to these approaches are calculated off-line and stored in a state-dependent lookup tables. These look up tables provide a quasi-static control law which is directly suitable for on-line vehicle implementation. Similar to previous methods, the main drawbacks of the game-theoretic approach are the lack of robustness and due to quasi-static nature of this method, it cannot address vehicle deriveability requirements.
If only the present state of the vehicle is considered, optimisation of the operating points of the individual components can still be beneficial. Typically, the proposed methods define an optimisation criterion to minimise the vehicle fuel consumption and exhaust emissions (Kolmanovsky et al., 2002) . A weighting factor can be included to prevent a drift in the battery from its nominal energy level and to guarantee a charge sustaining solution. This approach has been considered in the past, but it is still remained immensely difficult task to select a weighting factor that is mathematically sound (Rousseau et al., 2008 ). An alternative approach is to extend the objective function with a fuel equivalent term. This term includes the corresponding fuel use for the energy exchange with the battery in the optimisation criterion (Kessels, 2007) . Hybrid modeling tools have been recently developed to analyse and optimise a number of classes of hybrid systems. Among many other modeling tools developed to represent the hybrid systems, we shall refer to Mixed Logical Dynamical (MLD) (Bemporad & Morary, 1999) , HYbrid Systems Description Language (HYSDEL) (Torrisi & Bemporad, 2004) , and Piecewise Affine (PWA) models (Ripaccioli et al., 2009; Sontag, 1981) , to name but a few. In addition, Hybrid Toolbox for MATLAB (Bemporad, 2004) is developed for modeling, simulation, and verifying hybrid dynamical models and also for designing hybrid model predictive controllers. Almost all of these hybrid tools, however, are only suitable for slow applications and can not attack the challenging fast real-time optimisation problems, e.g., for the use of practical hybrid electric vehicle energy management application. Two fundamental drawbacks of aforementioned strategies are firstly their consideration of driveability being an afterthought and secondly the driveability issue is considered in an ad-hoc fashion as these approaches are not model-based dynamic. Applicable techniques such as game-theoretic based optimisation method utilise quasi-static models which are not sufficient to address driveability requirements (Dextreit et al., 2008) . Towards a feasible and tractable optimisation approach, there are a number of model-based energy management methods such as Model Predictive Controls (MPC). A recently developed package for the hybrid MPC design is referred to as Hybrid and Multi-Parametric Toolboxes (Narciso et al., 2008) which is based on the traditional model predictive control optimisation alternatives using generic optimisers. The main shortcoming of traditional model predictive control methods is that they can only be used in applications with "sufficiently slow" dynamics (Wang & Boyd, 2008) , and hence are not suitable for many practical applications including HEV energy management problem. For this reason the standard MPC algorithms have been retained away from modern production vehicles. In fact, a number of inherent hardware constraints and limitations integrated with the vehicle electronic control unit (ECU), such as processing speed and memory, have made on-line implementations of these traditional predictive algorithms almost impossible. In a number of applications, MPC is currently applied off-line to generate the required maps and then these maps are used on-line. However, generation and utilisation of maps defeat the original purpose of designing a dynamic compensator which maintains driveability. Therefore, there is a vital need of increased processing speed, with an appropriate memory size, so that an online computation of "fast MPC" control law could be implemented in real applications.
In this chapter, we shall describe a method for improving the speed of conventional model predictive control design, using online optimisation. The method proposed would be a complementary for offline methods, which provide a method for fast control computation for the problem of energy management of hybrid electric vehicles. We aim to design and develop a practical fast model predictive feedback controller (FMPC) to replace the current energy management design approaches as well as to address vehicle driveability issues. The proposed FMPC is derived based on the dynamic models of the plant and hence driveability requirements are taken into consideration as part of the controller design. In this development, we shall extend the previous studies carried out by Stephen Boyd and his colleagues at Stanford University, USA, on fast model predictive control algorithms. In this design, we are also able to address customising the robustness analysis in the presence of parametric uncertainties due to, e.g., a change in the dynamics of the plant, or lack of proper estimation of the vehicle load torque (plant disturbance).
In this chapter, we shall also follow and overview some of theoretical and practical aspects of the fast online model predictive control in applying to the practical problem of hybrid electric vehicle energy management along with representing some of simulation results. The novelty of this work is indeed in the design and development of the fast robust model predictive control concept with practical significance of addressing vehicle driveability and automotive actuator control constraints. It is hoped that the results of this work could make automotive engineers more enthusiastic and motivated to keep an eye on the development of state-of-the-art Fast Robust Model Predictive Control (FMPC) and its potential to attack a wide range of applications in the automotive control system designs. In the remaining of this chapter, we will describe in detail the mathematical description, objectives and constraints along with the optimisation procedure of the proposed fast model predictive control. We shall also provide dynamical model of the hybrid electric vehicle (parallel, with diesel engine) to which the FMPC will be applied. Simulation results of the HEV energy management system will be demonstrated to highlight some of the concepts proposed in this chapter which will offer significant improvements in fuel efficiency over the base system.
Fast Model Predictive Control
The Model Predictive Control (MPC), referred also to as Receding Horizon Control (RHC), and its different variants have been successfully implemented in a wide range of practical applications in industry, economics, management and finance, to name a few (Camacho & , 2004; Maciejowski, 2002) . A main advantage of MPC algorithms, which has made these optimisation-based control system designs attractive to the industry, is their abilities to handle the constraints directly in the design procedure (Kwon & Han, 2005) . These constraints may be imposed on any part of the system signals, such as states, outputs, inputs, and most importantly actuator control signals which play a key role in the closed-loop system behaviour (Tate & Boyd, 2001) . Although very efficient algorithms can currently be applied to some classes of practical problems, the computational time required for solving the optimisation problem in real-time is extremely high, in particularly for fast processes, such as energy management of hybrid electric vehicles. One method to implement a fast MPC is to compute the solution of a multiparametric quadratic or linear programming problem explicitly as a function of the initial state which could turn into a relatively easy-to-implement piecewise affine controller (Bemporad et al., 2002; Tondel et al., 2003) . However, as the control action implemented online is in the form of a lookup table, it could exponentially grow with the horizon, state and input dimensions. This means that any form of explicit MPC could only be applied to small problems with few state dimensions (Milman & Davidson, 2003) . Furthermore, due to there being off-line lookup table, explicit MPC cannot deal with applications whose dynamics, cost function and/or constraints are time-varying (Wang & Boyd, 2008) . A non-feasible active set method was proposed in (Milman & Davidson, 2003) for solving the Quadratic Programming (QP) optimisation problem of the MPC. However, to bear further explanation, these studies have not addressed any comparison to the other earlier optimisation methods using primal-dual interior point methods (Bartlett et al., 2000; Rao et al., 1998) . Another fast MPC strategy was introduced in (Wang & Boyd, 2010) which has tackled the problem of solving a block tridiagonal system of linear equations by coding a particular structure of the QPs arising in MPC applications (Vandenberghe & Boyd, 2004; Wright, 1997) , and by solving the problem approximately. Starting from a given initial state and input trajectory, the fast MPC software package solves the optimization problem fast by exploiting its special structure. Due to using an interior-point search direction calculated at each step, any problem of any size (with any number of state dimension, input dimension, and horizon) could be tackled at every operational time step which in return will require only a limited number of steps. Therefore, the complexity of MPC is significantly reduced compared to the standard MPC algorithms. While this algorithm could be scaled in any problem size in principle, a drawback of this method is that it is a custom hand-coded algorithm, ie. the user should transform their problem into the standard form (Wang & Boyd, 2010; 2008) which might be very time-consuming. Moreover, one may require much optimisation expertise to generate a custom solver code. To overcome this shortcoming, a very recent research (Mattingley & Boyd, 2010a; b; 2009 ) has studied a development of an optimisation software package, referred to as CVXGEN, based on an earlier work by (Vandenberghe, 2010) , which automates the conversion process, allowing practitioners to apply easily many class of convex optimisation problem conversions. CVXGEN is effectively a software tool which helps to specify one's problem in a higher level language, similar to other parser solvers such as SeDuMi or SDPT3 (Ling et al., 2008) . The drawback of CVXGEN is that it is limited to optimization problems with up to around 4000 non-zero Karush-Kuhn-Tucker (KKT) matrix entries (Mattingley & Boyd, 2010b) . In the next section, we will extend the work done by (Mattingley & Boyd, 2010b) and propose a new fast KKT solving approach, which alleviates the aforementioned limitation to some extent. We will implement our method on a hybrid electric vehicle energy management application in Section 4.
Bordons

Quadratic Programming (QPs)
In convex QP problems, we typically minimize a convex quadratic objective function subject to linear (equality and/or inequality) constraints. Let us assume a convex quadratic generalisation of the standard form of the QP problem is
( 1) where x ∈ R n is the variable of the QP problem and Q is a symmetric n × n positive semidefinite matrix. An interior-point method, in comparison to other methods such as primal barrier method, is particularly appropriate for embedded optimization, since, with proper implementation and tuning, it can reliably solve to high accuracy in 5-25 iterations, without even a "warm start" (Wang & Boyd, 2010) .
In order to obtain a cone quadratic program (QP) using the QP optimisation problem of Equation (1), it is expedient for the analysis and implementation of interior-point methods to include a slack variable s and solve the equivalent QP
where x ∈ R n and s ∈ R p are the variables of the cone QP problem. The dual problem of Equation (3) can be simply derived by introducing an additional variable ω: (Vandenberghe, 2010) max
where y ∈ R m and z ∈ R p are the Lagrange multiplier vectors for the equality and the inequality constraints of (1), respectively. The dual objective of (3) provides a lower bound on the primal objective, while the primal objective of (1) gives an upper bound on the dual (Vandenberghe & Boyd, 2004) . The vector x * ∈ R n is an optimal solution of Equation (1) if and only if there exist Lagrange multiplier vectors z * ∈ R p and y * ∈ R m for which the following necessity KKT conditions hold for (x, y, z)=(x * , y * , z * ); see (Potra & Wright, 2000) and other references therein for more details. 
where
..,z n ) and e is the unit column vector of size n × 1. The primal-dual algorithms are modifications of Newton's method applied to the KKT conditions F(x, y, z, s)=0 for the nonlinear equation of Equation (4). Such modifications lead to appealing global convergence properties and superior practical performance. However, they might interfere with the best-known characteristic of the Newton's method, that is "fast asymptotic convergence" of Newton's method. In any case, it is possible to design algorithms which recover such an important property of fast convergence to some extent, while still maintaining the benefits of the modified algorithm (Wright, 1997) . Also, it is worthwhile to emphasise that all primal-dual approaches typically generate the iterates (x k , y k , z k , s k ) while satisfying nonnegativity condition of Equation (4) strictly, i.e. s k > 0a n dz k > 0. This particular property is in fact the origin of the generic term "interior-point" (Wright, 1997) which will be briefly discussed next.
Embedded QP convex optimisation
There are several numerical approaches to solve standard cone QP problems. One alternative which seems suitable to the literature of fast model predictive control is the path-following algorithm -see e.g. (Potra & Wright, 2000; Renegar & Overton, 2001 ) and other references therein.
In the path-following method, the current iterates are denoted by
For most problems, however, a strictly feasible starting point might be extremely difficult to find. Although it is straightforward to find a strictly feasible starting point by reformulating the problem -see (Vandenberghe, 2010, §5. 3)), such reformulation may introduce distortions that can potentially make the problem harder to solve due to an increased computational time to generate real-time control law which is not desired for a wide range of practical applications, e.g. the HEV energy management problem -see Section 4. In §2.4, we will describe one tractable approach to obtain such feasible starting points. Similar to many other iterative algorithms in nonlinear programming and optimisation literature, the primal-dual interior-point methods are based on two fundamental concepts: First, they contain a procedure for determining the iteration step and secondly they are required to define a measure of the attraction of each point in the search space. The utilised Newton's method in fact forms a linearised model for F (x, y, z, s) around the current iteration point and obtains the search direction (∆x, ∆y, ∆z, ∆s) by solving the following set of linear equations: where J is the Jacobian of
Let us assume that the current point is strictly feasible. In this case, a Newton "full step" will provide a direction at
and the next starting point for the algorithm will be
However, the pure Newton's method, i.e. a full step along the above direction, could often violate the condition (s, z) > 0 -see (Renegar & Overton, 2001 ). To resolve this shortcoming, a line search along the Newton direction is in a way that the new iterate will be (Wright, 1997 )
for some line search parameter α ∈ (0, 1].I fα is to be selected by user, one could only take a small step (α ≪ 1) along the direction of Equation (6) before violating the condition (s, z) > 0.
However, selecting such a small step is not desirable as this may not allow us to make much progress towards a sound solution to a broad range of practical problems which usually are in need of fast convenance by applying "sufficiently large" step sizes.
Following the works (Mattingley & Boyd, 2010b) and (Vandenberghe, 2010) , we shall intend to modify the basic Newton's procedure by two scaling directions (i.e. affine scaling and combined centering & correction scaling). Loosely speaking, by using these two scaling directions, it is endeavoured to bias the search direction towards the interior of the nonnegative orthant (s, z) > 0 so as to move further along the direction before one of the components of (s, z) becomes negative. In addition, these scaling directions keep the components of (s, z) from moving "too close" to the boundary of the nonnegative orthant (s, z) > 0. Search directions computed from points that are close to the boundary tend to be distorted from which an inferior progress could be made along those points -see (Wright, 1997) for more details. Here, we shall list the scaling directions as follows.
Scaling iterations
We follow the works by (Vandenberghe, 2010, §5. 3) and (Mattingley & Boyd, 2010b) with some modifications that reflect our notation and problem format. Starting at initial values (x,ŷ,ẑ,ŝ)=( x 0 , y 0 , z 0 , s 0 ) where s 0 > 0, z 0 > 0, we consider the scaling iterations as summarised here.
•S t e p 1 . S e t k = 0.
• Step 2. Start the iteration loop at time step k.
• Step 3. Define the residuals for the three linear equations as: 
• Step 5. If the optimality conditions obtained at Step 4 satisfy (x, y, z, s) − (x,ŷ,ẑ,ŝ) ∞ ≤ ǫ, for some small positive ǫ > 0, go to Step 13.
• Step 6. Solve the following linear equations to generate the affine direction (Mattingley & Boyd, 2010b) :
• Step 7. Compute the duality measure μ,s t e ps i z eα ∈ (0, 1], and centering parameter
• Step 8. Solve the following linear equations for the combined centering-correction
This system is well defined if and only if the Jacobian matrix within is nonsingular (Peng et al., 2002, §6.3 .1).
• Step 9. Combine the two affine and combined updates of the required direction as: ∆x = ∆x aff + ∆x cc ∆y = ∆y aff + ∆y cc ∆z = ∆z aff + ∆z cc ∆s = ∆s aff + ∆s cc
•
Step 10. Find the appropriate step size to retain nonnegative orthant (s, z) > 0,
Step 11. Update the primal and dual variables using:
Step 2.
• Step 13. Stop the iteration and return the obtained QP optimal solution (x, y, z, s).
The above iterations will modify the the search direction so that at any step the solutions are moved closer to feasibility as well as to centrality. It is also emphasised that most of the computational efforts required for a QP problem are due to solving the two matrix equalities in steps 6 and 8. Among many limiting factors which may make the above algorithm failed, floating-point division is perhaps the most critical problem of an online optimisation algorithm to be considered (Wang & Boyd, 2008) . In words, stability of an optimisation-based control law (such as model predictive control) are significantly dependent on the risk of algorithm failures, and therefore it is vital to develop robust algorithms for solving these linear systems leading towards fast optimisation-based control designs, which is the focal point of our work. We should also stress that robustness of any algorithm must be taken into account at starring point. In particular, many practical problems are prone to make optimisation procedures failed at the startup. For instance, (possibly large) disparity between the initial states of the plant and the feedback controller might lead to large transient control signals which consequently could violate feasibility assumptions of the control law -this in turn may result into an unstable feedback loop. Therefore, the initialisation of the optimisation-based control law is significantly important and must be taken into consideration in advance. The warm start is also an alternative to resolve this shortcoming -see e.g. (Wang & Boyd, 2010) . Here, we shall discuss a promising initialisation method for the solution of the linear systems which is integrated within the framework of our fast model predictive control algorithm.
Initialisation
We shall overview the initialisation procedure addressed in (Vandenberghe, 2010, §5. 3) and (Mattingley & Boyd, 2010b) . If primal and dual starting points (x,ŷ,ẑ,ŝ) are not specified by the user, they are chosen as follows:
• Solve the linear equations (see §2.5 for a detailed solution of this linear system.)
to obtain optimality conditions for the primal-dual pair problems of 
•F r o m t h e a b o v e , x = x,ŷ = y are found as the two initialisation points. The initial value of s is calculated from the residual h − Gx = −z,aŝ
where α p = inf{α|−z + αe ≥ 0}. Also, the initial value ofẑ is computed aŝ
where α d = inf{α|z + αe ≥ 0}.
Fast KKT solution
As explained earlier, the most time-consuming parts of QP optimisation problem is due to solving the linear KKT systems of the format
In Ref. (Mattingley & Boyd, 2010b ) a numerical method has been introduced, using the permuted LDL T factorisation, to solve the KKT linear systems of Equation (11) in the compact form of KX = R to find optimal variables of X. In the so-called "iterative refinement approach", see (Mattingley & Boyd, 2010b, §5. 3)), the original KKTs is regularised by choosing a small ǫ > 0 to ensure that such a factorisation exists and that it is numerically stable. However, since the solution of the modified KKT system is an approximation to the original KKT system, it could potentially affect both the affine and combined step sizes, as well as the feasibility conditions and the rate of global convergence. In words, such an approximation could introduce additional "hold-ups" to the QP problem at each time step which is not desirable for the purpose of the fast real-time optimisation applications, such the one considered in Section 4 as a case study. In order to obtain "fast" and "reliable" solutions of Equation (11) at each iteration, it is significantly important to avoid any sort of calculation of unstructured (possibly sparse) matrix inverse, as well as to reduce the number of the KKT linear systems. Due to the particular structure of the original exact KKT system given in Equation (11), however, we shall employ a more reliable and stable interior-point solver of the convex QP optimisation problem, even for the KKT systems with sparse matrices. To this end, we start by eliminating 
which reduces the number of original KKT systems solved per iteration by three. To calculate s,wecoulduses = −Gx + r z . The Cholesky factorisation method is the preferred KKT equation solver for linear and quadratic programs. However, due to the particular structure of Z −1 S, being a diagonal matrix, there is no longer a need to carry out the Cholesky factorization of the diagonal matrix of Z −1 S given in Equation (12). In fact, Z −1 S = W T W with diagonal matrix W = W T will lead to Z −1 S = W 2 . We can now obtain a reduced order of KKT system of Equation (12) with only two equations as
From x and y,t h es o l u t i o nz follows as Wz = W −T (Gx − r z + Z −1 r s ). Recall that matrices S, Z and W are diagonal matrices, and hence calculation of inverses of
..,n are straightforward and fast, even for large sparse problems. Using the Cholesky factorization Q + G T W −2 G = LL T , the KKT solutions of Equation (13) are computed as follows -see also (Vandenberghe, 2010 ).
•C a s e 1 . I f Q + G T W −2 G is nonsingular, y and x are computed from the following equations, respectively:
•C a s e 2 . I f Q + G T W −2 G is singular, the exact solutions of y and x are obtained respectively as
The above algorithm will provide the KKT linear systems to be solved reliably, and to precise accuracy, in a limited number of iterations. This, along with previous optimisation requirements addressed earlier, will help develop a fast reliable optimisation algorithm leading towards fast model predictive control which is briefly discussed in the subsequent section.
Tracking control problem using fast MPC
As we discussed earlier, standard MPC-based algorithms are great tools in the literature of feedback control system designs, mainly due to their abilities in handling constraints, e.g. actuator saturations, which are successfully taken into consideration in the design of an MPC. However, to provide an appropriate input control signal, MPC and its standard variants suffer from a major drawback due to having a desperate need of excessive computational
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www.intechopen.com time for solving the online minimization problems, at each sampling interval, particularly in the presence of large number of horizons, constraints, optimisation parameters or parametric uncertainties. This shortcoming is an outstanding motivation to look for some sort of efficient model predictive algorithms, to solve an integrated optimisation problems "sufficiently fast" in real time. Any MPC tracking reference problem subject to constraints, being also the focal point of this section, results in the optimization of a quadratic programming (QP) problem as the objective function is quadratic -see §2.1. The reference tracking control for a discrete-time linear dynamical system is described as the following quadratic optimisation problem: (16) where Q y and Q u are positive semidefinite weighting matrices for penalizing the tracking error and control effort, respectively; A ∈ R n×n , B ∈ R n×m , C ∈ R p×n and x 0 ∈ R n are the discrete-time plant data, w k and v k are plant disturbance and measurement noise, respectively; y re f k is the reference signal to be tracked at the plant output; N is the horizon; The optimisation variables are the system state x k (k = 1,2,...,N) and input control signals u k (k = 0, 1, . . . , N − 1). Recall that here we only consider the linear time-invariant (LTI) systems. Nonetheless, the proposed method could be extended to the time-varying and/or nonlinear cases (Del Re et al., 2010) . Also, regarding the fact that most of the physical plants are continuous-time, we shall consider a continuous-time linear dynamic system driven by stationary continuous-time white noise. To simulate such a continuous-time dynamics on a digital computer (or microprocessor) using an equivalent discrete-time dynamics, it is required to utilise equated linear discrete-time system and its noise statistics, so that both systems have identical statistical properties at the discrete time instants (Gelb, 1974, pp. 72-75) . Moreover, any type of continuous-time plant dynamics could be transformed, with an appropriate sampling time, to the equivalent discrete-model in the format of the one shown in the subjective of Equation (16) -see (Grewal & Andrews, 1993, pp. 88-91) . The output tracking control system design in Equation (16) could be transformed to the standard quadratic programming problem illustrated in Equation (1). Therefore, we could use the fast KKT solutions following the initialisation. In Section 4, the proposed optimisation procedure of the fast model predictive control design approach will be implemented to the case study of the HEV energy management.
Hybrid diesel electric vehicle model
In Section 1, we briefly discussed the history of hybrid electric vehicles which, in some extent, could clarify the importance of our work carried out in the field of advanced energy management for the HEV applications. In this section, we will investigate how to model a simplified hybrid electric vehicle to replace the sophisticated nonlinear dynamic of the diesel internal combustion engine. We shall integrate this simplified HEV model, for the first time, with recent advances on fast model predictive control architecture described in Section 2 based on embedded convex optimisation. Before describing the structure of our hybrid diesel electric vehicle, let us first overview a generic HEV structure. A representative configuration of an advanced 4x4 parallel hybrid electric vehicle configuration is shown in Figure 2 . The hybrid electric vehicle structure shown in Figure 2 is equipped with a turbocharged diesel engine and a crankshaft integrated motor/generator (CIMG) which is directly mounted on the engine crankshaft. The CIMG is used for starting and assisting the engine in motoring-mode, and also for generating electric energy via charging a high-voltage battery (not shown in the figure). As our intention in this study is to investigate the "full-hybrid" mode, we shall assume that the integrated ICE-CIMG clutch is fully engaged and hence our descriptive HEV dynamical model (see §3.3) excludes a clutch dynamics as it is shown in Figure 2 . Likewise, the gearbox is shown in Figure 2 but no gear setting was considered in our simplified HEV demonstration. This is due to the fact that our empirical diesel engine model is derived with engine speed range of ω =[1200, 2000]rpm running at the first gear. It is also worthwhile to emphasise that our design methodology on the development of the HEV energy management is a high-level design strategy. For this reason, most of the common low-level subsystems, integrated within the typical HEV dynamics, are not considered in the HEV configuration as shown in Figure 2 . These low-level subsystems include CIMG low-level motor control, high voltage battery management, low level clutch control, low level transmission control, and electrical distribution including DC-DC converter, to name just a few. Furthermore, the dynamics of the engine model includes the average torque responses of both diesel engine and CIMG over all four cylinders, which are the quantities of interest. For designing a well balanced feedback control law, control engineers should possess a good comprehension of the physics of the plant under investigation. One of the challenging aspect of any model based engine control development is the derivation of a simplified yet insightful model. For instance, the frequency range of the engine system, the nonlinearities associated with the internal engine processes (i.e. combustion process, heat distribution, air flow), the severe cross coupling, the inherent sampling nature of the four cycle internal combustion engine, and the limited output sensor dynamic capabilities all contribute to make this modelling step a most arduous task (Lewis, 1980) . There are two main reasons to highlight the importance of simplified HEV dynamical models: First, it is not usually possible to obtain a detailed diesel engine data (or model) from the production vehicle manufacturer (Kaszynski & Sawodny, 2008) . Secondly, obtaining a precise mathematical model of a HEV powertrain is a very challenging task particularly due to multi-energetic nature and switching dynamics of a powertrain. For the above reasons, and for the ease of development of an advanced HEV energy management system, it is essential to obtain a straightforward and realistic model of the propulsion system to which an efficient control strategy, such as our proposed fast MPC design methodology, could be applied. Generally speaking, this model shall be used for the simulation of the overall vehicle motion (at longitudinal direction). Therefore, we do not intend to utilise any detailed model of the internal engine processes, but rather a high-level torque manager model that will generate control efforts based on a given set-point torque commands. Recall that this torque management structure could be easily adopted to other engine configurations in a straightforward manner. As stated earlier, our developments towards a simplified hybrid model are based on a high fidelity simulation model of the overall diesel hybrid electric vehicle. This HEV dynamical model is modeled using two subsystems, a diesel internal combustion engine (ICE) and an armature-controller DC electric motor. The mathematical modeling of these two subsystems will be discussed in the remainder of this section.
Simplified diesel engine model
In this section, we shall present a simplified dynamical model of a turbo-charged diesel engine. This simplified model is based upon the nonlinear diesel engine dynamics and the fact that it must capture both the transient and steady-state dominant modes of the diesel engine during operational conditions. The engine indicated torque T ind is assumed to be mapped from the delayed fueling input proportionally, and has limited bandwidth due to internal combustion dynamic effects, arising e.g. due to combustion and turbo lag. In a mathematical representation, we will have
where τ is the speed-dependant time constant due to combustion lag, t d is the speed-dependant time-delay due to fueling course and T dem B is the mapped fueling input representing the required ICE crankshaft (brake) torque. Our simplified diesel engine model is empirically derived using a turbo-charged diesel engine at speed range of ω =[ 1200, 2000]rpm with operational brake torque acting at T B =[ 50, 100]NM. The speed-dependant fueling delay (t d )andcombustionlag(τ)aregiven in Table 1 . Our diesel model also contains a speed-dependant torque loss T Loss arising due to friction torque, ancillary torque and pumping loss. Such a total torque loss is typically a nonlinear function of the engine speed. However, at the studied operating range of engine speed and brake torque, namely ω = [ 1200, 2000] [NM] . These results are captured by measuring the step response of the engine to a step change in the engine brake torque.
For the purpose of this study, we shall employ a 1-st order Pade approximation to model the fueling time-delay by a rational 1st-order LTI model of
The simplified diesel engine model can now be described as the following state-space equations:
where x 1 and x 2 are the states associated with the Pade approximation, and combustion lag dynamics, respectively. The diesel dynamic shown in Equation (19) will be used in the overall configuration of the HEV dynamics.
Simplified CIMG Model
Assuming that the hybrid electric drivetrain includes an armature-controlled CIMG (DC motor), the applied voltage v a controls the motor torque (T M )aswellastheangularvelocity ω of the shaft. The mathematical dynamics of the CIMG could be represented as follows.
where k m and k b are torque and back emf constants, v dem a is control effort as of armature voltage, v em f is the back emf voltage, I a is armature current, L a and R a are inductance and resistance of the armature, respectively. Regarding the fact that the engine speed is synchronised with that of the CIMG in full-hybrid mode, the rotational dynamics of the driveline (of joint crankshaft and motor) is given as follows: where ω is the driveline speed, J is the effective combined moment of rotational inertia of both engine crankshaft and motor rotor, b is the effective joint damping coefficient, and T L is the vehicle load torque, which is representing the plant disturbance. The armature-controlled CIMG model in Equation (20) along with the rotational dynamics of Equations (20) and (21) could be integrated within the following state-space modelling:
where x 3 and x 4 are the states associated with the armature circuit, and driveline rotational dynamics, respectively. A simplified but realistic simulation model with detailed component representations of diesel engine and DC electric motor (CIMG) will be used as a basis for deriving the hybrid model as discussed in the subsequent section.
Simplified hybrid diesel electric vehicle model
Based on the state-space representation of both the diesel ICE and electric CIMG, given in Equation (19) and Equation (22), respectively, we can now build our simplified 4-state HEV model to demonstrate our proposed approach. A schematic representation of the simplified parallel hybrid diesel electric vehicle model is shown in Figure 3 . Recall that, as illustrated in Figure 2 , the setpoint torque commands (indicated by T req B and T req M ) are provided to the controller by a high-level static optimisation algorithm, not discussed in this study -see (Dextreit et al., 2008) for more details. Also, in this figure the engine brake torque and the CIMG torque are estimated feedback signals. However, the details of the estimation approach are not included here. For the sake of simplicity, in this work we shall assume that both engine and CIMG output torques are available to measure. In addition, due to there being in "full hybrid" mode, it is assumed that the ICE-CIMG clutch is fully engaged and hence the clutch model is excluded from the main HEV dynamics -it was previously shown in Figure 2 . Also, the gear setting is disregarded at this simplified model, as discussed earlier. Furthermore, the look-up mapping table of CIMG torque request vs armature voltage request (v dem a ) is not shown in this model for the sake of simplicity. The overall state-space equations of the simplified HEV model is represented bẏ
where x ∈ R 4 is the state of the system obtained from Equations (19) and (22) (23) will be used in designing the proposed fast model predictive control described in Section 2. Some representative simulation results of HEV energy management case study will be shown in the next section to highlight some advances of our proposed embedded predictive control system.
Simulation results
In this section, we shall present our proposed Fast MPC algorithm described in Section 2 for the application of the simplified HEV energy management system discussed in Section 3. The problem addressed in the next subsection is to discuss required setpoint torque tracking problem with appropriate optimisation objective leading towards applying our fast MPC design to the HEV energy management problem as illustrated by some of our simulation results.
HEV energy management optimisation objective and control strategy
For the HEV energy management application subject to the objective function and constraints, HEV demanded torques are found at each time step by solving the optimisation problem of Equation (16) T is the demanded HEV torques (control efforts) generated in real-time by the controller. An equated LTI discrete-time system of the continuous-time state-space dynamics described in Equation (23) is obtained using a sampling interval t s (see Table 2 ). The plant initial condition x 0 ∈ R 4 is assumed zero in our simulations. The parameters used in the proposed Fast MPC design together with other physical constants of the simplified HEV model are provided in Table 2 Table 2 . Physical constants and FMPC design parameters in regard to the HEV model case study.
In the next subsection, the closed-loop behavior of the HEV energy management problem with our FMPC controller placed in the feedback loop has been evaluated based on the high-fidelity simplified model of the HEV described in Section 3.
Simulation results
Our simulations have been carried out in Simulink and implemented in discrete-time using a zero-order hold with a sampling time of t s = 8msecs-seeT able2. We shall emphasis that optimization based model predictive control (MPC) techniques, including the proposed fast MPC design methodology, require knowledge about future horizon (driving conditions in this case study). These future driving conditions in our case study include setpoint torque commands (requested by driver) and vehicle load torque. This fact will make implementation of all sort of optimisation based predictive control algorithms even more arduous to be applied in real time.
For the purpose of simulations, assuming that the future driving cycle (i.e. torque references and vehicle load) are entirely known could be perhaps an acceptable assumption. In our simulations, the future driving cycle is unknown whilst retaining constant for the whole horizon of N samples. However, if the future driving cycle could be entirely known, the performance of the proposed FMPC would be superior than those shown here. As shown in Figure 4 , despite the fact that the HEV energy management is a coupled Two-Input Two-Output (TITO) dynamical system, both the diesel ICE and the DC electric motor have successfully tracked the requested torque setpoints. At times t = 5s e c sa n d t = 15 secs , the TITO controller is requested for an increased and decreased ICE torques, respectively to which the fast MPC algorithm could precisely follow those commands, as illustrated in Figure 4 (a). Similarly, there was an increased request for the CIMG torque (from 20 NM to 40 NM) at time t = 10 secs, and the controller has successfully delivered this torque request, as depicted in Figure 4(b) . This is noted that our torque manager structure, as stated earlier, assumes that setpoint torque commands are provided by some sort of static optimisation algorithms. The designed FMPC is then enquired to optimise control efforts so as to track the requested torque references. Figure 5 shows the load torque transient used in our simulations (being modeled as a plant disturbance), ICE torque loss and control efforts generated by the FMPC. We have assumed that plant disturbance (vehicle load) is known and available to controller. In reality, this might be an infeasible assumption where an estimation algorithm is required to estimate the vehicle load torque w k over the prediction horizon. Also, as mentioned earlier, the estimation of future driving conditions must be made online. Due to lack of space, however, we shall preclude addressing a detailed discussion in this course. Figure 5 (c) shows that the FMPC fully satisfies the required optimisation constraints as of Equation (24). Figure 6 shows simulation results in regard to driveline speed and vehicle speed. It is worthwhile to point out that as illustrated in Figure 6 (a), by requesting large torque commands, we have in fact violated our empirical HEV modeling assumption in that driveline speed must be limited to ω =[1200, 2000]rpm. However, it can be seen that the FMPC can still successfully control the HEV energy endamagement dynamics in real-time. The vehicle speed shown in Figure 6 (b) has been calculated using a dynamic model of the vehicle as a function of the driveline speed which is not discussed here. It is also important to mention that fueling delay and combustion lag are functions of engine speed and brake torque -see Table 1 . However, in designing our fast MPC algorithm we require to utilise an LTI model of the HEV energy management plant. Towards this end, we use the numerical values of τ = 140 msecs and t d = 90 msecs, in our design to capture worst case of the ICE speed-dependant parameters. However, the simulation results are based on the actual time-varying speed-dependant parameters of the ICE, namely τ and t d . Regarding the real-time simulations in Simulink (fixed-step) using our Matlab custom S-function codes with a sampling time of t s , the simulation time required for a single run of 20 secs was approximately 500 times faster than real-time running a Toshiba Portege laptop with an Intel(R) Core(TM) i5 processor, at 2.4GHz under Windows 7 Pro platform.
Without doubt, this shows a significant improvement on the computational capability of the control action that could potentially permit any sort of fast MPC algorithms to be run using inexpensive low-speed CPUs under possibly kilo Hertz control rates.
Conclusions
The aim of this chapter was to present a new Fast Model Predictive Control (FMPC) algorithm with an application for the energy management of hybrid electric vehicles (HEVs). The main goal of energy management in hybrid electric vehicles is to reduce the CO 2 emissions with enhanced fuel consumption for a hybrid powertrain control system. The applicability of conventional MPC in the energy management setting, however, has shown a main drawback of these algorithms where they currently cannot be implemented on-line due to the burdensome real-time numerical optimisation, arising due to e.g. hardware constraints and limitation of online calculations. The proposed FMPC design architecture could resolve such shortcomings of the standard MPC algorithms. In fact, such a custom method, is able to speed up the control action, by exploiting particular structure of the MPC problem, much faster than that of the conventional MPC methods. Moreover, our proposed FMPC design methodology does not explicitly utilise any knowledge in regard to the future driving cycle. Simulation results illustrated that FMPC could be a very promising on-line control design algorithm and could play a key role in a wide variety of challenging complex automotive applications in the future.
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