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This paper is concerned with the spatial behavior of the non-autonomous competition–
diffusion system arising in population ecology. The limiting proﬁle of the system is given
as the competition rate tends to inﬁnity. Our result shows that two competing species
spatially segregate as the competition rates become large. Moreover, for the case of the
same non-autonomous terms, we obtain the uniform convergence result.
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1. Introduction
The study of spatial behavior of the interacting species is one of the most exciting problems in population ecology.
Different models based on partial and ordinary differential equations can be successfully employed to investigate the phe-
nomenon of coexistence and exclusion of competing species [3,5,10,14,15,17,20]. Among these models, reaction–diffusion
equation models are used to study the spatial segregation of competing species which migrate by diffusion [5]. In the case
of two species, several theoretical studies have been carried out mainly for reaction–diffusion models of Lotka–Volterra type
including a large parameter k
(Lk)
{
ut − d1u = f (u) − kuv in Q T ,
vt − d2v = g(v) − kuv in Q T ,
where Q T := Ω × (0, T ), Ω ⊂ Rn is an open bounded domain with smooth boundary, d1, d2 and T are positive constants.
The solution pair (u, v) represents densities of two competing species and k is an interspeciﬁc competition rate. As k gets
large, system (Lk) is expected to approach a limiting conﬁguration where the populations survive but exhibit disjoint habi-
tats, which is called the spatial segregation (cf. [2–5,9,12,16,17]). For the ecologically nature Neumann boundary conditions,
Dancer et al. [5] showed that the spatial segregation of the densities occurs as k tends to inﬁnity and that the interface
between two habitats is governed by a Stefan-type free boundary problem. More precisely, they proved that, up to a sub-
sequence, the k-dependent nonnegative solutions {uk} and {vk} converge weakly in L2(0, T ; H1(Ω)) to the positive and
negative parts respectively of a limit function w satisfying a scalar equation of the form
wt − w = f
(
w+
)− g(w−) in Q T .
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diffusion coeﬃcients and stationary boundary conditions, Crooks et al. [2], Dancer and Zhang [6] studied the long term
segregation for large competitive interactions, by reducing the system to a single equation whose solutions admit uniform
estimates in k. In [6], the authors considered the homogeneous Neumann boundary conditions, whereas [2] was devoted to
the study of the case of the inhomogeneous Dirichlet boundary conditions.
For the case of N competing species (N  3) we refer to [15,19] and references therein. Note that system (Lk) possesses
a key property, which enables above results, is that the competitive interaction terms are the same in both equations, and
hence the linear combination of equations can remove the terms containing k. This motivates a nature question: How can
we extend this result to systems with more general competitive interaction terms? Moreover, whether the convergence
results could be improved better than weakly in L2(0, T ; H1(Ω))? To this aim, we consider the following non-autonomous
system with homogeneous Dirichlet boundary conditions⎧⎪⎪⎨
⎪⎪⎩
ut − u = f (u) − α1(x)kuv in Q T ,
vt − v = g(v) − α2(x)kuv in Q T ,
u = v = 0 on ∂Ω × (0, T ),
u(x,0) = u0(x), v(x,0) = v0(x) in Ω,
(1.1)
where we assume that
α1,α2 ∈ C2
(
Ω, [α0,∞)
)
for some constant α0 > 0. (1.2)
We assume further that
u0(x), v0(x) ∈ C2(Ω), 0 u0, v0  M0, (1.3)
and the functions f and g are continuously differentiable on [0,∞) such that
f (z) > 0, g(z) > 0 for z ∈ (0,M0) and f (z) < 0, g(z) < 0 for z > M0. (1.4)
The steady state of system (1.1) has been studied by Crooks and Dancer [1] with respect to the spatial limit as k → ∞.
The purpose of this paper is to extend the results in [1] to the parabolic case. More precisely, we will derive the limit
problem of system (1.1) under assumption (1.2)–(1.4). We will show that, nonnegative solutions of system (1.1) converge
to the positive and negative parts of a solution to the scalar limit problem with linear gradient dependence, and we will
prove that the convergence is strongly in L2(0, T ; H10(Ω)). Moreover, for the case of α1(x) = α2(x), we obtain the uniform
convergence by using Kato’s inequality.
The rest of the paper is organized as follows: Section 2 is devoted to some basic lemmas. Section 3 deals with
the limiting proﬁle. We prove that system (1.1) converges to a limit problem with linear gradient dependence and the
strong L2(0, T ; H10(Ω)) convergence is obtained. In Section 4, we prove the uniform convergence under the restriction of
α1(x) = α2(x).
2. Preliminaries
In this section, we will derive some preliminary results, which will be used in the sequel. Note that we say a solution
of (1.1) in the meaning of a pair (uk, vk) ∈ [C2,1(Q T )]2. We begin with the following observations of system (1.1).
Lemma 2.1. Let M0 be given in (1.4) and suppose that (uk, vk) is a nonnegative solution of (1.1), then
0 uk(x, t), vk(x, t) M0 in Q T .
The proof is similar to that of Lemma 2.1 in [5].
Lemma 2.2. There exists positive constant C1 independent of k such that if (uk, vk) is a nonnegative solution of (1.1), then
sup
t∈[0,T ]
∥∥uk∥∥2L2(Ω) +
T∫
0
∫
Ω
∣∣∇uk∣∣2 dxdt  C1, sup
t∈[0,T ]
∥∥vk∥∥2L2(Ω) +
T∫
0
∫
Ω
∣∣∇vk∣∣2 dxdt  C1.
Proof. Multiplying the equation for uk in (1.1) by uk and integrating over Ω , we obtain
1
2
d
dt
∫ (
uk
)2
dx+
∫ ∣∣∇uk∣∣2 dx+ k∫ α1(uk)2vk dx = ∫ f (uk)uk dx.Ω Ω Ω Ω
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1
2
d
dt
∫
Ω
(
uk
)2
dx+
∫
Ω
∣∣∇uk∣∣2 dx ∫
Ω
f
(
uk
)
uk dx, (2.1)
since that α1(x) α0 > 0. Integrating (2.1) over (0, T ) and using Lemma 2.1 and condition (1.4) yield the ﬁrst estimate. The
second inequality is proved similarly. 
Lemma 2.3. There exists positive constant C2 independent of k such that if (uk, vk) is a nonnegative solution of (1.1), then
T∫
0
∫
Ω
ukvk dxdt  C2
k
. (2.2)
Proof. Let Y be the solution of⎧⎨
⎩
Yt − Y = f (Y ) in Q T ,
Y = 0 on ∂Ω × (0, T ),
Y = u0 in Ω.
Since α1(x)  α0 > 0, then by maximum principle we have that for each k, uk  Y , which, together with the boundary
condition, implies∣∣∣∣∂uk∂ν
∣∣∣∣
∣∣∣∣∂Y∂ν
∣∣∣∣, (2.3)
where ν is the unit outward normal vector to ∂Ω . We now integrate the equation for uk over Q T to obtain
k
∫ ∫
Q T
ukvk dxdt =
T∫
0
∫
∂Ω
∂uk
∂ν
dS dt +
∫ ∫
Q T
f
(
uk
)
dxdt − 1
2
∫
Ω
(
uk(T ) − u0
)
dx. (2.4)
Note that the right-hand side of (2.3) is independent of k, and hence, combining (1.4), (2.3) and (2.4) with Lemma 2.1, we
obtain the desired estimate. 
Given a solution (uk, vk) of system (1.1), deﬁne
wk = α2uk − α1vk.
Then wk satisﬁes the equation
wkt − wk = f
(
uk
)
α2 − g
(
vk
)
α1 − 2∇uk · ∇α2 + 2∇vk · ∇α1 − ukα2 + vkα1 in Q T , (2.5)
wk = 0 on ∂Ω × (0, T ), (2.6)
wk(x,0) = α2uk0 − α1vk0 in Ω. (2.7)
Lemma 2.4. The sequence {wkt } is bounded in L2(0, T ; H−1(Ω)), uniformly with respect to k.
Proof. We multiply (2.5) by ξ ∈ L2(0, T ; H10(Ω)) and integrate it over Q T . An integrating by parts yields
T∫
0
〈
wkt , ξ
〉
dt = −
∫ ∫
Q T
∇wk · ∇ξ dxdt
+
∫ ∫
Q T
[
f
(
uk
)
α2 − g
(
vk
)
α1 − 2∇uk · ∇α2 + 2∇vk · ∇α1 − ukα2 + vkα1
]
ξ dxdt,
where 〈·,·〉 is the duality product between the space H10(Ω) and H−1(Ω). Hence, by Lemmas 2.1 and 2.2, we have∣∣∣∣∣
T∫ 〈
wkt , ξ
〉
dt
∣∣∣∣∣ M‖ξ‖L2(0,T ;H10(Ω)),
0
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and the proof is complete. 
3. The limit problem as k → ∞
In this section, we will derive the limit problem as k → ∞. We deduce from Lemmas 2.1 and 2.2 that {uk} and {vk}
are bounded in L2(0, T ; H10(Ω)) ∩ L∞(0, T ; L2(Ω)) uniformly with respect to k. Hence, there exist two functions u, v ∈
L2(0, T ; H10(Ω)) ∩ L∞(0, T ; L2(Ω)) such that, up to a subsequence
uk ⇀ u, vk ⇀ v weakly in L2
(
0, T ; H10(Ω)
)
and strongly in L2
(
0, T ; L2(Ω)) (3.1)
and
wk = α2uk − α1vk → w in L2
(
0, T ; L2(Ω)) and a.e. in Q T , (3.2)
as k → ∞. Furthermore, it follows from Lemma 2.3 that the product
uv = 0 a.e. in Q T . (3.3)
We now quantify the asymptotic relations between u, v and w . In the following, let z+ := max(0, z) and z− :=
max(0,−z), so that z = z+ − z− .
Lemma 3.1. The subsequences uk and vk are such that
α2u
k → w+ and α1vk → w− in L1(Q T ) and a.e. in Q T . (3.4)
Moreover,
α2u = w+ and α1v = w− and so w = α2u − α1v. (3.5)
Proof. Let (x, t) ∈ Q T be such that
wk(x, t) = α2(x)uk(x, t) − α1(x)vk(x, t) → w(x, t) and
(
ukvk
)
(x, t) → 0 as k → ∞.
We ﬁrst consider the case that w(x, t) > 0. Then there exists a positive constant k0 such that∣∣wk(x, t) − w(x, t)∣∣ w(x, t)
2
,
that is
α2(x)u
k(x, t) w(x, t)
2
+ α1(x)vk(x, t) > 0 for all k k0.
Since α1(x), α2(x) α0 > 0, above inequality implies that
α1(x)v
k(x, t) → 0 and α2(x)uk(x, t) → w(x, t) = w+(x, t) as k → ∞.
Next we consider the case that w(x, t) < 0. Then there exists a positive constant k1 such that
α1(x)v
k −w(x, t)
2
+ α2(x)uk(x, t) > 0 for all k k1,
so that
α2(x)u
k(x, t) → 0 and − α1(x)vk(x, t) → w(x, t) = −w−(x, t) as k → ∞.
Finally, we consider the case that w(x, t) = 0. If there is a subsequence of α2uk , which we still denote by α2uk , such that
α2uk → θ > 0, then α1vk → 0, so that α2uk − α1vk → θ > 0 which contradicts the fact that w(x, t) = 0. Similarly, it is
impossible to have that α1vk → γ > 0. Hence,
α2(x)u
k(x, t) → 0 and α1(x)vk(x, t) → 0 as k → ∞.
The convergence in L1(0, T ; L2(Ω)) follows from the boundedness of uk and vk , and (3.5) is an immediate corollary
of (3.4). 
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k → ∞. Thus we can expect from (2.5)–(2.7) that the limit function w(x, t) satisﬁes the following scalar limit problem:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
wt − w = f
(
α−12 w
+)α2 − g(α−11 w−)α1 − 2∇(α−12 w+) · ∇α2
+ 2∇(α−11 w−) · ∇α1 − α−12 w+α2 + α−11 w−α1 in Q T ,
w = 0 on ∂Ω × (0, T ),
w(x,0) = α2u0 − α1v0 in Ω.
(3.6)
We will show in this section that this expectation is true. To begin with, we deﬁne a weak solution of (3.6).
Deﬁnition 3.1. Let T > 0 be arbitrary. A function w is a weak solution of (3.6) if
(i) w ∈ L∞(Q T ) ∩ L2(0, T ; H10(Ω)) ∩ C([0, T ]; L2(Ω));
(ii) there holds
T∫
0
∫
Ω
−wϕt + ∇w · ∇ϕ dxdt =
T∫
0
∫
Ω
[
f
(
α−12 w
+)α2 − g(α−11 w−)α1 − 2∇(α−12 w+) · ∇α2
+ 2∇(α−11 w−) · ∇α1 − α−12 w+α2 + α−11 w−α1]ϕ dxdt +
∫
Ω
w(0)ϕ(0)dx
for all ϕ ∈FT where FT := {ϕ ∈ C2,1(Q T ) | ϕ(·, T ) = 0 in Ω and ϕ = 0 on ∂Ω × [0, T ]}.
We now state the main results in this section.
Theorem 3.1. Let {uk}, {vk}, {wk} and u, v, w be as the statement in (3.1) and (3.2). Then
(i) w is a weak solution of (3.6);
(ii) w ∈ L2(0, T ; H2(Ω)) ∩ H1(0, T ; L2(Ω)) ∩ C1+μ, 1+μ2 (Q T ) for some μ ∈ (0,1);
(iii) if u0v0 = 0 a.e. in Ω , then up to a subsequence, uk → u, vk → v in L2(0, T ; H10(Ω)), and hence, wk → w in L2(0, T ; H10(Ω)).
The proof of Theorem 3.1 is based on several lemmas.
Lemma 3.2. The function w is a weak solution of (3.6). Moreover,
w ∈ L2(0, T ; H2(Ω))∩ H1(0, T ; L2(Ω))∩ C1+μ, 1+μ2 (Q T ) (3.7)
for all μ ∈ (0,1).
Proof. It follows from (3.5) and Lemmas 2.1 and 2.2 that w ∈ L∞(Q T ) ∩ L2(0, T ; H10(Ω)), and from Lemma 2.4 that wt ∈
L2(0, T ; H−1(Ω)). A standard regularity result (see for example [8, Theorem 3, p. 287]) asserts that w ∈ C([0, T ]; L2(Ω)).
Hence, (i) in Deﬁnition 3.1 holds.
Multiplying (2.5) by a test function ϕ ∈FT , and integrating by parts, we obtain the following identity
T∫
0
∫
Ω
−wkϕt + ∇wk · ∇ϕ dxdt =
T∫
0
∫
Ω
[
f
(
uk
)
α2 − g
(
vk
)
α1 − 2∇uk · ∇α2 + 2∇vk · ∇α1
− ukα2 + vkα1
]
ϕ dxdt +
∫
Ω
(α2u0 − α1v0)ϕ(0)dx.
Let k → ∞ along the sequence for which (3.1) holds. It follows from (1.2), (1.4) and (3.5) that (ii) in Deﬁnition 3.1 holds. We
now turn to prove (3.7). In fact, the right-hand side of the differential equation belongs to L2(0, T ; L2(Ω)), which implies
that w ∈ L2(0, T ; H2(Ω)) ∩ H1(0, T ; L2(Ω)) ∩ L∞(0, T ; H10(Ω)). Now we claim that
w ∈ L 2(n+2)n (0, T ;W 1, 2(n+2)n (Ω)). (3.8)
Indeed, by the Gagliardo–Nirenberg’s inequality, we obtain∥∥Dw(·, t)∥∥ 2(n+2)/n  C3∥∥D2w(·, t)∥∥ nn+22 ∥∥Dw(·, t)∥∥ 2n+22 , (3.9)L (Ω) L (Ω) L (Ω)
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T∫
0
∥∥Dw(·, t)∥∥ 2(n+2)n
L
2(n+2)
n (Ω)
dt 
T∫
0
(
C3
∥∥D2w(·, t)∥∥ nn+2
L2(Ω)
∥∥Dw(·, t)∥∥ 2n+2
L2(Ω)
) 2(n+2)
n dt
 C2(n+2)/n3
T∫
0
∥∥w(·, t)∥∥2H2(Ω)∥∥w(·, t)∥∥4/nH10(Ω) dt
 C2(n+2)/n3 ‖w‖2L2(0,T ;H2(Ω))‖w‖4/nL∞(0,T ;H10(Ω)).
So that, by Young’s inequality
‖Dw‖L2(n+2)/n(0,T ;L2(n+2)/n(Ω))  C3
(‖w‖L2(0,T ;H2(Ω)) + ‖w‖L∞(0,T ;H2(Ω))). (3.10)
Hence (3.8) follows.
Since w satisﬁes the equation in (3.6), then (3.8) and standard Lp theory imply that w ∈ L 2(n+2)n (0, T ;W 2, 2(n+2)n (Ω)) ∩
W 1,
2(n+2)
n (0, T ; L 2(n+2)n (Ω)). Continuing this process gives that w ∈ Lp(0, T ;W 2,p(Ω))∩ W 1,p(0, T ; Lp(Ω)) for all p ∈ [2,∞).
The conclusion follows from Sobolev’s embedding theorem. 
Lemma 3.3. Let {uk}, {vk}, u and v be as the statement of Theorem 3.1. Then, up to a subsequence
∇uk → ∇u, ∇vk → ∇v in L2(0, T ; L2(Ω)). (3.11)
Proof. By Lemma 3.2 we have
w ∈ C([0, T ]; L2(Ω))∩ H1(0, T ; L2(Ω)).
Hence,
α2u = w+ = |w| + w
2
∈ C([0, T ]; L2(Ω))
and it follows from Lemma 7.6 in [11] that
(α2u)t =
(
w+
)
t ∈ L2
(
0, T ; L2(Ω)),
which together with the assumption α2(x) ∈ C2(Ω, [α0,∞)) implies that
u ∈ C([0, T ]; L2(Ω))∩ H1(0, T ; L2(Ω)).
Note that it follows from (3.3) and Lemma 7.7 in [11] that
∇u · ∇v = 0, vtu = ut v = 0 a.e. in Q T . (3.12)
Now, multiplying the equation containing vk in (1.1) by the limit u and integrating it over Ω × (0, τ ), τ ∈ (0, T ), we have
τ∫
0
∫
Ω
vkt u − vku − g
(
vk
)
u + kα2ukvku dxdt = 0.
An integrating by parts asserts
−
τ∫
0
∫
Ω
vkut dxdt +
∫
Ω
vk(τ )u(τ )dx−
∫
Ω
v0u0 dx+
τ∫
0
∫
Ω
∇vk · ∇u dxdt −
τ∫
0
∫
Ω
g
(
vk
)
u dxdτ
+ k
τ∫
0
∫
Ω
α2u
kvku dxdt = 0. (3.13)
Integrating (3.13) with respect to τ over (0, T ) gives
−
T∫
0
τ∫
0
∫
Ω
vkut dxdt dτ +
T∫
0
∫
Ω
(
vk(τ )u(τ ) − v0u0
)
dxdτ +
T∫
0
τ∫
0
∫
Ω
∇vk · ∇u + g(vk)u dxdt dτ
+ k
T∫ τ∫ ∫
α2u
kvku dxdt dτ = 0.0 0 Ω
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lim
k→∞
T∫
0
∫
Ω
vk(τ )u(τ )dxdτ =
T∫
0
∫
Ω
v(τ )u(τ )dxdτ = 0,
and from the assumption u0v0 = 0 a.e. in Ω that
T∫
0
∫
Ω
v0u0 dxdτ = 0.
Since ut is bounded in L2(0, T ; L2(Ω)) and ut v = 0 a.e. in Q T , we may apply Fubini theorem to obtain
T∫
0
τ∫
0
∫
Ω
vkut dxdt dτ =
T∫
0
(T − t)
∫
Ω
vkut dxdt  T
∣∣∣∣∣
T∫
0
∫
Ω
vkut dxdt
∣∣∣∣∣→ T
∣∣∣∣∣
T∫
0
∫
Ω
vut dxdt
∣∣∣∣∣= 0, (3.14)
as k → ∞. Similarly, by (3.3), (3.12) and condition (1.4), we have
lim
k→∞
T∫
0
τ∫
0
∫
Ω
∇vk · ∇u dxdt dτ = 0
and
lim
k→∞
T∫
0
τ∫
0
∫
Ω
g
(
vk
)
u dxdt dτ = 0.
So that,
k
T∫
0
τ∫
0
∫
Ω
α2u
kvku dxdt dτ → 0 as k → ∞,
from which it follows that
k
T∫
0
τ∫
0
∫
Ω
α1u
kvku dxdt dτ → 0 as k → ∞, (3.15)
since condition (1.2) implies that 0 < α0  α1,α2  α˜ for some positive constant α˜ independent of k and (x, t) ∈ Q T .
Then, multiplying the equation containing uk in (1.1) by the limit u and integrating it over Ω × (0, τ ), we have
−
τ∫
0
∫
Ω
ukut dxdt +
∫
Ω
(
uk(τ )u(τ ) − u20
)
dxdt +
τ∫
0
∫
Ω
∇uk · ∇u dxdt
=
τ∫
0
∫
Ω
f
(
uk
)
u dxdt − k
τ∫
0
∫
Ω
α1u
kvku dxdt. (3.16)
Integrating (3.16) with respect to τ over (0, T ) and passing to the limit as k → ∞ yield
T∫
0
τ∫
0
∫
Ω
|∇u|2 dxdt dτ =
T∫
0
τ∫
0
∫
Ω
f (u)u dxdt dτ − 1
2
T∫
0
∫
Ω
(
u2(τ ) − u20
)
dxdτ , (3.17)
in which we have used (3.15) and condition (1.4).
Finally, multiplying the equation containing uk in (1.1) by uk and integrating it over Ω × (0, τ ) yield
1
2
τ∫
d
dt
∫ (
uk
)2
dxdt +
τ∫ ∫ ∣∣∇uk∣∣2 dxdt + k
τ∫ ∫
α1u
kvku dxdt =
τ∫ ∫
f
(
uk
)
uk dxdt.0 Ω 0 Ω 0 Ω 0 Ω
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T∫
0
τ∫
0
∫
Ω
∣∣∇uk∣∣2 dxdt dτ 
T∫
0
τ∫
0
∫
Ω
f
(
uk
)
uk dxdt dτ − 1
2
T∫
0
∫
Ω
((
uk
)2
(τ ) − u20
)
dxdτ
→
T∫
0
τ∫
0
∫
Ω
f (u)u dxdt dτ − 1
2
T∫
0
∫
Ω
(
u2(τ ) − u20
)
dxdτ =
T∫
0
τ∫
0
∫
Ω
|∇u|2 dxdt dτ , (3.18)
by (3.17). It follows from (3.1) and weak lower semi-continuity that
τ∫
0
∫
Ω
|∇u|2 dxdt  lim inf
k→∞
τ∫
0
∫
Ω
∣∣∇uk∣∣2 dxdt.
By Fatou’s lemma, we have
T∫
0
τ∫
0
∫
Ω
|∇u|2 dxdt dτ  lim inf
k→∞
T∫
0
τ∫
0
∫
Ω
∣∣∇uk∣∣2 dxdt dτ ,
which together with (3.18) implies that there exists a subsequence {uk}, which we denote again by {uk} such that for a.e.
τ ∈ (0, T )
lim
k→∞
τ∫
0
∫
Ω
∣∣∇uk∣∣2 dxdt =
τ∫
0
∫
Ω
|∇u|2 dxdt.
That means
lim
k→∞
T∫
0
∫
Ω
∣∣∇uk∣∣2 dxdt =
T∫
0
∫
Ω
|∇u|2 dxdt,
and the conclusion follows. 
Combining Lemmas 3.2 and 3.3, we complete the proof of Theorem 3.1.
4. The case of α1(x) = α2(x) = α(x)
In this section, we restrict our studies to (1.1) in the case of α1(x) = α2(x) = α(x). We assume again α(x) ∈
C2(Ω, [α0,∞)) for some constant α0 > 0. In this setting the problem writes⎧⎪⎪⎨
⎪⎪⎩
ut − u = f (u) − α(x)kuv in Q T ,
vt − v = g(v) − α(x)kuv in Q T ,
u = v = 0 on ∂Ω × (0, T ),
u(x,0) = u0(x), v(x,0) = v0(x) in Ω.
(4.1)
We assume further that
u0(x), v0(x) ∈ C2(Ω), 0 u0, v0  M0 and u0v0 = 0, (4.2)
and the functions f and g satisfy (1.4). We are aim to show some uniform convergence properties as k → ∞. To start
with, let us observe that, arguing as in Sections 2 and 3, we immediately obtain that there exist two functions u, v ∈
L2(0, T ; H10(Ω)) such that, up to a subsequence, the nonnegative solution pairs {(uk, vk)} converging to (u, v) strongly in
L2(0, T ; H10(Ω)) as k → ∞, and the combination
yk = uk − vk
satisﬁes the equation
ykt − yk = f
(
uk
)− g(vk). (4.3)
Moreover,
yk → y strongly in L2(0, T ; H1(Ω)) and y+ = u, y− = v, (4.4)0
S. Zhang et al. / J. Math. Anal. Appl. 389 (2012) 119–129 127where y ∈ L2(0, T ; H2(Ω)) ∩ H1(0, T ; L2(Ω)) ∩ C1+μ, 1+μ2 (Q T ) for some μ ∈ (0,1) is the weak solution of the problem⎧⎨
⎩
yt − y = f
(
y+
)− g(y−) in Q T ,
y = 0 on ∂Ω × (0, T ),
y(x,0) = u0 − v0 in Ω.
(4.5)
Using the previous notations, we may now state the main result in this section.
Theorem 4.1. Under the previous notations, we have, up to a subsequence,
uk → u and vk → v uniformly in C(Q T ). (4.6)
The proof of Theorem 4.1 is based on several lemmas. First, by using Kato’s inequality (this inequality was also used in
Dancer and Zhang [6], Wang and Zhang [19]), we give a uniform estimate for (ukt , v
k
t ).
Lemma 4.1. Let (uk, vk) be a nonnegative solution of problem (4.1). Then there exists positive constant C4 independent of k such that
sup
Q T
{∣∣ukt ∣∣+ ∣∣vkt ∣∣} C4. (4.7)
Proof. The proof is inspired by [19]. By differentiating the equation for uk in (4.1) with respect to t , we ﬁnd(
∂
∂t
− 
)
ukt = f ′
(
uk
)
ukt − αkukt vk − αkukvkt . (4.8)
Now using the Kato’s inequality we have(
∂
∂t
− 
)∣∣ukt ∣∣ f ′(uk)∣∣ukt ∣∣− αk∣∣ukt ∣∣vk + αkuk∣∣vkt ∣∣. (4.9)
Similarly, we have(
∂
∂t
− 
)∣∣vkt ∣∣ g′(vk)∣∣vkt ∣∣+ αk∣∣ukt ∣∣vk − αkuk∣∣vkt ∣∣. (4.10)
Adding (4.9) and (4.10) yields(
∂
∂t
− 
)(∣∣ukt ∣∣+ ∣∣vkt ∣∣) (∣∣ f ′(uk)∣∣+ ∣∣g′(vk)∣∣)(∣∣ukt ∣∣+ ∣∣vkt ∣∣). (4.11)
On the other hand, let Φ be the solution of⎧⎪⎪⎨
⎪⎪⎩
(
∂
∂t
− 
)
Φ = γΦ in Q T ,
Φ = 0 on ∂Ω × (0, T ),
Φ(x,0) = ∣∣u0 + f (u0)∣∣+ ∣∣v0 + g(v0)∣∣ in Ω,
(4.12)
where γ := maxs∈[0,M0] | f ′(s)| +maxs∈[0,M0] |g′(s)|. Then by (1.4), (4.2) and maximum principle we have
sup
Q T
(∣∣ukt ∣∣+ ∣∣vkt ∣∣) sup
Q T
Φ(x, t) C4,
where C4 is a positive constant independent of k. The conclusion follows. 
Inspired from the work of Crooks and Dancer [1], we have the following lemma.
Lemma 4.2. Let t0 ∈ [0, T ] be ﬁxed. Then for every ε > 0 there exists k0 ∈ N such that if k k0 and (uk, vk) is a nonnegative solution
of (4.1), then given x ∈ Ω ,
uk(x, t0) ε or vk(x, t0) ε.
Proof. Assume by contradiction that there exists ε0 > 0 and sequences k j → ∞, xk j ∈ Ω such that
uk j (xk , t0) ε0 and vk j (xk , t0) ε0. (4.13)j j
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Uk j (x, t0) = uk j
(
xk j +
x√
k j
, t0
)
, V k j (x, t0) = vk j
(
xk j +
x√
k j
, t0
)
for x ∈ Ω j := {x ∈Rn: xk j + x√k j ∈ Ω}. Then U
k j (x, t0) and V k j (x, t0) satisfy⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−Uk j + k−1j U
k j
t − k−1j f
(
Uk j
)+ α(xk j + x√k j
)
Uk j V k j = 0 in Ω j × {t0},
−V k j + k−1j V
k j
t − k−1j g
(
V k j
)+ α(xk j + x√k j
)
Uk j V k j = 0 in Ω j × {t0},
Uk j = V k j = 0 on ∂Ω j × {t0},
(4.14)
and
0 ∈ Ω j, Uk j  ε0 and V k j  ε0.
We can easily see that xk j is bounded away from ∂Ω independent of j, from which it follows both that dist(0, ∂Ω j) → ∞
as j → ∞, and that we can assume, without loss of generality, that there exists x ∈ Ω such that xk j → x as j → ∞. Notice
that, along the same line as Lemma 2.1, we can easily establish that uk , vk are bounded by M0, and hence Uk j (x, t0) and
V k j (x, t0) are bounded by M0 for all x ∈ Ω j . Then given an arbitrary compact set K ⊂ Rn , K ⊂ Ω j for j suﬃciently large,
and it is immediate from Lemma 4.1 that Uk j (·, t0) and V k j (·, t0) are bounded in L∞(Ω j) independently of j, so that
Uk j (·, t0) and V k j (·, t0) are bounded in W 2,p(K ) for every p ∈ [1,∞) and thus in C1,μ(K ) for each μ ∈ (0,1). Hence there
is a subsequence, not relabeled, of (Uk j (·, t0), V k j (·, t0)) such that (Uk j (·, t0), V k j (·, t0)) converges strongly in [C1,μ(K )]2 for
each μ ∈ (0,1) to the limit (U (·, t0), V (·, t0)) ∈ [C1,μ(K )]2, which satisﬁes the weak form of the system{−U + α(x)UV = 0,
−V + α(x)UV = 0. (4.15)
Then standard elliptic regularity theory implies that (U (·, t0), V (·, t0)) ∈ [C2,μ(K )]2 and is a classical solution of (4.15). By
a diagonalization argument, we may extract a subsequence of (Uk j (·, t0), V k j (·, t0)), again not relabeled, converges uniformly
on all compact subsets of Rn to a solution (U (·, t0), V (·, t0)) of (4.15), with
0 U (·, t0), V (·, t0) M0, U (0, t0) ε0 and V (0, t0) ε0. (4.16)
Now it follows from (4.15) and (4.16) that
−U  0, U (·, t0) 0, and U (·, t0) is bounded on Rn;
−V  0, V (·, t0) 0, and V (·, t0) is bounded on Rn.
Note that if n = 2, we may apply Liouville’s theorem for subharmonic functions (see for example [7,18]) to obtain
a contraction. In fact, by Liouville’s theorem there is c ∈ R (or possibly c(t0)) such that U ≡ c, and hence U = 0. Since
U (0, t0)  ε0 > 0, we must have c > 0, and it follows from (4.15) that cα(x)V = 0, which implies that V (·, t0) ≡ 0 since
α(x) α0 > 0. This contradicts (4.16).
For arbitrary n, we conclude from Theorem 3.21 in [13] that U (x, t0) tends to supx U (x, t0) as x → ∞ along almost all
directions in the unit sphere, and likewise, V (x, t0) tends to supx V (x, t0) as x → ∞ along almost all directions. In particular,
there is a direction along which both U (x, t0) → supx U (x, t0) and V (x, t0) → supx V (x, t0) as |x| → ∞. Let {xm}m∈N be
a sequence of points along this direction such that xm → ∞ as m → ∞. Then local estimates similar to those described
above for Uk j (·, t0), V k j (·, t0) imply that a subsequence of function pairs (U (·+ xm, t0), V (·+ xm, t0)) converges to a solution
(U˜ (·, t0), V˜ (·, t0)) of system (4.15), with the property that
U˜ (0, t0) = lim
m→∞U (xm, t0) = supx U (x, t0) = supx U˜ (x, t0) (4.17)
and
V˜ (0, t0) = lim
m→∞ V (xm, t0) = supx V (x, t0) = supx V˜ (x, t0). (4.18)
It is then immediate from (4.17) and (4.18) that U˜ (0, t0)  0. But U˜ (0, t0) = supx U (x, t0)  U (0, t0)  ε0 and V˜ (0, t0) =
supx V (x, t0) V (0, t0) ε0, so (4.15) implies that
U˜ (0, t0) = α(x)U˜ (0, t0)V˜ (0, t0) > 0,
which is a contraction. The conclusion follows. 
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Lp(0, T ;W 2,p(Ω)) ∩ W 1,p(0, T ; Lp(Ω)) for all p ∈ [2,∞), independently of k. Thus, by Sobolev’s embedding theorem, we
have, up to a subsequence,
yk → y uniformly in Q T as k → ∞. (4.19)
Let t0 ∈ [0, T ] be ﬁxed. We claim that, along this subsequence(
yk
)+
(·, t0) − uk(·, t0) → 0,
(
yk
)−
(·, t0) − vk(·, t0) → 0 in C(Ω), (4.20)
as k → ∞. Indeed, taking ε > 0 and applying Lemma 4.2 yields the existence of k0 such that for each x ∈ Ω and k  k0,
either uk(x, t0) ε or vk(x, t0) ε. If yk(x, t0) 0, then (yk)+(x, t0) = yk(x, t0), (yk)−(x, t0) = 0 and uk(x, t0) vk(x, t0) 0
and hence vk(x, t0)  ε, from which it follows that both that |(yk)+(x, t0) − uk(x, t0)| = |vk(x, t0)|  ε and |(yk)−(x, t0) −
vk(x, t0)| = |vk(x, t0)|  ε. If yk(x, t0)  0, then (yk)+(x, t0) = 0, (yk)−(x, t0) = yk(x, t0), and similar arguments apply with
the roles of uk and vk reversed. Hence, (4.20) follows.
Since y = u − v and y+ = u, y− = v , then it follows from (4.19) and (4.20) that the subsequences
uk(·, t0) → u(·, t0), vk(·, t0) → v(·, t0) uniformly in Ω as k → ∞. (4.21)
On the other hand, by Lemma 4.1, we have a uniform Lipschitz bound for the subsequence uk and vk with respect to t ,
which implies that we can suppose, without loss of generality, that given x ∈ Ω
uk(x, ·) → u(x, ·) and vk(x, ·) → u(x, ·) uniformly in [0, T ], as k → ∞. (4.22)
Combining (4.21) with (4.22), we complete the proof of Theorem 4.1. 
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