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Разработка комбинированного метода прогнозирования процесса воз- 
никновения чрезвычайных ситуаций природного характера 
Г. В. Иванец, С. А. Горелышев, М. Г. Иванец, Д. С. Баулин, И. А. Толкунов, 
Н. В. Глейзер, А. А. Наконечный 
Розроблено комбінований метод прогнозування процесу виникнення надзви-
чайних ситуацій природного характеру, який відрізняється тим, що дозволяє 
здійснювати комплексний прогноз надзвичайних ситуацій як в цілому, так і за ви-
дами з врахуванням тенденцій періодичних змін даного процесу. В якості узагаль-
неного параметру даного процесу розглядається кількість надзвичайних ситуацій 
за деякий період часу. З врахуванням дії всіх дестабілізуючих факторів цей процес 
доцільно зобразити у вигляді адитивної суміші систематичної періодичної та ви-
падкової складових. Систематична складова уявляє собою поліном деякого ступе-
ня. Виявлення та оцінка параметрів періодичної складової здійснюється на основі 
статистичного критерію, підпорядкованого хі-квадрат розподілу. Для прогнозу-
вання випадкової складової використовується метод групового врахування аргу-
ментів. Прогнозування надзвичайних ситуацій за видами здійснюється ймовірніс-
но-статистичним методом прогнозу. 
Необхідність розробки комбінованого методу прогнозу пов’язана з тим, що 
існуючі методи прогнозу надзвичайних ситуацій орієнтовані в основному на про-
гнозування окремих видів надзвичайних ситуацій. Існуючі методи не вирішують 
задачі комплексного прогнозування надзвичайних ситуацій. Крім того слід зазна-
чити, що для процесу виникнення природних надзвичайних ситуацій характерні 
наявності періодичних складових довільної форми. Врахування таких складових 
при прогнозування надзвичайних ситуацій дозволить глибше проаналізувати про-
цеси виникнення та розвитку надзвичайних ситуацій. 
В результаті експериментальних досліджень встановлено, що застосування 
комбінованого методу дозволяє здійснювати прогнозування надзвичайних ситуа-
цій як мінімум на рік вперед з відносною похибкою прогнозу не більше трьох від-
сотків. 
Корисність і доцільність застосування даного методу обумовлена тим, що 
комбінований метод об’єднує метод регресійного аналізу, метод перевірки ста-
тистичних гіпотез, метод групового врахування аргументів. Це дозволяє компен-
сувати недоліки одних за допомогою інших, що призведе до підвищення точності 
прогнозування 
Ключеві слова: надзвичайна ситуація, узагальнений параметр, метод 
групового врахування аргументів, метод перевірки статистичних гіпотез, метод 
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1. Введение  
В последнее время во всем мире наблюдается стойкая тенденция увеличения 
противоречий между человеком и окружающей его природной средой (катастро-
фы на атомных станциях, цунами, торнадо, землетрясения). Все это приводит к 
возникновению чрезвычайных ситуаций (ЧС) и их составляющих соответственно 
за видами, уровнями и региональным распределением, последствия которых ока-
зывают сильное негативное влияние на экономику стран [1, 2]. Так, например, 
только за последние пять лет в Украине произошло 795 ЧС, вследствие которых 
погибло 1266 людей, пострадало 5213 людей, нанесено материальных убытков 
государству на 1599 млн. грн [1, 3].  
ЧС природного характера заключаются в нарушении нормальных условий 
жизни и деятельности людей на отдельной территории или объекте, 
расположенном на этой территории, а также водном объекте. Такие ЧС связаны с 
опасными геофизическими, геологическими явлениями, деградацией почвы, 
пожарами в природных экологических системах, изменением состояния 
воздушного бассейна, инфекционными болезнями и отравлением людей, 
инфекционными болезнями домашних животных и так далее. 
По видам ЧС природного характера разделяются на геологические, 
метеорологические, гидрологические, гидрогеологические, природные пожары, 
медико-биологические. ЧС характеризуются случайностью, неожиданностью 
возникновения и быстрым развитием событий, различным спектром 
отрицательных последствий. Все эти факторы можно группировать в такие блоки: 
социально-экологический, психологический, социально-политический, эконо- 
мический, организационно-управленческий, мультипликативный и т. д. ЧС не 
могут быть длительными и устраненными обычными мероприятиями при 
повседневных ситуациях [4]. При этом успешные результаты ликвидации 
последствий ЧС непосредственно связаны со своевременным вмешательством и 
разрешением возникшей ситуации.  
Защита населения и территорий от ЧС природного характера является одной 
из важных задач гражданской зашиты государства. Обеспечение безопасности при 
ЧС требует надежного функционирования системы реагирования на ЧС, 
адекватной уровням и характеру угроз [5].  
Предотвращение возникновения ЧС природного характера заключается в 
проведении комплекса правовых, социально-экономических, организационно-
технических и других мероприятий. Эти мероприятия направлены на 
регулирование природной безопасности, проведения оценки уровня рисков, 
заблаговременное реагирование на угрозы возникновения ЧС природного 
характера [6]. Основой проведения мероприятий является фактографическая 
информация мониторинга ЧС, экспертизы, исследований и прогнозов 
относительно возможного развития событий с целью недопущения перерастания 
их в ЧС или смягчения возможных последствий для человека и окружающей 
среды [7]. 
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Важным аспектом по предотвращению возникновения ЧС является 
своевременное прогнозирование возможностей возникновения и оценивания 
экономических последствий и убытков от ЧС природного характера [8].  
Таким образом, актуальность проведения исследований, направленных на 
усовершенствование методов прогнозирования процесса возникновения ЧС 
природного характера, связана с необходимостью заблаговременного 
реагирование на угрозы их возникновения и минимизации возможных 
последствий. 
 
2. Анализ литературных данных и постановка проблемы 
Фактографические методы прогнозирования [9] базируются на данных 
мониторинга ЧС за некоторый период времени. К этим методам относятся 
экстрополяционные и интерполяционные методы, методы экстраполяции по 
огибающим кривым, регрессии и корреляции, факторные модели, экспертные 
модели логического моделирования, построение сценариев развития [10, 11]. 
В работах [12–14] приведены результаты исследований применения 
вероятностного подхода к прогнозированию ЧС природного характера. Показано, 
что в этом случае учитывается кумулятивный эффект множественных источников 
неопределенности для обоснованности оценок. Но остались нерешенными до 
конца вопросы разработки моделей процессов возникновения ЧС, что затрудняет 
проведения анализа динамики развития данных процессов. Вариантом 
преодоления соответствующих трудностей может быть использование 
статистических и структурных моделей прогнозирования. 
В статистических моделях, описанных в работах [15, 16], функциональная 
зависимость между будущими и фактическими значениями временного ряда, а 
также внешними факторами задана аналитически. К статистическим моделям 
относятся следующие группы: регрессионные модели, авторегрессионные модели, 
модели экспоненциального сглаживания. В структурных моделях функциональная 
зависимость между будущими и фактическими значениями временного ряда, а 
также внешними факторами задана структурно [17, 18]. К структурным моделям 
относятся следующие группы: нейросетевые модели, модели на базе цепей 
Маркова, модели на базе классификационно-регрессионных деревьев. 
В работах [18, 19] показано, что при недостаточной информации о процессе 
возникновения ЧС можно использовать модели на основе цепей Маркова. Однако 
в этом случае при прогнозировании будущего состояния процесса учитывается 
только его текущее состоянии и не учитывается информация о предыдущем 
развитии процесса. Это не позволяет проследить динамику процесса и выявить 
тенденции его развития. Выходом из этой ситуации является использование 
регрессионных моделей. Важным преимуществом авторегрессионных моделей и 
методов является их простота и прозрачность моделирования, а также 
однозначность анализа. Недостатками данного класса моделей является большое 
количество параметров модели, идентификация которых неоднозначна, низкая То
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адаптивность моделей, отсутствие возможности моделирования нелинейных 
процессов возникновения ЧС, что показано в [19]. 
Для моделирования нелинейных процессов удобно использовать 
нейросетевые модели [20, 21]. Основным преимуществом нейросетевых моделей 
является нелинейность, то есть свойство устанавливать нелинейные зависимости 
между будущими и фактическими значениями процессов. Недостатками таких 
моделей являются: отсутствие прозрачности моделирования, сложность выбора 
архитектуры, сложность выбора алгоритма обучения нейронной сети. 
Предпочтительными в этом плане являются модели на базе классификационно-
регрессионных деревьев [22]. Такие модели позволяют быстро обрабатывать 
сверхбольшие объемы данных, а также использования категорийных внешних 
данных. Недостатки данных моделей – неоднозначность построения структуры 
дерева, отсутствие однозначности их анализа. 
Общим недостаток рассмотренных методов и моделей прогнозирования 
состоит в ориентации на прогнозирование отдельных видов ЧС природного 
характера, при этом не учитываются периодические составляющие произвольной 
формы при исследовании процессов возникновения ЧС. Кроме того, данные 
методы не позволяют осуществлять комплексный прогноз ЧС как в целом, так и за 
видами. 
Все это позволяет утверждать, что целесообразным является проведение 
исследования, посвященного созданию комбинированного метода 
прогнозирования ЧС природного характера. Разработка такого метода позволит 
компенсировать недостатки одних с помощью других, и направлена на повышение 
точности прогнозирования процессов возникновения и развития ЧС. 
 
3. Цели и задачи исследования  
Целью работы является разработка комбинированного метода 
прогнозирования ЧС природного характера с учетом тенденций периодических 
изменений ЧС. Предложенный метод должен позволить осуществлять прогноз 
общего количества ЧС и количества ЧС природного характера различных видов на 
некоторый период упреждения.  
Для достижения поставленной цели необходимо решение следующих задач:  
– обосновать выбор обобщенного параметра для прогнозирования ЧС 
природного характера; 
– на основе фактографической информации определить зависимость данного 
параметра от дестабилизирующих факторов, которые воздействуют на него;  
– предложить метод прогнозирования ЧС природного характера, 
позволяющий устранить недостатки существующих методов; 
– провести экспериментальные исследования эффективности применения 
метода прогнозирования ЧС природного характера. 
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4. Материалы исследования процесса изменения обобщенного параметра 
ЧС природного характера 
4. 1. Выбор обобщенного параметра для прогнозирования процесса 
возникновения чрезвычайных ситуаций природного характера 
К обобщенному параметру, как показателю протекания процесса воз- 
никновения чрезвычайных ситуаций природного характера, должны предъяв- 
ляться следующие требования: 
– выбранный показатель должен отражать основные тенденции протекания 
процесса; 
– должен характеризовать процесс в целом; 
– должен обеспечивать возможность получения количественной оценки с 
требуемой точностью. 
Поэтому в качестве обобщенного параметра процесса возникновения ЧС 
природного характера будем рассматривать количество ЧС за некоторый период 
времени. 
При прогнозировании количества ЧС природного характера необходимо 
знать зависимость их от воздействующих дестабилизирующих факторов. 
Прогнозирование состоит в определении количества ЧС на некоторый 
отрезок времени после последнего наблюдения на основе возможных воздействий 
дестабилизирующих факторов, влияющих на процесс изменения обобщенного 
параметра. 
С учетом воздействия всех дестабилизирующих факторов процесс изменения 
обобщенного параметра целесообразно представить в виде аддитивной смеси 
систематической составляющей, которая характеризует необратимые процессы 
дрейфа параметров, периодической и случайной составляющих [23]: 
 
Z(t)=C(t)+X(t)+m(t),               (1) 
 
где Z(t) – количество ЧС природного характера за некоторый промежуток времени 
(обобщенный параметр); C(t) – систематическая составляющая обобщенного 
параметра; X(t) – периодическая составляющая обобщенного параметра; m(t) – 
случайная составляющая обобщенного параметра.  
Такая модель позволит наиболее полно учитывать влияние всех 
дестабилизирующих факторов на процесс изменения обобщенного параметра ЧС 
природного характера. Оценка всех трех составляющих процесса изменения 
обобщенного параметра позволит не только осуществить прогнозирование по 
каждой из них, но и глубже проанализировать причины возникновения ЧС. 
 
4. 2. Метод оценки систематической составляющей обобщенного 
параметра 
Систематическую составляющую C(t) будем искать в виде полинома степени 
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Степень полинома выбирается таким образом, чтобы количество заданных 
точек было приблизительно в пять раз выше степени полинома [24]. 
Коэффициенты полинома можно найти методом наименьших квадратов (МНК): 
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T – матрица размерностью (n×k). 
В матричном виде систематическую составляющую можно представить в 
виде: 
 
.  C Т R                  (4) 
 
Такое представление компактно и удобно для дальнейшего использования 
при проведении расчетов. 
 
4. 3. Метод выявления и оценки периодической составляющей 
произвольной формы обобщенного параметра 
Обозначим через     Y Z С X m  случайный процесс, который содержит 
сумму периодической и случайной составляющих, после удаления 
систематической составляющей.  
Пусть в общем случае длина реализации Y(t) не кратна периоду 
периодической составляющей: 
 
,   n qp n                   (5) 
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где n – длина реализации; p – период периодической составляющей; q – 
количество периодов периодической составляющей в реализации; 
 n  – количество 
дискретных значений Y(t), которые не попали в реализацию длиной qp. 
Очевидно, что в этом случае .  n p  С учетом этого модель процесса Y(t), в 
матричной форме запишется в виде: 
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Y X m
Y X m
               (6) 
 
где 
  
T
0 1 1, ,...,   qpY y y y  – блочная матрица значений реализации Y(t) размерностью 
(qp×1); 
  
T'
1 1, ,...,   qp qp nY y y y  – блочная матрица значений реализации Y(t) 
размерностью ( ); n x1  
  
1 1,1,1,...,1 T  – матрица размерностью (q×1); 
  
T
0 1 1, ,...,   pX x x x  – блочная матрица значений периодической составляющей 
размерностью (p×1); 
  
T'
1 1, ,...,   qp qp nX x x x  – блочная матрица значений 
периодической составляющей, не попавших в реализацию длиной qp, 
размерностью ( 1)  n ; 
  
T
0 1 2 1, , ,...,   qpm m m m m  – блочная матрица значений 
случайной составляющей размерностью (qp×1); 
  
T
1 1, ,...,    qp qp nm m m m  – блочная 
матрица значений случайной составляющей размерностью ( 1)  n ;   – символ 
произведения Кронекера;    n qp n  – длина реализации; p – период 
периодической составляющей; q – количество периодов периодической 
составляющей в реализации. 
Задача выявления и оценки периодической составляющей сводится к задаче 
проверки статистических гипотез. В качестве критерия для проверки 
справедливости выдвинутой гипотезы о наличии в реализации периодической 
составляющей используется случайная величина d, которая подчиняется хи-
квадрат распределению [25]: 
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Оценки дискретных значений периодической составляющей ˆix  и дисперсии 
2
 ˆ  определяются следующим образом: 
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Алгоритм выявления, оценки периода и дискретных значений периодической 
составляющей состоит в отыскании такого значения периода периодической 
составляющей, при котором статистический критерий d имеет максимальное 
значение.  
Если значение статистического критерия превышает порог выявления, тогда 
можно говорить о наличии периодической составляющей в данной реализации. 
Порог выявления выставляется для заданного уровня значимости. Оценка 
значение периода и дискретных значений периодической составляющей за период 
производится в соответствии с выражением (7). 
 
4. 4. Метод прогнозирования случайной составляющей обобщенного 
параметра 
После оценки и удаления с реализации Z(t) систематической составляющей и 
периодической составляющей возникает задача прогноза случайной 
составляющей. Обозначим через m(t)=Y(t)–X(t) случайную составляющую 
процесса изменения ЧС природного характера после удаления периодической 
составляющей. Для прогнозирования случайной составляющей обобщенного 
параметра можно использовать метод группового учета аргументов (МГУА), как 
конкурент метода стохастической аппроксимации [23]. МГУА заключается в 
рекуррентном решении нескольких систем уравнений, полученных для каждой 
пары аргументов, что позволяет резко повысить точность прогноза с 
одновременным уменьшением объема вычислений. Метод позволяет производить 
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расчеты по мере поступления данных, учитывать большой набор параметров, 
которым присваивается соответствующий вес, и автоматически выбирать 
параметры для прогноза [26, 27]. 
После определения составляющих процесса изменения обобщенного 
параметра значение количества ЧС природного характера на некоторый период 
упреждения рассчитывается в соответствии с выражением: 
 
Z(tпр)=C(tпр)+X(tпр)+m(tпр).            (10) 
 
Это позволяет производить прогноз, как значения общего количества ЧС, так 
и составляющих этого процесса.  
 
4. 5. Метод прогнозирования чрезвычайных ситуаций по видам 
Прогнозирование ЧС природного характера за видами осуществляется с 
использованием вероятностно-статистического метода в соответствии с 
выражением: 
 
Zi(tпр)=Z(tпр)·Pi,              (11) 
 
где Z(tпр) – прогнозное значение количества ЧС i-го вида на период прогноза; Pi – 
вероятность ЧС i-го вида при возникновении ЧС природного характера. 
Вероятность Pi определяется на основе фактографической информации о ЧС 
природного характера по результатам мониторинга за некоторый период 
наблюдения: 
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где n – общее количество ЧС природного характера за период мониторинга; ni – 
общее количество ЧС i-го вида при возникновении ЧС природного характера за 
период мониторинга. 
 
5. Результаты экспериментального применения комбинированного 
метода прогнозирования чрезвычайных ситуаций природного характера 
Изложенный метод применим для любого государства на основании 
корректных статистических данных мониторинга ЧС природного характера за 
некоторый период и обобщенных данных о процессе их возникновения.  
Кроме того, для ЧС природного характера в любом государстве характерно 
наличие периодических изменений, которые определяются географическим 
положением государства и климатическими условиями. То
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В качестве примера использования метода осуществим прогноз ЧС для 
Украины, как государства, исходя из следующих причин:  
– в отличии от других стран для Украины известны в полном объеме 
обобщенные корректные статистические данные о ЧС природного характера в 
целом и по видам их происхождения;  
– для ЧС природного характера известны признаки класификации по видам 
ЧС в отличии от других стран.  
Для исследования эффективности применения комбинированного метода 
воспользуемся фактографической информацией о ЧС природного характера в 
Украине за период с 1997 по 2013 год.  
Следует заметить, что в Украине такие обобщенные данные начали 
официально публиковаться с 1997 года. Данные взяты за 1997–2013 год в связи с 
возникшей ситуацией в Украине, вызванной военными действиями на Донбассе и 
Луганской области, а также оккупацией автономной республики Крым (АРК). В 
результате этого данные, начиная с 2014 года, не в полной мере отображают 
природные процессы, происходящие в Украине в целом, и являются не совсем 
корректными для прогнозирования (ограниченные данные по Донбассу и 
Луганской области, а также отсутствие достоверных данных по АРК). Таким 
образом, для проверки работоспособности изложенного метода проведем прогноз 
на 2013 год с использованием выборки за 1997-2012 год. 
Динамика количества ЧС природного характера n за 1997–2013 год [28] 
показана на рис. 1.  
 
 
 
Рис. 1. Динамика количества ЧС природного характера n за период 1997–2013 г 
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На основе предыдущих данных (1997–2012 годы), выполним прогноз 
количества ЧС природного характера на один год вперед (на 2013 год). Каждый 
раз все наличные данные будем использовать для выражения коэффициентов 
полиномов, а данные за последний год оставляем для проверки точности (то есть 
за данными предыдущих 15 лет на 16 год).  
Так как длина входной реализации Z(t) n=15 (t=1, 2, 3,…, 15), то 
систематическую составляющую C(t) будем искать в виде регрессионной модели 
вида: 
 
  
2 3
0 1 2 3 .    C t r rt r t r t    (13) 
 
График систематической составляющей представлен на рис. 2 (точка 1 
соответствует 1997 году и так далее, а точка 16 – соответственно 2013 году). 
 
 
 
Рис. 2. График систематической составляющей C(t) процесса возникновения ЧС 
природного характера 
 
После оценки и удаления с реализации Z(t) систематической составляющей 
производится выявления и оценка параметров периодической составляющей. 
График периодической составляющей представлен на рис. 3. 
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 Рис. 3. График периодической составляющей X(t) процесса возникновения ЧС 
природного характера 
 
После оценки и удаления с реализации Z(t) систематической и периодической 
составляющих производится прогнозирование случайной составляющей в 
соответствии с методом группового учета аргументов. 
Фактические и прогнозные значения случайной составляющей за 2002–2013 
годы представлены на рис. 4. 
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 Рис. 4. Значения случайной составляющей m(t) и ее прогнозные значения m(tпр) за 
период 2002–2013 г.: ––––––– – фактические значения случайной составляющей;  
––––––– – прогнозные значения случайной составляющей  
 
Прогнозные значения случайной составляющей m(tпр) коррелированные со 
значениями случайной составляющей m(t) с коэффициентом корреляции равным 
0,979635. 
С учетом систематической, периодической и случайной составляющих в 
соответствии с выражением (9) выполним прогноз возможного количества ЧС 
природного характера.  
Фактические и прогнозные данные количества ЧС природного характера за 
2002–2013 годы представлены на рис. 5. 
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Рис. 5. Фактические Z(t) и прогнозные Z(tпр) значения количества ЧС природного 
характера за период 2002–2013 г.: ––––––– – фактические значения количества ЧС; 
––––––– – прогнозные значения количества ЧС 
 
Таким образом, в 2013 году было зафиксировано 56 ЧС природного 
характера, а ожидаемое значение составило 57 ЧС природного характера. На 
основе фактографической информации определим модуль средней относительной 
ошибки прогноза: 
 
1 0,03. 
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С учетом этого ожидаемое значение количества ЧС будет находиться в 
интервале от 56 до 58. 
В общем случае метод можно использовать и для прогнозирования на более 
длительный период, например, на два, три и так далее лет вперед. График 
изменения относительной ошибки прогноза при прогнозировании на год, два, три 
и четыре вперед представлен на рис. 6. 
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Рис. 6. График изменения относительной ошибки прогнозирования   от 
длительности прогноза 
 
Анализ графика (рис. 6) показывает, что наилучшую точность метод 
обеспечивает при прогнозировании на год вперед. Однако его можно использовать 
и при прогнозировании на два года вперед с относительной ошибкой 
прогнозирования до 18 %, далее точность прогноза резко ухудшается. 
На основании прогнозного значения ЧС в 2013 году определим ожидаемое 
значение количества ЧС за видами.  
Для расчета вероятностей возникновения ЧС различных видов в случае 
возникновения ЧС природного характера в Украине воспользуемся 
фактографической информации о ЧС за 1997–2013 годы. Эти данные ежегодно 
приводятся в «Национальных докладах о состоянии техногенной и природной 
безопасности в Украине».  
Результаты расчетов показаны на рис. 7, где использованы следующие 
обозначения: 1 – геологические ЧС, 2 – метеорологические ЧС, 3 – 
гидрологические ЧС, 4 – ЧС вследствие пожаров в природных экосистемах, 5 – 
медико-биологические ЧС. 
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 Рис. 7. Результаты расчетов вероятностей природных ЧС по видам  
(1 – геологические ЧС, 2 – метеорологические ЧС, 3 – гидрологические ЧС,  
4 – ЧС вследствие пожаров в природных экосистемах,  
5 – медико-биологические ЧС) 
 
Анализ расчетов (рис. 7) показывает, что в случае возникновения ЧС в 
Украине наиболее вероятными могут быть медико-биологические (вероятность 
61 %) и метеорологические (вероятность 23 %) ЧС.  
Прогнозное количество геологических ЧС составит от 1 до 2 (реально 2), 
метеорологических ЧС – от 12 до 13 (реально 12), гидрологических ЧС – от 2 до 3 
(реально 2), ЧС вследствие пожаров в природных экосистемах – от 2 до 3  
(реально 2), медико-биологических ЧС – от 34 до 36 (реально 38). 
 
6. Обсуждение результатов экспериментальных исследования комбини- 
рованного метода прогнозирования ЧС природного характера 
Комбинированный метод прогнозирования позволяет осуществлять прогноз 
возможного количества ЧС на некоторое время упреждения с учетом 
систематической (тренда), периодической и случайной составляющих процесса 
возникновения ЧС. Данный метод объединяет методы регрессионного анализа, 
проверки статистических гипотез, МГУА и вероятностно-статистический метод 
прогнозирования, что позволяет компенсировать недостатки одних с помощью 
других и направленных на повышение точности прогнозирования.  
Оценка всех трех составляющих процесса изменения обобщенного параметра 
позволяет не только осуществить прогнозирование по каждой из них, но и глубже 
проанализировать причины возникновения ЧС. 
Результаты экспериментального исследования (рис. 2–7) показали, что 
комбинированный метод позволяет осуществлять прогнозирование ЧС как 
минимум на год вперед с относительной ошибкой прогноза не более трех 
процентов. 
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В общем случае метод можно использовать и для прогнозирования на 
несколько лет вперед. При этом в качестве последних статистических данных 
будут использоваться их прогнозные значения, что неизбежно приведет к потере 
точности прогноза. Например, при прогнозировании на два года вперед 
относительная ошибка прогноза составит около восемнадцати процентов, на три – 
около тридцати двух процентов, на четыре – около пятидесяти двух процентов. 
Таким образом, с приемлемой точностью можно осуществлять прогноз на один-
два года вперед. 
Учет периодических изменений позволяет проследить тенденции 
периодических изменений процесса возникновения природных ЧС вследствие 
воздействия дестабилизирующих факторов на его изменение. Это обстоятельство 
играет важную роль при долгосрочном планирования мероприятий, направленных 
на недопущение или предупреждения подобных явлений, подержании сил 
гражданской защиты на уровне, гарантирующем адекватное реагирование на ЧС и 
минимизации ущерба вследствие них. 
Предложенный метод позволяет прогнозировать как общее число ЧС, так и 
количество ЧС природного характера за видами на некоторое время упреждения с 
учетом тенденций их периодических изменений.  
Необходимо отметить, что МГУА решает задачу построения математической 
модели, приближающей неизвестную закономерность протекания процесса. 
Информация о процессе неявно содержится в выборке имеющихся данных. В 
связи с этим возникают некоторые трудности при выборе дестабилизирующих 
параметров протекания процесса вследствие ограниченных возможностей их 
измерения.  
Дальнейшее усовершенствование метода должно быть направлено на 
исследовании сезонных изменений, характерных для природных процессов и 
явлений. 
 
7. Выводы 
1. Показано, что количество ЧС за некоторый период времени в обобщенном 
виде характеризует процесс возникновения ЧС природного характера и отражает 
основные тенденции протекания процесса в целом. 
2. Модель процесса изменения обобщенного параметра с учетом воздействия 
всех дестабилизирующих факторов целесообразно представить в виде аддитивной 
смеси систематической составляющей, которая характеризует необратимые про-
цессы дрейфа параметров, периодической и случайной составляющих. Такая мо-
дель позволит наиболее полно учитывать влияние всех дестабилизирующих фак-
торов на процесс изменения обобщенного параметра и глубже проанализировать 
причины возникновения ЧС. 
3. Предложен комбинированный метод прогнозирования ЧС природного ха-
рактера. Данный подход объединяет метод регрессионного анализа для прогнози-
рования систематической составляющей обобщенного параметра, метод проверки То
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статистических гипотез для выявления периодической составляющей, метод 
МГУА для прогнозирования случайной составляющей. Для прогнозирования ко-
личества ЧС по видам используется вероятностно-статистический метод.  
Комбинированный метод позволяет компенсировать недостатки одних мето-
дов с помощью других с целью повышение точности прогнозирования. Преиму-
щество предложенного метода заключаются в возможности осуществлять ком-
плексное прогнозирование, как общего количества ЧС, так и количества ЧС по 
видам с учетом тенденций периодических изменений. 
4. На основе статистических данных о ЧС природного характера в Украине 
проведены экспериментальные исследования эффективности применения разрабо-
танного метода для прогнозирования ЧС природного характера. В результате ис-
следований установлено, что метод позволяет осуществлять прогноз ЧС природ-
ного характера на год вперед с относительной ошибкой прогноза не более трех 
процентов, на два года вперед – около восемнадцати процентов, на три года впе-
ред – около тридцати двух процентов, на четыре года вперед – около пятидесяти 
двух процентов. Таким образом, с приемлемой точностью можно осуществлять 
прогноз до двух лет вперед. 
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