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Au cours de ce manuscrit, quelques abréviations, notations ou conventions vont
être utilisées. Voici un résumé des principaux points intéressants qui permettront
une bonne lecture.
n Notations mathématiques :
E champ électrique vectoriel
E champ électrique scalaire
Et composante transverse du champ électrique
Ez composante longitudinale du champ électrique
∂x opérateur dérivée partielle selon x où ∂x = ∂/∂x
∂2x opérateur dérivée seconde partielle selon x telle que ∂
2
x = ∂2/∂x2
∇ opérateur Nabla dont les composantes sont (∂x ,∂y ,∂z)
∇×E opérateur rotationnel de E
∇.E opérateur divergence de E
∇E opérateur gradient de E
∆ opérateur Laplacien avec ∆= (∂2x +∂2y +∂2z)∫
F dS intégrale surfacique sur le domaine F : coupe transverse
de la fibre optique∫
K dS intégrale surfacique sur le domaine K : coupe transverse
de la région non-linéaire
⇒ implication logique. X ⇒ Y signifie “Si X alors Y ”
→ signifie “tend vers”
n Notations physiques :
λ longueur d’onde
β constante de propagation
k0 vecteur d’onde égal à 2pi/λ
n0 partie linéaire de l’indice de réfraction
ne f f indice effectif β/k0
Rc rayon du cœur de la fibre à saut d’indice
Λ “pitch” ou période du réseau des inclusions d’air dans les FOMs
a rayon des trous d’air dans les FOMs
b rayon du cœur dans une FOM à cœur creux
2 Préambule
n Abréviations utilisées :
FOM Fibre Optique Microstructurée
MEF Méthode des Éléments Finis
MM Méthode multipolaire
FFF-MS méthode de la Factorisation rapide de Fourier appliquée à la rech-
erche de modes (Fast Fourier Factorization - Mode Searching)
n Symboles :





: Points clés permettant de mettre en avant les idées importantes du ma-
nuscrit
n Couleurs :
Dans le but de différencier facilement les différentes structures étudiées, j’ai
affecté à chacune d’entres elles une couleur dominante dans les différentes figures
exposées dans ce manuscrit :
			Fibre à saut d’indice
			FOM à coeur plein
			FOM à coeur creux
			Milieu homogène
Résumé
Nous voulons déterminer les solitons spatiaux dans les fibres optiques présen-
tant un effet non-linéaire de type Kerr optique. Pour cela, nous proposons une nou-
velle approche numérique basée sur la Méthode des Éléments Finis qui est parti-
culièrement bien adaptée à l’étude de milieux inhomogènes. Un modèle scalaire
du champ électrique dans les fibres optiques est utilisé pour mettre en œuvre et
valider notre méthode et comprendre la signification physique des nouvelles solu-
tions dans un cas simple. Le champ est supposé harmonique en temps et suivant
la direction d’invariance de la fibre mais inhomogène selon sa section transverse.
Plusieurs exemples dans les fibres à saut d’indice et dans les fibres optiques micro-
structurées (FOMs) à cœur plein de dimension transverse finie sont décrits. Pour
chaque géométrie, une étude complète est réalisée pour obtenir et prouver numé-
riquement l’existence d’une unique solution non-linéaire auto-cohérente ou soli-
ton spatial de plus haute énergie atteignable avant l’autofocalisation instable. Le
soliton spatial dépend du profil transverse fini de la structure, correspond au soli-
ton de Townes dans le cas du milieu homogène mais est différent de celui-ci dans
les fibres optiques étudiées. Notre nouvelle approche de l’étude numérique de l’ef-
fet Kerr dans les fibres optiques permet ainsi de généraliser le soliton de Townes.
Cependant, le profil de l’indice de réfraction induit par l’effet Kerr optique montre
que l’approximation du guidage faible n’est plus respectée et donc que les carac-
téristiques de la solution non-linéaire sont mal évaluées dans le modèle scalaire.
L’implémentation du cas vectoriel sans approximation est donc réalisée. La même
étude que dans le cas scalaire est alors menée en considérant toutes les compo-
santes du champ électrique. Enfin, pour étendre le champ d’application de notre
méthode numérique, les solutions non-linéaires sont étudiées dans des FOMs avec
un défaut creux au centre. Par analogie avec la physique du solide, les configura-
tions donneur/accepteur sont définies et les solutions non-linéaires sont analysées
selon la taille du défaut. L’étude des effets Kerr positif et négatif à travers ces confi-
gurations nous permet de découvrir de nouveaux comportements non-linéaires
dans ces structures.
Mots clés :
Équations de Maxwell, fibre optique microstructurée, effet Kerr optique, Méthode
des Éléments Finis, équation aux valeurs propres, modéles scalaire/vectoriel, soli-
ton spatial, soliton de Townes, modes donneur/accepteur.

Introduction générale
Les fibres optiques microstructurées (FOMs) sont apparues au milieudes années 1990 [52]. Elles ont démontré un vaste potentiel d’applications et ce
dans des domaines très variés allant des télécommunications à la biophotonique
en passant pas les capteurs ou les sources laser. De ce fait, les FOMs constituent
des guides de lumière originaux et performants. En particulier, l’étude de la non-
linéarité dans les fibres optiques microstructurées de taille finie n’est réalisée que
partiellement via la résolution de l’équation de Schrödinger non-linéaire en y injec-
tant les paramètres “had-hoc”. Dans ce travail, nous souhaitons prendre en compte
de manière plus précise ces effets de taille finie. En introduction, nous
– exposerons le contexte général de cette étude
– décrirons les motivations qui nous ont poussées vers le choix de cette ap-
proche
– définirons le cadre de l’étude
– exposerons la démarche que nous allons utiliser pour la mener à bien.
u Propagation dans les fibres optiques
Une fibre optique est un guide de lumière, généralement cylindrique, présen-
tant un profil d’indice et une structure transverse particulière. Au cours ce ma thèse,
j’ai étudié successivement la fibre conventionnelle à saut d’indice (section 3.1.1), la
fibre optique microstructurée à cœur plein (section 3.1.2) et la fibre microstructu-
rée à cœur creux (section 6.1).
Les fibres optiques conventionnelles guident la lumière en respectant la loi de
Snell-Descartes par
– réflexion totale interne pour les fibres à saut d’indice
– réflexion totale interne modifiée (en première approximation) dans les FOMs
à cœur plein avec des inclusions de bas indice
– guidage par bande interdite photonique dans les FOMs à défaut creux (voir
section 6.2.1).
6 Introduction générale
Dans les fibres optiques conventionnelles à saut d’indice, la propagation lumi-
neuse se fait à travers un ou des modes guidés (constante de propagation réelle)
qui deviennent des modes à pertes (constante de propagation complexe) [17] dans
les FOMs du fait de leur structure particulière que nous allons présenter.
Dans le cas linéaire, un mode est défini comme une fonction d’onde dont la
répartition transverse se conserve tout au long de sa propagation. La forme de ce
mode est fonction de la géométrie du guide ainsi que de ses indices optiques. Dans
le cas d’une fibre optique monomode, il ne se propage qu’un mode : le mode fon-
damental Linéairement Polarisé noté LP01 (pour l’approximation du guidage faible)
ou le mode hybride HE11 dans le cas général. Pour une fibre multimode, plusieurs
modes peuvent se propager. Le nombre de modes est notamment fonction de la
taille du cœur de la fibre optique.
Afin de limiter les difficultés et pour comprendre les phénomènes non-linéaires






Nous vérifierons pour chaque simulation numérique que la répartition et la po-
larisation du champ correspondant au mode obtenu dans le cadre des études li-
néaires et non-linéaires correspondent bien au mode fondamental présenté dans
le tableau précédent.
- Remarque préliminaire 1 : Notons que nous ne pouvons parler de mode que
dans le cas linéaire. En présence d’une effet non-linéaire il n’y a pas de prin-
cipe de superposition, propre au mode linéaire. Ainsi, dans le cadre de l’étude
non-linéaire nous parlerons de solution non-linéaire associée au mode fonda-
mental et non de “mode fondamental non-linéaire”.
u Pourquoi une étude dans les fibres optiques micro-
structurées ?
Les FOMs offrent des propriétés hors du commun du fait de l’interaction des
champs guidés avec les inclusions présentes dans la structure (figure 1). En effet, la
période ou “pitch” (noté Λ), la taille des inclusions d’air (de rayon a), leur forme et
leur disposition (formant les classes de symétries [17]), le contraste d’indice entre
la matrice et les inclusions sont autant de degrés de liberté se traduisant dans les
propriétés physiques. Ces propriétés trouvent des applications très variées dans de








FIGURE 1 – Schéma d’une fibre optique microstructurée à cœur plein. Λ est le pitch
ou la période des inclusions, a est leur rayon. n1 et n2 représentent respectivement les
indices de réfraction de la matrice et des inclusions.
puissance, la médecine ou encore le domaine militaire.
Dans cette étude, nous modéliserons des FOMs
– à cœur plein. La figure 1 montre le schéma d’une fibre à cœur plein constituée
de deux rangées d’inclusions circulaires. La propagation du mode se fait dans
le défaut constitué par l’omission d’une inclusion circulaire au centre de la
fibre.
– à défaut creux. Le mode se propage autour du défaut constitué par la pré-
sence d’une inclusion circulaire centrale de taille différente des trous envi-
ronnants. Nous ne parlons pas ici de FOMs à cœur creux car dans ce cas le
mode se propage dans l’inclusion centrale et non autour.
La fibre optique microstructurée peut garantir une propagation monomode qu-
elle que soit la longueur d’onde de travail. La figure 2 montre le diagramme des
différents régimes pour les FOMs à cœur plein à grand nombre de couches d’in-
clusions. Pour caractériser ces régimes, nous représentons l’évolution dans le cas
linéaire l’évolution de la longueur d’onde normalisée par le pitch : λ/Λ en fonction
de la taille des trous normalisée par le pitch : 2a/Λ. Pour le mode fondamental, à
la place d’une longueur d’onde critique séparant les deux états du second mode
(ligne pointillée), nous observons une région de transition (en bleu sur la figure 2)
qui sépare un régime de type confiné pour les courtes longueurs d’onde et de type
étendu pour les grandes longueurs d’onde.
Nous représentons également les différentes régions (traits verticaux) dans les-
quelles nous étudierons les configurations linéaire (validation de la méthode nu-



















FIGURE 2 – Diagramme des différents régimes pour les FOMs à cœur plein. La région
colorée correspond à la région de transition du mode fondamental. La ligne poin-
tillée représente la limite entre le mode fondamental et le second mode. La barre ver-
ticale orange montre dans quelle région nous avons mené les études linéaires (valida-
tion de la méthode numérique). Les barres verticales marrons montrent dans quelles
régions nous avons mené les études non-linéaires.
Les applications les plus connues sont :
– la génération d’un supercontinuum qui est la formation d’un large spectre
continu par propagation d’impulsions de haute énergie à travers un maté-
riau non-linéaire (observé en 1970 par Alfano et Shapiro [35, 36]. Ceci permet
de produire toutes les longueurs d’onde du visible et au-delà, à partir d’une
impulsion spectralement étroite.
– les réseaux de télécommunication longue distance où l’atténuation atteint à
l’heure actuelle (depuis 2003) celle des fibres standards [37]. L’un des para-
mètres limitant est la dispersion chromatique qui peut être ajustée en modi-
fiant le “pitch” ou la taille des inclusions d’air composant une FOM. D’autres
FOMs peuvent présenter une dispersion négative dont le couplage avec des
FOMs traditionnelles ou à saut d’indice peut être utilisé comme compensa-
teur de dispersion chromatique.
– le transfert de fortes puissances sans distorsion temporelle ou spectrale. Ceci
est notamment utilisé dans les domaines médical et militaire. Les nombreux
degrés de liberté concernant les paramètres opto-géométriques des FOMs
leurs permettent également de trouver une place prépondérante dans les am-
plificateurs. Dans cette perspective, le coefficient de gain de l’amplification
peut être augmenté, réduisant ainsi d’environ 40% la longueur de fibre né-
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cessaire à l’obtention d’un gain donné. L’utilisation des FOMs permet donc
une miniaturisation des systèmes en offrant la possibilité de contrôler la dis-
persion chromatique tout en assurant un fort confinement du champ guidé,
indispensable à l’obtention de gains élevés.
Comme nous l’avons évoqué précédemment, certaines FOMs permettent d’ob-
tenir un fort confinement des champs guidés engendrant des densités de puissance
élevées et pouvant alors entraîner l’apparition d’effets non-linéaires.
u Effets non-linéaires dans les fibres optiques
L’optique non-linéaire concerne l’étude des phénomènes qui se produisent lors-
qu’il survient une modification des propriétés optiques d’un matériau en présence
de lumière. Ces phénomènes optiques sont dits non-linéaires dans le sens où ils se
produisent quand la réponse d’un matériau à un champ optique appliqué dépend
d’une manière non-linéaire de l’intensité du champ optique.
Les effets non-linéaires sont en général une nuisance pour les réseaux de télé-
communication car ils altèrent le signal transmis (pour les applications WDM) voir
le détruisent en entraînant une autofocalisation instable du faisceau. Cependant,
ces effets présentent de nombreuses applications utiles avec en particulier l’implé-
mentation de fonctionnalités tout optique dans les réseaux optiques et l’amplifica-
tion de signaux [37, 67].
Les fibres optiques ont éventuellement une section droite de cœur de faible sur-
face ce qui entraîne un fort confinement des modes en particulier dans les FOMs.
Dans ces conditions, la densité de puissance peut devenir importante et peut pro-
voquer l’apparition d’effets non-linéaires. Plusieurs phénomènes peuvent alors être
étudiés [1, 2, 6] selon qu’il s’agisse d’une modulation de l’indice de réfraction (ef-
fet Kerr optique) ou de la dispersion inélastique simulée (dispersion Raman et de
Brillouin). Dans le cadre de cette étude, c’est l’effet Kerr optique que nous considé-
rerons.
Une immense majorité des travaux relatifs à l’étude des non-linéarités dans les
fibres est basée sur l’équation de Schrödinger non-linéaire permettant d’analyser
(à travers différents termes) la propagation d’une impulsion (figure 3(a)) le long de
l’axe de la fibre optique [1]. Si la dispersion et la non-linéarité sont négligeables,
l’atténuation sera le facteur limitant. Si la non-linéarité est négligeable, c’est l’effet
de la dispersion chromatique qui est prépondérant. Ceci entraîne un étirement ou
“chirp” négatif de la fréquence (figure 3(b)).
Si la dispersion est négligeable, alors il s’agit du régime d’auto-modulation de
phase impliquant l’apparition d’un “chirp” positif (figure 3(c)). Enfin, dans le cas
où ni la dispersion ni la non-linéarité ne sont négligeables, alors il y a possibilité
d’une exacte compensation des deux phénomènes. Dans ce cas, il existe une solu-










FIGURE 3 – Représentation du profil suivant la largeur fréquentielle du pulse ini-
tial (a), de pulse en sortie “chirpé” négativement (b), “chirpé” positivement (c) et du
soliton temporel (d).
Ainsi, l’étude de la non-linéarité dans les fibres optiques avec l’équation de
Schrödinger se fait en modélisant la fibre comme un fil infiniment fin où une im-
pulsion se propage selon la dimension longitudinale de la fibre.
u Quel problème voulons-nous étudier ?
Nous voulons étudier numériquement l’influence de l’effet Kerr optique sur le
mode fondamental dans les fibres optiques microstructurées en considérant leur
dimension transverse finie afin de prendre en compte le profil particulier de celles-
ci. L’effet Kerr optique se traduit par la dépendance de l’indice de réfraction à l’in-
tensité du champ optique. Dans cette perspective, nous mettrons en évidence des
solitons spatiaux en régime fréquentiel. Ces solitons spatiaux sont à différencier
des solitons temporels généralement étudiés dans le cadre de la propagation d’une
impulsion selon l’axe longitudinal d’une fibre considérée comme un fil infiniment
fin. Les solitons spatiaux sont en outre mono-fréquence dans l’étude que nous me-
nons. Ainsi, nous étudions les solutions non-linéaires dans la dimension transverse
de la fibre permettant de prendre en compte le profil particulier des FOMs.
Des méthodes rigoureuses pour la modélisation des propriétés linéaires des
FOMs ont été développées depuis plusieurs années [54] et ont été successivement
utilisées pour étudier les pertes, la dispersion chromatique du mode fondamen-
tal [53] et la coupure du second mode [60]. Une étude plus détaillée est également
disponible dans le chapitre 7 de la référence [17].
La modélisation des propriétés non-linéaires dues à l’effet Kerr optique pour les
fibres optiques est quant à elle beaucoup plus compliquée. Même si quelques tech-
niques ont déjà été proposées auparavant[1, 6], aucune n’est complètement satis-
faisante. D’une part et comme évoqué précédemment, il y a une immense majorité
des travaux basés sur l’équation de Schrödinger non-linéaire. D’autre part, il n’y a
que quelques études fondées directement sur les équations de Maxwell (ou leur ap-
proximation scalaire) qui prennent en considération le profil transverse des fibres
optiques. Les différences entre les deux approches sont notamment étudiées dans
les références [34, 41, 22]. En particulier, l’équation de Schrödinger non-linéaire
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vectorielle conduit à un système parabolique d’équations au contraire de la mé-
thode basée directement sur les équations de Maxwell qui amène à un système
elliptique (équation de type Helmholtz). L’étude réalisée ici appartient au second
groupe et est donc plus proche des équations de Maxwell.
u Comment allons-nous procéder ?
Comme nous l’avons évoqué précédemment, l’étude de la non-linéarité Kerr
dans les fibres optiques microstructurées en considérant leur section transverse
finie constitue une nouvelle approche. Nous avons alors choisi d’adopter une dé-
marche progressive en validant chaque étape. Elle est basée sur la détermination
des solutions de l’équation non-linéaire obtenues directement à partir des équa-
tions de Maxwell et dans laquelle nous considérons un effet non-linéaire du troi-
sième ordre : l’effet Kerr optique non saturable. La méthode numérique que nous
employons est la Méthode des Éléments Finis (MEF) permettant la modélisation
des fibres optiques et des équations à résoudre. En outre, l’approche utilisée va
nous permettre d’améliorer les précédentes études menées jusqu’alors.
© Une étude nouvelle
Premièrement, nous généralisons l’algorithme présenté dans les références [25,
26] en considérant des FOMs dont la structure transverse est de taille finie (non
périodisée). La référence [25] était notre base de travail et notre point de départ. À
la différence d’une structure périodique, les propriétés de symétries sont satisfaites
plus simplement puisque la fibre est considérée dans son ensemble sans devoir dé-
finir une cellule élémentaire. L’implémentation des conditions aux bords est alors
facilitée. De plus, nous étudierons non-seulement le cas de l’approximation sca-
laire mais aussi la configuration vectorielle complète.
Deuxièmement, nous n’utilisons pas la méthode généralement employée pour
ce type d’étude à savoir l’algorithme à puissance fixée [25, 26]. À chaque étape de
ce processus itératif la puissance des solutions intermédiaires est renormalisée par
la puissance fixée arbitrairement en entrée de l’algorithme. Au contraire, la nou-
velle approche que nous proposons permet de ne pas fixer de paramètre en entrée
du processus à l’exception de la longueur d’onde d’étude [30, 23]. Notre nouvel al-
gorithme détermine la puissance a posteriori à partir de la solution non-linéaire
obtenue en sortie et suivant la minimisation d’un résidu pondéré.
Enfin, au contraire des travaux menés par Snyder et al. [63, 62], l’algorithme
proposé permet le traitement de milieux inhomogènes. En effet, la Méthode des
Éléments Finis est une méthode numérique parfaitement adaptée à la modélisa-
tion de milieux inhomogènes (non-linéaires) et de structures complexes (FOMs).
Bien que d’autres techniques existantes peuvent traiter la présence d’indices de ré-
fraction inhomogènes dans les fibres [20], la MEF a prouvé qu’elle était un outil
très efficace pour la détermination de modes propagatifs dans les fibres optiques
microstructurées [30, 47, 46].
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© Une approche pas-à-pas
Pour étudier la non-linéarité Kerr dans la section transverse des fibres optiques
microstructurées, nous allons tout d’abord présenter théoriquement le modèle.
Ceci consiste à définir les différentes relations à utiliser : l’équation de propaga-
tion de type Helmholtz et l’indice de réfraction modulé par l’effet Kerr optique.
Ensuite, nous allons présenter la méthode numérique imaginée qui se com-
pose de deux parties : la modélisation des fibres et des équations par la MEF et l’al-
gorithme original permettant la résolution du problème non-linéaire. Enfin, nous
présenterons rapidement le logiciel utilisé et les raisons qui nous ont amenées à ce
choix.
La détermination des solutions non-linéaires se fera de manière progressive au
cours de laquelle chaque étape sera validée. Le modèle initial sera le cas scalaire
permettant la validation de la méthode numérique et de l’algorithme de résolution.
À travers l’approximation scalaire, nous commencerons par une étude numérique
plus technique au cours de laquelle nous présenterons les différents procédés uti-
lisés pour mettre au point et améliorer la méthode. La complexité du modèle sera
par ailleurs augmentée progressivement en comparant d’abord notre modèle li-
néaire aux autres méthodes parfaitement validées dans les différentes fibres [20].
Puis, pour passerons au cas non-linéaire scalaire dans la fibre à saut d’indice (géo-
métrie bien connue) avant de passer aux FOMs.
Grâce à cette première partie technique, nous montrerons numériquement qu’il
n’existe, pour chaque structure modélisée et à chaque longueur d’onde fixée, qu’une
unique solution non-linéaire : la solution non-linéaire auto-cohérente 1 ou soliton
spatial. Nous pourrons alors analyser les implications physiques de ces solutions
en étudiant l’algorithme à puissance fixée [25]. L’étude nous permettra de com-
prendre la signification physique de la solution non-linéaire. Puis, nous analyse-
rons l’influence de la structure transverse de dimension finie des différentes fibres
optiques étudiées.
Enfin, nous comparerons cette solution avec le soliton de Townes [27, 21] : solu-
tion du milieu homogène (sans structure guidante) non-linéaire. L’étude que nous
allons mener va nous permettre de généraliser le soliton de Townes par l’analyse
des solitons spatiaux prenant en compte non seulement la structuration des mi-
lieux (fibre à saut d’indice ou fibre optique microstructurée) mais aussi la constante
de propagation des modes obtenus.
À travers l’étude de la modulation de l’indice de réfraction engendrée par l’effet
non-linéaire, nous montrerons que l’approximation scalaire n’est plus valable. La
configuration vectorielle non-linéaire complète provenant directement des équa-
tions de Maxwell sans approximation sera alors implémentée. Nous verrons que
1. à cet instant la notion de “solution auto-cohérente” peut être assimilée à “solution obtenue à la
convergence du processus itératif”
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celle-ci est bien plus complexe mais aussi qu’il existe une différence non négli-
geable entre les modèles scalaire et vectoriel. Nous utiliserons alors une démarche
comparable au cas scalaire avec d’abord une étude technique prouvant numéri-
quement l’existence d’une unique solution non-linéaire auto-cohérente vectorielle
puis une étude physique suivant la longueur d’onde et la structure de la fibre op-
tique. Enfin, nous mettrons pour la première fois en évidence numériquement et à
l’issu d’une démarche progressive, l’existence d’un soliton de Townes vectoriel.
Enfin, pour élargir le domaine de validité de notre nouvelle approche nous abor-
derons l’étude originale et plus complexe des FOMs à cœur creux dans le cas sca-
laire. Nous différencierons les modes donneurs des modes accepteurs en modifiant
la taille de l’inclusion centrale constituant le défaut. Nous prouverons alors l’exis-
tence de phénomènes nouveaux et contre-intuitifs permettant ainsi de généraliser





1.1 Les équations de Maxwell et les équations constitu-
tives
Les équations de Maxwell étant largement expliquées et justifiées dans de nom-
breux ouvrages [4, 63, 15], nous ne nous limiterons ici qu’à leur citation. Le vecteur
champ électrique E , le vecteur déplacement électrique D , le vecteur champ ma-
gnétique H et le vecteur de densité de flux magnétique B sont liés :







∇.D = 0 (1.3)
∇.B = 0 (1.4)
où∇ représente l’opérateur vectoriel Nabla dont les composantes sont données par(
∂x ,∂y ,∂z
)
. Les grandeurs définie ci-dessus dépendent de la variable temporelle t
non explicitée ici par soucis de clarté.
+ Hypothèse 1 : Nous omettons les termes de sources puisqu’il est rarement
intéressant de décrire un problème de génération de lumière au moyen de
courants. De plus, nous résoudrons un problème homogène de type Helm-
holtz conduisant à l’étude de modes propres. Ces modes seront déterminés
par la résolution de problèmes aux valeurs propres. Les termes de sources ne
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sont donc pas pris en compte dans cette étude.
– par les équations constitutives où le problème linéaire implique leur linéa-
rité :
D = ²0E +P (1.5)
B =µ0H +M (1.6)
où les constantes ²0 et µ0 sont appelées respectivement permittivité électrique et
perméabilité magnétique du vide. P et M représentent respectivement la polarisa-
tion électrique induite et la polarisation magnétique induite.
Tant que les champs appliqués E sont de faibles intensités devant les champs
caractéristiques du matériau, toutes les grandeurs sont linéaires et notamment la
polarisation.
Dans ce cadre, nous pouvons définir la polarisation induite P qui dépend li-
néairement du champ électrique E telle que [2]
P (t )= ²0χ(1)E (t ) (1.7)
oùχ(1) représente le tenseur susceptibilité linéaire du premier ordre.χ(1) est la prin-
cipale contribution de la polarisation P et agit principalement sur l’indice de ré-
fraction n.
+ Hypothèse 2 : Dans le cadre de notre étude de la propagation des ondes élec-
tromagnétiques dans les fibres optiques, nous considérons que la polarisa-
tion représente une quantité variant rapidement en temps [2].
+ Hypothèse 3 : Les matériaux optiques sont considérés non magnétiques ce
qui signifie que M = 0.
Dans ces conditions, les équations (1.5) et (1.6) deviennent
D = ²0²r E (1.8)
B =µ0H (1.9)
où ²r représente la permittivité relative linéaire du matériau.
+ Hypothèse 4 : Nous savons que la partie imaginaire de ²r est petite devant sa
partie réelle ce que nous vérifierons au cours de l’étude des pertes (sections
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3.2.3, 4.2.3 et 5.4.2). De ce fait, nous pouvons supposer que la permittivité re-
lative linéaire du matériau est égale au carré de l’indice de réfraction linéaire
n0 du milieu.
Ainsi, ces équations décrivent complètement le champ électromagnétique dans
un matériau linéaire et isotrope en l’absence de courants et de charges. Cependant,
si l’intensité de ce champ devient importante, des effets non-linéaires peuvent se
produire.
1.2 Présence de non-linéarités
Supposons que le champ électrique E soit d’intensité suffisamment forte pour
qu’une non-linéarité apparaisse. En particulier, la polarisation électrique devient
non-linéaire :
P =P L +P N L (1.10)
dans laquelle P N L est définie comme [2]
P N L(t )= ²0
(
χ(2)E 2(t )+χ(3)E 3(t )+ . . .
)
(1.11)
où χ(2) et χ(3) sont les tenseurs des susceptibilités non-linéaires d’ordre 2 et d’ordre
3. Dans les fibres optiques, l’effet non-linéaire d’ordre 3 correspond au premier ef-
fet non-linéaire observable car il n’y a que des non-linéarités d’ordre impair. En ef-
fet, la fibre est constituée de silice qui est un matériau centro-symétrique (matériau
amorphe) ce qui signifie qu’il admet un centre d’inversion [1, 67]
χ(2) =−χ(2) ⇒ χ(2) = 0. (1.12)
Cet effet d’ordre 3 est responsable de phénomènes tels que la génération de troi-
sième harmonique, le mélange à quatre ondes et la modulation non-linéaire de
l’indice de réfraction [17, 1]. La polarisation totale s’écrit alors
P (t )= ²0
(
χ(1)E (t )+χ(3)E 3(t )
)
. (1.13)
Cependant, les effets non-linéaires qui impliquent la génération de nouvelles fré-
quences (par exemple la génération de troisième harmonique et le mélange à quatre
ondes) n’apparaissent généralement pas dans les fibres optiques [1]. La majorité
des effets non-linéaires dans ces structures sont donc à l’origine de la modulation
de l’indice de réfraction par l’intensité du champ électrique se propageant dans la
fibre. Ce phénomène est appelé l’effet Kerr optique [1, 2, 6, 12, 13].
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1.3 Effet Kerr optique
L’effet Kerr optique correspond à la modification, par une onde lumineuse in-
tense, des propriétés optiques d’un milieu non-linéaire provoquant une variation
d’indice photo-induite (pour un calcul scalaire des susceptibilités) ou une biréfrin-
gence photo-induite (calcul tensoriel des susceptibilités). Ce phénomène se traduit
par une modulation de l’indice de réfraction du milieu non-linéaire en fonction de
l’intensité de l’onde qui traverse le matériau.
Nous pouvons définir la modulation de l’indice de réfraction par l’effet Kerr op-










est la moyenne tem-
porelle quadratique du champ, par exemple le carré de l’amplitude du champ dans
le cas harmonique [1, 6]. L’étude que nous allons mener se fera à une unique fré-
quence et la répartition transverse du champ électrique pourra être prise en compte.
La modulation de l’indice de réfraction due à l’effet Kerr optique représentée par la
relation (1.14) devient alors
n = n0+n2|E |2 (1.15)
où n2 est le coefficient non-linéaire caractéristique du matériau. Dans ce cas, n2 est





et s’exprime en m2.V −2 (se reporter à l’annexe A pour plus de détails).
En pratique, il est plus commode d’utiliser une deuxième définition [1, 2, 31]
faisant intervenir la densité de puissance I
n = n0+n I2I . (1.17)
Les deux définitions de la modulation d’indice par l’effet Kerr optique sont bien
évidemment équivalentes et peuvent être reliées par la relation suivante [1, 31]
I = 1
2
n0c²0 |E |2 (1.18)
où c représente la vitesse de la lumière dans le vide. Donc, d’après les équations
(1.15), (1.17) et (1.18), les coefficients n2 et n I2 sont liés par la relation suivante :











Nous remarquons alors que deux systèmes d’unités pour définir le coefficient
non-linéaire n2 peuvent être utilisés. Dans le cas de l’équation (1.15), n2 est ex-
primé en m2.V −2 et pour l’équation (1.17), n I2 est exprimé en m
2.W −1 (voir l’an-
nexe A pour plus de détails). C’est l’unité la plus couramment utilisée pour défi-
nir le coefficient non-linéaire caractéristique du matériau et que nous choisissons
donc d’utiliser.
Une estimation de la valeur de n I2 généralement admise pour l’étude de l’effet
Kerr dans des fibres optiques en silice est [1, 65]
n I2 = 3.2×10−20 m2.W −1.
En utilisant la relation (1.19), nous obtenons alors n2 = 6.16×10−23 m2.V −2.
+ Hypothèse 5 : Par soucis de simplicité, cette valeur sera considérée constante
bien qu’elle varie avec la longueur d’onde et d’une fibre optique à une autre
[1, 3].
Comme nous l’avons évoqué dans l’hypothèse 4, nous savons que la permitti-
vité relative peut s’exprimer comme le carré de l’indice de réfraction donc ²r = n2.
Connaissant la valeur du coefficient non-linéaire n2, nous pouvons effectuer un
développement à l’ordre 2 en E de l’équation(1.15). Nous en déduisons que
²r = n20+2n0n2 |E |2 . (1.21)
Si nous posons
n2K er r = 2n0n2 (1.22)
alors la permittivité relative en présence d’une non-linéarité Kerr optique s’écrit
²r = n20+1nln2K er r |E |2 (1.23)
où 1nl correspond à la fonction indicatrice égale à 1 dans le milieu non-linéaire
(présence d’une effet Kerr optique) et 0 dans le milieu linéaire.
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Nous pouvons alors nous attendre à obtenir un indice de réfraction plus impor-
tant là où le champ est fort. Une illustration simple de l’effet attendu est un ma-
tériau non-linéaire agissant comme une lentille convexe. Les solutions pourront
donc se propager avec un meilleur confinement que dans le cas linéaire. C’est un
des points que nous vérifierons au cours de cette étude.
1.4 L’équation de Helmholtz non-linéaire
Pour obtenir l’équation de propagation non-linéaire, nous utilisons les équa-
tions (1.1) et (1.9) pour obtenir la relation suivante








Puis, en utilisant l’équation (1.2), il vient




D’après l’équation constitutive (1.8), nous pouvons en déduire que




Il est alors utile de passer dans le domaine fréquentiel grâce à la transformée de
Fourier. La dépendance temporelle devient donc fréquentielle où la transformée





−iωt d t . (1.27)
L’équation (1.26) devient alors dans le domaine fréquentiel
∇× (∇×E )=µ0²0²rω2E . (1.28)
Or, les grandeurs µ0, ²0 et c sont liées par la relation µ0²0c2 = 1. De plus, nous défi-
nissons le nombre d’onde k0 tel que k0 =ω/c. L’équation suivante est alors déduite
∇× (∇×E )−k20²r E = 0. (1.29)
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Comme évoqué dans la section 1.3, nous considérons la présence d’une unique
non-linéarité : l’effet Kerr optique. Dans ce cas, d’après l’équation (1.23), nous ob-
tenons l’équation de Helmholtz vectorielle non-linéaire que nous voulons résoudre
dans les fibres optiques :
∇× (∇×E )−k20
(
n20+1nln2K er r |E |2
)
E = 0. (1.30)

Chapitre




Nous étudions la non-linéarité dans les fibres optiques suivant une nou-velle approche numérique. Dans cette perspective, nous avons choisi de dé-
buter par un cas simplifié, l’approximation scalaire. Cette étape va nous permettre
de valider notre méthode numérique et de limiter les difficultés susceptibles d’être
rencontrées. Dans ce chapitre nous exposerons la méthode numérique originale
permettant la résolution de la non-linéarité Kerr dans les fibres optiques. Cette mé-
thode est constituée de deux volets :
– la Méthode des Éléments Finis permettant la modélisation de l’équation non-
linéaire et des différentes fibres optiques étudiées. Dans un soucis de simpli-
cité et de clarté, nous présenterons cette méthode à travers son application
au problème que nous voulons résoudre.
– l’algorithme de résolution du problème non-linéaire. Il est basé sur une re-
normalisation particulière du champ que nous avons imaginée, mise au point
et que nous allons présenter dans ce chapitre.
Enfin, nous dévoilerons succinctement le logiciel utilisé et les difficultés que nous
avons rencontrées.
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2.1 L’équation de Helmholtz présentant un effet Kerr
optique dans l’approximation scalaire
2.1.1 Champ électrique scalaire
Nous voulons étudier les propriétés non-linéaires de la fibre optique micro-
structurée dans sa dimension transverse. Pour l’étude de cette structure particu-
lière nous avons choisi d’utiliser le système de coordonnées cartésiennes.
Dans cette perspective et pour l’approximation scalaire, le champ électrique E
est considéré comme ayant une unique composante transverse selon une direction
arbitrairement fixée selon le vecteur unitaire ex (par exemple).
+ Hypothèse 6 : Ceci est possible car la fibre optique parfaite maintient l’état
de polarisation du champ. De plus, nous ne nous limiterons dans cette étude
qu’à l’analyse du mode fondamental qui est linéairement polarisé (se repor-
ter à l’introduction générale). Bien évidemment, nous vérifierons cette hypo-
thèse dans l’approche vectorielle (Chapitre 5) en explicitant la polarisation
des champs obtenus dans les cas linéaire (figure 5.7) et non-linéaire (figure
5.19).
Dans le cas linéaire, nous choisissons de prendre en considération le champ
électrique correspondant à un mode propagatif sous la forme particulière suivante :
E (x, y, z, t )=Re[φ(x, y)e−i (ωt−βz)]ex (2.1)
où φ représente l’amplitude scalaire du champ et dépend des deux composantes
transverses x et y . De plus, ω = k0c est la pulsation, c la vitesse de la lumière dans
le vide, k0 = 2pi/λ le nombre d’onde, λ la longueur d’onde et β la constante de pro-
pagation. Enfin, Re représente la partie réelle de la quantité caractérisée.
2.1.2 Obtention de l’équation non-linéaire scalaire
Dans un premier temps, nous allons développer le terme ∇× (∇×E ) de l’équa-
tion (1.30). Pour cela, nous savons que
∇× (∇×E )=∇(∇.E )−∆E (2.2)
où ∆ représente l’opérateur Laplacien vectoriel tel que ∆ f = (∂2x f +∂2y f +∂2z f ) et
∆E =∆Ex ex +∆Ey e y +∆Ez ez . Or, d’après l’équation de Maxwell (1.3) et l’équation
(1.8)
∇.D =∇.(²0²r E )= 0. (2.3)
En développant cette expression, il vient
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²r∇.E +E .∇²r = 0 (2.4)
puis en injectant cette relation dans l’équation (2.2), nous obtenons
∇× (∇×E )=−∇(E .∇²r
²r
)−∆E (2.5)
D’après les équations (1.29) et (2.5), nous savons que nous devons résoudre







Dans le cadre de l’approximation scalaire et d’après l’expression (2.1), la solution
recherchée est de la forme φ(x, y)e iβz−iωt ex . Si nous injectons cette solution dans
l’équation précédente puis projetons successivement sur les axes 0x, 0y et 0z, il
vient























²r (x, y) (2.7c)
* Approximation : Nous remarquons instantanément que l’équation (2.7c)
implique que : ∂²r (x, y)/∂x → 0
∆tφ(x, y)−β2φ(x, y)+k20²r (x, y)φ(x, y)= 0.
Ceci prouve que l’approximation scalaire et l’approximation du guidage faible
sont liées. Le terme ∇(E .∇²r²r ) peut donc être négligé dans l’équation (2.6). Le
modèle scalaire revient à dire que la variation de l’indice de réfraction dans
la fibre optique est négligeable sur une distance d’une longueur d’onde [9].
Nous étudierons dans la section 5.1 concernant le modèle vectoriel, l’effet de
ce terme que nous avons négligé ici.
En prenant en compte les équations (1.30) et (2.5) ainsi que l’approximation
précédente, nous en déduisons l’équation non-linéaire suivante
∆E +k20
(
n20+1nln2K er r |E |2
)
E = 0. (2.8)
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Puis, nous injectons l’expression (2.1) du champ dans le cadre de l’approximation
scalaire. Ainsi, nous obtenons, avec la dépendance spatiale, l’équation non-linéaire
scalaire que nous allons résoudre dans les fibres optiques :
∆tφ(x, y)+k20
(
n20(x, y)+1nln2K er r





représente l’opérateur Laplacien suivant les composantes trans-
verses et n2K er r le coefficient non-linéaire caractéristique du matériau constant dans
celui-ci.
2.2 La Méthode des Éléments Finis appliquée au pro-
blème étudié
Dans cette partie, nous allons présenter le premier volet de notre méthode nu-
mérique permettant la résolution du problème non-linéaire posé. Il s’agit de la Mé-
thode des Éléments Finis (MEF) utilisée pour la modélisation numérique de l’équa-
tion scalaire (2.9) et de la fibre optique [17].
2.2.1 Le principe de la Méthode des Éléments Finis
La Méthode des Éléments Finis est une méthode numérique très générale qui
permet le traitement d’une large classe d’équations aux dérivées partielles, incluant
les problèmes non-linéaires et quasiment sans limitation sur la géométrie utilisée.
En effet, cette méthode est particulièrement bien adaptée pour la modélisation de
milieux inhomogènes engendrés par la présence d’un effet non-linéaire de type
Kerr optique. Cette technique consiste à approximer les variables inconnues et per-
met de transformer un système d’équations aux dérivées partielles en un système
creux d’équations linéaires.
Cette méthode de modélisation nécessite le découpage du domaine d’étude en
sous-espaces élémentaires et de définir des conditions aux limites de ce domaine
borné afin de garantir l’unicité des solutions. Le découpage de la structure consti-
tue la réalisation du maillage du domaine. Les sous-espaces obtenus sont appe-
lés les éléments du maillage. Des fonctions d’approximation ou fonctions de forme
de la solution sont définies sur chacun des éléments à partir de valeurs calculées
en un nombre fini de points positionnés sur chaque élément. Pour le cas scalaire,
ces points sont appelés les nœuds du maillage. Les valeurs de ces fonctions en ces
nœuds sont les degrés de liberté. L’approximation de la solution sur tout le domaine
étudié est assurée par la somme, correctement pondérée, des fonctions d’approxi-
mation (ou fonctions de forme) définies par morceaux.
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- Remarque 2 : Le cas vectoriel nécessite l’utilisation des nœuds (pour la com-
posante longitudinale) et des arêtes (pour la composante transverse) comme
nous le verrons dans la section 5.2.2.
Nous allons appliquer la Méthode des Éléments Finis à l’étude électromagné-
tique de la propagation d’une onde dans les fibres optiques.
J Point clé :
Pour modéliser l’équation (2.9) par la Méthode des Éléments Finis, nous de-
vons procéder par étapes successives. La première partie concerne l’écriture
de la formulation faible et constitue un préliminaire à la résolution du pro-
blème par la MEF. En effet, la présence d’une dérivée partielle d’ordre 2 dans
l’équation (2.9) et l’utilisation de fonctions de forme de degré un, nous im-
pose d’affaiblir l’équation vers l’ordre 1. La deuxième partie consiste à ap-
proximer la fonction φ par une combinaison linéaire de fonction de forme
correctement pondérée : c’est le principe de la méthode de Galerkin.
Voici la démarche que j’ai choisie d’adopter pour présenter la Méthode des Élé-
ments Finis à travers le problème non-linéaire que nous voulons résoudre :
Première partie : Formulation variationnelle du problème
Ê Nous posons le problème physique sous la forme d’une équation différen-
tielle ou aux dérivés partielles (équation (2.9)). Cette équation est à satisfaire
en tout point du domaine F représentant la coupe transverse de la fibre op-
tique et qui peut présenter des conditions aux limites sur ses bords.
Ë Nous choisissons alors le domaine de définitionD du problème considéré en
fonction des conditions aux bords (conditions de Dirichlet homogène, condi-
tions de Neumann, ...).
Ì Nous multiplions l’équation aux dérivées partielles (2.9) par une fonction de
pondération ou fonction de forme correctement choisie et appartenant à l’es-
paceD défini précédemment.
Í Nous utilisons une intégration par parties classique (monodimensionnelle)
ou généralisée (multidimensionnelle) pour affaiblir le problème. Ceci signi-
fie que l’équation (2.9) passe d’une équation différentielle d’ordre 2 à une
équation différentielle d’ordre 1.
Î Nous en déduisons la formulation faible de l’équation différentielle initiale
(2.9).
Deuxième partie : Méthode des Éléments Finis et méthode de Galerkin
Ï Nous définissons un sous-espaceDm de dimension finie m, inclus dans l’es-
pace de dimension infinieD , pour rendre possible le traitement numérique.
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Ð Nous récrivons la formulation faible du problème approximé en dimension
finie.
Ñ Nous appliquons alors la méthode de Galerkin qui consiste à écrire la fonction
inconnue φ sous la forme d’une combinaison linéaire de fonctions de forme
correctement pondérées. Ceci permet d’obtenir un système discret (système
matriciel) en choisissant successivement comme fonction de pondération
dans la formulation faible ces mêmes fonctions de forme. Ce choix est très
important car il permettra d’optimiser la vitesse de la résolution numérique
de l’équation (obtention de matrices creuses).
Ò Nous calculons alors la matrice A découlant de la discrétisation de la formu-
lation faible. Un choix approprié des fonctions de forme permet d’obtenir
une matrice creuse (notée matrice A) dont le traitement numérique est sim-
plifié et accéléré.
Ó Nous pouvons alors résoudre numériquement (par exemple avec la méthode
d’Arnoldi [16, 7]) l’équation aux valeurs propres Aφ=β2φ déduite de l’équa-
tion non-linéaire aux dérivées partielles (2.9) grâce à la méthode de Galerkin.
Par cette démarche, l’équation aux dérivées partielles a été transformée en un
système creux d’équations linéaires.
2.2.2 Formulation faible de l’équation non-linéaire
La Méthode des Éléments Finis est une méthode d’approximation des solutions
d’équations aux dérivées partielles construite à partir d’une formulation équiva-
lente du problème à résoudre ; il s’agit de la formulation variationnelle ou formu-
lation faible du problème.
C’est un préalable à la MEF proprement dite. En effet, nous ne pouvons pas di-
rectement utiliser les éléments finis car ils nécessitent l’utilisation de fonctions de
forme linéaires de degré 1 (éléments finis d’ordre 1). Or, comme l’équation (2.9)
présente une dérivée seconde, ces fonctions de formes s’annulent. Pour contour-
ner cette difficulté, plutôt que de prendre des dérivées sur des distributions, nous
introduisons une formulation variationnelle ou formulation faible.
Enfin, notre domaine d’étude est la section transverse de la fibre, il s’agit donc
d’un espace à deux dimensions.
Pour aboutir à la formulation faible du problème, nous devons définir l’espace
de travail (pointË). SoitD un espace vectoriel où le champ φ est défini. Sur le plan
mathématique, nous relions cet espace aux espaces fonctionnels les plus classiques
qui prennent en compte la réalité physique du problème considéré, en particulier
le plus simple, l’espace L 2(F ) des fonctions de carré intégrable sur F (représen-
tant la section transverse de la fibre optique). De plus, nous supposons que la fonc-
tion (ou le champ) φ est deux fois différentiable et que ∆tφ appartient également à
L 2(F ).
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En résumé, l’espaceD est défini par :
D =
{
φ ∈L 2(F ), ∆tφ ∈L 2(F )
}
où ∆t représente l’opérateur Laplacien transverse. Cet espace est défini dans la lit-
térature comme un espace de Sobolev d’ordre 1 notéH 1(F ). De plus, nous consi-
dérons la condition de Dirichlet homogène : le champ est nul au bord de la fibre :
D = {φ ∈H 1(F ), condition de Dirichlet homogène }.
Cet espace est noté dans la littératureH 10 (F ). On a donc également l’inclusion sui-
vante
H 10 (F )⊂H 1(F )⊂L 2(F )
- Remarque 3 : L’étude du mode fondamental dans la fibre à saut d’indice est
sans pertes. Le champ est donc nul à l’infini. En revanche, le mode fonda-
mental est à pertes dans la FOM. Le champ ne serait donc pas nul à l’infini.
Comme nous le verrons dans la section 3.2.2, une méthode numérique par-
ticulière est utilisée pour étudier le mode fondamental dans la FOM. Celle-ci
consiste à utiliser une couche parfaitement adaptée autour de la fibre op-
tique appelée PML (Perfect Matching Layer). Le champ est, dans ce cas, nul
sur le bord extérieur de la PML et les pertes sont correctement évaluées.
Nous pouvons à présent définir notre problème de manière plus précise :






Nous allons maintenant mettre le problème (2.10) sous forme variationnelle.
Cette démarche, préalable à l’approximation par la MEF d’une équation aux déri-
vées partielles, consiste en la multiplication de cette équation par une fonction de
pondération appropriée (pointÌ) et à l’intégration par parties sur le domaine F où
est définie l’équation (pointÍ).
On montre en analyse fonctionnelle l’équivalence suivante
∫
F
φ(x, y)φ′(x, y)dS = 0 ∀φ′ ∈H 10 (F ) ⇔ φ(x, y)= 0 ∀(x, y) ∈ F 2 (2.11)
où F représente la région transverse de la fibre optique (à saut d’indice ou micro-
structurée) etφ′ la fonction de pondération. Comme nous nous plaçons dans le cas
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bidimensionnel, il faut utiliser une intégration par parties généralisée dont l’écri-
ture est donnée par la formule de Green à deux dimensions
∫
F










où ∂F est le contour du domaine F , φ′(x, y) la fonction de forme à choisir et ∂φ/∂n
la dérivée normale.
Si nous multiplions l’équation du système (2.10) par la fonction de forme φ′,










φ(x, y)φ′(x, y)dS ∀φ′ ∈H 10 (F ) (2.13)
où H 10 (F ) représente l’espace de Sobolev d’ordre 1 avec la prise en compte des
conditions aux limites de Dirichlet homogènes. La permittivité relative ²r est défi-
nie d’après l’équation (1.23) par :
²r (x, y)= n20(x, y)+1nln2K er r
∣∣φ(x, y)∣∣2 . (2.14)
D’après la remarque 3, le champ est nul sur le bord extérieur de la fibre optique
ce qui justifie le choix de la condition de Dirichlet homogène ((φ,φ′) ∈H 10 (F )×
H 10 (F )). Dans ces conditions, l’intégrale curviligne disparaît.













φ(x, y)φ′(x, y)dS ∀φ′ ∈H 10 (F ).
(2.15)
Il s’agit donc d’un problème aux valeurs propres en β2 où le paramètre d’entrée est
la longueur d’onde λ (à travers le vecteur d’onde k0) et où le terme non-linéaire se
situe dans las permittivité relative ²r donnée par l’équation (2.14).
Pour clarifier l’écriture des expressions, nous considérons l’application
a : H 10 (F )×H 10 (F ) → C
(φ,φ′) → a(φ,φ′)
2.2 La Méthode des Éléments Finis appliquée au problème étudié 31







²r (x, y)φ(x, y)φ
′(x, y)dS. (2.16)




φ(x, y)φ′(x, y)dS (2.17)
alors nous admettons le théorème suivant [64] :
â Théorème : Toute solution du problème (2.10) est solution du problème sui-
vant 
Déterminer le champ φ ∈H 10 (F ) tel que :
a(φ,φ′)=β2 <φ,φ′ >, ∀φ′ ∈H 10 (F )
(2.18)
Par simple remontée des calculs, il est facile de montrer que les problèmes (2.10)
et (2.18) sont équivalents. En outre, c’est ce problème que nous pourrons résoudre
numériquement car il se présente sous forme matricielle.
- Remarque 4 : la fonction a est une forme bilinéaire, continue et coercive (i.e.
il existe une constante α telle que a(u,u)>α‖u‖2 , ∀u ∈ F ). De plus, comme
nous le savons, le produit scalaire euclidien est une forme définie, bilinéaire,
symétrique et positive.
- Remarque 5 : dans la formulation (2.18) du problème, la dérivée seconde de
la fonction n’apparaît pas ; cette formulation a donc un sens même si φ n’est
pas deux fois continûment différentiable. Nous avons donc affaibli le pro-
blème.
Notons que cette formulation faible ne comporte pas explicitement de condi-
tions aux limites ; celles-ci sont en fait incluses dans le choix de l’espaceH 10 (F ) des
fonctions tests associées au problème considéré.
2.2.3 Application de la méthode de Galerkin
La formulation faible définie précédemment est valable en dimension infinie.
Cependant, pour permettre une résolution numérique du problème variationnel
(2.18) issu de l’équation (2.10), nous devons projeter le domaine de définition pré-
cédentH 10 (F ) sur un espace de dimension m finie notéDm (pointÏ) où m repré-
sente le nombre de nœuds de la structure modélisée.
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Le domaineDm est engendré par les fonctions de formeα j , j = 1, . . . ,m définies
sur les nœuds dans le cas scalaire (figure 2.3) ou sur les nœuds et les arêtes dans le
cas vectoriel (figure 5.2). Nous allons alors approximer la solution φ du problème





φ jα j (x, y) α j ∈Dm (2.19)
où le coefficient φ j est l’inconnue du problème et représente la valeur du champ
au nœud j . C’est le principe de la méthode de Galerkin. La fonction de forme α j
est définie comme étant égale à 1 au nœud j et égale à 0 sur les autres nœuds du
domaine (voir FIG. 2.3). Ce choix permet l’obtention de matrices creuses.
Le problème en dimension finie associé au problème (2.18) devient alors (point
Ð) 
déterminer les coefficients φm ∈ Em tel que :
a(φm ,φ′m)=β2 <φm ,φ′m >, ∀φ′m ∈Dm .
(2.20)
où φm est approximée par la combinaison linéaire de fonctions de forme (équa-
tion (2.19)) et φ′m la fonction de pondération. En considérant la remarque 4, nous
admettons le théorème suivant [64] :
â Théorème : La forme bilinéaire a étant symétrique et coercive, alors la ré-
solution du problème (2.20) aboutit à la résolution d’un système algébrique
linéaire dont la matrice A = (a(α j ,αi )) est symétrique, définie positive.
Si nous utilisons dans l’équation (2.20) l’expression de φm donnée par la rela-
tion (2.19) et si nous remplaçons la fonction de pondération φ′m par la fonction de










φ j <α j (x, y),αi (x, y)>
∀i ∈ {1, . . . ,m}.
(2.21)
J Point clé :
Cette équation définit un système linéaire dont les inconnues sont les degrés
de liberté {φ j }
j=m
j=1 représentant les composantes deφm dans la base {α j }
j=m
j=1 .
Pour résoudre le système linéaire algébrique (2.21) pour chaque nœud i , nous
résolvons une équation linéaire aux valeurs propres à une inconnue φ j . La
détermination de φ j se fait en prenant une fonction de forme αi de même
nature que les fonctions de forme α j .
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Si nous écrivons le système (2.21) sous sa forme matricielle équivalente, nous
obtenons une matrice A (pointÒ). La structure de cette matrice dépendra du choix
de la base {α j }
j=m
j=1 des fonctions de forme et de la numérotation des points du
maillage, ce choix est capital.
Les fonctions de forme sont choisies à supports disjoints (figure 2.3), excepté
pour les points strictement contigus, i.e. d’une part α j (x, y) et α j−1(x, y) et d’autre
par α j (x, y) et α j+1(x, y). Cette propriété permet d’obtenir une matrice creuse 1
avec en général
a(α j ,α j−1) 6= 0, a(α j ,α j ) 6= 0, a(α j ,α j+1) 6= 0
a(α j ,αi )= 0 dès que
∣∣i − j ∣∣> 2.
La résolution du système linéaire précédent sera d’autant plus facile que la ma-
trice A est creuse voire de type bande suivant la diagonale. Une telle matrice est
appelée “matrice Hessenberg” et est schématisée par la figure 2.1.
FIGURE 2.1 – Forme d’une matrice de type Hessenberg. Les régions grisées sont les
emplacements des coefficients non nuls.
2.2.4 Principe et choix du maillage
Le découpage du domaine d’étude de dimension 2 2 entraînant la discrétisation
de l’équation se fait en utilisant des éléments simples, par exemple des triangles.
Ces éléments doivent respecter les conditions géométriques suivantes :
– le domaine d’étude est entièrement décrit par l’ensemble des éléments.
– deux triangles voisins doivent avoir en commun soit une arête, soit un som-
met (figure 2.2).
1. Le calcul n’est pas réalisé ici car il est peu utile à la compréhension de la méthode.
2. Le choix de la finesse du maillage sera expliqué ultérieurement avec notamment l’utilisation du
maillage adaptatif (section 3.3.2).
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mun aux triangles 1 et







FIGURE 2.2 – Configuration géométrique du maillage d’un domaine à deux dimen-
sions
Le choix le plus commode des fonctions de forme {α j }
j=m
j=1 se fait quant à lui
en utilisant une approximation ; il faut que ces fonctions soient continues par mor-
ceaux. Elles sont donc dans le cas bi-dimensionnel des fonctions linéaires (de degré
1) par rapport à x et à y définies sur chaque nœud : approximation nodale (dans le
modèle scalaire). Dans le cas vectoriel, les nœuds et les arêtes des triangles seront
pris en compte (voir la section 5.2.3 et en particulier la figure 5.2).
Comme nous l’avons expliqué précédemment, ces fonctions de forme consti-
tuent une base d’un espace fonctionnel de dimension finie. La figure 2.3 montre
une fonction de formeα j qui, comme nous l’avons choisi, est égale à 1 sur le nœud
j et égale à 0 sur les autres nœuds du domaine. Ces fonctions sont interpolées li-
néairement avec les différents nœuds voisins (polynôme de degré 1).
Finalement, l’affaiblissement du problème associé à la méthode de Galerkin
nous permet de passer de manière systématique d’une équation aux dérivées par-
tielles locale (2.9) à une équation intégrale (2.18) et enfin à un système algébrique
linéaire (2.22), dont le traitement numérique est facilité. Ainsi, la présentation de la
Méthode des Éléments Finis nous permet de montrer le principal intérêt de cette
méthode : sa grande souplesse pour la modélisation :
– des équations à résoudre
– des fibres optiques (comme nous allons le voir)
– de milieux non-linéaires donc inhomogènes.











FIGURE 2.3 – Fonction de forme à support borné associée à un nœud j dans le cas du
modèle scalaire. La fonction de forme α j est égale à 1 au nœud j et 0 sur les autres
nœuds suivant une fonction linéaire du premier ordre (polynôme de degré 1).
2.3 Présentation du processus itératif de résolution du
problème non-linéaire
Dans la section 2.2 précédente, nous avons exposé le premier volet de la mé-
thode numérique : il s’agit de la MEF permettant la modélisation du problème non-
linéaire. Le second volet est la conception et la réalisation d’un processus itératif
original permettant la résolution de la non-linéarité de type Kerr optique.
2.3.1 Utilisation de la méthode itérative de Picard
Nous ne pouvons pas résoudre numériquement et directement l’équation non-
linéaire (2.9). Il faut donc la linéariser, c’est-à-dire trouver un algorithme itératif
permettant de résoudre une suite de problèmes linéaires. La solution la plus natu-
relle est de choisir la méthode itérative de Picard dont le principe de base est relati-
vement simple. Il consiste à injecter dans le terme non-linéaire à l’étape d’itération
i la solution obtenue à l’étape i −1.
Cette méthode a une vitesse de convergence assez faible (asymptotiquement
linéaire) mais un grand rayon de convergence. C’est une des raisons de notre choix
car nous savons que l’effet non-linéaire peut entraîner une modification impor-
tante de l’indice de réfraction. Il est donc difficile de connaître à l’avance une bonne
approximation de la solution finale.
Dans cette étude, nous considérons un matériau avec un unique effet Kerr op-
tique. Dans ce cas, nous pouvons transformer l’équation non-linéaire (2.9) en ef-
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fectuant le changement de variable définissant le champ réduit φr :
φr (x, y)= nK er rφ(x, y) (2.22)
où φ est la solution du problème physique dépendant du coefficient non-linéaire du
matériau et φr est la solution du problème numérique que nous voulons résoudre.
Notons que φr est sans dimension. Nous obtenons alors l’équation de Helmholtz




∣∣φr,i ∣∣2 )φr,i =β2i φr,i (2.23)
où βi est la constante de propagation obtenue à l’étape i et φr,i est le champ asso-
cié. Ces deux grandeurs sont les inconnues du problème ci-dessus.
J Point clé :
L’équation (2.23) est indépendante du coefficient Kerr non-linéaire caracté-
ristique du matériau. Ceci signifie que la solution du problème et le pro-
fil d’indice associé seront aussi indépendants du coefficient nK er r . Dans ce
cadre, si nous considérons que :














et correspond à la grandeur déterminée à l’issue de la résolution numé-
rique du problème indépendamment du coefficient Kerr.
alors la puissance Pphy s à injecter dans la fibre optique pour obtenir effecti-
vement cette solution sera directement liée au coefficient non-linéaire carac-
téristique du matériau car, d’après l’équation (2.22),
Pnum = n2K er r Pphy s (2.26)
Dans ces conditions, plus le coefficient non-linéaire n2K er r sera important,
plus la puissance physique Pphy s à injecter dans la fibre optique pour obte-
nir la solution non-linéaire calculée numériquement (β,φr ) sera faible.
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- Remarque 6 sur les notations : par soucis de clarté, nous n’écrirons pas les
dépendances spatiales des fonctions utilisées lorsqu’elles sont implicites. En
revanche, lors de leur première utilisation elles seront clairement explicitées.
o Principe de la méthode itérative de Picard appliquée au problème non-
linéaire :
Ê Nous choisissons comme point de départ naturel (à l’étape 0) d’injecter la
solution issue de la résolution du problème linéaire
∆tφr,0+k20n20φr,0 =β20φr,0. (2.27)
Il s’agit de la résolution d’un problème linéaire aux valeurs propres où la va-
leur propre est la constante de propagation β20 et où φr,0 est le vecteur propre
associé. Pour une longueur d’onde fixée (k0 fixé), plusieurs modes sont ob-
tenus après résolution du problème linéaire (2.27). Chaque mode est carac-
térisé par le couple (β0,φ0) où l’amplitude du champ φ0 n’est pas fixée (pro-
blème linéaire).
Ë Nous choisissons, à travers la valeur propre β20, le mode que nous voulons
étudier et auquel est associé le champφr,0. Comme nous l’avons déjà évoqué,
c’est le mode fondamental qui sera pris en compte.
Ì À partir de ce champ, une nouvelle permittivité relative (i.e. un nouveau profil
d’indice) est calculée : ²r,0(x, y) = n20 +1nl
∣∣φr,0∣∣2. Il s’agit de la permittivité
relative ²r utilisée pour l’étape 1.
Í Puis, dans l’étape suivante (étape 1), la résolution de la nouvelle équation
linéaire aux valeurs propres est réalisée dans une fibre présentant la nou-
velle permittivité issue de l’itération précédente. Nous en déduisons alors
une valeur propre β21 et un vecteur propre associé φr,1 de telle sorte que nous
obtenions une solution possédant la même symétrie que le mode linéaire
initialement choisi à l’étape 0. Par exemple, pour le mode fondamental pris
comme point de départ dans la fibre à saut d’indice, la répartition du champ
est centro-symétrique. À l’étape 1 et tout au long du processus itératif, la ré-
partition du champ doit toujours rester centro-symétrique. Dans ce cas, la
symétrie du mode linéaire est conservée d’étape en étape.
Î Le processus est répété jusqu’à ce que les valeurs de β2 et de la permittivité
relative ²r atteignent un point fixe 3(convergence du processus).
Nous considérons que la convergence est atteinte lorsque la valeur absolue de
l’écart relatif δr el ati entre deux valeurs de β obtenues à deux étapes successives est
inférieure à 10−10. Autrement dit
3. Nous appellerons ce point fixe la solution auto-cohérente (voir la définition et la figure 2.6 de la
section 2.3.2.
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δr el ati =
∣∣∣∣βi −βi−1βi−1
∣∣∣∣< 10−10 ⇒ obtention du point fixe.
La figure 2.4 expose le principe de la méthode de Picard appliquée à l’équa-
tion (2.23). Ce processus se résume en une succession de résolution de problèmes
linéaires aux valeurs propres où β2i est la valeur propre et φr,i le vecteur propre asso-
cié à β2i . Une solution linéaire ou non-linéaire est donc caractérisée à la fois par βi









∣∣φr,i−1∣∣2 )φr,i =β2i φr,i
φr,0
φr,i
i ← i + 1
i = 0
i = 1, 2, ...
FIGURE 2.4 – Principe général de la méthode de Picard appliquée au problème non-
linéaire scalaire. À chaque étape d’itération, la résolution d’un problème linéaire aux
valeurs propres est effectuée dans une fibre optique présentant un profil d’indice de
réfraction déterminée avec le champ obtenu à l’étape précédente.
2.3.2 Originalité de la méthode : la renormalisation du champ
J Prise en compte du caractère non-linéaire du problème.
Ce processus semble a priori simple mais le caractère non-linéaire du pro-
blème n’a pas été pris en compte de manière correcte. En effet, dans la mé-
thode présentée ci-dessus (figure 2.4), à l’étape i le champ issu de l’étape
d’itération i − 1 est injecté sans que son amplitude ne soit fixée et ce dès
l’étape 0 (point Ê). Nous effectuons la résolution d’une succession de pro-
blèmes linéaires aux valeurs propres où l’amplitude du champ obtenu n’est
évidemment pas importante.
En effet, dans le cas linéaire, le principe de superposition s’applique : si φr,0
est solution (champ propre associé au mode considéré) alors quel que soit le
scalaire α, αφr,0 est aussi solution. Ce n’est évidemment pas le cas dans un
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problème non-linéaire qui dépend de l’amplitude du champ ; le principe de
superposition n’est plus applicable. Nous ne pouvons pas injecter n’importe
quel champ dans le terme non-linéaire. Il faut donc renormaliser la grandeur
φr,i (i > 0) à chaque étape d’itération de manière adaptée. Ceci constitue une
des originalités de notre méthode.
Dans cette perspective, comment définir une normalisation adéquate du champ
à injecter à chaque étape du processus ?
Normaliser le champ φr pour i > 0 revient à définir φr tel que
φr,i (x, y)=χiψi (x, y). (2.28)
L’expression et la valeur de χ est obtenue par l’annulation d’un résidu pondéré de
l’équation (2.23). La solution ψ est prise elle-même comme fonction de pondéra-
tion de façon à minimiser l’erreur là où le champ est le plus important. En pratique,
ceci revient à dire que l’on effectue l’intégration de l’équation (2.23) multipliée par
le conjugué de la fonctionψ sur le domaine, noté K , où il y a une non-linéarité Kerr.
o Technique nous permettant de déterminer le facteur de normalisation χ :
Tout d’abord, le changement de variable (2.28) est utilisé dans l’équation (2.23)
à l’étape d’itération i (i > 1). Dans ce cas, le champψi associé à la valeur propre β2i




∣∣χiψi ∣∣2 )ψi =β2i ψi (2.29)
L’annulation du résidu pondéré (qui constitue un critère de qualité dans le cadre
de cette méthode) est basée sur la relation (2.11) où nous multiplions simplement






∣∣χiψi ∣∣2 )ψi −β2i ψi )ψi dS = 0 (2.30)
où K correspond au domaine transverse de la fibre optique présentant un effet
Kerr optique et ψi le complexe conjugué de la fonction de pondération ψi tel que
ψiψi =
∣∣ψi ∣∣2. Si nous utilisons l’équation précédente (2.30) seule, nous pouvons en
déduire une expression de χi . Cependant, l’étude numérique nous a montré que
cette relation était mal conditionnée du fait que nous soustrayons des termes de
valeurs similaires.
Pour s’affranchir de cette contrainte, nous annulons le résidu issu de l’équation
linéarisée lors du processus itératif de Picard. Ainsi, nous avons







∣∣χi−1ψi−1∣∣2 )ψi −β2i ψi )ψi dS = 0 (2.31)
où χ0ψ0 =φr,0 est la solution obtenue par la résolution du problème linéaire initial.















∣∣χiψi ∣∣2 ∣∣ψi ∣∣2 dS (2.32)
où χi est une constante dans la région présentant un effet Kerr optique. De l’équa-















∣∣χi−1ψi−1∣∣2 ∣∣ψi ∣∣2 dS (2.33)





∣∣χi−1ψi−1∣∣2 ∣∣ψi ∣∣2 dS∫
K
∣∣ψi ∣∣4 dS , ∀i > 1. (2.34)
Le coefficient de renormalisation χi ainsi défini ne fait pas apparaître de soustrac-
tion entre des termes similaires, cette expression est donc bien conditionnée.
De plus, nous posons arbitrairement χ0 = 1 pour i = 0 ce qui nous permet de
définir χi pour tout i positif ou nul. La figure 2.5 résume ainsi le processus complet
du nouvel algorithme imaginé au cours de cette thèse.
L’algorithme proposé correspond, comme évoqué pour la méthode de Picard
simple (figure 2.4), à la résolution d’une suite de problèmes linéaires aux valeurs
propres. Cependant, dans le cas de cet algorithme, le champ injecté dans le terme
non-linéaire à chaque étape est correctement renormalisé par un coefficient déter-
miné par l’annulation de résidus pondérés (critère de qualité).
La grandeur d’entrée est la longueur d’onde (à travers le vecteur d’onde k0 =
2pi/λ) tandis que la solution en sortie sera représentée par le couple (β,χψ) (deux
inconnues). L’itération est effectuée jusqu’à la convergence du processus (δr el ati <
10−10). Nous allons alors implémenter cet algorithme itératif pour résoudre l’équa-
tion non-linéaire scalaire (2.9) à l’aide de la Méthode des Éléments Finis.
Pour plus de clarté, nous appelons cet algorithme SCLinN . Celui-ci nous per-
mettra de déterminer les solutions auto-cohérentes (Self-Coherent) à partir de la
solution du problème Linéaire Normalisée arbitrairement par χ0 = 1.














i = 1, 2, ...
i ← i + 1
Renormalisation




∣∣χi−1ψi−1∣∣2 ∣∣ψi ∣∣2 dS∫
K
∣∣ψi ∣∣4 dS
FIGURE 2.5 – Principe de l’algorithme proposé, basé sur la méthode de Picard et amé-
liorée par la renormalisation du champ injecté dans le terme non-linéaire. Applica-
tion au problème non-linéaire scalaire (2.9).
J Définition d’une solution non-linéaire auto-cohérente (Partie 1) 4 :
Soit une solution ψi obtenue à l’étape i du processus itératif. χiψi est alors
injectée dans le terme non-linéaire et une nouvelle permittivité est obtenue :
²r,i (x, y)= n20+1nl
∣∣χiψi ∣∣2. La résolution de l’équation linéaire dans une fibre
avec ce nouveau profil d’indice fournit alors une nouvelle solution χi+1ψi+1.
Si χi+1ψi+1 = χiψi ceci signifie que la solution auto-cohérente χcohψcoh est
telle que χcohψcoh = χi+1ψi+1 = χiψi (voir la figure 2.6). La solution auto-
cohérente ψcoh est donc la solution du problème non-linéaire obtenue à la
convergence de notre processus itératif SCLinN .
4. Se reporter à la section 3.4.1 pour la définition de la solution non-linéaire auto-cohérente com-
plète.
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i






FIGURE 2.6 – Définition de la solution auto-cohérente : si aux étapes i et i + 1 du
processus de Picard les champs ψi et ψi+1 sont égaux, alors ψi = ψi+1 = ψcoh où
ψcoh est le champ auto-cohérent associé à la valeur propre βcoh . Le profil de l’indice
de réfraction est déduit de la permittivité relative ²r,i = n20+1nl
∣∣χiψr,i ∣∣2.
2.4 Le choix du logiciel de résolution : Gmsh/GetDP
Pour les simulations, j’ai utilisé le logiciel libre Gmsh. C’est un mailleur qui per-
met la modélisation des différentes géométries de fibres avec la Méthode des Élé-
ments Finis. Il est associé à un solveur GetDP pour la résolution des problèmes aux
valeurs propres. Gmsh et GetDP sont disponibles gratuitement sur le site internet
(www.geuz.org) ainsi que les codes sources que nous avons compilé sur un calcu-
lateur multiprocesseur. Je vais effectuer une présentation rapide de ce logiciel et les
raisons qui nous ont poussées à choisir cette solution.
2.4.1 Le logiciel de maillage Gmsh
Gmsh 5 est un générateur automatique de maillage destiné à être utilisé par une
Méthode Éléments Finis. Il est construit autour de 4 modules (figure 2.7) :
MeshGeometry Solver − PostProcessingGetDP
FIGURE 2.7 – Principe général du fonctionnement de Gmsh
Õ la géométrie (Geometry) qui permet de définir (au moyen de points Point, de
segments Line, de cercles Circle, ...) la structure de la fibre quelle que soit sa
complexité. À partir de cette structure primaire, des régions (Plane Surface)
sont définies. Enfin, les entités Point, Line et Plane Surface peuvent être
représentées comme des entités physiques (figure 2.8). Pour une fibre op-
tique, nous pouvons associer, par exemple, une condition sur un bord phy-
sique (Physical Line) ou une fonction représentant un indice de réfraction
5. Gmsh est téléchargeable à l’adresse (www.geuz.org/gmsh) où une présentation détaillée y est réa-
lisée.
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à chaque région physique (Physical Surface). Ceci montre la grande sou-






FIGURE 2.8 – Une exemple de géométrie obtenue avec Gmsh
- Remarque 7 : dans Gmsh (et GetDP) l’unité de longueur est définie dans l’ab-
solue par les grandeurs physiques que nous voulons utiliser. Dans notre cas,
les dimensions transverses de la fibre seront de l’ordre du µm tout comme
la longueur d’onde λ. L’important sera d’employer ces grandeurs de manière
cohérente entre la géométrie définie et les propriétés physiques.
Õ le maillage (Mesh) qui est automatiquement généré après l’implémentation
de la géométrie et qui est principalement basé sur la triangulation de Delau-
nay [44, 45]. Dans la géométrie, une longueur caractéristique lc est associée à
chaque point et représente la finesse du maillage. Pour une longueur de seg-
















FIGURE 2.9 – Maillage de la géométrie obtenue avec Gmsh et pour différentes lon-
gueurs caractéristiques lc .
Õ le solveur (Solver) qui permet de résoudre l’équation non-linéaire dans la
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fibre modélisée par la Méthode des Éléments Finis (voir la présentation de
GetDP dans la section 2.4.2 suivante).
Õ le post-processing qui permet la visualisation du champ (ou d’autres gran-
deurs physiques) dans la fibre optique et pour les configurations scalaire et
vectorielle. Le champ scalaire est représenté par des surfaces tandis que le
champ vectoriel est représenté par des vecteurs tri-dimensionnels codés dans
les deux cas par une échelle de couleurs.
Ainsi, ce logiciel libre offre de nombreux avantages pour notre étude dans les
fibres optiques. Sa simplicité et sa modularité m’ont particulièrement aidées dans
la modélisations des différentes géométries aussi complexes soient elles. Nous pou-
vons alors aborder la présentation du solveur GetDP.
2.4.2 Le solveur associé à Gmsh : GetDP
GetDP 6 (pour General environment for the treatment of Discrete Problem) : est
un solveur numérique interfacé à Gmsh permettant entre autre la résolution de
problèmes électromagnétiques aux dérivées partielles par rapport aux deux dimen-
sions transverses pour des modèles scalaires (comme l’équation (2.23)) ou des mo-
dèles vectoriels (comme l’équation (5.3)).
GetDP dispose d’un langage interprété dont la syntaxe, proche de celle du C,
permet la définition de problèmes aux équations aux dérivées partielles sans devoir
modifier les sources et les recompiler 7. L’intérêt est de simplifier l’implémentation
du problème à travers une organisation structurée et progressive du code (figure
2.10). L’ajout de fonctionnalités y est de plus possible ce qui dans notre cas a été
primordial comme nous le verrons dans la section 2.4.4.
Õ Group, Function et Constraint correspondent aux caractéristiques physiques
de la fibre optique où Group permet de faire correspondre la géométrie défi-
nie par Gmsh avec des régions physiques utilisées par GetDP. Function per-
met de définir les grandeurs physiques comme, entre autres, les indices de
réfraction et la longueur d’onde. la fonction Constraint définit les conditions
aux limites que l’on veut imposer aux bords de la fibre (étude de structures
finies).
Õ FunctionSpace, Formulation, Resolution et PostProcessing forment la “boîte
noire” où sont définies l’équation non-linéaire et la résolution de celle-ci.
FunctionSpace correspond au choix des fonctions de base que nous utilisons
en tenant compte des contraintes. Formulation est l’implémentation de la
formulation faible du problème déterminée dans les modèles scalaire (équa-
tion 2.15) et en vectoriel (équation 5.22). Resolution correspond au choix de
6. GetDP est téléchargeable à l’adresse (www.geuz.org/getdp) où une présentation détaillée y est
réalisée.
7. Nous avons installé Gmsh et GetDP en les recompilant sur plusieurs calculateurs multi-
processeurs du laboratoire (sous UNIX). PETSc et Arpack ont notamment été utilisées.









du problème dans la fibre
FIGURE 2.10 – Principe général du fonctionnement de GetDP
la méthode de résolution utilisée suivant la nature du problème (il s’agit ici
d’équations aux valeurs propres). PostProcessing caractérise les fonctions que
nous voulons calculer ou représenter en sortie.
Õ PostOperation est le lien entre GetDP et l’extérieur permettant la visualisation
et/ou l’écriture dans des fichiers des résultats souhaités.
Ainsi, nous avons choisi ce logiciel car les codes sources sont disponibles et gra-
tuits. Ils peuvent donc être utilisés n’importe où et sur n’importe quelle machine en
particuliers des calculateurs multi-processeurs disposant de mémoire vive consé-
quente. André Nicolet ayant participé à son développement, il connaît très bien les
développeurs principaux P. Dular et C. Geuzaine. De ce fait, l’apprentissage de ces
outils a été facilité et j’ai pu contacter Christophe Geuzaine concernant certaines
difficultés rencontrées (et que nous expliciterons dans la section 2.4.4) lors de l’im-
plémentation du modèle non-linéaire.
2.4.3 La méthode de résolution de l’équation aux valeurs propres
Comme expliqué dans la section 2.3.1, la résolution du problème non-linéaire
se réduit à une succession de problèmes linéaires aux valeurs propres. Il peut alors
se révéler intéressant d’étudier la méthode utilisée par GetDP pour résoudre le pro-
blème aux valeurs propres. Il est à noter que nous ne rentrerons pas dans les détails
mathématiques de la méthode, ce n’est pas l’objet de cette thèse.
La méthode de résolution utilisée par GetDP est une méthode itérative de Kry-
lov pour les matrices creuses symétriques (fournies par la Méthode des Éléments
Finis). Il s’agit de la méthode itérative d’Arnoldi [7, 16] appliquée à une matrice A
dite “creuse” (définie dans la section 2.2.3). D’une part, elle permet de construire
progressivement une matrice de type Hessenberg (se reporter à la figure 2.1). Ce
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type de matrice est particulièrement bien adaptée à la recherche de valeurs propres)
dont l’ordre augmente à chaque étape d’itération. D’autre part, une fois cette ma-
trice construite, elle permet d’extraire les valeurs propres de l’équation considérée.
Il s’agit donc d’une méthode de préconditionnement des matrices pour résoudre
des systèmes linéaires creux de grandes dimensions. Cette méthode est indispen-
sable car la MEF génère des matrices creuses de grandes dimensions. Ce précon-
ditionnement est destiné également à augmenter la vitesse de convergence de la
méthode de résolution du système aux valeurs propres.
J Point clé :
La méthode d’Arnoldi permet de calculer plusieurs valeurs propres à la fois,
autour d’une valeur appelée décalage spectral préalablement définie par l’uti-
lisateur ce qui rend la méthode d’Arnoldi rapide. Comme nous l’avons vu
au paragraphe 2.3.1, au point de départ, un mode d’intérêt est choisi et doit
être suivi tout au long du processus itératif. Dans GetDP, le décalage spectral
est donc évidemment très important. Un préalable au réglage du décalage
est bien sûr de connaître une estimation de la valeur propre que l’on veut
trouver (suivant le mode que l’on veut étudier). Si le décalage n’est pas bien
choisi, nous pouvons obtenir plusieurs valeurs propres inutiles pour l’étude
du mode fondamental ou la divergence de la méthode d’Arnoldi (il n’y a pas
de valeur propre trouvée).
Cette étape fondamentale est particulièrement délicate dans le cas de l’étude
non-linéaire car la valeur propre β2 évolue à chaque étape d’itération. Il faudra
donc, dans un premier temps, visualiser la répartition du champ à chaque boucle
non-linéaire du processus itératif afin de vérifier que nous suivons bien le même
mode. Ainsi, il faudra s’approcher le plus possible de la bonne valeur propre pour
n’obtenir que celle-ci et pour une convergence rapide de l’algorithme.
- Remarque importante 8 : Dans le cadre de l’étude du mode fondamental, la
valeur propre correspond à la valeur de β2 la plus importante dans le spectre.
Son suivi au cours du processus itératif est donc relativement aisé. En effet, il
suffit de fixer le décalage au-dessus de la valeur propre attendue en sachant
que plus l’écart entre cette dernière et le décalage est faible plus la conver-
gence est rapide. En revanche, pour l’étude des modes d’ordres supérieurs,
cette étape est nettement plus délicate car les valeurs propres sont inférieures
à celle du mode fondamental et très voisines entre elles. Leur suivi est donc
difficilement réalisable au cours du processus itératif. C’est pourquoi nous
avons privilégié l’étude du mode fondamental qui est en général le premier
mode étudié.
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2.4.4 Les difficultés rencontrées
Comme nous venons de le voir, l’étude d’un problème non-linéaire est particu-
lièrement délicate. De plus, l’originalité de notre algorithme ajoute des difficultés
quant à son implémentation. Enfin, le logiciel Gmsh couplé à GetDP n’est pas un
logiciel “presse-bouton”. Ceci permet donc l’implémentation de problèmes spéci-
fiques mais entraîne de nombreuses difficultés qu’il a fallu surmonter.
Pour illustrer ces difficultés, nous présentons le principal problème rencontré.
Il est venu de la renormalisation du champ présentée au paragraphe 2.3.2. Ainsi, à




∣∣χi−1ψi−1∣∣2 )ψi =β2i ψi . (2.35)







il faut pouvoir injecter à l’étape i , les champs obtenus aux étapes i−2 et i−1. À l’ori-
gine, il n’était pas possible dans GetDP de prendre en compte les champs obtenus
à des itérations précédentes.
Dans un premier temps, nous avons traité un cas mono-dimensionnel à l’aide
d’un programme C extérieur que nous avons implémenté. La démarche consis-
tait non pas à considérer le champ complet mais un champ échantillonné sur un
segment transverse de la fibre et obtenu avec GetDP. Cette démarche nous restrei-
gnait à l’étude du mode fondamental dans la seule fibre à saut d’indice (centro-
symétrique) et était clairement très contraignante.
La solution était de pouvoir implémenter entièrement l’algorithme SCLinN (fi-
gure 2.5) dans GetDP. Nous avons donc proposé à Christophe Geuzaine de faire
évoluer son logiciel pour solutionner ce problème. Comme le montre le processus
représenté par la figure 2.11, la solution était d’utiliser une étape de PostOperation
(en rouge) permettant de sauvegarder les champs intermédiaires utiles à la renor-
malisation du champ. Pour cela, il a fallu définir des emplacements mémoires à
l’aide de registres permettant —à l’intérieur du processus itératif— de sauvegarder
puis d’utiliser les champs obtenus aux étapes précédentes.
Cet exemple montre combien il a été difficile d’implémenter notre algorithme
SCLinN avec GetDP. Cependant, la résolution de cette difficulté illustre également
combien le choix de ce logiciel s’est avéré payant.








FIGURE 2.11 – Modification de GetDP pour permettre la renormalisation du champ
à chaque étape de l’algorithme. Ajout d’une étape de “PostOperation” avec une nou-
velle gestion de registres permettant de sauvegarder les champs obtenus aux itéra-
tions précédentes.
Conclusion
Dans un premier temps, nous avons choisi de résoudre le problème non-linéaire dans le cas scalaire. Ceci nous a permis de mettre en place la méthode
numérique de résolution de la non-linéarité Kerr optique dans ce cas simplifié. La
première partie de cette approche originale concerne le choix de la méthode numé-
rique permettant la modélisation des géométries et des équations à étudier : il s’agit
de la Méthode des Éléments Finis. Cette méthode est particulièrement bien adap-
tée à la modélisation de milieux non-linéaires donc inhomogènes et de structures
complexes comme les FOMs. Dans la deuxième partie de notre méthode, nous
avons conçu un algorithme itératif original permettant la résolution du problème
non-linéaire. Le cœur du processus consiste à renormaliser le champ injecté dans
le terme non-linéaire à chaque itération. Enfin, le choix du logiciel basé sur la Mé-
thode des Éléments Finis s’est porté sur Gmsh associé à GetDP. Nous avons travaillé
en début de thèse en étroite collaboration avec Christophe Geuzaine pour pouvoir
implémenter l’algorithme proposé et solutionner les difficultés liées à GetDP.
Ces trois étapes nous ont montré que l’étude du problème non-linéaire tel que
nous l’abordons nécessite une approche pas-à-pas pour valider chaque étape et
aboutir aux solutions non-linéaires souhaitées que nous allons maintenant pré-
senter.
Chapitre
3 Vers une unique solution
non-linéaire scalaire
dans les fibres optiques
Introduction
Ce chapitre présente l’analyse technique de l’algorithme SCLinN dans le butd’analyser les solutions non-linéaires obtenues dans les fibres optiques. Nous
adopterons une démarche pas-à-pas, comme dans l’ensemble de ce manuscrit,
afin de valider chaque résultat. En préliminaire, les fibres optiques dans lesquelles
nous allons appliquer notre méthode numérique seront présentées. La première
fibre optique étudiée sera la fibre conventionnelle à saut d’indice nous permettant
d’aborder et de valider le cas linéaire puis le problème non-linéaire dans une géo-
métrie bien connue. La deuxième fibre étudiée sera la fibre optique microstructu-
rée à cœur plein présentant une structure transverse sensiblement plus complexe.
Cette dernière nous permettra de confirmer et d’étendre la validité des résultats
obtenus dans la fibre à saut d’indice. La vérification du cas linéaire se fera par com-
paraison de la MEF avec d’autres méthodes numériques : préliminaire au passage
à la partie non-linéaire. Puis, nous présenterons les différentes techniques numé-
riques que nous avons utilisées pour mettre au point et améliorer la nouvelle ap-
proche que nous proposons. Notons que les caractéristiques des solutions étudiées
seront l’indice effectif ne f f =β/k0 et le champ associé (avec son amplitude). En ef-
fet, la constante de propagation β et le champ associé sont les deux inconnues du
problème et sont les représentations physiques de la solution suivant la longueur
d’onde. Grâce à cette approche pas-à-pas, nous prouverons numériquement qu’il
n’existe qu’une unique solution non-linéaire appelée dans ce manuscrit solution
non-linéaire auto-cohérente ou soliton spatial pour une géométrie donnée et à une
longueur d’onde fixée.
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3.1 Présentation des fibres optiques étudiées
Nous allons présenter les deux types de fibres optiques analysées dans les cha-
pitres 3, 4 et 5. Dans un premier temps, nous considérerons la fibre conventionnelle
à saut d’indice. Nous choisissons de débuter par l’étude de cette fibre car sa géo-
métrie est simple et ses caractéristiques bien connues. La mise en place de notre
méthode numérique sera donc facilitée. Dans un deuxième temps, nous présente-
rons la fibre optique microstructurée à cœur plein qui ne sera étudiée qu’une fois
la méthode validée dans le cas de la fibre à saut d’indice.
3.1.1 La fibre conventionnelle à saut d’indice
Les premières simulations concernent l’étude de la fibre conventionnelle à saut
d’indice. Comme évoqué dans la section 2.1.2, nous allons nous placer dans l’ap-
proximation du guidage faible tel que l’écart relatif entre les indices de réfraction
de deux milieux (1) et (2) soit négligeable devant l’unité. Dans ce cas, si n1 et n2
(n1 > n2) sont respectivement les indices de réfraction du milieu (1) et du milieu




o La structure considérée
La structure guidante est supposée invariante par translation suivant l’axe z






FIGURE 3.1 – Fibre à saut-d’indice avec un cœur de haut indice entouré d’une gaine
“infinie” de bas indice.
Dans ces conditions et en respectant l’approximation du guidage faible, l’indice
de réfraction linéaire est correctement représenté par la fonction n0 telle que si Rc
représente le rayon du cœur
n0(x, y)=
{
n0,guide = 1.45 06 r 6Rc
n0,gaine = 1.435 r >Rc
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Nous considérons un cœur fabriqué en silice car c’est ce matériau qui est le plus
couramment utilisé en pratique. Enfin, nous supposons constant l’indice de réfrac-
tion suivant la longueur d’onde pour faciliter la compréhension des phénomènes
non-linéaires mis en jeu.
o La modélisation
La modélisation de la fibre à saut d’indice se fait avec Gmsh. Nous implémen-
tons la géométrie puis le maillage est généré automatiquement par le logiciel (fi-
gure 3.2). Une étude préalable du mode fondamental dans une fibre complète nous
permet de réduire la structure à un quart de fibre tout en conservant une visuali-
sation claire des résultats. Ceci est possible du fait des propriétés de symétrie de la
fibre et du mode fondamental que nous souhaitons étudier. Cette technique nous











(a) la fibre à saut d’indice
implémentée dans Gmsh
(b) le maillage généré par
Gmsh
(c) le mode fondamental
FIGURE 3.2 – Modélisation de la fibre à saut-d’indice.
Il suffit alors d’imposer les conditions aux bords adéquates pour sélectionner le
mode désiré (FIG. 3.2(a)). Dans l’exemple du mode fondamental, nous n’imposons
pas de conditions sur les bords (1) et (2) puisque le champ est centro-symétrique (il
s’agit de conditions aux limites de Neumann implicitement définies dans GetDP :
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dérivée du champ nulle). En revanche, nous imposons la valeur du champ nulle sur
le bord (3), il s’agit de la condition de Dirichlet homogène comme évoqué dans le
paragraphe 2.2.2 (conditions aux limites explicitement imposées dans GetDP).
- Remarque 9 : Connaissant la répartition centro-symétrique de mode fonda-
mental dans la fibre à saut d’indice, nous pourrions modéliser la fibre par un
segment (structure 1D). Cependant, nous voulons étudier les phénomènes
non-linéaires dans les FOMs, présentant une structure transverse particu-
lière, ce qui nécessite l’utilisation d’un modèle bi-dimensionnel.
3.1.2 La fibre microstructurée à cœur plein
Une fois que notre algorithme sera validé pour la fibre à saut d’indice, nous
pourrons passer à la fibre optique microstructurée (FOM) à cœur plein. Comme
nous l’avons évoqué en introduction de cette étude, la FOM présente de nombreux
degrés de liberté permettant d’observer un plus grand nombre de phénomènes in-
téressants en comparaison de la fibre à saut d’indice.
En général, elle est composée d’une matrice de silice entourant des trous d’air
de rayon a localisés sur les nœuds d’un réseau triangulaire. Les grandeurs caracté-
ristiques sont :
– le “pitch” Λ qui représente la distance entre les centres de deux trous d’air
voisins
– le rayon des trous a
– les indices de réfraction de la matrice et des trous.
Cependant, il existe de nouveaux verres intéressants dans l’étude des effets non-
linéaires. Il s’agit des verres de chalcogénures qui peuvent présenter des effets non-
linéaires jusqu’à 1000 fois supérieurs à ceux de la silice [40]. Dans le cadre de cette
étude, il s’agit bien entendu d’un avantage comme nous l’avons expliqué dans la
section 2.3.1.
En effet, nous savons que la grandeur Pnum déterminée à partir des solutions
non-linéaires obtenues avec l’algorithme SCLinN est Pnum = n2K er r Pphy s . De plus,
nous savons que le processus itératif est indépendant du coefficient non-linéaire
n2K er r caractéristique du matériau. Ceci signifie que si n
2
K er r est 1000 fois supérieur,
alors la puissance à injecter pour obtenir la solution non-linéaire (caractérisée par
Pnum) est 1000 fois inférieure. L’utilisation des verres de chalcogénures pour la fa-
brication des FOMs est donc un avantage pour l’étude expérimentale de la non-
linéarité dans ces structures.
o La structure considérée
L’utilisation de la silice ou des verres de chalcogénure associés à la présence des
trous d’air nous font bien évidemment sortir de l’approximation du guidage faible.
Dans le cas linéaire, l’indice de réfraction n0 est alors :
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n0(x, y)=
{
1.45 dans la matrice en silice
1.0 dans les trous d’air
La FOM peut être vue comme un réseau fini de trous d’air dans lequel une in-
clusion est omise au centre créant un défaut et constituant le cœur de la fibre où se
propage le mode fondamental que nous souhaitons étudier. Comme nous pouvons
le voir sur la figure 3.3, l’utilisation des FOMs permet d’aborder une structure bien
plus complexe et intéressante que la fibre à saut d’indice.
FIGURE 3.3 – Fibre optique microstructurée à cœur plein de diamètre extérieur égal
à 140 µm composée d’une matrice en verre de chalcogénure (présentant un fort coef-
ficient non-linéaire environ 120 fois supérieur à celui de la silice) et de 3 rangées de
trous d’air. (diam. cœur≈ 10 µm). Photo : L. Brilland, J. Troles - Université de Rennes
et Perfos.
En effet, la taille des inclusions et leur espacementΛ peuvent être modifiés. De
ce fait, la taille du défaut central (cœur) peut varier de manière importante. Enfin,
le contraste d’indice dans le cas linéaire est également beaucoup plus important
que la fibre à saut d’indice. Ceci ce traduit donc dans les propriétés physiques de la
fibre et notamment la modulation des effets non-linéaires.
- Remarque importante 10 : La FOM étant constituée d’inclusions d’air entou-
rées d’une matrice de silice, nous ne sommes plus dans l’approximation du
guidage faible. Cependant, pour la validation de la méthode numérique et
l’interprétation des résultats physiques mis en jeu, nous conserverons le mo-
dèle scalaire afin de faciliter la réalisation des calculs. En revanche, dans le
chapitre 5, le cas vectoriel sans approximation sera étudié dans le but, d’une
part, de quantifier l’effet des approximations utilisées et, d’autre part, de mo-
déliser le problème dans son ensemble.
o La modélisation
La figure 3.4 montre la modélisation de la fibre par la Méthode des Éléments
Finis. Comme dans le cas de la fibre à saut d’indice, nous considérons un quart de
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fibre pour limiter le nombre d’éléments et donc améliorer la vitesse de calcul. Il est
à noter que le secteur géométrique irréductible est en réalité pi/3 mais des raisons












(a) Géométrie considérée de la fibre mi-
crostructurée
(b) le maillage associé
(c) le mode fondamental
FIGURE 3.4 – Modélisation de la fibre optique microstructurée à cœur plein.
De plus, les figures 3.3 et 3.4 montrent que les inclusions d’air sont réparties sui-
vant une maille triangulaire. Nous remarquons que la structure est invariante par
rotation d’un angle égal à 2pi/6 (indice 6) et il y a exactement six plans de symétrie.
Ces plans de symétrie appartiennent à l’axe de rotation et l’angle entre deux plans
de symétries voisins est égal à pi/6 (indice v). Dans ce cas, cette symétrie est notée
dans la littérature C6,v [17, 48, 49].
Pour l’étude du mode fondamental scalaire, nous pouvons donc modéliser la
fibre suivant une section pi/3 ou comme présenté ici suivant une section pi/2 sans
altérer la solution recherchée comme nous l’avons précédemment évoqué. En effet,
l’étude préalable du mode fondamental dans une structure complète nous permet,
comme pour la fibre à saut d’indice, de restreindre la géométrie à un quart de fibre.
Des conditions de Neumann implicites sont appliquées sur les bords (1) et (2) (fi-
gure 3.4(a)). Ceci signifie que la dérivée du champ est nulle. Elles sont implicites
car en pratique, dans GetDP, nous n’imposons pas de conditions aux limites sur ces
bords. Enfin, nous définissons une condition de Dirichlet homogène explicite pour
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le bord (3). Ces conditions seront différentes pour l’étude du mode fondamental
vectoriel (section 5.4.2).
Afin de modéliser une géométrie infinie par une géométrie finie sans modifier
les propriétés des solutions, nous utilisons une couche absorbante particulière ap-
pelée PML dont nous définirons le rôle dans la suite du manuscrit (section 3.2.2 et
annexe B).
Nous venons de le voir, la géométrie de la fibre optique microstructurée est bien
plus complexe. De plus, le nombre de degrés de liberté de la structure est bien su-
périeur à celui de la fibre à saut d’indice. Enfin, cette géométrie ne satisfait plus
l’approximation du guidage faible : le contraste d’indice est d’environ 50% contre
1% dans le cas de la fibre conventionnelle. Ainsi, l’étude de la non-linéarité dans ces
fibres est plus délicate et ce fera après la validation de la méthode numérique et des
implications physiques dans la fibre à saut d’indice. Ceci s’inscrit dans la démarche
pas-à-pas nécessaire au développement de notre approche de la non-linéarité.
3.2 Validation de la méthode numérique : étude du cas
linéaire
Nous abordons un problème nouveau, l’étude du problème non-linéaire dans
le cadre de l’approximation scalaire. Il va nous permettre de valider notre méthode
numérique dans un cas simple. La première étape est bien évidemment de vérifier
avec l’utilisation de différentes méthodes numériques existantes les résultats obte-
nus pour le problème linéaire scalaire. Nous rappelons que l’équation (2.27) est à
résoudre dans ce cas :
∆tψ0+k20n20ψ0 =β20ψ0. (3.2)
3.2.1 Comparaison des méthodes FFF-MS et Éléments Finis
La méthode FFF-MS (Fast Fourier Factorization - Mode Searching) est une Mé-
thode Différentielle [10]. Cette dernière consiste à réduire les équations de Maxwell
en un système d’équations différentielles du premier ordre à intégrer numérique-
ment en exploitant les propriétés opto-géométriques de la structure étudiée. Dans
le cas de son formalisme écrit en coordonnées cylindriques pour les FOMs [20, 38],
les dépendances spatio-temporelles du champ électromagnétique sont explicitées
par :
– l’hypothèse du régime harmonique
– l’invariance de la fibre optique selon son axe (0z)
– la périodicité intrinsèque selon la variable angulaire.
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Ceci permet de développer les grandeurs opto-géométriques en séries de Fourier.
Toutefois, la résolution numérique de cette théorie nécessite l’emploi de deux mé-
thodes sous-jacentes.
La première appelée “Fast Fourier Factorization” (FFF, ou “Factorisation Rapide
de Fourier”) [10] permet d’exprimer dans l’espace de Fourier tronqué les relations
constitutives des milieux (équations (1.8) et (1.9)) par application des règles de fac-
torisation adéquates [57] qui tiennent compte des discontinuités des champs aux
interfaces des différents milieux.
La seconde méthode appelée “Algorithme de propagation de la matrice S” [56]
vise à enrayer les problèmes de contaminations numériques qui apparaissent lors
de l’intégration du système différentiel.
Avec cette méthode vectorielle, nous allons vérifier les résultats obtenus avec
la Méthode des Éléments Finis dans une formulation scalaire pour la fibre à saut
d’indice et dans le cadre de l’approximation du guidage faible pour cette géomé-
trie (figure 3.5). Nous considérons une fibre à saut d’indice dont le rayon du cœur
est Rc = 2.0 µm. L’indice de réfraction du cœur est n0,guide = 1.45 et dans la gaine
n0,gaine = 1.435. La comparaison de l’indice effectif à partir de la méthode FFF-MS
















FIGURE 3.5 – Comparaison de l’indice effectif obtenu par la MEF dans le modèle sca-
laire et la FFF-MS (modèle vectoriel) dans une fibre à saut d’indice de rayon de cœur
Rc = 2.0 µm et d’indices de réfraction n0,guide = 1.45 et n0,gaine = 1.435.
La figure 3.5 montre la parfaite cohérence des valeurs de l’indice effectif obte-
nues avec les deux méthodes et ce pour toute la plage des longueurs d’onde étudiée.
Une comparaison plus précise est effectuée dans le tableau 3.1. Nous remar-
quons que l’écart relatif ∆l i n entre les deux valeurs données par les méthodes FFF-
MS et Éléments Finis est de l’ordre de 10−5. Les valeurs de ∆l i n augmentent avec la
longueur d’onde pour deux raisons :
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λ (µm) ne f f - FFF-MS ne f f - MEF ∆l i n
0.5 1.447792899 1.447785 5.44219×10−6
2.75 1.435656766 1.435669 8.45318×10−6
5.0 1.435283937 1.435179 7.30130×10−5
TABLE 3.1 – Comparaison des valeurs de l’indice effectif du mode fondamental four-
nies par la méthode FFF-MS et la MEF pour une fibre optique à saut d’indice de rayon
de cœur Rc = 2.0 µm. ∆l i n correspond à l’écart relatif entre les deux valeurs données
par les méthodes FFF-MS et Éléments Finis.
– La structure de la fibre à saut d’indice modélisée n’est pas infinie se qui altère
très légèrement les calculs pour les grandes longueurs d’onde.
– Le modèle scalaire s’écarte très légèrement du modèle vectoriel (méthode
FFF-MS) pour les grandes longueurs d’onde puisque le champ est fortement
délocalisé dans la structure. L’effet de l’interface cœur gaine est donc plus im-
portant.
3.2.2 Utilisation des PMLs pour l’évaluation des pertes
Nous allons à présent comparer les résultats obtenus par la MEF dans les fibres
optiques microstructurées.
Contrairement à la fibre à saut d’indice, ces fibres sont constituées d’une région
infinie de haut d’indice. Dans ce cas, les constantes de propagation et donc les in-
dices effectifs des modes de cette structure présentent une partie imaginaire non
nulle [17]. En effet, la FOM est constituée d’une matrice de silice avec un nombre
fini de rangées d’inclusions. Au delà de ces rangées, l’indice de réfraction linéaire
dans la FOM est constant ce qui entraîne l’existence de pertes (partie imaginaire de
l’indice effectif non nulle). “Malheureusement”, l’utilisation d’une méthode numé-
rique quelle qu’elle soit, nous oblige à borner le domaine d’étude tout en conser-
vant les propriétés physiques.
La technique la plus intéressante est d’entourer le domaine d’étude d’un mi-
lieu artificiel absorbant dans lequel les ondes sont atténuées. Le calcul de la partie
imaginaire de l’indice effectif est réalisé avec l’utilisation d’une couche absorbante
circulaire appelée couche parfaitement adaptée ou PML (Perfect Matching Layer)
[39, 33]. Cette technique consiste à modifier les équations de Maxwell de manière
à absorber les réflexions à l’intérieur du milieu considéré. Ainsi, la transmission du
champ entre la fibre et la couche absorbante ainsi adaptée ou PML se fait sans ré-
flexion quelle que soit la longueur d’onde ou la polarisation.
Les calculs théoriques ont été réalisés pour définir une PML scalaire circulaire
entourant une fibre optique microstructurée [66]. Notons qu’il est également pos-
sible de déterminer et d’implémenter des PMLs rectangulaires autour des FOMs
58 Vers une unique solution non-linéaire scalaire dans les fibres optiques
[33]. Concrètement, il nous suffit de modifier la permittivité ²Z .T.r,0 de la Zone de
Transition (région linéaire et circulaire autour de la structure) de la fibre (FIG. 3.4(a))
en introduisant un tenseur TP ML représentant les caractéristiques de la PML tel que
²Z .T.r,0 devient TP ML²
Z .T.
r,0 (3.3)
Nous explicitons dans l’annexe B ce tenseur et comment adapter ces couches PMLs
pour évaluer au mieux les pertes, quantifiables par le calcul de la partie imaginaire
de l’indice effectif.
3.2.3 Comparaison des méthodes Multipolaire et Éléments Finis
Une fois que la PML a été optimisée 1, les résultats obtenus dans le cas scalaire
avec PML sont comparés avec ceux obtenus avec une autre méthode numérique
cette fois-ci partiellement analytique : la Méthode Multipolaire (MM).
La méthode Multipolaire est une méthode numérique qui permet de détermi-
ner avec une très grande précision et une très grande rapidité les modes (éventuel-
lement à pertes) des fibres optiques microstructurées. Elle est la méthode de réfé-
rence pour l’étude des propriétés physiques des FOMs et est basée sur l’utilisation
du développement en série de Fourier-Bessel des champs électro-magnétiques.
Elle peut en outre tenir compte des éventuelles pertes matériaux.
Sa précision et son efficacité proviennent des raisons suivantes :
– Les équations de Maxwell sont réduites à un système ne faisant plus inter-
venir que des composantes longitudinales des champs électrique et magné-
tique.
– Dans sa version où seules des inclusions circulaires sont considérées, une
grande partie des calculs est effectuée analytiquement ce qui réduit consi-
dérablement le nombre de calculs à effectuer numériquement.
– Les propriétés de symétries des structures à modéliser peuvent être prises
en compte dans la description des symétries des modes qu’elles supportent.
Ceci réduit la taille des systèmes à calculer.
– Du point de vue théorique, un seul paramètre numérique existe dans la mé-
thode : il s’agit de l’ordre de troncature des développements de Fourier-Bessel.
Ceci facilite grandement les études de convergence des résultats.
- Remarque 11 : Cette méthode semi-analytique nous donne donc des résul-
tats très précis dans le cas vectoriel ce qui permet de faire une comparaison
1. Voir la démarche dans l’annexe B.
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quantitative des résultats scalaires fournis par la Méthode des Éléments Fi-
nis. Nous pourrons par ailleurs déterminer l’effet de l’approximation scalaire
dans le cas linéaire par rapport au cas vectoriel sans approximation de la Mé-
thode Multipolaire.
Pour cela, nous considérons une fibre optique microstructurée dans laquelle le
pitch Λ = 2.3 µm, le rayon des inclusions d’air a = 0.5 µm et l’indice de réfraction








































FIGURE 3.6 – Comparaison des parties réelles et imaginaires de l’indice effectif pour
la MEF dans le modèle scalaire et la MM vectorielle pour une FOM à trois rangées
d’inclusions d’air de rayon a = 0.5 µm et de pitchΛ= 2.3 µm.
Pour les faibles longueurs d’onde (λ/Λ < 0.5), les résultats donnés par la MEF
dans le modèle scalaire sont voisins de ceux fournis par la Méthode Multipolaire
vectorielle. Comme le montre la figure 3.6 et le tableau 3.2, cette tendance est non
seulement remarquable pour la partie réelle de l’indice effectif (l’écart relatif est de
l’ordre de 0.1%) mais aussi pour la partie imaginaire. Ceci s’explique par le confi-
nement important du champ dans le cœur de la fibre. Ces résultats valident donc :
– l’approximation scalaire pour les faibles longueurs d’onde
– les résultats linéaires obtenus par notre méthode numérique.
Pour des longueurs d’onde plus importantes (λ/Λ > 0.5), l’écart entre la partie
réelle de l’indice effectif des cas scalaire et vectoriel augmente car le champ est plus
étalé dans la structure. L’influence des trous d’air est alors plus importante et de fait
l’approximation du guidage faible devient moins précise. Notons enfin que la simi-
litude de la valeurs des pertes pour des longueurs d’onde voisines de λ= 2.5 µm ne
signifie pas que celles-ci sont parfaitement évaluées par la MEF scalaire dans cette
région. Il s’agit simplement d’un croisement entre les valeurs obtenues par la MM
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MM MEF ∆l i n
Nr = 2 Re(ne f f ) 1.4210361 1.4230792 0.001438Im(ne f f ) 2.3807×10−5 2.1694×10−5 0.0888
Nr = 3 Re(ne f f ) 1.4210465 1.4228891 0.001298Im(ne f f ) 8.118×10−7 7.458×10−7 0.0814
TABLE 3.2 – Comparaison des valeurs de l’indice effectif du mode fondamental don-
nées par la MM vectorielle et la MEF du modèle scalaire pour une fibre optique mi-
crostructurée à deux et trois rangées d’inclusions d’air de rayon a = 0.5 µm, de pitch
Λ= 2.3 µm et pour λ= 1.56 µm. ∆l i n correspond à l’écart relatif entre la valeur four-
nie par la MM et celle donnée par la MEF.
vectorielle et la MEF dans le modèle scalaire.
Cependant, pour étudier l’effet Kerr optique dans les fibres optiques, l’approxi-
mation scalaire est suffisante. Une fois que les phénomènes engendrés par la non-
linéarité auront été compris et expliqués dans le cas scalaire, l’étude du cas vecto-
riel (chapitre 5) nous permettra d’aborder le problème non-linéaire sans approxi-
mation.
Ainsi, les résultats montrés par les figures 3.5 et 3.6 et les tableaux 3.1 et 3.2 nous
permettent de valider notre méthode numérique. Nous pouvons maintenant abor-
der l’étude de l’effet Kerr optique dans les fibres à l’aide d’une méthode numérique
fiable dans le cas linéaire.
3.3 Premiers résultats dans le cas non-linéaire
Comme nous venons de le voir, la méthode numérique utilisée dans le cas sca-
laire linéaire est parfaitement valable. Nous pouvons alors aborder la partie non-





3.3.1 Étude de la convergence
La première question que nous devons nous poser est : l’algorithme SCLinN pré-
senté dans la section 2.3.2 est-il convergent en présence d’une non-linéarité Kerr ?
4 Cas de la fibre optique à saut d’indice
Nous considérons une fibre à saut d’indice possédant un cœur de rayon Rc = 2
µm, d’indice de réfraction n0,guide = 1.45 et entouré d’une gaine infinie d’indice de
réfraction n0,gaine = 1.435. Nous remarquons que la convergence (telle que nous
3.3 Premiers résultats dans le cas non-linéaire 61



































FIGURE 3.7 – Convergence de l’algorithme SCLinN et écart relatif associé pour la fibre
à saut d’indice décrite. Représentation du champ dans les cas du mode fondamental
issu de la résolution du problème linéaire et de la solution non-linéaire associée à ce
mode.
Après 16 étapes d’itération, l’écart relatifδr el ati entre deux valeurs deβ obtenues
à deux étapes successives est effectivement inférieur à 10−10. La figure 3.7 montre
également la répartition du champ dans le cas linéaire (étape 0) et dans le cas de la
présence de l’effet Kerr optique à la convergence (étape 16). L’effet non-linéaire en-
traîne ainsi un confinement du champ dans le cœur de la fibre à saut d’indice[30].
4 Cas de la fibre optique microstructurée
Une fois la convergence vérifiée dans le cas de la fibre à saut d’indice, nous pou-
vons passer à l’étude de la fibre optique microstructurée.
Nous considérons une fibre à trois rangées de trous d’air entourées d’une ma-
trice de silice présentant un effet Kerr optique. Le pitchΛ est égal à 6 µm et le rayon
des trous est a = 1.5 µm de telle sorte que le rapport du diamètre des trous d’air sur
le pitch est égal à 0.5 (voir la figure 2 dans l’introduction générale).
Comme dans le cas de la fibre à saut d’indice, la convergence est atteinte rapi-
dement (figure 3.8). En effet, après seulement 17 étapes d’itération, δr el ati < 10−10.
Concernant l’effet de la non-linéarité sur la répartition du champ, nous obser-
vons le même phénomène que dans la fibre à saut d’indice (figure 3.7) : l’effet Kerr
optique entraîne un fort confinement du champ au centre de la fibre. Notons que
le profil transverse de la FOM (notamment la première rangée d’inclusions d’air)
semble jouer un rôle non négligeable. Nous étudierons ce point dans le chapitre
suivant (en particulier dans la section 4.2.2).

































FIGURE 3.8 – Convergence de l’algorithme SCLinN et écart relatif associé. Représenta-
tion du champ pour la FOM dans les cas linéaire et non-linéaire.
3.3.2 Utilisation du maillage adaptatif
Comme nous venons de le voir dans les deux types de guides, la présence d’un
effet non-linéaire Kerr entraîne un confinement important du champ au centre des
fibres optiques (figures 3.7 et 3.8). Lorsque nous effectuons un zoom sur cette ré-
gion dans le cas par exemple de la fibre à saut d’indice (figure 3.9), nous remar-
quons que seulement quelques triangles du maillage servant à la modélisation de
la fibre permettent de calculer le champ là où il est important.
FIGURE 3.9 – Localisation du champ sur un trop faible nombre de triangles dans la
fibre à saut d’indice.
Ceci provoque une mauvaise évaluation de la valeur de β et du champ ψ ob-
tenus (figure 3.10). De plus, comme chaque étape d’itération dépend des précé-
dentes, l’erreur est répétée tout au long du processus.
La première possibilité pour résoudre ce problème serait de mailler plus fine-
ment toute la fibre mais ceci entraînerait l’obtention d’un nombre important de
triangles. La matrice générée serait donc importante et le temps de calcul en serait
augmenté en conséquence. La figure 3.10(a) montre l’évolution de l’indice effectif
en fonction du nombre d’éléments modélisant la fibre. Nous montrons également
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le temps de calcul associé. Celui-ci ne croît pas suivant le cube du nombre d’élé-
ments comme avec les méthodes directes mais linéairement car c’est d’une mé-
thode itérative de résolution qui est utilisée.
Ainsi, pour avoir une valeur précise de l’indice effectif non-linéaire obtenu avec
l’algorithme SCLinN , un maillage fin doit être généré ce qui entraîne un temps de
calcul important. Ceci est d’autant plus vrai dans le cas de géométries complexes à












































(a) Valeurs de l’indice effectif et temps de calcul
correspondant suivant le nombre d’éléments uti-


















(b) Comparaison des indices effectifs obtenus
sans et avec l’utilisation du maillage adaptatif
FIGURE 3.10 – Influence du maillage sur l’indice effectif du mode fondamental et
intérêt du maillage adaptatif dans l’exemple de la fibre à saut d’indice.
La deuxième possibilité est l’utilisation d’un maillage adaptatif (figure 3.10(b))
qui permet d’obtenir un maillage fin dans les régions de champ fort et un maillage
large dans les régions de champ faible[30].
J Principe du maillage adaptatif :
À partir d’une représentation du champ (qui est obtenue avec un maillage
quelconque), nous définissons une fonction représentant la longueur carac-
téristique lc du maillage et dépendant de la valeur du champ à chaque pixel
de l’image. Dans notre cas, nous devons créer une fonction telle que plus la
valeur du champ est importante, plus la valeur de lc diminue.
La figure 3.10(b) montre l’effet sur l’indice effectif non-linéaire de l’utilisation
du maillage adaptatif. Il suffit de seulement 2000 éléments dans la fibre à saut d’in-
dice considérée pour obtenir une valeur précise de l’indice effectif. Le temps de
calcul est par la même considérablement réduit.
L’utilisation du maillage adaptatif dans Gmsh est simple. À partir d’une figure
représentant la répartition du champ dans la fibre, nous définissons la fonction
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représentant la longueur caractéristique lc du maillage. Nous remarquons que le
maillage est d’autant plus fin que le champ est faible. Or, comme nous venons de
l’évoquer, nous voulons au contraire un maillage fin dans les régions où le champ
est important.
Les valeurs du champ seront donc définies par la fonction a|1−bv0|c où a,b
et c sont des constantes positives à régler suivant la finesse du maillage désirée et
v0 la valeur du champ en un point de l’image.
– Plus le coefficient a est important, plus le maillage est large dans les zones de
champ nul (à l’infini).
– Plus le coefficient b est proche de 1.0, plus le maillage est fin dans les zones
de champ fort (au centre de la fibre).
– Plus le coefficient c est important, plus le maillage va s’adapter rapidement à
la variation du champ.
Cependant, cette technique nécessite d’avoir une carte de champ au préalable
pour appliquer un maillage adapté. Or,
– nous observons que dans la boucle non-linéaire le confinement du champ
varie peu par rapport au passage linéaire (itération 0) vers non-linéaire (ité-
ration 1,...) comme l’illustre l’évolution de la valeur de l’indice effectif (figures
3.7 et 3.8).
– pour optimiser le temps de calcul, nous ne pouvons pas nous permettre un
calcul complet avec un maillage fixe pour obtenir le champ final puis en y ap-
pliquant un maillage adaptatif, effectuer une deuxième simulation complète
avec l’algorithme SCLinN .
Pour ces raisons, nous choisissons donc d’effectuer une itération linéaire préa-
lable pour générer la maillage adaptatif. La technique a deux avantages :
– situer la région où le champ sera important dans le cas non-linéaire
– anticiper l’affinement du maillage dans la zone de champ fort car ce dernier
est issu de l’itération linéaire (itération 0 où le champ est moins confiné). Le
maillage sera donc très fin sur toute la zone où il y a le champ issu de la réso-
lution du problème non-linéaire.
La figure 3.11 montre le schéma complet de notre algorithme prenant en compte
l’utilisation du maillage adaptatif. Il comprend la résolution linéaire préalable nous
permettant d’obtenir la répartition du champ, l’application du maillage adaptatif
au champ issu de la résolution linéaire et l’utilisation de l’algorithme SCLinN avec le
maillage adapté à la solution recherchée.
La figure 3.12 montre l’effet de l’application du maillage adaptatif pour la mo-
délisation du champ et est à comparer au maillage fixe initialement utilisé (figure
3.9).





Application du maillage adaptatif
PROCESSUS ITÉRATIF
DE PICARD SCLinN
FIGURE 3.11 – Principe de l’utilisation du maillage adaptatif. La résolution du pro-
blème linéaire préalable sert à appliquer un maillage adaptatif pour le calcul précis
du champ non-linéaire.
(a) Maillage adapté prove-
nant de la résolution du pro-
blème linéaire (étape 0)
(b) Répartition du champ
obtenue à la convergence de
l’algorithme SCLinN avec le
maillage adapté
FIGURE 3.12 – L’application du maillage adaptatif dans le cas de la fibre à saut d’in-
dice permet une parfaite modélisation du champ non-linéaire.
Nous pouvons à présent étudier les solutions non-linéaires obtenues à la conver-
gence de l’algorithme SCLinN .
3.4 Vers l’unique solution non-linéaire auto-cohérente
Comme nous l’avons décrit dans la section 2.3.1, le point de départ du proces-
sus itératif est le problème linéaire où la valeur de χ0 est fixée arbitrairement à 1.
Cependant, différents tests numériques nous montrent que l’algorithme SCLinN est
sensible à
– la valeur de χ0 choisie
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– la forme du champ injecté
à l’étape initiale[23].
Pour étudier ce phénomène, nous effectuons un balayage suivant l’amplitude
χ0 et la forme de la solution injectée lors de l’initialisation du processus itératif.
J Critère de qualité : minimisation du résidu
Pour évaluer quantitativement la qualité de la solution obtenue à la conver-
gence, nous définissons un critère a posteriori : le résidu donné par le membre
gauche de l’équation (2.30) est calculé numériquement à la convergence de
SCLinN . Nous prenons alors comme fonction de pondération la solution elle-
mêmeψ afin de minimiser l’erreur là où le champ est le plus important. Dans
ces conditions, le résidu défini ci-dessous tend-il vers zéro ?∫
F
(
∆tψ f i n.+k20
(
n20+
∣∣χψ f i n.∣∣2 )ψ f i n.−β2f i n.ψ f i n.)ψ f i n.dS ?→ 0 (3.5)
où le couple (β f i n.,ψ f i n.) représente la solution non-linéaire obtenue à la
convergence de l’algorithme SCLinN . “Tendre vers zéro” signifie que, d’un point
de vue numérique, la valeur du résidu atteint la précision machine (10−15).
Les différents tests numériques sont réalisés dans la fibre à saut d’indice pour
valider les résultats puis dans la fibre optique microstructurée pour étendre le do-
maine d’application. De plus, nous allons nous intéresser uniquement à l’étude du
“mode non-linéaire” associé au mode fondamental linéaire.
- Remarque 12 : Comme précédemment expliqué, l’expression “mode non-
linéaire” est mise entre guillemets car dans le cas non-linéaire, il ne s’agit pas
d’un mode issu de la résolution d’une problème linéaire où le principe de su-
perposition peut être appliqué. Le “Mode fondamental non-linéaire” est en
fait la solution non-linéaire obtenue à partir du mode fondamental issu de la
résolution du problème linéaire.
3.4.1 Cas linéaire comme point de départ
La première étude consiste à parcourir les valeurs deχ0 fixées en entrée et à éva-
luer numériquement le résidu à la convergence (en sortie). Pour cela, nous allons




∣∣χ0ψ0∣∣2 )ψ1 =β21ψ1 (3.6)
où une valeur de χ0 est fixée arbitrairement pour chaque simulations et où ψ0 re-
présente la solution du problème linéaire (solution de l’équation (3.4)).
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Ainsi, l’initialisation de l’algorithme SCLinN par une unique valeur χ0 = 1 est
remplacée par un balayage de l’amplitude de la solution issue de la résolution du
problème linéaire. Nous appelons ce nouveau processus : l’algorithme SCLin1D qui
nous permettra d’obtenir la solution auto-cohérente (Self-Coherent) à partir d’un
balayage de l’amplitude de la solution issue du problème Linéaire (“scan” suivant
un seul paramètre (l’amplitude χ0 de champ ψ0) donc il s’agit d’un balayage 1D).
La figure 3.13 résume le principe de l’algorithme SCLin1D. La renormalisation
du champ exposée dans la section 2.3.2 est naturellement conservée. Comme nous
pouvons le voir, le balayage en amplitude χ0 est réalisé au niveau de l’étape i = 0
après la résolution du problème linéaire. Pour i = 1, le problème est linéarisé par










∣∣χi−1ψi−1∣∣2 )ψi =β2i ψi




i ← i + 1
i = 0
i = 1, 2, ...
FIGURE 3.13 – Principe de l’algorithme SCLin1D. Le balayage en amplitude χ0 est réa-
lisé à l’issu de la résolution du problème linéaire de l’étape i = 0.
En pratique, pour réaliser le balayage mono-dimensionnel dans une géométrie
donnée, nous procédons comme suit :
Ê Nous fixons la longueur d’onde (à travers le vecteur d’onde k0) : seul para-
mètre physique fixé en entrée de notre méthode numérique.
Ë La résolution du problème linéaire est réalisée et nous obtenons le champψ0
non normalisé.
Ì Nous fixons une valeur de l’amplitude χ0.
Í Le processus itératif SCLinN (figure 2.5) est lancé jusqu’à l’obtention du point
fixe (convergence).
68 Vers une unique solution non-linéaire scalaire dans les fibres optiques
Î Le résidu est calculé à la convergence du processus itératif pour la valeur de
l’amplitude χ0 d’entrée.
Ï Nous recommençons à partir deÌ
Au final, nous obtenons une valeur du résidu pour chaque champ χ0ψ0 injecté
dans le terme non-linéaire de l’étape 1 de l’algorithme SCLin1D et nous obtenons la
figure 3.14 pour la fibre à saut d’indice et la figure 3.15 pour la FOM.
4 Dans la fibre optique à saut d’indice
Pour commencer l’étude de l’algorithme SCLin1D, nous considérons une fibre à
saut d’indice constituée d’un cœur de silice de diamètre 2 µm présentant un effet
non-linéaire de type Kerr optique. La partie linéaire de l’indice de réfraction est
n0,guide = 1.45. Le cœur est entouré d’une gaine infinie linéaire dont l’indice de
réfraction, respectant l’approximation du guidage faible, est n0,gaine = 1.435. Une
condition de Dirichlet homogène est imposée sur le contour de la géométrie.
La figure 3.14 montre qu’à la convergence de l’algorithme SCLin1D, il existe, pour
une configuration donnée (c’est-à-dire pour une fibre et à une longueur d’onde
fixée), un minimum de résidu correspondant à une valeur de χ0 particulière. Un


















λ = 1.0 µm





















FIGURE 3.14 – Logarithme du résidu obtenu à la convergence de l’algorithme SCLin1D
en fonction de l’amplitude du champ χ0 pour deux longueurs d’onde différentes et
trois fibres à saut d’indice ayant des rayons de cœur Rc différents.
Il existe bien évidemment un deuxième minimum correspondant au problème
linéaire pour χ0 = 0 mais que nous n’avons pas montré par soucis de clarté. Pour les
autres valeurs de χ0, le résidu est nettement supérieur (jusqu’à dix ordres de gran-
deur) en comparaison de la valeur du minimum.
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La présence de ces deux minima prouve numériquement que notre critère de
qualité basé sur la minimisation du résidu ne met en évidence que deux “bonnes”
solutions vérifiant l’équation (3.4) :
– la solution linéaire correspondant au mode fondamental étudié ici
– une unique solution non-linéaire.
J Définition de la solution non-linéaire auto-cohérente (Partie 2) 2 :
L’algorithme SCLin1D est basé sur la renormalisation du champ par l’intermé-
diaire du facteur χ défini au paragraphe 2.3.2. L’expression de χ est obtenue
par l’annulation d’un résidu pondéré dont l’évaluation numérique a poste-
riori et à la convergence du processus itératif montre un unique minimum.
Ceci nous permet donc de différencier la “bonne” solution (vérifiant l’hypo-
thèse d’un résidu nul) des “mauvaises”. Ainsi, pour une fibre donnée et à une
longueur d’onde λ fixée, il n’existe qu’une unique solution appelée solution
non-linéaire auto-cohérente ou soliton spatial 3. Cette solution est obtenue à
la convergence de l’algorithme SCLin1D et pour le minimum de résidu. Elle
est caractérisée par le couple (βcoh.,χcoh.ψcoh.) correspondant à la constante
de propagation et au champ propre renormalisé.
4 Dans la fibre optique microstructurée
Nous effectuons la même étude pour la fibre optique microstructurée à cœur
plein constituée de quatre rangées de trous d’air entourés d’une matrice de silice
présentant un effet Kerr optique. La partie linéaire de l’indice de réfraction est égal
à 1.45 et le pitchΛ est égal à 6.0 µm.
Comme dans le cas de la fibre à saut d’indice, nous observons le même phé-
nomène lorsqu’un balayage en amplitude de la solution initiale est réalisé (figure
3.15). Il apparaît pour chaque fibre et chaque longueur d’onde étudiée, un unique
minimum de résidu (autre que celui correspondant au cas linéaire à χ0 = 0).
Ainsi, nous venons de mettre en évidence, grâce au balayage en amplitude χ0
de la solution injectée et de la mise en place d’un critère de qualité basé sur la mi-
nimisation du minimum de résidu, la présence d’une unique solution non-linéaire
pour une fibre donnée et à une longueur d’onde fixée que nous avons appelée la
solution non-linéaire auto-cohérente ou soliton spatial.
3.4.2 Généralisation du processus itératif
Afin d’assurer et d’étendre la validité et l’unicité de la solution auto-cohérente,
nous effectuons un balayage à la fois sur l’amplitude et la forme de la solution in-
jectée à l’itération 1. Pour cela, la solution injectée pour l’initialisation du processus
2. Se reporter à la section 2.3.2 pour la première partie de la définition de la solution non-linéaire
auto-cohérente.
3. Le soliton spatial est à différencier du soliton temporel [6] présenté dans l’introduction générale.
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FIGURE 3.15 – Logarithme du résidu obtenu à la convergence de l’algorithme SCLin1D
en fonction de l’amplitude du champ χ0 pour deux longueurs d’onde différentes et
trois FOMs ayant des trous d’air de tailles différentes.
n’est plus la solution issue de la résolution du problème linéaire, mais une fonction
gaussienne. Ce choix se justifie par la relative ressemblance entre la solution issue
du problème linéaire et une gaussienne.
Dans ce cas, nous injectons à l’étape 1 du processus itératif la fonction
χ0e
−r 2/2σ20 (3.7)
où χ0 est l’amplitude, r =
√
x2+ y2 et σ0 l’écart-type. Ainsi, l’initialisation de l’al-
gorithme SCLin1D est remplacé par un balayage “bi-dimensionnel” sur l’amplitude
χ0 et la largeur σ0 de la solution injectée.
Nous appelons ce nouvel algorithme SCGauss2D permettant de trouver des solu-
tions auto-cohérentes (Self-Coherent) à partir d’une fonction Gaussienne en effec-
tuant un balayage 2D des paramètres la caractérisant. Le principe de l’algorithme
SCGauss2D est donné par la figure 3.16. Celui-ci est à comparer avec la figure 3.13 de
l’algorithme SCLin1D. À l’étape 1, nous injectons ainsi la fonction gaussienne où les
deux balayages sont réalisés : l’amplitude χ0 et l’écart-type σ0 (repérés en bleu sur
la figure 3.16).
Pour chaque fonction gaussienne injectée dans le terme non-linéaire à l’étape
1, nous calculons le résidu à la convergence de l’algorithme SCGauss2D donné par
l’équation (3.5).
En pratique, pour réaliser le balayage bi-dimensionnel dans une géométrie don-
née nous procédons comme suit :







∣∣χi−1ψi−1∣∣2 )ψi =β2i ψi








i ← i +1
i = 0
i = 1,2, ...
FIGURE 3.16 – Principe de l’algorithme SCGauss2D. Le balayage 2D est réalisé à la fois
sur l’amplitude χ0 et l’écart-type σ0 de la fonction gaussienne injectée dans le terme
non-linéaire de l’étape 1.
Ê Nous fixons la longueur d’onde (dans k0) : seul paramètre physique fixé en
entrée de notre méthode numérique.
Ë Une valeur de σ0 est choisie telle que σ0 >σl i n : valeur de l’écart-type obte-
nue par le fit gaussien de la solution issue du problème linéaire dans la même
configuration.
Ì Le balayage mono-dimensionnel suivant l’amplitude χ0 est effectué comme
dans cas de l’algorithme SCLin1D (section 3.4.1).
Í Pour chaque couple (σ0,χ0), le résidu est calculé à la convergence du proces-
sus itératif (calcul a posteriori).
Î Nous recommençons à partir du pointË
Au final, nous obtenons une valeur du résidu pour chaque champ (σ0,χ0) in-
jecté dans le terme non-linéaire de l’étape 1 de l’algorithme SCGauss2D et nous ob-
tenons la figure 3.17 pour la fibre à saut d’indice et la figure 3.21 pour la FOM.
4 Dans la fibre optique à saut d’indice
Comme dans la section 3.4.1 précédente, nous étudions dans un premier temps
la fibre à saut d’indice pour faciliter la compréhension des phénomènes mis en jeu.
Il s’agit de la même fibre ayant un cœur de silice non-linéaire de rayon Rc = 2 µm
et respectant l’approximation du guidage faible dans le cas linéaire.
La figure 3.17 montre l’évolution du résidu (suivant un code couleur) en fonc-
tion des fonctions gaussiennes (caractérisées par la couple (σ0,χ0)) injectées en en-
trée de l’algorithme SCGauss2D. Nous observons une étroite vallée où le résidu est
minimum (région claire). Un balayage fin en amplitude dans cette région permet
d’atteindre des résidus de 10−15 soit plus de dix ordres de grandeur entre un résidu
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minimum et un résidu quelconque (correspond à une solution non-linéaire ne vé-
rifiant l’équation (3.4)).
FIGURE 3.17 – Carte de la valeur absolue du logarithme du résidu calculé à la conver-
gence de l’algorithme SCGauss2D pour une fibre à saut d’indice (Rc = 2.0 µm, λ = 1.0
µm) en fonction des caractéristiques (σ0/σl i n ,χ0) de la fonction gaussienne (3.7) in-
jectée en entrée du processus. La valeur de σ0 est normalisée par la valeur σl i n défi-
nie dans le pointË.
Ceci signifie qu’à chaque valeur de σ0, il n’existe qu’une unique valeur de χ0
telle que le résidu est minimum. Notons que le balayage en amplitudeχ0 réalisé par
l’algorithme SCLin1D est représenté sur une ligne verticale d’abscisseσ0/σl i n. = 1 en
supposant que la solution issue de la résolution du problème linéaire est un profil
gaussien.
J Point clé :
La figure 3.17 suggère qu’il existe un continuum de solutions correspondant
à l’ensemble des solutions obtenues à la convergence et pour un résidu mi-
nimum. En effet, les résultats montrés à cet instant nous donne uniquement
les caractéristiques de la solution injectée pour l’initialisation de l’algorithme
SCGauss2D et pour obtenir un résidu minimum. Une question se pose alors :
les solutions obtenues pour ces minima (contenant également l’unique solu-
tion obtenue avec l’algorithme SCLin1D) correspondent-elles finalement qu’à
une même et unique solution à λ fixée ?
Pour répondre à cette question, nous devons étudier les caractéristiques finales
(amplitude notée χ f i n. et écart type σ f i n.) des solutions non-linéaires obtenues à
la convergence (figure 3.18).
* Approximation : Bien qu’une gaussienne soit injectée en entrée du proces-
sus, les solutions finales ne sont pas des gaussiennes. Cependant, un excellent
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ajustement gaussien est possible afin de pouvoir étudier et comparer quan-
titativement les caractéristiques de ces solutions.
La figure 3.18 montre la valeur absolue du logarithme du résidu en fonction des
valeurs (χ f i n.,σ f i n.) caractérisant la solution auto-cohérente obtenue à la conver-
gence de l’algorithme SCGauss2D.
FIGURE 3.18 – Carte du résidu obtenue à la convergence de l’algorithme SCGauss2D en
fonction des caractéristiques finales (σ f i n./σl i n.,χ f i n.) de la solution non-linéaire
dans la fibre à saut d’indice. Par soucis de clarté, la représentation de la courbe en
3D est accompagnée de sa vue de dessus avec un zoom dans la région du résidu mi-
nimum au niveau de la solution non-linéaire auto-cohérente (σcoh./σl i n.,χcoh.).
Nous remarquons que l’ensemble des couples (σ f i n.,χ f i n.) est localisé sur une
fine bande alors que les paramètres d’entrée (σ0,χ0) formaient une carte com-
plète (figure 3.17). De plus, les solutions non-linéaires obtenues à la convergence
et présentant un minimum de résidu forment un “pic de résidu”. Ceci signifie que
l’ensemble des gaussiennes conduisant à un résidu minimum correspondent, à la
convergence, à une unique solution non-linéaire caractérisée par une valeur de σ
particulière notée σcoh. et une amplitude particulière notée χcoh.. Ceci tant à sug-
gérer la présence d’une unique solution non-linéaire auto-cohérente définie par le
couple (βcoh.,χcoh.ψcoh.).
Pour confirmer cette première observation qualitative, une étude quantitative
est réalisée (figure 3.19 et tableau 3.3). Pour cela, les deux paramètres caractérisant
la solution sont analysés :
– l’indice effectif ne f f =β/k0 comprenant la valeur propre β (voir la figure 3.19
et le tableau 3.3)
– le vecteur propre associé ψ correspondant au champ dans la fibre optique
(voir le tableau 3.3). Pour ce dernier, les intégrales suivantes sont calculées.










caractérise le champ obtenu à la convergence et pour le minimum de résidu.
La figure 3.19 montre que sur la large plage de paramètres balayés, l’écart relatif
∆coh. représentant la variation relative maximale des intégrales du champ des dif-
férentes solutions auto-cohérentes est négligeable (∆coh. = 0.001) devant celui des
fonctions gaussiennes injectées (∆coh. = 4.35). En d’autres termes, la champ obtenu
à la convergence et pour le minimum de résidu est quasiment le même quelle que
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FIGURE 3.19 – Comparaison des grandeurs P0 et Pcoh. caractérisant le champ initial
et le champ final obtenus avec SCGauss2D à la convergence et pour le minimum de
résidu en fonction de l’écart-type σ0 de la gaussienne injectée pour la fibre à saut
d’indice. ∆0 et ∆coh. représentent respectivement l’écart relatif entre les deux valeurs
extrémales de P0 et Pcoh..
Une étude plus précise peut être réalisée concernant les valeurs numériques
obtenues à la convergence de l’algorithme SCGauss2D et pour le minimum de ré-
sidu. Le tableau 3.3 donne les valeurs des paramètres finaux caractérisant la solu-
tion non-linéaire auto-cohérente :
– l’écart-type σcoh.
– l’amplitude χcoh.
– l’indice effectif ne f f représentant la valeur propre βcoh.
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– Pcoh. représentant l’intégrale du champ associé à la valeur propre.
Nous étudions les valeurs extrémales de σ0 injectées en entrée du processus
itératif. Les valeurs de σcoh. (< σ0) confirment que la solution auto-cohérente est
plus localisée au centre de la fibre optique. Par ailleurs, nous remarquons que l’effet
non-linéaire est d’autant plus important que les champs injectés en entrée de l’al-
gorithme SCGauss2D (fonctions gaussiennes) sont étalés dans la structure. Concer-
nant l’amplitude χcoh. de la solution, l’effet inverse se produit par rapport à l’évo-
lution de σcoh..
Au final, les valeurs de l’indice effectif et du champ caractérisant la solution
non-linéaire auto-cohérente sont quasi-identiques (à 0.1%) en comparaison de la
grande plage des valeurs des paramètres injectés.
σcoh./σl i n χcoh. ne f f Pcoh.
σ0/σl i n = 0.9 0.267168 0.790708 1.493216167 0.075204
σ0/σl i n = 2.8 0.283081 0.745595 1.488355467 0.075101
∆coh. 0.003265819 0.001371
TABLE 3.3 – Caractéristiques finales de la solution non-linéaire auto-cohérente en
fonction des deux valeurs extrémales des fonctions gaussiennes injectées en entrée
du processus SCGauss2D dans la fibre à saut d’indice. ∆coh. représente l’écart relatif
entre deux valeurs extrémales de Pcoh..
Ainsi, les études qualitatives puis quantitatives nous montre qu’il existe une
unique solution non-linéaire auto-cohérente pour une géométrie donnée à une lon-
gueur d’onde fixée.
Enfin, la figure 3.20 montre la répartition du champ dans la fibre à saut d’indice
pour deux fonctions gaussiennes d’écart-types différents (figures 3.20(a) et 3.20(b)).
Comme l’indiquait les études qualitative et quantitative, la répartition du champ
dans la fibre à la convergence et pour le minimum de résidu est la même quelle
que soit la fonction gaussienne d’entrée (figures 3.20(c) et 3.20(d)). Le champ cor-
respondant à la solution non-linéaire auto-cohérente est confiné dans le cœur non-
linéaire de la fibre à saut d’indice.
4 Dans la fibre optique microstructurée
Pour étendre la validité des résultats obtenus dans la fibre à saut d’indice, nous
étudions l’algorithme SCGauss2D dans une fibre optique microstructurée composée
de trois rangées d’inclusions d’air de rayon a = 1.5 µm et de pitch Λ = 6.0 µm. La
même étude est réalisée sur la valeur du résidu obtenue à la convergence de l’algo-
rithme suivant différentes fonctions gaussiennes injectées (figure 3.21) et suivant
les solutions finales obtenues (figure 3.22).
La figure 3.21 montre, comme pour la fibre à saut d’indice, une étroite vallée
pour laquelle le résidu est minimum (couleur claire). Ce minimum est particulière-
ment marqué et peut atteindre 10−15 si un balayage fin autour de la zone minimale
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(a) σ0/σl i n = 1.0 (b) σ0/σl i n = 2.8
(c) Répartition du
champ de la solu-
tion non-linéaire
auto-cohérente
(d) Zoom au centre de
la FOM
FIGURE 3.20 – Répartition du champ pour la fibre à saut d’indice (Rc = 2.0 µm) à
λ = 1.5 µm pour deux fonctions gaussiennes ((a) and (b)) et pour le soliton spatial
correspondant au mode fondamental ((c) and (d)).
FIGURE 3.21 – Carte de la valeur absolue du logarithme du résidu calculée à la
convergence de l’algorithme SCGauss2D en fonction des caractéristiques (σ0/σl i n.,χ0)
de la fonction gaussienne injectée en entrée du processus pour une FOM de trois ran-
gées d’inclusions d’air de rayon a = 1.5 µm, de pitchΛ= 5.0 µm et pour λ= 4.0 µm.
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est effectuée. Ainsi, dix ordres de grandeurs peuvent séparer un résidu quelconque
d’un résidu minimum.
À chaque valeur deσ0 correspond une unique amplitude χ0 tel que le résidu est
minimum à la convergence du processus. Mais nous pouvons nous demander si
les différentes fonctions gaussiennes injectées en entrée de l’algorithme SCGauss2D
et correspondant à un résidu minimum représentent une unique solution. L’étude
des paramètres finaux (σ f i n.,χ f i n.) des solutions obtenues à la convergence est
donc réalisée (figure 3.22).
FIGURE 3.22 – Carte de la valeur absolue du logarithme du résidu calculé à
la convergence de l’algorithme SCGauss2D en fonction des caractéristiques finales
(σ f i n./σl i n.,χ f i n.) de la solution non-linéaire pour la FOM décrite dans cette sec-
tion. Par soucis de clarté, la représentation de la courbe en 3D est accompagnée de
sa vue de dessus avec un zoom dans la région du résidu minimum au niveau de la
solution non-linéaire auto-cohérente (σcoh./σl i n.,χcoh.).
Comme dans le cas de la fibre à saut d’indice, nous remarquons que les couples
(σ f i n.,χ f i n.) forment une fine courbe à la différence des paramètres initiaux (σ0,χ0).
De plus, les solutions non-linéaires obtenues à la convergence et présentant un mi-
nimum de résidu forment un “pic de résidu”. Ceci signifie que l’ensemble des gaus-
siennes conduisant à un résidu minimum correspondent, à la convergence, à une
unique solution non-linéaire caractérisée par une valeur de σ particulière notée
σcoh. et une amplitude particulière notée χcoh..
Ceci tant à suggérer la présence d’une unique solution non-linéaire dite auto-
cohérente et définie par le couple (βcoh.,χcoh.ψcoh.).
Pour confirmer cette première observation qualitative, une étude quantitative
est réalisée. Pour cela, les intégrales P0 et Pcoh. sont calculées. Nous remarquons
que sur la large plage de paramètres balayés, l’écart relatif maximal ∆coh. de l’in-
tégrale du champ des différentes solutions auto-cohérentes est négligeable devant
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celui des fonctions gaussiennes injectées ∆0 ((figure 3.23). En effet, trois ordres de
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FIGURE 3.23 – Comparaison des grandeurs P0 et Pcoh. représentant la répartition du
champ respectivement en entrée et en sortie de SCGauss2D pour le minimum de résidu
dans la FOM décrite dans cette section. ∆0 et ∆coh. correspondent respectivement à
l’écart relatif entre deux valeurs extrémales de P0 et Pcoh..
Le tableau 3.4 donne les paramètres en sortie (σcoh.,χcoh.) obtenus pour les va-
leurs extrémales de σ0 utilisées en entrée de l’algorithme SCGauss2D. Nous obser-
vons les mêmes phénomènes que pour la fibre à saut d’indice.
– L’écart-type de la fonction gaussienne injectée montre que plus le champ ini-
tial est étalé dans la fibre, plus l’effet non-linéaire est important.
– L’évolution de l’amplitude χcoh. de la solution auto-cohérente est inverse de
celle de σcoh..
– Ceci explique que les caractéristiques de la solution non-linéaire (βcoh.,ψcoh.)
représentées respectivement par l’indice effectif ne f f et l’intégrale du champ
au carré ont chacune des valeurs extrémales quasi-identiques. En effet, nous
remarquons que l’écart relatif ∆coh. représentant la variation relative maxi-
male de l’indice effectif sur l’ensemble de la plage de paramètres étudiés ex-
cède à peine 0.7% tandis que celle de l’intégrale 0.4%.
La dernière étude concerne la répartition du champ dans la FOM (figure 3.24).
Deux fonctions gaussiennes avec deux écart-types différents sont injectées en en-
trée de l’algorithme SCGauss2D (figures 3.24(a) et 3.24(b)). Comme les études précé-
dentes le laissaient supposer, le champ obtenu à la convergence et pour le résidu
minimum (figure 3.24(c)) est strictement le même quelle que soit la gaussienne in-
jectée. L’essentiel du champ est localisé au cœur de la FOM avec une influence des
inclusions d’air. Nous étudierons dans la suite le rôle de la structure de la fibre op-
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σcoh./σl i n. χcoh. ne f f Pcoh.
σ0/σl i n. = 1.0 0.341157 1.093214 2.406707233 1.184251
σ0/σl i n. = 3.4 0.367183 1.013772 2.388756658 1.179239
∆coh. 0.007514610 0.004250
TABLE 3.4 – Caractéristiques finales de la solution non-linéaire auto-cohérente en
fonction des deux valeurs extrémales des fonctions gaussiennes injectées en entrée
du processus SCGauss2D dans la FOM de trois rangées d’inclusions d’air (a = 1.5 µm,
Λ= 6.0 µm). ∆coh. représente l’écart relatif entre deux valeurs extrémales de Pcoh..
tique microstructurée ainsi que de la fibre à saut d’indice (section 4.2.2).
- Remarque 13 : Sachant que le champ est négligeable dans les trous d’air,
la fonction gaussienne injectée initialement dans la FOM (figures 3.24(a) et
3.24(b)) est nulle dans les inclusions pour éviter de perturber le système.
(a) σ0/σl i n = 1.0 (b) σ0/σl i n = 3.4
(c) Répartition du champ
de la solution non-linéaire
auto-cohérente
(d) Zoom au centre de la
FOM
FIGURE 3.24 – Répartition du champ dans la fibre optique microstructurée à λ= 5.0
µm pour deux fonctions gaussienne ((a) et (b)) et pour le soliton spatial ((c) et (d)).
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J Une unique solution non-linéaire auto-cohérente ou soliton spatial :
L’étude des deux algorithmes SCLin1D et SCGauss2D nous a permis de mettre
en évidence une unique solution non-linéaire auto-cohérente pour une lon-
gueur d’onde fixée et dans une géométrie donnée. La solution de SCLin1D est
en outre la même que celle obtenue par l’algorithme SCGauss2D. Nous choi-
sissons dès lors d’utiliser l’algorithme SCLin1D dans la suite car, d’un point
de vue physique, son étude est plus cohérente dans le cadre d’une analyse
en longueur d’onde. En effet, partant de la solution issue du problème li-
néaire, l’algorithme SCLin1D est initialisé par une solution physique et non
une fonction dont la forme est arbitrairement choisie. Enfin, l’utilisation de
l’algorithme SCLin1D est beaucoup plus rapide puisqu’il met en jeu un ba-
layage mono-dimensionnel.
Comme nous l’avons montré dans les sections 3.4.1 et 3.4.2, il existe un unique
minimum de résidu déterminé au terme d’un balayage régulier selon l’amplitude
(algorithme SCLin1D) ou selon l’amplitude et la forme (algorithme SCGauss2D) de la
solution initiale. Cependant, pour atteindre un résidu égal à la précision machine
(10−15) un balayage très fin donc très coûteux en temps de calcul doit être réalisé.
Pour nous affranchir de cette contrainte, nous avons choisi d’utiliser une rou-
tine permettant la recherche d’un minimum d’une fonction. Il s’agit d’un procédé
basé sur la recherche par section du nombre d’or dont une description complète
peut-être consultée dans la référence [11]. Le principe général est présenté par la
figure 3.25. Dans cet exemple, la courbe montre l’évolution du résidu suivant l’am-
plitude χ0 de la solution issue du problème linéaire. Chaque point de la courbe
correspond à un résidu obtenu à la convergence de l’algorithme SCLin1D. Bien en-
tendu, au départ nous n’avons que les points À et Á. L’ensemble de la courbe est
obtenu au fur et à mesure de la recherche du minimum.
Grâce à cette technique, le minimum de résidu est obtenu plus rapidement et
plus précisément dans le cadre d’une recherche mono-dimensionnelle selon l’am-
plitude (cas de l’algorithme SCLin1D).
Ainsi, pour l’étude des propriétés physiques de la solution non-linéaire auto-
cohérente, nous utiliserons une méthode numérique que nous avons imaginée, dé-
veloppée, mise au point et optimisée. Cette nouvelle méthode comprend :
3 l’algorithme SCLin1D résumé par la figure 3.13
3 le maillage adaptatif (section 3.3.2)
3 le critère de qualité basé sur la minimisation du résidu (équation (3.5)
3 la recherche du minimum de résidu optimisé par la recherche par section du
nombre d’or.
Nous appelons cette méthode numérique optimisée par le nombre d’or (Gold) :















FIGURE 3.25 – Principe de la recherche par section du nombre d’or et intervalles suc-
cessifs permettant la détection du minimum de résidu. Le minimum est initialement
compris entre les points 1 et 2. Un point 3 est choisi entre 1 et 2. Le résidu est évalué
au point 4 qui remplace 2, puis au 5 qui remplace 1 et ensuite au 6 qui remplace le
point 4.
l’algorithme SCLi n1D−Gol d .
Ainsi, si nous considérons une FOM avec 3 rangées de trous d’air entourées
d’une matrice de silice d’indice de réfraction linéaire égal à 1.45, de pitch Λ = 6.0
µm séparant les inclusions d’air de rayon a = 1.5 µm et à λ = 6.0 µm, alors la so-
lution non-linéaire auto-cohérente, résultat de l’algorithme SCLin1D−Gold et prove-
nant de la solution linéaire (figure 3.26(a)), est représentée par la figure 3.26(b).
Pour cette configuration, l’indice effectif de la solution issue du problème li-
néaire est ne f f = 1.40706. Dans ce cas, le soliton spatial obtenu à la convergence de
l’algorithme SCLin1D−Gold et pour le minimum de résidu est : ne f f = 1.58546.
Si nous revenons à la figure 3.4(a), nous vérifions que pour obtenir le mode fon-
damental dans le cas scalaire il suffit bien d’appliquer sur le bord (3) une condition
de Dirichlet explicite (champ nul) et une condition de Neumann (dérivée du champ
nulle) sur les bords (1) et (2).
Conclusion
Nous avons étudié dans ce chapitre, la méthode numérique permettantde mettre en évidence une unique solution non-linéaire auto-cohérente. La
première étude consistait à valider la Méthode des Éléments Finis que nous avons
utilisée dans le cas de l’approximation scalaire et en l’absence d’effet non-linéaire.
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(a) Cas linéaire (b) Cas non-linéaire ob-
tenu avec l’algorithme
SCLin1D−Gold
FIGURE 3.26 – Répartition spatiale du champ dans la dimension transverse de la
FOM pour la solution issue du problème linéaire (a) et pour la solution non-linéaire
auto-cohérente (b) obtenue à la convergence de l’algorithme SCLin1D−Gold et pour le
minimum de résidu.
Pour cela des comparaisons avec d’autres méthodes numériques comme la Mé-
thode Multipolaire ou la méthode FFF-MS ont été réalisées.
La deuxième étude concernait la mise en place de l’algorithme auto-cohérent
et l’étude de sa convergence. Nous avons dans cette perspective mis en place une
procédure de maillage adaptatif permettant non seulement d’améliorer sensible-
ment la précision des calculs numériques mais aussi d’accélérer la résolution du
problème non-linéaire.
Les différentes études des solutions obtenues nous ont permis d’améliorer l’al-
gorithme SCLinN initialement défini dans la section 2.3.2. Dans cette perspective,
l’influence de la solution initiale a été étudiée. Dans un premier temps, nous avons
injecté la solution provenant du problème linéaire : l’algorithme SCLin1D. Dans un
deuxième temps, nous avons modifié l’initialisation de ce processus itératif en in-
jectant différentes fonctions gaussiennes : l’algorithme SCGauss2D. Pour sélection-
ner les solutions d’intéressantes, nous avons défini un critère de qualité basé sur
la minimisation d’un résidu. Une optimisation de la recherche du minimum a été
réalisée en utilisant une méthode basée sur le recherche par section du nombre
d’or.
Ceci nous a permis de mettre en évidence qualitativement puis quantitative-
ment l’unicité, du point de vue numérique et à une longueur d’onde, de la solution
non-linéaire obtenue à la convergence du processus, au minimum de résidu et ce
dans les deux types de fibres optiques étudiées. Mais quelle est la signification phy-
sique de la solution non-linéaire auto-cohérente ?
Chapitre
4 Au-delà du Soliton de
Townes
Introduction
Nous avons montré que pour une structure donnée et à une longueur d’ondefixée, la solution du problème non-linéaire était unique (d’un point de vue
numérique) suivant le critère de qualité que nous avons défini. Dans ce chapitre,
nous allons étudier les propriétés physiques de cette solution. Tous d’abord, nous
comparerons la solution obtenue avec l’algorithme SCLin1D−Gold que nous propo-
sons avec les solutions non-linéaires obtenues par une approche différente publiée
notamment dans les références [25, 26, 28]. Ceci nous permettra de vérifier la vali-
dité de la solution non-linéaire auto-cohérente (ou soliton spatial) et de connaître
sa signification physique. Nous montrerons que le soliton spatial est la solution de
plus haute puissance avant l’autofocalisation instable. Puis, nous analyserons les
propriétés opto-géométriques de celui-ci avec en particulier, l’étude de l’influence
de la longueur d’onde et de la structure transverse de la fibre optique à saut d’in-
dice ou microstructurée. Enfin, nous montrerons que la solution non-linéaire auto-
cohérente mise en évidence par notre méthode numérique correspond dans le mi-
lieu homogène non-linéaire au soliton de Townes défini dans les années soixante.
Dans cette perspective, nous caractériserons ce soliton de Townes à l’aide d’une
méthode totalement différente de notre approche. Ceci nous permettra de généra-
liser le soliton de Townes dans les fibres optiques en montrant que non seulement
l’effet de la structuration est importante mais aussi que la prise en compte de la
constante de propagation est nécessaire. Nous prouvons donc numériquement que
le soliton spatial dépend de la fibre optique et de la longueur d’onde d’étude et que
le soliton de Townes est le cas limite aux faibles longueurs d’onde du soliton spatial.
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4.1 Signification physique de la solution non-linéaire
auto-cohérente
Pour étudier la signification physique de la solution auto-cohérente déterminée
avec les algorithmes SCLin1D et SCGauss2D, nous allons la comparer avec les solutions
obtenues à partir d’une approche différente : l’algorithme à puissance fixée [25, 26].
Nous appelons cet algorithme : FPFer pour la recherche de solutions à puissance
fixée (Fixed Power) proposée par Albert Ferrando.
4.1.1 L’algorithme à puissance fixée
Un des intérêts de l’algorithme SCLin1D que nous proposons est sa modularité.
En effet, nous pouvons facilement transformer l’algorithme SCLin1D pour implé-
menter l’algorithme FPFer . Il suffit simplement de modifier l’expression de χi dé-
terminée avec l’équation (2.34) par
χ2i =
n2K er r P∫
F
∣∣ψi ∣∣2 dS (4.1)
où P représente la valeur de la puissance physique (en watt), fixée en entrée du pro-
cessus itératif et F le domaine d’intégration sur toute la dimension transverse de la
fibre.
- Remarque importante 14 : Notons ici que le coefficient n2K er r s’exprime en
m2.W −1 (voir l’équation (1.20)). Pour cette approche, la puissance physique
P est une valeur arbitraire que nous fixons en entrée de la méthode itérative
et qui reste constante tout au long du processus.
Pour implémenter cet algorithme à puissance fixée (Fixed Power), nous utili-
sons la Méthode des Éléments Finis. Nous appelons cet l’algorithme : FPFEM dont
le principe est résumé par la figure 4.1.
- Remarque 15 : Pour obtenir l’algorithme FPFEM , nous modifions l’algorithme
SCLin1D mais pas l’algorithme SCLin1D−Gold car nous ne recherchons pas ici la
solution non-linéaire auto-cohérente de résidu minimum.
Comme nous pouvons l’observer, la seule différence avec l’algorithme SCLin1D
est le coefficient de renormalisation du champ où la valeur de P est entrée par l’uti-
lisateur. De plus, la renormalisation concerne également la solution initiale (pas
de paramètre d’amplitude libre en entrée) car χi n’est fonction que du champ de
l’étape i et non des champs des étapes i et i−1 (ce qui était le cas pour l’algorithme
auto-cohérent). Aucun balayage n’est donc utile ici.
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FIGURE 4.1 – Principe de l’algorithme FPFEM . La puissance P est fixée a priori en
entrée du processus non-linéaire.
Ainsi, contrairement à notre algorithme SCLin1D−Gold (ou SCLin1D) dans lequel
la puissance est déterminée a posteriori (i.e. à la convergence du processus et au
minimum de résidu), l’algorithme FPFer fixe a priori la puissance et ce, tout au long
de l’algorithme. Dans ce cas, le processus itératif est “guidé” vers la solution (β,ψ)
par la puissance imposée en entrée.
J Point clé :
L’algorithme FPFer consiste à fixer en entrée la puissance désirée en sortie et
à déterminer à une longueur d’onde λ donnée et pour un mode souhaité la
valeur de la constante de propagation β et le champ ψ associé. Au contraire,
l’algorithme SCLin1D−Gold permet de trouver, pour une configuration donnée,
la valeur de β et le champ ψ associé sans orienter en entrée la direction de
recherche. Ce n’est qu’a posteriori que la solution est obtenue par l’inter-
médiaire du calcul du résidu, critère de qualité permettant d’isoler l’unique
bonne solution auto-cohérente.
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Dans un premier temps, nous allons comparer les algorithmes FPFer et FPFEM
dans le but de valider l’approche numérique utilisée. En effet, dans le cas de l’al-
gorithme FPFer , ce n’est pas une fibre optique microstructurée de taille finie qui est
considérée mais une structure périodique constituée par des cellules élémentaires
(FIG. 4.2).
Elles présentent chacune un nombre fini de trous d’air équidistants et un dé-
faut central constitué par l’omission d’une inclusion. La modélisation de la cellule
élémentaire permet d’implémenter les conditions aux limites périodiques [25].
La structure est donc différente de celle que nous utilisons pour l’implémen-
tation des algorithmes FPFEM et SCLin1D−Gold dans les cas des FOMs à cœur plein.
Par ailleurs, la méthode numérique utilisée pour l’algorithme FPFer n’est pas la Mé-
thode des Éléments Finis.
FIGURE 4.2 – Cellule élémentaire de forme rhomboïde (losange) utilisée pour l’implé-
mentation des conditions aux limites périodiques de l’algorithme FPFer et entourée
de six autres partiellement représentées.
Cette étude se révèle donc nécessaire et va nous permettre de :
– valider l’algorithme à puissance fixée (FPFEM ) par la Méthode des Éléments
Finis
– comparer les approches auto-cohérente (algorithme SCLin1D) et à puissance
fixée (algorithme FPFEM )
– vérifier la validité de la solution non-linéaire auto-cohérente
– comprendre sa signification physique.
4.1.2 Validation de l’algorithme à puissance fixée par la MEF
Comme évoqué précédemment, notre étude s’inscrit dans une démarche pas-
à-pas afin de valider chaque étape de calcul. Dans cette perspective, la première
étude consiste à valider les deux implémentations FPFer et FPFEM du modèle à puis-
4.1 Signification physique de la solution non-linéaire auto-cohérente 87
sance fixée. Par la suite, ceci nous permettra d’utiliser ce modèle avec l’algorithme
FPFEM .
Pour comparer les différents résultats obtenus avec les deux algorithmes FPFer
et FPFEM , nous allons définir les grandeurs γ et ∆ sans dimension usuellement uti-
lisées [25]. γ est le coefficient non-linéaire dépendant de la puissance
γ= n
2
K er r P
A0
(4.2)
où A0 caractérise la taille du cœur de la fibre telle que A0 =pi(Λ/2)2 pour la FOM et
A0 =piR2c pour la fibre à saut d’indice.
- Remarque 16 : Nous retrouvons à travers le coefficient γ, le terme n2K er r P .
Comme nous l’avons précédemment expliqué (point clé de la section 2.3.1),
ce facteur est important car il caractérise la puissance à injecter en fonction
du matériau pour obtenir la solution non-linéaire souhaitée.
La fonction ∆ est définie telle que
∆= βN L −βl i n
k0
(4.3)
où βN L est la constante de propagation obtenue à la convergence de l’algorithme
itératif non-linéaire. βl i n correspond à la constante de propagation issue de la ré-
solution du problème linéaire et k0 est le nombre d’onde tel que k0 = 2pi/λ.
Pour la comparaison des deux approches numériques de la méthode à puis-
sance fixée (FPFer et FPFEM ), nous modélisons des FOMs dont les paramètres opto-
géométriques correspondent à ceux utilisés dans les structures définies dans la ré-
férence [25]. Il s’agit de FOMs en silice présentant un effet Kerr optique entourant
des inclusions circulaires d’air. Le pitchΛ est égal à 23.0µm séparant des inclusions
d’air de différents rayons et à une longueur d’onde λ égale à 1.55 µm.
Comme évoqué dans la section précédente (figure 4.2), il y a une différence :
pour l’algorithme FPFer la structure est périodisée tandis que pour l’algorithme
FPFEM , il s’agit d’une FOM possédant un nombre fini de rangées de trous d’air.
Cependant, nous savons que l’effet non-linéaire confine le champ au centre de la
structure, il suffit alors de modéliser une fibre avec suffisamment de rangées de
trous d’air (nous avons considérés quatre rangées) pour bien approcher la configu-
ration périodique, ce que nous vérifierons bien entendu.
L’évolution de la fonction ∆ suivant le coefficient non-linéaire γ est alors illus-
trée par la figure 4.3. La répartition du champ associé à certains cas dans la FOM
est représentée par la figure 4.4.
Les courbes montrées par la figure 4.3 sont construites en augmentant progres-
sivement la puissance P en entrée du processus (variation du facteur γ). Le point


































γc = 1.7 x 10
−3
FIGURE 4.3 – Dépendance de la fonction ∆ suivant le coefficient non-linéaire γ pour
différents rayons de trous d’air à λ= 1.55 µm. Ces résultats sont obtenus en utilisant
l’algorithme FPFEM et la valeur critique avant sa divergence est notée γc .
de départ est le cas linéaire à puissance nulle (γ = 0). De manière intuitive, plus la
puissance augmente, plus l’effet de la non-linéarité est important et plus la valeur
de la constante de propagation β augmente (comme le montre l’évolution de ∆ en
fonction de γ sur la figure 4.3). De même, plus la puissance augmente et plus le
champ se confine au centre de la fibre (figure 4.4).
De plus, la figure 4.3 montre une limite approximative en puissance remar-
quable par l’évolution asymptotique de la valeur de ∆. Nous pouvons alors défi-
nir une valeur critique de γ notée γc correspondant à cette asymptote. Ainsi, pour
γc ≈ 1.7×10−3 et pour les différentes fibres considérées, nous observons une explo-
sion de la valeur de ∆. Dès que γ > γc , l’algorithme FPFEM devient divergent car la
valeur de β obtenue augmente sans se stabiliser à chaque étape d’itération.
Cette limite correspond à la frontière entre l’auto-focalisation stable engendrée
par l’effet Kerr optique (γ6 γc ) et l’auto-focalisation instable (γ > γc ). L’autofoca-
lisation instable correspond ici au confinement continu (i.e. sans stabilisation) du
champ au centre de la fibre optique au cours du processus itératif.
La figure (4.4) nous donne la même évolution et la même valeur critique γc que
celles données par l’algorithme FPFer (voir FIG. 3.(a) de la référence [25]).
Enfin, la figure 4.4 montre la répartition du champ dans la fibre optique micro-
structurée décrite dans cette section pour différentes valeurs de γ et pour des trous
d’air de rayon a = 6.0 µm. Comme précédemment évoqué, l’effet non-linéaire et
donc le confinement du champ sont d’autant plus que la puissance injectée est im-
portante. Nous remarquons que pour γ = γc (figure 4.4(c)), l’effet des inclusions
d’air est inexistant. Pour γ> γc (figure 4.4(d)), nous remarquons l’auto-focalisation
instable du champ qui se traduit par l’explosion de la valeur de ∆ (figure 4.3).
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(a) γ= 0 (cas linéaire) (b) γ= 0.5
(c) γ= γc (d) γ > γc (figure obte-
nue au bout d’une cen-
taine d’étapes d’itéra-
tion sans atteindre la
convergence requise)
FIGURE 4.4 – Répartition du champ pour différentes puissances dans la FOM décrite
dans cette section pour des trous d’air de rayon a = 6.0 µm et pour le mode fonda-
mental à λ= 1.55 µm.
Ainsi, la parfaite similitude entre les deux approches numériques (algorithmes
FPFer et FPFEM ) de la méthode à puissance fixée montre que :
– la modélisation d’une FOM à quatre rangées d’inclusions est une excellente
approximation du modèle périodique dans le cas non-linéaire
– l’utilisation de l’algorithme FPFEM est adaptée pour l’étude des propriétés
physiques de la solution non-linéaire auto-cohérente obtenue avec l’algo-
rithme SCLin1D−Gold.
4.1.3 Le soliton spatial : une solution de haute puissance
Grâce à l’étude précédente, nous pouvons nous baser sur la méthode à puis-
sance fixée et sur l’algorithme FPFEM pour comprendre la signification physique de
la solution non-linéaire auto-cohérente.
Pour comparer les deux types de solutions non-linéaires obtenues avec les al-
gorithmes FPFEM et SCLin1D−Gold, nous allons procéder comme suit :
Ê Nous utilisons l’algorithme SCLin1D−Gold afin d’obtenir dans une géométrie et
à une longueur d’onde données, la solution non-linéaire auto-cohérente.
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Ë Nous en déduisons une grandeur notée Pcoh. telle que si F représente le do-





où χcoh.ψcoh. correspond au champ renormalisé obtenu à la convergence de
SCLin1D−Gold (et donc pour le minimum de résidu). Pcoh. s’exprime en m2
puisque le champ χcoh.ψcoh. est sans dimension.
Ì À partir de Pcoh. (grandeur numérique obtenue en sortie de SCLin1D−Gold),





où le coefficient n2K er r s’exprime ici en m
2.W −1 pour permettre la comparai-
son avec l’algorithme FPFEM précédemment défini.
Í Nous injectons en entrée de l’algorithme FPFEM des valeurs croissantes de
puissance P jusqu’à la valeur P = Pphy s obtenue en sortie avec l’algorithme
SCLin1D−Gold.
4 Dans la fibre optique à saut d’indice
La figure 4.5 donne la comparaison entre les algorithmes FPFEM et SCLin1D−Gold
pour la fibre à saut d’indice de rayon de cœur Rc = 2.0 µm et à une longueur d’onde
λ= 1.0µm. Nous observons dans le cas de l’algorithme FPFEM le même phénomène
observé dans la fibre optique microstructurée (figure 4.3) : il existe une puissance
critique γc au delà de laquelle le processus itératif de la méthode à puissance fixée
FPFEM diverge. Le point vert correspond à la solution non-linéaire auto-cohérente
obtenue avec l’algorithme SCLin1D−Gold (à la convergence et pour le minimum de
résidu).
J Point clé :
La figure 4.5 nous montre que la puissance critique de l’algorithme FPFEM
n’est autre que la puissance physique Pphy s représentant la puissance du so-
liton spatial obtenu avec notre algorithme SCLin1D−Gold. Ceci signifie que, si
γcoh. = Pcoh./A0 correspond à la puissance du soliton spatial alors γcoh. = γc .
La solution auto-cohérente est donc la solution de plus haute puissance cor-
respondant exactement à la limite entre l’auto-focalisation stable (γ6 γc ) et
l’auto-focalisation instable (γ> γc ). Comme nous réalisons une étude des so-
lutions non-linéaires dans la section transverse de la fibre optique, nous ap-
pelons cette solution particulière : le soliton spatial.






























FIGURE 4.5 – Comparaison entre les algorithmes SCLin1D−Gold et FPFEM pour la fibre
à saut d’indice décrite dans cette section à λ= 1.0 µm et analyse du résidu correspon-
dant. ∆ représente l’indice effectif (relation (4.3)) et γ (relation (4.2)) correspond à la
puissance injectée en entrée de FPFEM et obtenue en sortie de SCLin1D−Gold. Le point
vert est la solution non-linéaire auto-cohérente obtenue avec SCLin1D−Gold.
L’étude du résidu nous confirme qu’il n’existe que deux minima : celui corres-
pondant à la solution linéaire (puissance nulle, γ = 0) et celui correspondant à la
solution non-linéaire auto-cohérente (γ= γc ).
- Remarque 17 : Pour des valeurs de γ> γc , l’algorithme SCLin1D−Gold converge
encore (δr el at < 10−10) ce qui explique que nous puissions prolonger le calcul
du résidu au-delà de cette valeur. Au contraire, l’algorithme FPFEM diverge.
Enfin, le calcul du résidu nous montre qu’en dehors de ces deux minima, les
solutions obtenues avec l’algorithme à puissance fixée FPFEM ne correspondent pas
à un résidu minimum et ne sont donc pas considérées comme des solutions non-
linéaires auto-cohérentes telles que nous les avons définies.
4 Dans la fibre optique microstructurée
Nous effectuons la même étude pour la FOM afin d’étendre la validité des résul-
tats obtenus dans la fibre à saut d’indice. La figure 4.6 montre les simulations pour
deux fibres optiques microstructurées ayant des tailles d’inclusions différentes.
Comme précédemment, nous remarquons que l’algorithme SCLin1D−Gold per-
met de trouver directement (et donc plus rapidement) la solution non-linéaire auto-
cohérente correspondant à la puissance critique γc . Nous retrouvons également les
deux minima du résidu pour γ= 0 (cas linéaire) et γ= γc (puissance critique).






























(a = 1.5 µm)
FIGURE 4.6 – Comparaison entre les algorithmes SCLin1D−Gold et FPFEM pour une
FOM à trois rangées de trous d’air de rayon a = 1.5 µm et a = 2.75 µm, de pitch
Λ= 10.0 µm et pour λ= 5.0 µm. Représentation du résidu associé pour la FOM dont
le rayon des inclusions est a = 1.5 µm.
- Remarque 18 : La figure 4.6 montre que la position du γ correspondant au
soliton spatial est différente suivant la taille des inclusions d’air de la FOM.
Ceci semble indiquer que la solution non-linéaire auto-cohérente est dépen-
dante de la structure transverse de la fibre optique malgré un fort confine-
ment. Nous étudierons ce phénomène dans les sections suivantes avec no-
tamment la généralisation du soliton de Townes.
Ainsi, dans les deux types de fibres étudiées (à saut d’indice et microstructurée),
l’algorithme SCLin1D−Gold nous donne :
3 directement
3 à la convergence (δr el at < 10−10)
3 pour un minimum de résidu
une unique solution non-linéaire auto-cohérente ou soliton spatial correspondant
à la puissance maximale que nous pouvons atteindre avant l’auto-focalisation in-
stable. Au contraire, l’algorithme FPFEM ne nous permet pas d’obtenir directement
la puissance correspondant au soliton spatial car il nécessite une étude asympto-
tique des courbes générées.
4.1.4 Étude de la convergence des algorithmes auto-cohérent et à
puissance fixée
D’après l’étude précédente, nous savons que l’évolution de la valeur de ∆ est
asymptotique pour des γ se rapprochant de γc . Nous pouvons alors effectuer une
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étude de convergence pour les deux algorithmes SCLin1D−Gold et FPFEM afin de dé-
terminer la précision des grandeurs caractérisant le soliton spatial.
La figure 4.7 donne la comparaison de la convergence des deux algorithmes
SCLin1D−Gold et FPFEM au voisinage de γ= γc pour une FOM à trois rangées de trous















algorithme FPFEM − γ = 0.086 < γc
algorithme FPFEM − γ = γc = 0.091








































FIGURE 4.7 – Convergence de SCLin1D−Gold comparée à celle de FPFEM pour la FOM
décrite dans cette section à λ = 5.0 µm. δr el ati est la valeur absolue de l’écart relatif
entre les valeurs de β aux étapes i −1 et i . Pour effectuer une comparaison précise,
la valeur de l’indice effectif ne f f = β/k0 obtenue avec SCLin1D−Gold à l’étape 13 est
prolongé jusqu’à l’étape 50.
Cette étude montre que la convergence est atteinte plus rapidement pour l’al-
gorithme SCLin1D−Gold. En effet, il ne suffit que de 13 étapes d’itération pour obte-
nir la solution non-linéaire auto-cohérente avec la convergence requise (δr el at <
10−10). Pour des valeurs de γ nettement en deçà de γc , l’algorithme FPFEM atteint la
convergence après moins de 50 étapes. Plus la valeur de γ est faible, plus le nombre
d’étapes requises pour atteindre la convergence de la méthode est faible.
En revanche pour des valeurs de γ proches de la valeur critique γc (comme
l’exemple de la figure 4.7), la convergence n’est pas atteinte au bout de 50 étapes
(δr el ati > 10−10) et est même mauvaise pour γ= γc (δr el ati > 10−6). Tout semble in-
diquer que la convergence n’est pas atteignable pour γ= γc .
De plus, nous remarquons que pour γ = γc , la valeur de l’indice effectif ne f f
obtenue avec FPFEM dépasse la valeur trouvée avec l’algorithme SCLin1D−Gold à la
convergence et au minimum de résidu.
- Remarque 19 : Pour atteindre la convergence requise, le nombre d’étapes
d’itération dépend de la structure considérée, du maillage ou encore de la
longueur d’onde d’étude. Pour les résultats donnés par la figure 4.7, le même
maillage est utilisé dans les deux algorithmes.
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Ainsi, la comparaison des algorithmes SCLin1D−Gold et FPFEM nous montre que
la solution non-linéaire auto-cohérente correspond à la solution de plus haute puis-
sance avant l’auto-focalisation instable. Enfin, l’utilisation de SCLin1D−Gold que nous
proposons, nous permet d’obtenir directement et avec précision les caractéristiques
du soliton spatial telles que le puissance Pphy s à injecter pour l’obtenir et l’indice
effectif ne f f correspondant.
4.2 Influence des paramètres opto-géométriques
Nous venons de définir avec précision la solution non-linéaire auto-cohérente
grâce à l’algorithme SCLin1D−Gold. En particulier, à l’aide de l’approche à puissance
fixée, nous savons à présent qu’il s’agit de la solution de plus haute puissance avant
l’auto-focalisation instable. Nous pouvons donc nous poser une question : cette
solution n’est-elle pas la solution non-linéaire obtenue dans un milieu homogène ?
En d’autres termes, la solution non-linéaire auto-cohérente dépend-elle de la struc-
ture considérée ou est-elle trop confinée au centre des fibres optiques étudiées ?
4.2.1 Propriétés du soliton spatial suivant la longueur d’onde
En préliminaire, nous étudions l’évolution du soliton spatial suivant la longueur
d’onde λ. Nous commençons cette étude dans le cas de la fibre à saut d’indice.
Comme attendu, l’effet non-linéaire entraîne une augmentation de l’indice effectif





















(a) Évolution de l’indice effectif des configura-





















(b) Évolution de l’aire effective normalisée par la
taille caractéristique de cœur A0 = piR2c suivant
la longueur d’onde λ du cas linéaire et comparée
au cas non-linéaire
FIGURE 4.8 – Évolution de l’indice effectif (a) et de l’aire effective (b) dans les cas
linéaire et non-linéaire suivant la longueur d’onde λ pour une fibre à saut d’indice
de rayon de cœur Rc = 2.0 µm. Dans le cas non-linéaire, il s’agit de la solution auto-
cohérente obtenue pour le minimum de résidu avec l’algorithme SCLin1D−Gold.
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La figure 4.8(a) montre que plus la longueur d’onde augmente, plus l’indice
effectif dans le cas linéaire décroît (i.e. moins le champ est confiné). Le phéno-
mène inverse se produit pour l’indice effectif dans le cas non-linéaire. Ainsi, plus la
longueur d’onde est importante, plus l’effet non-linéaire est important. Mais dans
quelles proportions l’effet non-linéaire agit-il sur le champ ?
L’étude de l’évolution de l’aire effective suivant la longueur d’onde (figure 4.8(b))
nous montre que dans le cas non-linéaire cette grandeur est constante en compa-
raison du cas linéaire. Nous savons que l’aire effective représente quantitativement










∣∣ψcoh.(x, y)∣∣4 dS . (4.6)
La définition de l’aire effective et son évolution suivant la longueur d’onde nous
permettent de montrer que le champ représentant la solution auto-cohérente est
très sensiblement le même dans la fibre à saut d’indice en comparaison du cas li-
néaire lorsque la longueur d’onde varie.
Nous faisons la même étude dans le cas de la fibre optique microstructurée à
cœur plein (figure 4.9) et nous observons les mêmes comportements. Plus la lon-
















(a) Évolution de l’indice effectif des configura-

















(b) Évolution de l’aire effective normalisée pas la
taille caractéristique de cœur A0 = pi(Λ/2)2 sui-
vant la longueur d’onde λ du cas linéaire et com-
parée au cas non-linéaire
FIGURE 4.9 – Évolution de l’indice effectif (a) et de l’aire effective (b) dans les cas
linéaire et non-linéaire suivant la longueur d’onde λ pour la FOM décrite dans la
section 4.1.4. Dans le cas non-linéaire, il s’agit de la solution auto-cohérente obtenue
pour le minimum de résidu avec l’algorithme SCLin1D−Gold.
Concernant l’aire effective (figure 4.9(b)), nous remarquons qu’elle est quasi
constante dans le cas non-linéaire par rapport au cas linéaire.
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J Point clé :
Que ce soit dans la fibre à saut d’indice ou dans la fibre optique microstructu-
rée, l’évolution de l’aire effective montre que l’effet non-linéaire vient contre-
carrer la diffraction (dans la dimension transverse) du champ dans la fibre.
Ceci est non seulement vrai à une longueur d’onde fixée (auto-focalisation
stable du champ au cœur de la fibre) mais aussi lorsque l’étude est réalisée
sur une large plage de longueur d’onde.
4.2.2 Influence de la structure de la fibre
Comme nous venons de le voir, la répartition du soliton spatial dans la fibre
optique à saut d’indice ou microstructurée est quasiment la même suivant la lon-
gueur d’onde. De plus, comme nous l’avons montré dans la section 4.1.3, la solu-
tion non-linéaire auto-cohérente correspond à la solution de plus haute puissance
avant l’auto-focalisation instable. Enfin, les figures 3.20(c) et 3.24(c) montrent que
le soliton spatial est particulièrement confiné dans le cœur des deux types de fibres
optiques considérées.
Nous pouvons alors nous demander si la structure transverse de la fibre op-
tique étudiée a une influence sur les caractéristiques du soliton spatial. Au premier
abord, la réponse serait négative : la solution non-linéaire ne serait que la solution
du milieu homogène où le “guide” est produit par la modulation de l’indice de ré-
fraction dû à l’effet Kerr optique (équation (1.23)).
Pour répondre précisément à cette question, nous allons étudier l’effet de la
structure transverse sur la solution auto-cohérente dans :
– le milieu homogène non-linéaire (préliminaire)
– la fibre à saut d’indice avec différentes tailles de cœur non-linéaire
– la FOM avec différentes tailles d’inclusions d’air.
4 Préliminaire : la solution auto-cohérente pour un milieu homogène non-
linéaire
La première étude concerne la détermination de la solution auto-cohérente
dans un milieu homogène présentant un effet Kerr optique. En théorie, il s’agit
d’une structure infinie où l’indice de réfraction linéaire est constant dans tout le
domaine et présente un effet Kerr optique. C’est cet effet qui, lorsque nous injec-
tons une puissance, modifie le profil d’indice du milieu et crée un guide semblable
à une fibre à gradient d’indice.
En pratique, pour permettre la résolution numérique du problème non-linéaire,
nous utilisons l’algorithme SCLin1D−Gold et nous assimilons le milieu homogène à
une fibre optique à saut d’indice dont le rayon du cœur est grand devant l’étale-
ment du champ non-linéaire. Ceci signifie que dès l’étape d’itération 1 (première
itération non-linéaire), le champ n’atteint pas l’interface entre le cœur et la gaine.
De cette façon, la solution non-linéaire obtenue au cours du processus itératif est
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bien celle du milieu homogène.
Pour vérifier le rôle négligeable de l’interface, nous avons progressivement aug-
menté la taille du cœur en étudiant l’évolution de la valeur de β suivant le rayon
du cœur. Lorsque l’évolution de la valeur de β obtenue à la convergence et au
minimum de résidu est constante, il s’agit bien de la solution non-linéaire auto-
cohérente du milieu homogène pour une longueur d’onde fixée.
La figure 4.10 montre le profil de la solution normalisée |χcoh.ψcoh.| obtenue
à la convergence du processus itératif SCLin1D−Gold et pour le minimum de résidu



















FIGURE 4.10 – Profil et fit gaussien associé de la solution |χcoh.ψcoh.| obtenue à la
convergence et pour le minimum de résidu avec l’algorithme SCLin1D−Gold dans le
milieu homogène. L’indice de réfraction linéaire est égal à 1.45. L’abscisse correspond
à une dimension transverse dans le milieu homogène (par exemple l’axe 0x).
Le fit gaussien montre que cette solution non-linéaire auto-cohérente dans le
milieu homogène est voisine d’une fonction gaussienne (voir la section 4.3.1 et la
figure 4.16) mais nous permet surtout de la différencier d’une telle fonction. Ce der-
nier point sera utile lors de l’étude des différents profils de solutions non-linéaires
étudiés dans la suite (voir figures 4.16 et 4.18).
Par ailleurs, la figure 4.11 montre l’évolution de l’indice effectif suivant la lon-
gueur d’onde de la solution non-linéaire auto-cohérente obtenue avec l’algorithme
SCLin1D−Gold dans le milieu homogène. Nous remarquons que l’indice effectif est
constant suivant la longueur d’onde en comparaison de son évolution dans les
fibres optiques à saut d’indice. Cependant, si nous analysons plus précisément les
différentes valeurs obtenues en fonction de λ, nous remarquons que la détermina-
tion de l’indice effectif par l’algorithme SCLin1D−Gold est assez sensible.
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Pour déterminer la valeur de l’indice effectif du milieu homogène non-linéaire,
nous ajustons par une droite l’ensemble des valeurs obtenues et correspondant aux
différentes longueurs d’onde étudiées. Le fit donne une pente égale à 3.2×10−5 et
une ordonnée à l’origine égale à 1.4555. L’indice effectif de milieu homogène pour
la plage de longueurs d’onde étudiée est donc constant avec ne f f ≈ 1.4540.
Or, d’après Townes [21], l’indice effectif peut être donné par la relation








où ²2 est le carré du coefficient non-linéaire de l’ordre de 10−2, E(0) le maximum
du module du champ au centre de la géométrie et n0 la partie linéaire de l’indice
de réfraction. Comme E(0) est de l’ordre de l’unité et n0 est égal à 1.45, la formule
de Townes nous confirme la valeur de l’indice effectif que nous obtenons. En effet,
avec l’équation (4.7), nous obtenons ne f f ≈ 1.4504 : l’effet non-linéaire est donc
faible dans le milieu homogène.
Pour cette raison, dans la section 4.3, nous allons étudier en détail le soliton de
Townes obtenu numériquement dans les années soixante.
4 Cas de la fibre à saut d’indice
La seconde étude concerne la fibre à saut d’indice. Pour cela, nous analysons
l’évolution en longueur d’onde de la solution non-linéaire auto-cohérente obtenue
avec l’algorithme SCLin1D−Gold et pour différents rayons Rc du cœur non-linéaire
(figure 4.11). Rappelons que dans cette configuration le contraste d’indice respecte
l’approximation du guidage faible dans le cas linéaire.
La figure 4.11 montre qu’à une longueur d’onde donnée, la solution non-linéaire
auto-cohérente présente un indice effectif différent suivant le rayon du cœur de la
fibre à saut d’indice. Plus la taille du cœur augmente (i.e. plus la structure tend vers
le milieu homogène), plus l’indice de réfraction de la solution auto-cohérente di-
minue et se rapproche de celui obtenu dans le milieu homogène non-linéaire. La
cohérence des simulations est donc bien vérifiée.
Par ailleurs, pour les faibles valeurs de λ, nous savons que le champ est plus
confiné dans le cœur ce qui explique que l’influence de la structure transverse de
la fibre diminue sensiblement pour se rapprocher du milieu homogène.
Ainsi, malgré le fort confinement du champ dans le cœur, les caractéristiques
de la solution non-linéaire auto-cohérente dépendent de la structure transverse de
la fibre à saut d’indice.
4 Cas la fibre optique microstructurée
Nous savons que la structure d’une FOM est bien plus complexe que celle de la
fibre à saut d’indice. Il est donc intéressant d’étudier l’influence de cette structure
sur la solution non-linéaire auto-cohérente obtenue avec l’algorithme SCLin1D−Gold.













































FIGURE 4.11 – Comparaison de l’indice effectif non-linéaire de la solution auto-
cohérente selon la longueur d’onde pour différentes fibres à saut d’indice et pour le
milieu homogène non-linéaire. L’indice de réfraction linéaire de la région guidante
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FIGURE 4.12 – Comparaison de l’indice effectif non-linéaire de la solution auto-
cohérente selon la longueur d’onde pour différentes fibres à saut d’indice, pour des
FOMs avec différentes tailles d’inclusions d’air et pour le milieu homogène non-
linéaire. L’indice de réfraction linéaire dans la région guidante est dans tous les cas
égal à 1.45.
La figure 4.12 montre que la solution non-linéaire obtenue est différente suivant
la structure de la fibre optique microstructurée. En effet, à une longueur d’onde
donnée, l’indice effectif du soliton spatial diminue avec la taille des d’inclusions
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d’air. Ceci est donc parfaitement cohérent avec l’évolution du soliton spatial du
milieu homogène.
Plus les trous d’air sont petits, plus la structure transverse de la FOM modélisée
se rapproche de milieu homogène et plus les indices effectifs non-linéaires sont
proches entre les deux structures. Nous avons également superposé ces courbes
avec celles obtenues dans différentes fibres à saut d’indice.
Enfin, comme dans le cas de la fibre à saut d’indice, nous remarquons que
l’écart entre les différentes géométries augmente avec la longueur d’onde. En effet,
nous savons que plus la longueur d’onde augmente, plus le champ s’étend dans la
fibre optique (voir par exemple la figure 4.9(a)) et donc plus la structure de celle-ci
joue un rôle important.
Au contraire, plus la longueur d’onde diminue, plus le champ initial issu du pro-
blème linéaire est confiné au centre de la fibre et plus l’écart entre les différentes
structures diminue. L’indice effectif des différentes fibres optiques converge alors
vers celui obtenu dans le milieu homogène. Ceci nous permet une nouvelle fois de
vérifier la cohérence de nos résultats.
J Point clé :
La figure 4.12 prouve numériquement que le soliton spatial correspondant
à la solution de plus haute puissance avant l’auto-focalisation instable, n’est
pas le soliton spatial du milieu homogène non-linéaire comme nous pou-
vions le penser. Ceci constitue une nouvelle perception de la non-linéarité
Kerr dans les fibres optiques. De plus, l’indice effectif du soliton spatial dé-
pend non seulement du type de fibre optique modélisé (fibre à saut d’indice
ou FOM) mais aussi des caractéristiques de la fibre optique. Dans la fibre à
saut d’indice la taille du cœur joue un rôle important tandis que pour la FOM,
il s’agit de la taille des inclusions d’air (ou plus généralement du rapport a/Λ).
Enfin, nous avons remarqué que la longueur d’onde prenait une part pré-
pondérante dans l’évolution de l’indice effectif et dans sa dépendance avec
la structure transverse de la fibre.
4.2.3 Influence de la taille finie des FOMs
L’étude que nous menons ici concerne l’influence de la taille finie des FOMs
étudiées. En effet, dans les études précédemment publiées [25, 28], la structure des
FOMs était définie comme un réseau périodique infini avec un défaut central formé
par l’omission d’un trou d’air. Notre étude considère au contraire des FOMs possé-
dant un nombre fini Nr de rangées de trous d’air. La fibre optique microstructurée
analysée ici est constituée d’inclusions d’air de rayon a = 1.0 µm et dont le pitch
Λ= 6.0 µm.
La figure 4.13 montre l’influence du nombre Nr de rangées de trous d’air pour
les cas linéaire et non-linéaire.






























FIGURE 4.13 – Effet du nombre de rangées Nr d’inclusions d’air dans une FOM (Λ=
6.0 µm et a = 1.0 µm) sur l’évolution de l’indice effectif suivant la longueur d’onde
dans les cas linéaire et non-linéaire.
â Cas linéaire :
Pour la configuration linéaire, l’indice effectif correspondant à Nr = 1 est infé-
rieur à celui pour Nr = 4. Ceci est parfaitement cohérent car, lorsque la longueur
d’onde augmente, plus le nombre de rangées augmente, plus le champ est guidé
dans la structure. Par exemple, si Nr = 1, le champ dépasse l’unique rangée d’inclu-
sions et fuit au-delà de celle-ci ce qui entraîne une diminution de l’indice effectif.
â Cas non-linéaire :
Dans le cas de la solution non-linéaire auto-cohérente, nous remarquons le
phénomène inverse. À une longueur d’onde donnée, plus le nombre de rangées de
trous d’air Nr augmente, plus l’indice effectif diminue. Comme nous l’avons pré-
cédemment remarqué dans la section 4.2.1, plus le mode fondamental provenant
de la résolution du problème linéaire s’étend dans la fibre, plus l’effet non-linéaire
est important et tant à confiner le champ au centre de la structure guidante. Re-
marquons que ce phénomène est également observable lorsque la longueur d’onde
augmente à Nr fixé.
Ainsi, plus le nombre de couches d’inclusions d’air augmente, plus l’écart re-
latif entre le cas linéaire et non-linéaire diminue ce qui, comme nous venons de
le voir, est en totale cohérence avec les résultats obtenus précédemment. Bien évi-
demment, plus la taille des trous augmente, plus l’effet de la dimension finie de la
structure diminue. En effet, pour des inclusions plus importantes, la structure de la
FOM se rapproche de la fibre à saut d’indice dont la gaine serait de l’air. L’influence
de la taille du défaut central représentant le cœur est alors prédominant sur l’in-
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fluence du nombre de rangées de trous d’air.
o Calcul des pertes dans le cas non-linéaire
Nous savons que la modulation d’indice
n2coh. = n20+
∣∣χcoh.ψcoh.∣∣2 (4.8)
engendrée par le soliton spatial est proportionnelle au carré du champ χcoh.ψcoh..
Les fibres optiques que nous étudions sont donc à gradient d’indice. Le mode fon-
damental que nous prenons en compte est alors un mode guidé, c’est-à-dire sans
pertes, localisé au centre de la fibre optique.
+ Hypothèse 7 : D’après ce qui précède, nous pouvons penser que les pertes
sont nulles pour le soliton spatial dans les fibres optiques microstructurées
et dans le cadre de l’étude du mode fondamental.
Il est alors intéressant d’étudier numériquement les pertes pour la solution non-
linéaire auto-cohérente. L’évaluation des pertes peut être réalisée par le calcul de la
partie imaginaire de la constante de propagation β ou de l’indice effectif ne f f asso-
cié. Pour cela, nous utilisons une PML circulaire dans le modèle scalaire (voir l’an-
nexe B). La figure 4.14 montre l’influence du nombre de rangées dans différentes

































FIGURE 4.14 – Effet du nombre de rangées Nr d’inclusions d’air dans une FOM (Λ=
6.0 µm et a = 1.5 µm) sur l’évolution des pertes (partie imaginaire de l’indice effectif)
suivant la longueur d’onde dans les cas linéaire et non-linéaire.
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Pour la configuration linéaire, les pertes diminuent lorsque le nombre de ran-
gées d’inclusions d’air augmente ce qui est bien entendu cohérent (voir en particu-
lier la figure 7.6 de la référence [17]).
Pour le cas non-linéaire, nous remarquons que les pertes diminue considéra-
blement pour s’annuler (d’un point de vue numérique) dans les FOMs à trois et
quatre rangées d’inclusions. En effet, dans ces deux cas les pertes sont en dessous
de la précision machine (10−15).
- Remarque 20 : Il est a noter que dans le cas d’une FOM à une ou deux couches
de trous d’air, la précision machine est difficilement atteignable du fait de la
contrainte sur la distance Ri nt entre la dernière rangée et la PML définie dans
l’annexe B. En effet, nous ne pouvons pas éloigner la PML de manière trop
importante car sinon, le champ se localise dans cette région (vue comme le
défaut) et non au centre de la fibre optique microstructurée. Cependant, la
valeur de la partie imaginaire de ne f f suivant Ri nt diminue très sensiblement
lorsque l’éloignement de la PML augmente.
Ainsi, à la vue des résultats numériques obtenus nous pouvons vérifier l’hypo-
thèse 7 et en conclure qu’il n’y a pas de pertes dans le cas de la solution non-linéaire
auto-cohérente déterminée à partir du mode fondamental dans la fibre optique mi-
crostructurée.
4.2.4 Des puissances importantes...
Nous savons que l’effet non-linéaire de type Kerr optique n’apparait dans les
fibres optiques que pour des puissances élevées ce qui limite les applications expé-
rimentales.
Pour déterminer les puissances physiques mises en jeu, nous devons calculer
dans un premier temps la grandeur Pcoh. caractérisant le soliton spatial et obtenue
numériquement avec l’algorithme SCLin1D−Gold (à la convergence et pour le mini-





où F représente la section transverse de la fibre et χcoh.ψcoh. le champ renormalisé.
La grandeur Pphy s est déduite de Pcoh. par la relation (d’après l’annexe C et les








où le coefficient non-linéaire n2K er r caractéristique du matériau s’exprime dans ce
cas en m2.V −2 (se reporter à la section 1.3). La grandeur Pphy s s’exprime donc en
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watt et définie la puissance physique nécessaire à injecter dans la fibre optique
pour obtenir les solitons spatiaux que nous avons obtenus numériquement.
La figure 4.15 montre que, pour les différentes études que nous avons réalisées
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FIGURE 4.15 – Évolution de la puissance physique à injecter pour obtenir les solutions
non-linéaires auto-cohérentes en fonction de la longueur d’onde dans les différentes
structures de silice analysées ici : fibre optique à saut d’indice, FOM à cœur plein,
milieu homogène non-linéaire.
Ces valeurs sont plus faibles pour les FOMs que pour les fibres à saut d’indice
que nous avons modélisées, ce qui est naturellement très intéressant. Notons que
pour le milieu homogène, les puissances sont légèrement plus faibles par rapport
aux cas des fibres optiques. Ceci est cohérent à la vue des résultats obtenus précé-
demment pour cette structure particulière.
Dans le cas d’une fibre en silice, la densité de puissance maximale Icr avant
la destruction du matériau est Icr ≈ 3× 1017 W.m−2 [55]. Dans ces conditions, la
puissance physique doit vérifier l’inégalité suivante
Pphy s < Icr A0 (4.11)
où, pour une FOM, A0 =pi(Λ/2)2 correspond à l’aire du cœur de la fibre où se situe
la majorité du champ non-linéaire. Pour une FOM en silice et à cœur plein, de pitch
Λ= 6.0 µm et de rayon d’inclusion a = 1.5 µm, la puissance physique doit être infé-
rieure à environ 1.0×107 W . Pour les faibles longueur d’onde, nous sommes donc
en deçà de la puissance critique de destruction des matériaux.
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Des fibres optiques fabriquées en verre de chalcogénures présentent des effets
non-linéaires (ou des valeurs de n2K er r ) jusqu’à 1000 fois supérieurs à ceux de la
silice. La puissance à injecter pour obtenir les solitons spatiaux serait alors 1000
fois inférieure. Dans cette étude, nous nous sommes limités à l’analyse numérique
des solutions non-linéaires mais, dans ces conditions et pour de faibles longueurs
d’onde par rapport à la taille caractéristique des structures (Rc ouΛ), une étude ex-
périmentale pourrait être envisagée.
4.3 Soliton de Townes et soliton spatial
Comme nous l’avons vu au cours de ce chapitre, le soliton spatial correspond
à la solution de plus haute puissance avant l’auto-focalisation instable. Nous pou-
vons alors nous demander si la solution non-linéaire auto-cohérente n’est pas le
soliton de Townes : solution du milieu homogène non-linéaire [21].
4.3.1 Le soliton de Townes : la solution du milieu homogène non-
linéaire











Pour l’étude de cette structure particulière, nous considérons une structure cylin-
drique [21, 27]. Dans ce cas, l’opérateur Laplacien transverse ∆t = ∂2x + ∂2y en co-
ordonnées cartésiennes est remplacé par son équivalent en coordonnées cylin-
driques ∆t = ∂2r + 1r ∂r .
* Approximation : L’opérateur Laplacien transverse s’exprimant en coordon-
nées cylindriques est ∆t = ∂2r + 1r ∂r + 1r 2 ∂2θ où θ est la dépendance angulaire.
Cependant, on néglige cette dernière car nous étudions le mode fondamen-
tal qui est centro-symétrique. Nous n’aurions pas pu prendre en compte cette
approximation si des modes d’ordres supérieurs avaient été étudiés. Dans ce
cadre, l’opérateur Laplacien transverse s’écrit bien ∆t = ∂2r + 1r ∂r .
Dans ce cas, l’équation (4.13) devient










∣∣φ(r )∣∣2 )φ(r )=β2φ(r ). (4.14)







−Γ2φ(r )+k20n2K er rφ3(r )= 0. (4.15)
De plus, si nous effectuons le changement de variable r = r˜ /Γ et si nous posons







−Γ2φ(r˜ )+bΓ2φ3(r˜ )= 0. (4.16)
Enfin, si nous posons la grandeur sans dimension R(r˜ ) = pbφ(r˜ ) alors nous obte-
nons la fonction R représentant le soliton de Townes [21, 27, 51], solution de l’équa-
tion
∆t R(r˜ )−R(r˜ )+R3(r˜ )= 0 et tel que R ′(0)= 0, R(∞)= 0. (4.17)
Les conditions aux limites R ′(0)= 0 et R(∞)= 0 correspondent aux conditions aux
limites des solutions obtenues dans les fibres optiques dans le cadre de l’étude du
mode fondamental.
- Remarque importante 21 : Nous ne pouvons pas résoudre l’équation non-
linéaire (4.17) avec GetDP telle que nous l’avons fait depuis le début. En effet,
ne s’agissant pas d’une équation aux valeurs propres et la solution nulle étant
la plus évidente, nous ne pourrions pas mettre en évidence une solution non
triviale.
L’équation (4.17) est une équation différentielle du deuxième ordre (présence
d’une dérivée seconde) qui est non-linéaire et avec deux conditions aux limites
dont il n’existe pas de solution analytique simple. Nous devons alors résoudre nu-
mériquement l’équation (4.17) en utilisant une méthode de tir [11].
Le principe est simple :
Ê Transformation de l’équation différentielle du deuxième ordre (4.17) en deux
équations différentielles du premier ordre tel que R1(r˜ ) = R(r˜ ) et R2(r˜ ) =
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Ë Choix arbitraire d’une valeur de l’amplitude R(0) (en r˜ = 0) comme point de
départ.
Ì Résolution du système d’équations différentielles (4.18) comme un problème
différentiel à valeur initiale (Chap. 16 de la référence [11]) tout en respectant
la première condition aux limites R ′(0)= 0.
Í Calcul de l’écart à “l’infini” (pour des valeurs de r˜ grandes) entre la valeur de
R(∞) donnée par la résolution numérique du système d’équations différen-
tielles (4.18) et la contrainte R(∞) théorique (R(∞)= 0).
Î Retour au pointË. La méthode de tir s’arrête lorsque l’écart défini au pointÍ
est minimum. Nous obtenons alors la valeur R(0) ainsi que le profil R(r˜ ) du
soliton de Townes.
Nous implémentons cette méthode de tir et nous obtenons la valeur R(0) =












FIGURE 4.16 – Profil du soliton de Townes R(r˜ ) et fit gaussien de même puissance.
Nous remarquons que ce profil peut-être approximé par une fonction gaus-
sienne permettant de distinguer la forme du soliton de Townes de la fonction gaus-







où σ = 0.598251. La fonction de fit utilisée est celle de Gnuplot basée sur l’algo-
rithme de Levenberg - Marquardt [11]. La figure 4.16 est à comparer à la figure
4.10 obtenue par la résolution de notre problème non-linéaire avec l’algorithme
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SCLin1D−Gold.
De plus, nous pouvons définir un coefficient sans dimension Ncr représentant




|R|2 r˜ d r˜ ≈ 1.862 (4.20)
où H est le domaine d’intégration mono-dimensionnel représentant le milieu ho-
mogène. Dans la référence [27], la valeur Ncr = 1.86225 ce qui est en accord avec le
résultat précédent que nous avons obtenu.
Les valeurs de R(0), de Ncr et le profil de Townes que nous obtenons corres-
pondent donc parfaitement avec celles publiées dans les référence [21, 27]. Pour
valider plus précisément ces résultats, nous avons notamment contacté le Profes-
seur Gadi Fibich du département de mathématiques appliquées de l’Université de
Tel Aviv.
4.3.2 Le soliton spatial n’est pas le soliton de Townes !
Pour comparer les caractéristiques de la solution non-linéaire auto-cohérente
avec celles du soliton de Townes, nous devons d’abord distinguer les deux pro-
blèmes. Le soliton spatial est issu d’un problème aux valeurs propres où la valeur
propre est la constante de propagation β. Le soliton de Townes provient de la ré-
solution d’une équation non-linéaire différentielle ordinaire. Les deux approches
sont donc totalement différentes. Dans cette perspective, comment définir un coef-
ficient comparable à Ncr et représentant la solution non-linéaire auto-cohérente ?
4 Le coefficient Ncr du soliton de Townes :
Pour le soliton de Townes et en utilisant les grandeurs physiques, le coefficient
Ncr (équation 4.20) représente la puissance critique du soliton de Townes définie




où Pcr (en watt) correspond à la limite inférieure de la puissance critique en fonc-
tion du matériau et de la longueur d’onde d’étude. n2 est le coefficient non-linéaire
caractéristique du matériau et est exprimé en m2/W .
D’après l’équation (C.9) déterminée dans l’annexe C, la puissance physique






∣∣φ(x, y)∣∣2 dS (4.22)
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où F représente la section transverse de la fibre optique. Dans le cas de l’étude du
soliton de Townes, les solutions scalaires recherchées sont de la forme [27] :
E =φ(x, y)e i k0z−iωt ex . (4.23)
Ceci signifie que la constante de propagation β est fixée à k0. Nous pouvons donc
en déduire facilement, avec la relation (4.22), l’expression de la puissance Pcr cor-





∣∣φ(x, y)∣∣2 dS. (4.24)
4 Définition du coefficient de puissance Ncoh. du soliton spatial :
Cependant, le problème non-linéaire que nous étudions dépend de la constante
de propagation β, solution de l’équation aux valeurs propres de Helmholtz. Nous
allons alors définir un coefficient sans dimension Ncoh. représentant la puissance
du soliton spatial[23].
À l’aide de cette grandeur, nous pourrons étudier les différences entre les carac-
téristiques du soliton spatial (à travers le coefficient Ncoh.) et celles du soliton de
Townes (représenté par le coefficient Ncr ).



















Or, la grandeur Pcoh. caractérisant la solution non-linéaire auto-cohérente ob-
tenue avec l’algorithme SCLin1D−Gold peut être définie comme
Pcoh. = n2K er r Pphy s =
∫
Ω
∣∣χcoh.∣∣2 ∣∣φcoh.∣∣2 dS (4.28)
où le coefficient n2K er r est exprimé en m
2/W et peut s’écrire n2K er r = 2n0n2. Dans
ce cas, Pcoh. = 2n0n2Pphy s .
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En faisant apparaître la grandeur Pcoh. et la constante de propagationβcoh. dans
l’équation (4.27), nous obtenons l’expression du coefficient de puissance critique





où βcoh. est la constante de propagation de la solution non-linéaire auto-cohérente
obtenue avec l’algorithme SCLin1D−Gold pour le minimum de résidu.
o Vérification de la cohérence de l’expression :
Nous savons que si la longueur d’onde λ tend vers 0, l’indice effectif ne f f
tend vers l’indice du milieu c’est à dire n0 comme le montre la figure 4.12 (où
dans notre cas ne f f = β/k0 = βλ/2pi). En d’autres termes, pour les simula-
tions présentées, nous avons 1 :




En utilisant l’équation (4.27), nous retrouvons bien l’expression donnée dans
la référence [27] :












Nous pouvons alors comparer le coefficient correspondant à la puissance des
solutions non-linéaires auto-cohérentes Ncoh. obtenu dans différentes fibres op-
tiques avec celui du soliton de Townes Ncr correspondant au milieu homogène (fi-
gure 4.17).
3 Pour le milieu homogène :
Le premier point concerne le milieu homogène. Nous observons que le soli-
ton de Townes correspond à la solution non-linéaire auto-cohérente obtenue dans
le milieu homogène avec l’algorithme SCLin1D−Gold. En effet, comme nous l’avons
souligné au début de cette section, nous résolvons un problème non-linéaire aux
valeurs propres où la constante de propagation β est prise en compte au contraire
de l’approche de Townes [21] et de Fibich [27] où la valeur de β est fixée : β = k0.
L’approche de Townes est donc une autre approche de la non-linéarité comparée à
la méthode que nous proposons.
1. Voir la signification des signes⇒ et→ dans le Préambule.






























a1  = 0.5 µma2  = 1.0 µma3  = 1.5 µma4  = 2.0 µma5  = 2.5 µm
Soliton de Townes
FIGURE 4.17 – Évolution du coefficient représentant la puissance auto-cohérente
Ncoh. pour différentes fibres à saut d’indice, pour différentes FOMs et pour le mi-
lieu homogène en fonction de la longueur d’onde λ. La ligne horizontale pointillée
représente le coefficient critique Ncr = 1.862 du soliton de Townes.
J Point clé :
L’étude en fonction de la longueur d’onde nous montre que le soliton de
Townes et le soliton spatial du milieu homogène sont identiques. Ceci nous
permet de valider l’expression du coefficient Ncoh. que nous avons défini. En
effet, la valeur de Ncoh. obtenue :
– avec la MEF
– à la convergence de l’algorithme SCLin1D−Gold de résolution d’une équation
aux valeurs propres
– pour le minimum de résidu
– dans le cas du milieu homogène
est égale au coefficient Ncr obtenu après la résolution d’une équation diffé-
rentielle par une méthode de tir. Nous confirmons ici, de manière simple et
avec une méthode plus générale, les résultats obtenus par Townes dans les
années soixante [21]. Cependant, comme nous allons le voir dans la suite,
nous allons beaucoup plus loin dans le cadre de notre nouvelle approche.
3 Pour les fibres optiques :
De plus, comme l’avait suggéré l’évolution de l’indice effectif en fonction de la
longueur d’onde (figure 4.11 et figure 4.12), la figure 4.17 illustre la dépendance de
la solution non-linéaire auto-cohérente suivant : la longueur d’onde, le type de fibre
optique et la structure transverse de la fibre considérée.
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J Point clé :
Dans le cadre de cette étude, nous généralisons le soliton de Townes dans les
fibres optiques à saut d’indice et microstructurée. La prise en compte de la
structuration transverse ainsi que de la constante de propagationβ nous per-
met d’élargir la notion de soliton de Townes : cas limite aux faibles longueurs
d’onde du soliton spatial obtenu dans les fibres optiques avec l’algorithme
SCLin1D−Gold.
Pour les deux types de fibres optiques étudiées, fibre à saut d’indice et FOM, la
valeur du coefficient Ncoh. converge vers Ncr quand la longueur d’onde diminue.
En effet, plus la longueur d’onde est faible, plus le champ est confiné dans la fibre
optique et donc moins l’influence de la structure est importante. Au contraire, pour
des valeurs de λ élevées, l’influence de la structure transverse est importante.
Cependant, l’étude de la répartition spatiale du champ dans la fibre optique sui-
vant la longueur d’onde ou suivant sa structure transverse nous montre une grande
similitude entre les différents profils du champ (figure 4.18). En effet, un ajustement
gaussien nous permet d’assimiler ces profils à celui du soliton de Townes.
Mais, pour différentes tailles d’inclusions, l’amplitude du soliton spatial est dif-
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Ncoh (a2)  = 1.557

























(b) λ= 8.0 µm
FIGURE 4.18 – Profil du champ et les coefficients Ncr et Ncoh. associés pour trois FOMs
ayant des tailles de trous d’air différentes. Les régions colorées représentent la pre-
mière inclusion d’air de la FOM en fonction de son rayon a.
- Remarque 22 : Comme le montre l’équation (4.29), le coefficient Ncoh. dé-
pend non seulement de l’intégrale du champ mais aussi de la constante de
propagation β et de la longueur d’onde λ. Ceci signifie que l’évolution de
Ncoh. n’est pas forcément liée à la largeur (écart-type) du profil de la solution
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non-linéaire auto-cohérente comme l’illustre la figure 4.18.
J Point clé :
Le profil global des solutions non-linéaires auto-cohérentes est similaire au
profil du soliton de Townes et peuvent être chacun approximé par une fonc-
tion gaussienne. L’utilisation d’une telle fonction nous permet de la différen-
cier des deux types de solitons. Cependant, l’amplitude et la constante de
propagation β sont différentes suivant la longueur d’onde et suivant la struc-
ture transverse de la fibre optique. Grâce à l’algorithme SCLin1D−Gold et à la re-
normalisation du champ exposée dans la section 2.3.2, l’amplitude de la solu-
tion non-linéaire n’est pas altérée tout au long du processus itératif. Contrai-
rement à d’autres études, nous mettons en évidence l’importance de l’ampli-
tude et de la constante de propagation de la solution non-linéaire. Ceci nous
permet de faire la différence entre le soliton spatial dans les fibres optiques
et le soliton de Townes.
Conclusion
Pour comprendre et analyser les propriétés physiques de la solution non-linéaire auto-cohérente, nous avons procédé de manière progressive. La pre-
mière étape concernait la comparaison entre la méthode auto-cohérente que nous
proposons et la méthode à puissance fixée que nous avons implémentée par une
simple modification de notre algorithme SCLin1D. Ceci nous a permis de montrer,
grâce à l’algorithme SCLin1D−Gold, que la solution non-linéaire auto-cohérente cor-
respond à la solution de plus haute puissance avant l’auto-focalisation instable
du champ dans les fibres optiques. Dans un deuxième temps, nous avons pu étu-
dier l’influence des paramètres opto-géométriques sur cette solution. L’analyse de
l’évolution de la non-linéarité suivant la longueur d’onde nous a permis de montrer
que l’effet Kerr optique tend à contrecarrer l’effet de la dispersion dans la fibre op-
tique. La troisième étude concernait l’influence de la structure transverse des fibres
étudiées. Le soliton de haute puissance n’est pas la solution non-linéaire du milieu
homogène comme nous aurions pu le croire. L’étude du soliton de Townes par une
méthode de tir nous a montré qu’il correspondait au soliton spatial dans le milieu
homogène non-linéaire obtenu avec notre nouvelle approche validant une nou-
velle fois la méthode numérique utilisée. De plus, nous avons montré que le soliton
de Townes est le cas limite aux courtes longueurs d’onde de la solution non-linéaire
auto-cohérente dans les fibres optiques. En revanche, et contrairement aux études
réalisées jusqu’à présent, la prise en compte de l’amplitude, de la constante de pro-
pagation et de la structuration transverse finie nous ont permis de généraliser le
soliton de Townes aux fibres optiques. En effet, nous avons montré que le soliton
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spatial de plus haute puissance avant l’autofocalisation instable dans les fibres op-
tiques était différent du soliton de Townes même si les profils des deux solitons sont
très proches.
Nous pouvons alors nous demander si le modèle scalaire utilisé pour mettre en
place la méthode numérique et comprendre les phénomènes mis en jeu et toujours
aussi précis en présence d’un effet Kerr optique.
Chapitre





L’implémentation du problème non-linéaire dans le cadre de l’approxi-mation scalaire nous a permis de mettre en place notre méthode de résolu-
tion numérique originale dans la configuration scalaire. En effet, pour limiter le
nombre de difficultés susceptibles d’être rencontrées dans l’approche d’un pro-
blème nouveau, l’étude du modèle scalaire était la meilleure solution. Nous avons
pu y analyser et comprendre la signification des phénomènes non-linéaires mis en
jeu avec notamment la généralisation du soliton de Townes. Cependant, comme
nous l’avons entrevu dans la section 3.2.3, si nous voulons étudier précisément la
solution non-linéaire auto-cohérente, l’approximation scalaire n’est plus valable.
En effet, pour la fibre optique microstructurée, l’approximation du guidage faible
n’est plus respectée puisque le contraste d’indice est de l’ordre de 50% dans le cas li-
néaire. De plus, l’effet non-linéaire engendre une modulation de l’indice de réfrac-
tion dans la fibre accentuant ce contraste d’indice. Dans cette perspective, nous
implémenterons dans ce chapitre le problème vectoriel complet—sans approxi-
mations. Nous verrons que sur le plan numérique, les phénomènes restent com-
parables au cas scalaire. Sur le plan des propriétés physiques, nous étudierons en
particulier les différences sur les caractéristiques du soliton spatial qu’entraîne le
passage au modèle vectoriel.
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5.1 Approximation scalaire liée au guidage faible
Lorsque nous écrivons l’équation d’onde de type Helmholtz (2.9), nous négli-
geons le terme ∇(E .∇²r²r ) (voir section 2.1.2) sous prétexte que l’indice optique est
homogène sur un domaine spatial précis [9]. Cependant, la présence d’une non-
linéarité entraîne une modulation de l’indice de réfraction. De plus, l’étude de la
fibre optique microstructurée nous amène, même dans le cas linéaire, à prendre
en compte un contraste d’indice fort sortant largement du cadre du guidage faible.
Dans ce cas, le terme ∇× (∇×E ) peut-il toujours être réduit à ∆E ?
Marcuse[9] a démontré que cette approximation n’est valide que si la varia-
tion de l’indice optique est négligeable sur une distance d’une longueur d’onde. D’un
point de vue quantitatif, nous posons :
R = nmax −nmi n
nmi n
(5.1)
où R représente la variation relative entre l’indice de réfraction maximum nmax et
minimum nmi n sur une distance d’une longueur d’onde.
* Approximation : Si R ¿ 1 sur une distance d’une longueur d’onde alors nous
pouvons dire que la variation de l’indice optique est négligeable sur une dis-
tance d’une longueur d’onde et dans ce cas, le terme ∇× (∇×E ) peut être
simplifié.
La figure 5.1 montre la modulation de l’indice de réfraction engendrée par l’ef-
fet non-linéaire suivant une coupe transverse des fibres optiques à saut d’indice et
microstructurée. L’indice de réfraction étant défini comme n =p²r , nous représen-





où n20 est l’indice linéaire dans la fibre optique, 1nl la fonction indicatrice égale à 1
dans le milieu non-linéaire et 0 dans le milieu linéaire.
Nous remarquons que dans le cas non-linéaire, l’hypothèse de Marcuse n’est
plus respectée pour les deux types de fibres optiques. Pour les configurations re-
présentées par la figure 5.1, R ≈ 0.08 pour la fibre à saut d’indice (FIG. 5.1(a)) et
R ≈ 0.1 pour la fibre optique microstructurée (FIG. 5.1(b)) sur une distance d’une
longueur d’onde.
Il est donc nécessaire de mettre au point un modèle vectoriel complet, ce qui
constitue l’objet de ce chapitre. Le passage à ce nouveau modèle nous permettra
de décrire au mieux le problème non-linéaire.





















Distance au centre de la fibre à saut d´indice (µm)
Cas linéaire
Cas non−linéaire
(a) Profil d’indice pour une fibre à saut d’indice
constituée d’un cœur de silice de rayon Rc = 2.0





















Distance au centre de la FOM (µm)
Cas linéaire
Cas non−linéaire
(b) Profil d’indice pour une FOM de 3 rangées
d’inclusions d’air, de rayon a = 3.0 µm, de pitch
Λ= 10.0 µm et pour λ= 6.0 µm
FIGURE 5.1 – Comparaison des profils de l’indice de réfraction pour le mode fonda-
mental linéaire et pour la solution non-linéaire auto-cohérente suivant une coupe
transverse dans le cas des fibres optiques à saut d’indice et microstructurée.
- Remarque importante 23 : Dans la section 3.2.3 et en particulier pour la fi-
gure 3.6, nous avons comparé les résultats linéaires scalaires de la MEF et
vectoriels de la MM. Nous avons remarqué que la différence entre les confi-
gurations scalaire et vectorielle était importante, même dans le cas linéaire.
En effet, le contraste d’indice entre la matrice et les trous d’air dans les FOMs
que nous étudions ne respecte pas l’approximation du guidage faible.
Ainsi, dans le cas de la FOM, deux phénomènes justifient des différences
entre scalaire et vectoriel :
– le contraste d’indice dû à la structure de la FOM (matrice de silice et inclu-
sions d’air)
– le contraste d’indice engendré par l’effet Kerr optique
5.2 L’équation non-linéaire vectorielle et formulation
faible associée
Comme nous pouvons l’imaginer, l’obtention de la formulation faible vecto-
rielle est sensiblement plus compliquée que dans l’approche scalaire puisqu’il faut
prendre en compte les trois composantes du champ E . Nous allons donc expliciter
chaque étape de calcul afin de bien comprendre les différentes techniques utilisées.
5.2.1 Obtention de l’équation non-linéaire vectorielle
Comme nous l’avons évoqué dans la section 1.4, nous considérons la présence
d’une unique non-linéarité : l’effet Kerr optique. Dans ce cas, l’équation de Helm-
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holtz vectorielle non-linéaire que nous voulons résoudre dans les fibres optiques
est l’équation (1.30) rappelée ici
∇× (∇×E )−k20
(
n20+1nln2K er r |E |2
)
E = 0 (5.3)
où 1nl correspond à la fonction indicatrice égale à 1 dans le milieu non-linéaire et
0 dans le milieu linéaire et où les solutions recherchées sont de la forme
E = (Et +Ez ez )e iβz−iωt . (5.4)
Ainsi, le champ électrique E tient compte des trois composantes : deux transverses
selon ex et e y constituant le champ Et tel que Et .ez = 0 et une longitudinale Ez ez .
Comme pour le cas scalaire, les amplitudes des champs Et et Ez ez dépendent des
coordonnées transverses x et y . Enfin, le terme en exponentiel complexe fait inter-
venir la coordonnée longitudinale z ainsi que le terme de propagation β.
5.2.2 Détermination de la formulation faible associée
La présence des trois composantes du champ électrique complique la détermi-
nation de la formulation faible associée à l’équation vectorielle (5.3).
q Calcul préliminaire
La première étape consiste à calculer
∇×E =∇× (Et e iβz +Ez e iβz ez ). (5.5)
Or, nous connaissons la relation suivante
∇× (ψa)=∇ψ×a+ψ∇×a. (5.6)
â Pour la composante transverse :
En utilisant l’équation (5.6) pour la composante transverse, il vient
∇× (Et e iβz)= (∇e iβz)︸ ︷︷ ︸
selon ez
×Et +e iβz ∇︸︷︷︸
selon et
×Et (5.7)
avec ∇e iβz = iβe iβz ez et où la constante de propagation β est une grandeur com-
plexe. En effet, nous savons que dans le cadre de l’étude linéaire de la fibre optique
microstructurée, les modes sont à pertes. Les grandeurs comme la constante de
5.2 L’équation non-linéaire vectorielle et formulation faible associée 119
propagationβ présentent donc une partie imaginaire non nulle. De l’équation (5.7)
il vient alors
∇× (Et e iβz)= e iβz[∇t ×Et + iβez ×Et]. (5.8)
L’équation (5.8) nous conduit à définir l’opérateur∇β =
(
∂x ,∂y , iβ
)
. Il s’agit simple-
ment de l’opérateur ∇ = (∂x ,∂y ,∂z) où la composante ∂z est explicitée par le terme
iβ ce qui nous permet de prendre en compte le fait que β ∈C :
∇β =∇t + iβez . (5.9)
â Pour la composante longitudinale :
Concernant la composante longitudinale, l’expression (5.6) permet d’écrire




∇× (Ez e iβz ez )= e iβz∇t Ez ×ez (5.11)
Au final, en utilisant les équations (5.5), (5.8) et (5.11) nous obtenons
∇×E =∇β×E = e iβz
[
∇t ×Et + (∇t Ez − iβEt )×ez
]
. (5.12)
q Détermination de la formulation faible vectorielle
L’obtention de l’équation (5.12) est un préliminaire à la détermination de la for-
mulation faible. Comme dans le cas scalaire (section 2.2.2), pour définir la formu-
lation faible du problème nous multiplions l’équation (5.3) par la fonction de pon-







′dS = 0, ∀E ′ ∈ [H 10 (F )]3. (5.13)




a×b)= b.(∇β×a)−a.(∇β×b), ∀β ∈C (5.14)
ainsi que le théorème d’Ostrogradski








où F représente la surface transverse de la fibre, ∂F son contour et n un vecteur
unitaire normal au contour. Si nous posons a =∇β×E et b = E ′ (fonction de pon-










(∇β×E).(∇β×E ′)dS, ∀E ′ ∈ [H 10 (F )]3 (5.16)
+ Hypothèse 8 : Nous supposons que le champ est nul sur le bord de la fibre.
Ceci est possible car :
– dans la fibre à saut d’indice, le mode fondamental est un mode guidé (sans
pertes)
– dans la fibre optique microstructurée, le mode fondamental est à perte
avec l’application d’une région périphérique absorbante ou une PML (mo-
dèle numérique modifié).
Cependant, dans le problème physique (modèle réel), les modes dans la FOM
sont à pertes et donc le champ n’est pas nul sur le bord de la fibre.
Dans le cadre de notre modèle numérique modifié, le membre de gauche de
l’équation (5.16) disparaît. Nous obtenons alors à partir de l’équation (5.13), la for-
mulation faible du problème (5.3)
∫
F
(∇β×E).(∇β×E ′)dS = k20 ∫
F
²r E .E
′dS, ∀E ′ ∈ [H 10 (F )]3 (5.17)
D’après l’équation (5.12), nous pouvons développer le membre de gauche de la
formulation faible (5.17) (∇β×E).(∇β×E ′)=[
∇t ×Et︸ ︷︷ ︸
selon ez
+∇t Ez ×ez︸ ︷︷ ︸
selon et





∇t ×E ′t︸ ︷︷ ︸
selon ez
+∇t E ′z ×ez︸ ︷︷ ︸
selon et




En développant l’expression précédente, nous obtenons
(∇β×E).(∇β×E ′)= (∇t ×Et ).(∇t ×E ′t )+ (∇t Ez ×ez ).(∇t E ′z ×ez )
+iβ(∇t Ez ×ez ).(E ′t ×ez )− iβ(Et ×ez ).(∇t E ′z ×ez )
+ββ(Et ×ez ).(E ′t ×ez ),
∀(E ′t ,E ′z) ∈ [H 10 (F )]2×H 10 (F ).
(5.18)
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Nous arrivons finalement à la formulation faible de l’équation vectorielle 5.3 que
nous devons résoudre numériquement
∫
F























∈ [H 10 (F )]2×H 10 (F ).
(5.19)
L’équation (5.19) fait apparaître deux termes en iβ et un en β2. Comme pour
l’approche scalaire, nous nous plaçons dans le cas où nous fixons k0 (représen-
tant la longueur d’onde λ) et nous cherchons les valeurs propres β correspondant
à la constante de propagation. Pour simplifier l’expression et permettre sa résolu-
tion numérique avec le logiciel GetDP 1, nous allons transformer l’expression qui
contient les termes iβ et β2 en une expression ne contenant que des termes en β2.
De cette manière, nous obtiendrons un problème aux valeurs propres en β2 pour
l’implémentation du processus itératif de Picard.
Pour cela, nous posons
Ft =Et , (5.20)
Fz ez = 1
iβ





En utilisant ces changements de variables dans le problème 5.19, il vient
∫
F














∈ [H 10 (F )]2×H 10 (F ).
(5.22)
Nous aboutissons donc à un système réel et symétrique [17] ne prenant en
compte que des termes en β2. Il s’agit bien d’un système où nous cherchons les
valeurs de β2 à k20 fixé (ou λ fixée). C’est la formulation faible que nous allons im-
plémenter pour étudier la non-linéarité dans les fibres optiques à saut d’indice et
microstructurée.
1. Les problèmes aux valeurs propres généralisées contenant des expressions de la valeur propre
complexe en monôme d’ordre 1 et 2 sont numériquement plus ardus à résoudre que les problèmes où
le carré de la valeur propre intervient.
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5.2.3 Application de la MEF au cas vectoriel
Nous pouvons alors présenter de manière succincte l’application de la Méthode
des Éléments Finis dans l’approche vectorielle dont la détermination de la formu-
lation faible (5.22) était un préalable.
Comme pour le cas scalaire (voir section 2.2.3), nous transformons la formula-
tion variationnelle sous forme matricielle dont les coefficients sont définis tels que
at ti j =
∫
F
(∇t ×Ft ).(∇t ×F ′t )dΩ , azzi j =
∫
F




∇t Fz .F ′t dS , at zi j =
∫
F
Ft .∇t F ′z dS ,
















²r Fz F ′z dS.
où i est l’indice de ligne et j l’indice de colonne de la matrice A représentant l’équa-
tion (5.22) sous forme algébrique. Nous obtenons alors le système suivant :
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Comme pour le cas scalaire, nous choisissons les bases {α j }
j=arêtes
j=1 et {α j }
j=nœuds
j=1
qui représentent les fonctions de forme sur lesquelles sont projetées respective-
ment les solutions approximées Et et Ez . Les valeurs f tj et f
z
j sont respectivement
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les valeurs du champ transverse et longitudinal au nœud j . La figure 5.2 montre les
fonctions de forme αtj définies sur les arêtes des triangles et les fonctions de forme
αzj définies sur les nœuds.
L’affectation des fonctions de forme nodales se fait de manière intuitive. Par
exemple, la fonction de forme αzj est associée au nœud j . Le degré de liberté ou
facteur de pondération est naturellement f zj .
En revanche, l’affectation des fonctions de forme sur les arêtes se fait de ma-
nière arbitraire. En effet, pour l’arête liant les nœuds j et k, nous choisissons ar-
bitrairement le nom et le sens de la fonction de forme que nous appelons ici αtj .
Le degré de liberté ou facteur de pondération associé à αtj est naturellement f
t
j . Le











FIGURE 5.2 – Fonctions de forme utilisées dans la configuration vectorielle.
Comme pour le cas scalaire, la fonction αzj est interpolée linéairement entre
le nœud j et les nœuds voisins. Elle est égale à 1 sur le nœud j et à 0 sur les autres
nœuds du domaine. Pour les éléments d’arêtes, le vecteurαtj est tangentiel à l’arête
d’un triangle dont l’un des sommet est le nœud j . Les éléments d’arêtes (associés
aux éléments nodaux) permettent donc de modéliser le champ électromagnétique
E suivant ses trois composantes dans un problème à deux dimensions. L’une de
leurs principales propriétés est que l’approximation du champ correspondante à
une composante tangentielle est continue à travers un élément au bord [17, 68]. La
composante normale est quant à elle discontinue d’un élément à un autre.
Si nous notons u j un vecteur unitaire tangent à l’arête j (une arête passant par
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le nœud j ) alors nous avons [68]




où Li est la longueur de l’arête j . En d’autres termes, f tj contrôle le champ tangen-
tiel sur l’arête j .
Ainsi, le système (5.23), modélisé par la Méthode des Éléments Finis où les élé-
ments présentés précédemment sont utilisés, constitue un système creux qui peut
être résolu par une méthode d’Arnoldi (voir section 2.4.3). Comme pour l’approche
scalaire, celui-ci sera résolu dans GetDP par la fonction Eigensolve dont une des-
cription est donnée dans la documentation du solveur.
Nous pouvons maintenant présenter puis implémenter l’algorithme vectoriel
permettant la résolution d’une non-linéarité Kerr optique dans les fibres à saut
d’indice et microstructurée.
5.3 L’algorithme auto-cohérent dans le cas vectoriel
La première étape consiste à déterminer le coefficient χ permettant la renor-
malisation cohérente du champ à injecter dans le terme non-linéaire au cours du
processus itératif. Le principe du calcul se base sur celui réalisé dans le cas scalaire
de la section 2.3.2.
Tout d’abord, nous considérons l’équation (5.3) rappelée ici
∇× (∇×E )−k20
(
n20+1nln2K er r |E |2
)
E = 0 (5.27)




Ce changement de variable est utilisé dans l’équation (5.27) où χ est une constante
représentant l’amplitude du champ électrique E˜ . L’équation (5.27) devient alors à
l’étape i du processus itératif
∇× (∇× E˜i )= k20
(
n20+1nl




où E˜i est le champ électrique E˜ à l’étape i et χi l’amplitude associée au champ
E˜i . C’est l’équation non-linéaire que nous voulons résoudre. L’équation linéarisée
a résoudre numériquement par la méthode itérative de Picard est donc
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où χi−1E˜i−1 est la solution connue issue de la résolution numérique de l’équation
à l’étape i −1.
- Remarque importante 24 : Nous choisissons d’utiliser la même renormali-
sation sur toutes les composantes du champ électrique comme le montre
l’équation (5.30). Les composantes Et ,i et Ez,i ez sont donc renormalisées pas
le coefficient χi . Ce choix est cohérent puisque la solution injectée dans le
terme non-linéaire à chaque étape d’itération est le champ électrique global.
Nous construisons alors un résidu pondéré à partir des équations (5.29) et (5.30)
en utilisant la relation (5.19). Comme nous résolvons l’expression (5.22) dans le
solveur GetDP, nous considérons les champs Ft et Fz ez pour les équations précé-
dentes. Les fonctions de pondération sont les solutions Ft et Fz elles-mêmes de
façon à minimiser l’erreur là où le champ est le plus important. Dans ces condi-
tions, nous avons F ′t = Ft et F ′z = Fz où Ft Ft = |Ft |2 et Fz Fz = |Fz |2.
D’après les changements de variables (5.20) et (5.21), nous posons à l’étape i du
processus itératif
Ft ,i = E˜t ,i , (5.31)





E˜i = Ft ,i + iβi Fz,i ez avec |E˜i |2 = |Ft ,i |2+|βi |2|Fz,i |2. (5.33)
D’après les changements de variables précédents, nous avons à l’étape i de la mé-
thode itérative
²r,i = n20+1nl|χi |2
(









Or, si nous utilisons les changements de variables (5.31) et (5.32) (sans les indices
i ) dans la relation (5.19), il vient :
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∫
F





Ft .Ft +|β|2Fz Fz
)
dS,
∀(Ft ,Fz) ∈ [H 10 (F )]2×H 10 (F ).
(5.36)
Dans ces conditions, le résidu pondéré associé à l’équation non-linéaire (5.29) est,
à l’étape d’itération i de l’algorithme :
∫
F











Ft ,i .Ft ,i +|βi |2Fz,i Fz,i
)
dS,
∀(Ft ,i ,Fz,i ) ∈ [H 10 (F )]2×H 10 (F ).
(5.37)
Tandis que le résidu pondéré associé à l’équation non-linéaire (5.30) est à l’étape
d’itération i du processus itératif :
∫
F











Ft ,i .Ft ,i +|βi |2Fz,i Fz,i
)
dS,
∀(Ft ,i ,Fz,i ) ∈ [H 10 (F )]2×H 10 (F ).
(5.38)


















∈ [H 10 (F )]2×H 10 (F ).
(5.39)
La simplification des termes en complexe conjugué nous permet de réduire cette












|Ft ,i |2+|βi |2|Fz,i |2
)
dS. (5.40)
Les permittivités ²r,i et ²r,i−1 sont remplacées respectivement par les équations
(5.34) et (5.35), ce qui conduit à :





|Ft ,i |2+|βi |2|Fz,i |2
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où K représente la région dans laquelle est présent l’effet Kerr optique. Notons que
la valeur de χi−1 est déterminée lors de l’étape d’itération précédente. L’expression



















∣∣χi ∣∣2 est ainsi, facilement déduite
∣∣χi ∣∣2 = N
D
(5.43)
















|Ft ,i |2+|βi |2|Fz,i |2
)2
dS
Dans le cas où nous revenons à l’expression en champ E (avec les changements
















|Et ,i |2+|Ez,i |2
)2
dS
Nous pouvons à présent exposer l’algorithme SCLin1D vectoriel (figure 5.3). Le
principe de cet algorithme est naturellement le même que dans le cas scalaire (fi-
gure 3.13), il n’y a que les équations et le coefficient χi qui sont remplacés par leur
équivalent vectoriel.
Le principe est le suivant :












i ← i + 1
i = 0
i = 1, 2, ...
FIGURE 5.3 – Principe de l’algorithme SCLin1D vectoriel. Le balayage en amplitude χ0
est réalisé à l’issu de la résolution du problème linéaire de l’étape i = 0.
Ê À l’étape i = 0, le problème linéaire vectoriel est résolu à une longueur d’onde
donnée (à travers le vecteur d’onde k0) et nous obtenons le champ E0.
Ë Comme le champ E0 est solution de l’équation linéaire, alors le champ χ0E˜0
(défini par la relation (5.28)) est aussi solution. Nous fixons une valeur de
l’amplitude χ0 et nous injectons à l’étape i = 1 le champ χ0E˜0 dans le terme
non-linéaire.
Ì Le processus itératif de Picard est lancé jusqu’à l’obtention du point fixe (où
la convergence est atteinte).
Í Le résidu est calculé à la convergence du processus itératif pour la valeur de
l’amplitude χ0 d’entrée.
Î Nous recommençons à partir deË
L’étude de la valeur du résidu (se reporter à la section 5.5) nous permet alors de
vérifier ou non l’existence d’une solution non-linéaire auto-cohérente correspon-
dant au minimum de résidu.
5.4 Validation de la méthode : étude du cas linéaire
Comme dans le cadre de l’étude scalaire (section 3.2), la première étape est
l’étude du problème linéaire vectoriel. Celle-ci va nous permettre de valider notre
méthode numérique et notamment la formulation faible (relation (5.22)) que nous
avons implémentée. Nous rappelons que l’équation (5.3) est à résoudre dans ce cas.
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5.4.1 Comparaison des méthodes FFF-MS et des Éléments Finis
À l’aide de la méthode FFF-MS, nous allons vérifier les résultats obtenus pour
la fibre à saut d’indice dans le cas linéaire vectoriel avec la Méthode des Éléments
Finis (figure 5.4). Comme nous l’avons vu dans la section 3.2.1, la méthode FFF-MS
est une méthode vectorielle ce qui nous permet de réaliser une comparaison pré-
cise avec la MEF vectorielle et donc de valider la formulation faible (5.22) dans une
géométrie simple.
La fibre à saut d’indice est constituée d’un cœur de silice de rayon Rc = 2.0µm et
entourée d’une gaine “infinie” d’indice de réfraction n0,g ai ne = 1.435. Comme pour
le cas scalaire, nous nous plaçons dans l’approximation du guidage faible pour se
concentrer sur la validation de la méthode numérique vectorielle.
Dans cette fibre, le mode fondamental est un mode guidé (la partie imaginaire
de l’indice effectif est nulle) c’est-à-dire sans pertes, par conséquent nous n’utili-
sons pas de PMLs dans cette structure.
La figure 5.4 montre que les deux méthodes vectorielles donnent des indices
effectifs très proches suivant la longueur d’onde λ. Ainsi, cette étape nous permet
de montrer que la formulation faible (équation (5.22)) et plus généralement la mé-



















FIGURE 5.4 – Comparaison de l’indice effectif pour la MEF et la FFF-MS dans la fibre
à saut d’indice pour l’approche vectorielle complète linéaire. La fibre à saut d’indice
a un cœur de silice de rayon Rc = 2.0 µm et dont le contraste d’indice respecte l’ap-
proximation du guidage faible.
Le tableau 5.1 montre que l’écart relatif ∆l i n entre la valeur de l’indice effectif
donnée par la méthode FFF-MS et celle fournie par la MEF est de l’ordre de 10−6 ce
qui valide précisément la méthode.
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FFF-MS MEF ∆l i n
ne f f 1.438002534 1.437991 8.02091×10−6
TABLE 5.1 – Comparaison des valeurs de l’indice effectif données par la méthode FFF-
MS et la MEF pour une fibre optique à saut d’indice de rayon de cœur Rc = 2.0 µm
pour λ= 1.85 µm.
5.4.2 Comparaison des méthodes Multipolaire et MEF avec PML
Comme nous l’avons vu dans la section 3.2.3, la méthode multipolaire est une
méthode où une part importante des calculs est effectuée analytiquement et don-
nant des résultats très précis dans le cas vectoriel. Ceci permet de faire une com-
paraison quantitative des résultats fournis par la Méthode des Éléments Finis dans
cette approche et dans les FOMs. Pour cela, nous considérons une fibre optique mi-
crostructurée dans laquelle le pitchΛ= 2.3 µm, le rayon des inclusions d’air a = 0.5
µm et l’indice de réfraction linéaire n0 = 1.4439035654 [20]. Dans ce cas, nous ne
sommes plus dans l’approximation du guidage faible.
Pour le calcul des pertes, nous utilisons des PMLs vectorielles circulaires dont
une analyse basique est réalisée dans l’annexe B. Une fois que les PMLs ont été
optimisées, les résultats obtenus dans le cas vectoriel linéaire avec une PML sont
comparés avec ceux obtenus par la Méthode Multipolaire dans la fibre optique mi-
crostructurée.
La première étude concerne l’influence du maillage utilisé pour la modélisa-
tion de la fibre (figure 5.5). Dans ce cas, nous utilisons un maillage adaptatif dont le
nombre d’éléments augmente pour chaque simulation. Pour la partie réelle de l’in-
dice effectif (figure 5.5(a)), plus le nombre d’éléments augmente, plus la valeur de
l’indice effectif se rapproche de celle obtenue avec la Méthode Multipolaire. L’écart
relatif∆ entre les deux valeurs est au final de l’ordre de 10−5 pour la longueur d’onde
étudiée.
Pour la partie imaginaire, nous observons le même phénomène, plus le nombre
éléments augmente, plus l’écart relatif entre les valeurs de l’indice effectif est faible
(∆= 7.5×10−2), ce qui est parfaitement cohérent.
- Remarque 25 : Si nous effectuons une étude complète des pertes (notam-
ment pour la position de la PML par rapport aux inclusions d’air), nous pou-
vons améliorer la précision de la partie imaginaire de l’indice effectif obtenue
(voir l’annexe B). Sachant que l’effet non-linéaire annule les pertes dans le
cas du mode fondamental (voir la section 4.2.3), le but de cette étude est de
valider uniquement la méthode numérique pour la configuration linéaire.
La figure 5.6 montre l’évolution des parties réelle et imaginaire de l’indice effec-
tif suivant la longueur d’onde et le nombre de rangées de trous d’air composant la
FOM décrite dans cette section.




















∆ = 1.7 x 10−5




















∆ = 7.5 x 10−2
(b) Partie imaginaire de l’indice effectif en fonc-
tion du nombre d’éléments
FIGURE 5.5 – Effet du maillage sur l’évaluation des parties réelle et imaginaire de
l’indice effectif pour la FOM décrite dans cette section et à λ = 1.56 µm. ∆ est l’écart

















































FIGURE 5.6 – Comparaison des parties réelles et imaginaires de l’indice effectif pour
la MEF et la Méthode Multipolaire dans la FOM décrite au paragraphe 3.2.3, en fonc-
tion de la longueur d’onde. Nr représente le nombre de rangées d’inclusions d’air
constituant la FOM.
Nous remarquons que les résultats donnés par la MEF sont très proches de ceux
fournis par la Méthode Multipolaire. Pour se rendre compte précisément des diffé-
rences, le tableau 5.2 illustre les résultats numériques obtenus par les deux mé-
thodes et l’écart relatif ∆ associé pour des FOMs d’une, deux et trois couches d’in-
clusions d’air.
Les résultats montrés par les figures 5.4 et 5.6 et les tableaux 5.1 et 5.2 nous per-
mettent donc de valider notre méthode numérique vectorielle dans le cas linéaire.
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MM MEF ∆
Nr = 1 Re(ne f f ) 1.4207845 1.4208215 2.60×10
−5
Im(ne f f ) 7.20952×10−4 7.3389×10−4 1.80×10−2
Nr = 2 Re(ne f f ) 1.4210361 1.4210576 1.51×10
−5
Im(ne f f ) 2.3807×10−5 2.4725×10−5 3.85×10−2
Nr = 3 Re(ne f f ) 1.4210465 1.4210701 1.66×10
−5
Im(ne f f ) 8.118×10−7 8.7287×10−7 7.52×10−2
TABLE 5.2 – Comparaison des valeurs de l’indice effectif données par la Méthode Mul-
tipolaire et la MEF pour une fibre optique microstructurée à 2 rangées d’inclusions
d’air de diamètre d = 1.0 µm, de pitchΛ= 2.3 µm et pour λ= 1.56 µm.
Enfin, nous étudions la répartition de champ correspondant au mode fonda-
mental linéaire pour la composante transverse (champ Et et son module associé
|Et |) et le module de la composante longitudinale |Ez | du champ électrique (figure
5.7). Pour permettre une comparaison cohérente avec la figure 3.26, nous considé-
rons une FOM à trois rangées d’inclusions d’air de rayon a = 1.5 µm et de pitch
Λ= 6.0 µm pour la longueur d’onde λ= 6.0 µm.
La représentation de la composante longitudinale |Ez | est importante puisque
c’est elle qui contient les informations sur les symétries du mode [17, 48, 49]. Ceci
nous permet alors de sélectionner le mode d’intérêt (mode fondamental ici) et de
réduire le domaine d’étude en appliquant des conditions aux bords adéquates.
(a) Composante transverse Et
du champ électrique (zoom)
(b) Module de la compo-
sante transverse |Et | du
champ électrique
(c) Module de la compo-
sante longitudinale |Ez | du
champ électrique
FIGURE 5.7 – Répartition spatiale du champ dans la dimension transverse de la FOM
pour la solution issue du problème linéaire suivant la composante transverse Et (a),
son module |Et | associé (b) et pour le module de la composante longitudinale |Ez |
(c). La classe de symétrie du mode est ici la troisième (|Ez | = 0 sur le bord vertical :
classe C3).
Pour cela, nous savons que le champ vectoriel est approximé dans la MEF par
les éléments nodaux et d’arêtes (section 5.2.3). Si nous revenons aux figures 5.2 et
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3.4(a), pour obtenir ce mode dans le cas vectoriel, il suffit d’appliquer une condi-
tion de Dirichlet explicite (champ nul) sur le bord (1) (pour imposer la symétrie de
type C3) et sur le bord (3) (car le champ est nul au delà de la PML) et de Neumann
implicite (dérivée du champ nulle) sur le bord (2).
D’après la définition de la fonction de formeαtj tangentielle à une arête passant
par le nœud j et appartenant au bord (1), nous pouvons expliquer l’orientation de
la composante Et du champ qui est polarisé rectilignement pour le mode fonda-
mental (figure 5.7(a)). En effet, le fait d’imposer une condition de Dirichlet explicite
sur le bord (1) entraîne une orientation du champ Et orthogonalement au bord (1).
Par comparaison avec les résultats de la Méthode Multipolaire, le champ Et re-
présenté par la figure 5.7(a) correspond bien à celui du mode fondamental.
Avec ces conditions aux bords, nous pouvons étudier le mode fondamental re-
présenté par la figure 5.7 dans un quart de fibre seulement. Le temps de calcul dans
une configuration vectorielle étant nettement supérieur au cas scalaire, la réduc-
tion du domaine d’étude et donc du nombre d’éléments est un facteur capital.
5.5 Détermination du soliton spatial vectoriel
Comme dans le cas scalaire (section 3.4.1), nous étudions le résidu obtenu a
posteriori à la convergence du processus et donné par l’équation (5.22). Dans cette
perspective, nous implémentons les algorithmes SCLin1D et SCGauss2D dans le cas
vectoriel afin de savoir s’il existe, comme dans le cadre de l’approximation scalaire
(section 3.4.2), une unique solution non-linéaire auto-cohérente vectorielle.
Pour cette étude, nous définissons le critère de qualité dans le cas vectoriel qui





















∈ [H 10 (F )]2×H 10 (F ).
(5.44)
Dans ces conditions, le résidu défini ci-dessus tend-il vers zéro à la convergence
du processus itératif ? Si oui, la solution non-linéaire associée à ce minimum est la
solution auto-cohérente (βcoh.,Fcoh.). Si non, il s’agit d’une solution non-linéaire
quelconque. Pour obtenir la solution non-linéaire correspondant au champ élec-
trique E , il suffit d’utiliser les changements de variables (5.31) et (5.32).
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5.5.1 Solution du problème linéaire comme point de départ
Si nous considérons comme point de départ la solution issue du problème li-
néaire alors il s’agit de l’algorithme SCLin1D présenté par la figure 5.3. Un balayage
de l’amplitude χ0 de la solution injectée est réalisé dans une fibre optique micro-
structurée à trois rangées d’inclusions d’air de rayon a = 1.5 µm et de pitch Λ= 6.0















a = 1.5 µm















FIGURE 5.8 – Logarithme du résidu en fonction du facteur de renormalisation χ0
correspondant à l’amplitude de la solution du problème linéaire injectée en entrée de
l’algorithme SCLin1D. Évolution dans une FOM de pitch Λ = 6.0 µm, pour différents
rayons a de trous d’air et pour différentes longueurs d’onde.
En comparaison de l’étude scalaire équivalente (figure 3.14 et 3.15), l’évolution
du résidu est très sensible au choix du maillage et à la longueur d’onde d’étude.
Comme le montre l’évolution du résidu pour un rayon d’inclusion a = 1.5 µm à la
longueur d’onde λ = 6.0 µm, le minimum est moins marqué en comparaison des
autres cas. Pour obtenir un minimum plus clair pour cette configuration, nous de-
vons modifier la structure du maillage modélisant la FOM. Ceci montre à quel point
l’étude vectorielle est nettement plus complexe que l’approche scalaire.
Cependant, ces résultats montrent aussi qu’à une longueur d’onde fixée et pour
une structure donnée, il n’existe qu’une unique solution telle que le résidu est mi-
nimum. Ceci confirme dans le cas vectoriel complet les résultats obtenus dans le
cadre de l’approximation scalaire (section 3.4.1).
5.5.2 Fonction gaussienne comme point de départ
Comme pour l’approche scalaire, nous généralisons l’algorithme SCLin1D en in-
jectant des solutions d’amplitudes et de formes différentes. Dans ce cas, nous uti-
lisons l’algorithme SCGauss2D en vectoriel. Cependant, il n’existe pas de solution
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simple pour définir, implémenter et injecter une fonction gaussienne vectorielle
en entrée du processus itératif.
Pour contourner cette difficulté, nous considérons en entrée un problème li-
néaire où la longueur d’onde est modifiée afin de faire varier la forme de la solution






∇× (∇×E0)= k20,i ni n20E0





champ E˜i →χi E˜i
i ← i + 1
i = 0
i = 1, 2, ...
FIGURE 5.9 – Principe de l’algorithme SCGauss2D vectoriel. La balayage suivant la
forme de la solution initiale est réalisé en faisant varier la valeur de k20,i ni différente
de la valeur de k20 à l’intérieur du processus itératif. Le balayage en amplitude χ0 est
réalisé à l’issu de la résolution du problème linéaire de l’étape i = 0.
En pratique, pour modifier la forme de la solution d’entrée et pouvoir implé-
menter l’algorithme SCGauss2D vectoriel, nous procédons comme suit :
Ê Nous fixons la longueur d’onde d’étude λ (à travers le vecteur d’onde k0).
Ë Pour la résolution du problème linéaire (étape i = 0), nous choisissons une
longueur d’onde λ0 6=λ (à travers le vecteur d’onde k0,i ni ).
Ì Nous choisissons une valeur deχ0 et nous obtenons le champ représentant la
solution linéaire dont les caractéristiques sont définies par le couple (σ0,χ0).
Le processus itératif est alors lancé jusqu’à l’obtention du point fixe.
Í Nous effectuons un balayage en amplitude χ0 pour la solution issue du pro-
blème linéaire à la longueur d’onde λ0 comme pour l’algorithme SCLin1D (ré-
pétition deÌ).
Î Nous recommençons à partir du pointË.
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Ï Nous en déduisons pour chaque couple (σ0,χ0), la valeur du résidu obtenue
à la convergence du processus itératif et les caractéristiques finales des solu-
tions non-linéaires (σ f i n.,χ f i n.).
- Remarque 26 : Si nous étudions le problème à la longueur d’onde λ0 = λ, les
algorithmes SCGauss2D et SCLin1D sont bien évidemment les mêmes.
L’étude de l’algorithme SCGauss2D est réalisée dans la fibre à saut d’indice dans
le but de généraliser au maximum les résultats obtenus dans le cas de l’algorithme
SCLin1D de la section 5.5.1. Le fibre optique modélisée présente un cœur de silice de
rayon Rc = 2.0 µm et ayant un effet non-linéaire Kerr optique. Ce cœur est entouré
d’une gaine infinie d’indice de réfraction n0,g ai ne = 1.435.
Nous étudions alors le résidu obtenu à la convergence de l’algorithme SCGauss2D
en fonction des caractéristiques de la solution injectée à l’étape i = 1 (figure 5.10).
FIGURE 5.10 – Carte de la valeur absolue du logarithme du résidu calculée à la
convergence de l’algorithme SCGauss2D en fonction des caractéristiques (σ0/σl i n ,χ0)
de la solution injectée en entrée du processus pour une fibre à saut d’indice avec un
cœur de silice de rayon Rc = 2.0 µm.
Comme pour la configuration scalaire, la figure 5.10 montre une vallée étroite
de résidus. Ainsi, pour une valeur de σ0, il n’existe qu’une unique amplitude χ0 du
champ électrique pour laquelle le résidu est minimum. Notons qu’il existe un autre
minimum correspondant au cas linéaire (χ0 → 0) non représenté sur cette figure.
En outre, l’évolution du résidu est moins uniforme et continue en comparai-
son de la configuration scalaire (figures 3.17 et 3.21). Ceci s’explique par l’extrême
sensibilité du résidu au maillage, aux paramètres opto-géométriques de la fibre op-
tique et à la solution injectée en entrée de l’algorithme dans le cas vectoriel comme
nous l’avons évoqué précédemment. Toutefois, la figure 5.10 prouve que la déter-
mination du minimum est parfaitement claire.
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Nous pouvons alors nous demander si les solutions non-linéaires obtenues à
partir des solutions initiales (correspondant à un résidu minimum à la conver-
gence de SCGauss2D) ne représentent pas une unique solution non-linéaire auto-
cohérente.
Pour répondre à cette question, les caractéristiques finales (σ f i n.,χ f i n.) des so-
lutions non-linéaires déduites à partir de l’ensemble des solutions initiales (σ0,χ0)
doivent être étudiées. La figure 5.11 montre l’évolution du résidu déterminé a pos-
teriori en fonction des caractéristiques (σ f i n.,χ f i n.) des solutions non-linéaires ob-
tenues en sortie du processus itératif.
FIGURE 5.11 – Carte de la valeur absolue du logarithme du résidu calculé à
la convergence de l’algorithme SCGauss2D en fonction des caractéristiques finales
(σl i n./σl i n ,χl i n.) de la solution non-linéaire pour la fibre à saut d’indice décrite dans
cette section. Par soucis de clarté, la représentation de la courbe en 3D est accompa-
gnée de sa vue de dessus avec un zoom dans la région du résidu minimum au niveau
de la solution non-linéaire auto-cohérente (σcoh./σl i n.,χcoh.).
Nous remarquons immédiatement la présence d’un “pic de résidu” prouvant
l’existence une unique solution non-linéaire auto-cohérente. En outre, nous remar-
quons quelques imperfections dans l’évaluation du résidu provenant de la sensibi-
lité des calculs dans l’approche vectorielle. Toutefois, le minimum de résidu reste
bien marqué.
J Point clé :
Les études scalaire et vectorielle bien que très différentes dans leur formu-
lation, nous montrent des phénomènes en tout point comparables dans le
cas de l’étude technique du problème non-linéaire. Ainsi, pour une struc-
ture donnée et à une longueur d’onde fixée, nous obtenons une unique solu-
tion non-linéaire auto-cohérente. Nous pouvons alors utiliser la version vec-
torielle de l’algorithme SCLin1D−Gold pour déterminer de manière optimisée
le minimum de résidu et les caractéristiques du soliton spatial vectoriel.
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5.6 Implications physiques
Une fois la méthode numérique validée et l’étude technique des solutions non-
linéaires réalisée, une étude de la signification physique de la solution non-linéaire
auto-cohérente est effectuée. En particulier, nous analyserons l’évolution du so-
liton spatial vectoriel suivant la longueur d’onde en le comparant à celui obtenu
dans l’approximation scalaire. Puis, nous comparerons les résultats fournis par les
algorithmes auto-cohérents SCLin1D−Gold et à puissance fixée FPFEM dans le cas vec-
toriel.
5.6.1 Nécessité de l’étude du modèle vectoriel
Comme nous l’avons entrevu au moment de la comparaison des solutions li-
néaires issues des méthodes Multipolaire et Éléments Finis (section 3.2.3), dès que
l’approximation du guidage faible n’est plus respectée l’approche scalaire fourni
des résultats différents du cas vectoriel complet. Or, d’après la section 5.1, nous
savons que l’effet non-linéaire entraîne une modulation importante de l’indice de
réfraction. Il est donc intéressant d’étudier l’évolution de la solution non-linéaire
auto-cohérente vectorielle comparée à celle du cas scalaire.
4 Cas la fibre à saut d’indice
Comme toujours, nous commençons par l’étude de la fibre optique à saut d’in-
dice. Elle présente un cœur de silice de rayon Rc = 2.0 µm, ayant un effet non-
linéaire Kerr et entouré d’une gaine infinie d’indice de réfraction n0,g ai ne = 1.435.
La figure 5.12 donne l’évolution en longueur d’onde du soliton spatial vectoriel ob-
tenu avec l’algorithme SCLin1D−Gold et comparée à celle de la solution non-linéaire
auto-cohérente de l’approche scalaire.
Nous remarquons que dans le cas linéaire, les résultats sont identiques car la
fibre à saut d’indice modélisée ici respecte l’approximation du guidage faible. Nous
avions précédemment montré ces résultats lors de la comparaison avec la méthode
FFF-MS (section 3.2.1).
Pour le soliton spatial vectoriel, les différences sont beaucoup plus visibles, ce
que nous pouvions prévoir. La modulation d’indice engendrée par l’effet Kerr op-
tique est suffisamment élevée pour sortir de l’approximation du guidage faible.
Enfin, l’écart entre les modèles scalaire et vectoriel diminue avec la longueur
d’onde ce qui est cohérent puisque l’effet des inclusions d’air (et donc du contraste
d’indice) diminue. Enfin, nous remarquons que l’effet non-linéaire augmente avec
la longueur d’onde ce qui indique que l’effet Kerr entre en compétition avec l’effet
de la dispersion dans la dimension transverse de la fibre optique.
De plus, l’indice effectif non-linéaire dans l’approche vectorielle est inférieur
au cas scalaire sur l’ensemble de la plage de longueur d’onde. Ceci signifie que la























FIGURE 5.12 – Évolution de l’indice effectif linéaire et du soliton spatial vectoriel ob-
tenus avec l’algorithme SCLin1D−Gold en fonction de la longueur d’onde λ pour une
fibre à saut d’indice dont le contraste d’indice respecte l’approximation du guidage
faible. Comparaison avec l’approche scalaire. Les cas linéaires scalaire et vectoriel
sont confondus.
prise en compte des composantes transverses et longitudinales atténue l’effet Kerr
optique dans les fibres. En effet, comme le montre la figure 5.13, la modulation de
l’indice de réfraction dans le cas vectoriel est moins importante que pour le modèle
scalaire.









∣∣χ∣∣2 (|Et |2+|Ez |2). (5.46)
Pour l’approche vectorielle et pour une fibre à saut d’indice constituée d’un
cœur de silice de rayon Rc = 4.0 µm pour λ= 1.5 µm,
– l’amplitude du champ électrique au carré
∣∣χ∣∣2 (|Et |2+|Ez |2) est moins impor-
tante que pour le cas scalaire
– la composante longitudinale a pour effet d’élargir le profil de l’indice de ré-
fraction et par conséquent d’augmenter l’effet de la structure transverse de la
fibre comme nous le verrons dans la section 5.6.3.
L’influence de la composante longitudinale est faible mais non négligeable
























Distance au centre de la fibre optique (µm)
Cas scalaire
Cas vectoriel
FIGURE 5.13 – Profils d’indice de réfraction du soliton spatial pour les modèles sca-
laire et vectoriel dans une fibre à saut d’indice constituée d’un cœur de silice de rayon
Rc = 4.0 µm pour λ= 1.5 µm.
où Max(|Et |) et Max(|Ez |) représentent respectivement la valeur maximale du
module des composantes transverse Et et longitudinale Ez .
Ces deux points justifient le fait que l’indice effectif vectoriel est plus faible à
une longueur d’onde fixée que celui du modèle scalaire (se reporter à la figure 5.12).
4 Cas la fibre optique microstructurée
Nous pouvons alors étudier l’évolution du soliton vectoriel dans le cas de la
fibre optique microstructurée. Celle-ci est constituée de trois rangées d’inclusions
d’air de rayon a = 1.5 µm et de pitchΛ= 6.0 µm.
Dans la configuration linéaire, la figure 5.14 confirme les résultats obtenus sec-
tion 3.2.3. L’indice effectif dans le cas scalaire est supérieur au cas vectoriel. De plus,
l’écart entre les deux modèles diminue pour les faibles longueurs d’onde puisque
l’effet des trous d’air s’atténue.
Les phénomènes observés dans la fibre à saut d’indice non-linéaire sont retrou-
vés pour la FOM. L’indice effectif vectoriel est inférieur au cas scalaire et l’écart di-
minue pour les faibles longueurs d’onde. Enfin, l’effet non-linéaire augmente avec
la longueur d’onde montrant que celui-ci entre en compétition avec l’étalement
transverse de la solution dans la structure.
Ainsi, pour les fibres à saut d’indice et microstructurée à cœur plein, l’effet Kerr
optique engendre une modulation d’indice rendant l’approximation scalaire moins
précise. De plus, la prise en compte des trois composantes du champ permet de dé-
crire de façon complète l’évolution en longueur d’onde de la solution non-linéaire
auto-cohérente vectorielle.





















FIGURE 5.14 – Évolution de l’indice effectif linéaire et du soliton spatial vectoriel ob-
tenus avec l’algorithme SCLin1D−Gold en fonction de la longueur d’onde λ pour la
FOM de pitch Λ= 6.0 µm et de rayon des inclusions d’air a = 1.5 µm. Comparaison
avec l’approche scalaire.
La figure 5.15 montre que la composante longitudinale entraîne une modula-
tion de l’indice de réfraction (associée au soliton spatial) moins importante. Nous
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FIGURE 5.15 – Profils d’indice de réfraction du soliton spatial dans les modèles sca-
laire et vectoriel pour une FOM (Λ= 6.0 µm, a = 1.5 µm) à λ= 5.0 µm.
Enfin, la prise en compte de la composante longitudinale conduit à un étale-
ment plus important du soliton spatial dans la structure en comparaison du mo-
dèle scalaire.
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5.6.2 L’algorithme à puissance fixée vectoriel
Comme nous l’avons vu dans la section 4.1.1, l’algorithme à puissance fixée
FPFEM permet non seulement de valider l’algorithme auto-cohérent SCLin1D−Gold
mais aussi de comprendre la signification physique de la solution non-linéaire ob-
tenue.
La première étape consiste à adapter la méthode au cas vectoriel en s’inspirant
du cas scalaire (définie par la figure 4.1). Le principe général pour la configuration


















(Ei ×Hi ).ez dS
Renormalisation du champ : E →χE




i = 0, 1, 2, ...
i = 1, 2, ...
i ← i + 1
FIGURE 5.16 – Principe de l’algorithme FPFEM vectoriel. La renormalisation du
champ à chaque itération peut se faire suivant deux possibilités : le coefficient χ2i
est soit fonction du module au carré de Ei (inspiré du cas scalaire), soit fonction de
la puissance issue du vecteur de Poynting.
Le point de départ est bien entendu le problème linéaire vectoriel. Puis, nous
déterminons le coefficient de renormalisation χi et deux possibilités s’offrent alors
à nous :
– la première possibilité est la renormalisation par l’intégrale du champ élec-
trique Ei au carré à la manière du cas scalaire mais en considérant toutes les
composantes (transverse et longitudinale)







Cette configuration nous permet de comparer l’algorithme FPFEM dans les
cas scalaire et vectoriel (figure 5.17).
– la deuxième possibilité consiste à renormaliser la solution par la puissance
vectorielle représentée par le vecteur de Poynting








Ce qui correspond à la renormalisation la plus naturelle du point de vue phy-
sique (figure 5.18). Étant donné la définition de la grandeur γ qui ne corres-
pond pas à la puissance réelle, nous ne pourrons pas comparer les approches
scalaire et vectorielle dans ce cas.
La figure 5.17 montre la comparaison des algorithmes SCLin1D−Gold et FPFEM
pour les modèles scalaire et vectoriel dans une fibre à saut d’indice (Rc = 2.0 µm)
à λ = 1.0 µm. Pour l’algorithme auto-cohérent, le résidu est également représenté
pour déterminer avec précision la valeur critique de γ correspondant à la position
de la solution non-linéaire auto-cohérente (minimum de résidu).
Les valeurs de ∆ représentent l’indice effectif
∆= βN L −βl i n
k0
(5.50)
et γ correspond à la puissance injectée dans le cas de l’algorithme FPFEM et à la
puissance a posteriori (c’est-à-dire à injecter) pour obtenir la solution non-linéaire
auto-cohérente avec l’algorithme SCLin1D−Gold (voir section 4.1.1)
γ= n
2
K er r P
A0
(5.51)
où n2K er r = 3.2× 10−20 m2.W −1 de telle sorte que nous obtenions un coefficient
sans dimension.
Tout d’abord, nous remarquons que les résultats entre scalaire et vectoriel sont
proches ce qui valide une nouvelle fois l’approche vectorielle. Cependant, comme
le montre la figure 5.12, la valeur de l’indice effectif (à travers la valeur de ∆) est
différente entre les deux approches scalaire (ne f f = 1.47706) et vectorielle (ne f f =
1.46015) pour la longueur d’onde étudiée.
De plus, nous remarquons que la valeur du γ critique (correspondant à la posi-
tion du minimum de résidu) dans le cas vectoriel est inférieur à celle du cas scalaire.
Ceci signifie que la puissance à injecter pour obtenir la solution non-linéaire auto-
cohérente est différente dans les deux approches. Nous devons dans le cas vectoriel





























FIGURE 5.17 – Comparaison entre les algorithmes SCLin1D−Gold et FPFEM dans les cas
scalaire (trait fin) et vectoriel (trait épais) pour une fibre à saut d’indice (Rc = 2.0
µm) à λ= 1.0 µm et représentation du résidu correspondant. Pour le cas vectoriel, la
renormalisation via l’équation (5.48) est appliquée.
injecter une puissance inférieure pour obtenir le soliton spatial fondamental par
rapport à la configuration scalaire. Ce phénomène s’explique notamment à l’aide
de la figure 5.13 car la modulation de l’indice de réfraction dans le cas vectoriel et
moins importante que dans le modèle scalaire.
Nous remarquons également que l’algorithme à puissance fixée ne permet pas
de déterminer avec précision les caractéristiques de la solution auto-cohérente vec-
torielle. En effet, à la différence de l’approche scalaire, il n’y a pas de limite asymp-
totique claire permettant de mettre en évidence avec précision la position de la
valeur critique du γ. L’utilisation de notre critère de qualité basé sur la minimisa-
tion du résidu est donc un point important pour obtenir la valeur de la puissance
critique.
Enfin, nous remarquons que le minimum de résidu est très bien marqué dans
l’approche vectorielle également.
J Point clé :
Comme pour l’approche scalaire, la solution non-linéaire auto-cohérente vec-
torielle correspond à une solution de haute puissance. L’absence d’un saut
brutal comparable au modèle scalaire semble indiquer qu’il ne s’agit pas de
la solution de plus haute puissance avant l’auto-focalisation instable. En ef-
fet, la prise en compte de toutes les composantes et en particulier du fait de la
présence de la composante longitudinale, la puissance à injectée pour obte-
nir le soliton spatial vectoriel est inférieure par rapport au cas scalaire. Enfin,
l’utilisation de l’algorithme SCLin1D−Gold associée à notre critère de qualité
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représenté par l’évaluation du résidu nous permet de déterminer avec préci-
sion les caractéristiques du soliton spatial vectoriel (au minimum de résidu).
La figure 5.18 montre la comparaison des algorithmes SCLin1D−Gold et FPFEM































FIGURE 5.18 – Comparaison entre les algorithmes SCLin1D−Gold et FPFEM dans le cas
vectoriel en considérant la puissance de Poynting (renormalisation via l’équation
(5.49)) pour une fibre à saut d’indice (Rc = 2.0 µm) à λ = 1.0 µm et représentation
du résidu correspondant.
Comme le cas précédent (figure 5.17), la renormalisation par la puissance de
Poynting dans l’algorithme FPFEM entraîne l’apparition d’une augmentation plus
importante de la valeur de∆ en fonction de γ à l’approche de la puissance critique.
De plus, ce saut est bien moins marqué que pour le cas scalaire. L’utilisation de
l’algorithme SCLin1D−Gold couplée au calcul de résidu (critère de qualité) est donc
indispensable pour déterminer avec précision la puissance à injectée en entrée de
l’algorithme pour obtenir en sortie la solution non-linéaire auto-cohérente vecto-
rielle.
La figure 5.19 montre la répartition du champ de la solution non-linéaire auto-
cohérente vectorielle dans une FOM à trois rangées d’inclusions d’air (Λ= 6.0 µm,
a = 1.5 µm). Elle est à comparer avec la figure 5.7 représentant le champ vectorielle
issu de la résolution du problème linéaire. Comme pour le cas scalaire, l’effet non-
linéaire confine le champ au centre de la fibre.
- Remarque 27 : Notons que la polarisation et la symétrie du mode fondamen-
tal linéaire sont conservées au cours de l’algorithme SCLin1D−Gold.
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(a) Composante transverse Et
du champ électrique (zoom)
(b) Module de la composante
transverse |Et | du champ élec-
trique
(c) Module de la composante
longitudinale |Ez | du champ
électrique
FIGURE 5.19 – Répartition spatiale du champ dans la dimension transverse de la
FOM pour le soliton spatial suivant sa composante transverse Et (a), son module
associé |Et | (b) et pour le module de sa composante longitudinale |Ez | (c).
De plus, la comparaison de la figure 3.26(b) (approche scalaire) avec la figure
5.19(b) pour la même fibre optique microstructurée et à la même longueur d’onde
nous montre qualitativement que le champ est moins confiné dans la configuration
vectorielle. Nous pouvons expliquer ce phénomène par la présence de la compo-
sante longitudinale et des composantes transverses qui atténue l’effet de la non-
linéarité par rapport au cas linéaire. Ceci a également été mis en évidence lors de
l’analyse des différences entre les approches scalaire et vectorielle (figures 5.12, 5.13
et 5.14).
L’effet de la structure transverse semble donc jouer, comme dans le cas scalaire,
un rôle non-négligeable, ce que nous allons vérifier.
5.6.3 Influence de la structure des fibres
Comme dans le cadre de l’approximation scalaire (section 4.2.2), une étude sui-
vant la structure transverse de la fibre est réalisée.
4 Pour la fibre à saut d’indice
La fibre à saut d’indice modélisée est constituée d’un cœur de silice non-linéaire
entourée d’une gaine infinie linéaire dont l’indice de réfraction respecte l’approxi-
mation du guidage faible. Les figures 5.20 et 5.21 montrent respectivement l’évo-
lution de l’indice effectif de la solution issue du problème linéaire et de la solution
non-linéaire auto-cohérente obtenue avec l’algorithme SCLin1D−Gold en fonction de
la longueur d’onde pour différentes tailles de cœur.
â Pour le cas linéaire :
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FIGURE 5.20 – Évolution de l’indice effectif pour la solution issue du problème li-
néaire en fonction de la longueur d’onde λ dans des fibres à saut d’indice présentant
des tailles de cœur différentes.
Pour la solution issue de la résolution du problème linéaire (figure 5.20), l’indice
effectif diminue pour des longueurs d’onde croissantes et lorsque la taille du cœur
diminue. En effet, pour des petites tailles de cœur, le champ est plus étalé dans la
gaine en l’absence d’effet non-linéaire ce qui se traduit numériquement pas un in-
dice effectif plus faible.
â Pour le cas non-linéaire :
Pour le cas non-linéaire (figure 5.21), le phénomène inverse est observé ! Plus
la longueur d’onde augmente, plus l’indice effectif augmente (vérifié dans le cas
scalaire et par la figure 5.12) : il y a compétition entre l’effet non-linéaire et l’effet
de la dispersion.
Nous remarquons que la structure transverse de la fibre à saut d’indice joue un
rôle important sur la solution non-linéaire auto-cohérente vectorielle. En effet, à
une longueur d’onde fixée, plus la taille du cœur non-linéaire est importante, plus
l’indice effectif diminue et plus l’effet non-linéaire est faible car le champ est moins
confiné par la structure. De plus, l’influence du profil transverse augmente avec la
longueur d’onde car le rôle de l’interface devient important. Ces observations re-
coupent donc celles effectuées lors de l’étude de la configuration scalaire (voir sec-
tion 4.2.2).
4 Pour la fibre optique microstructurée
La fibre optique microstructurée est composée de trois rangées d’inclusions
d’air de rayon a = 1.5 µm et de pitch Λ = 6.0 µm entourées d’une matrice de si-
lice non-linéaire. La figure 5.22 montre les mêmes phénomènes que pour la fibre à


































FIGURE 5.21 – Évolution de l’indice effectif pour la solution non-linéaire auto-
cohérente obtenue avec l’algorithme SCLin1D−Gold en fonction de la longueur d’onde
λ pour les différentes fibres à saut d’indice.
saut d’indice. En effet, l’indice effectif linéaire suivant la longueur d’onde et pour
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FIGURE 5.22 – Évolution de l’indice effectif linéaire et pour la solution non-linéaire
auto-cohérente obtenue avec l’algorithme SCLin1D−Gold en fonction de la longueur
d’onde λ pour des FOMs ayant des tailles d’inclusions d’air a différentes.
Pour le cas non-linéaire, c’est l’inverse : l’indice effectif augmente avec la lon-
gueur d’onde et la taille des inclusions d’air. Il y a compétition, comme pour le mo-
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dèle scalaire, entre l’effet non-linéaire et l’effet de la dispersion dans la dimension
transverse de la fibre.
J Point clé :
L’étude de l’influence de la structure transverse dans la fibre optique à saut
d’indice et dans la fibre optique microstructurée à cœur plein montre que
le profil transverse de la structure joue un rôle important dans le cas vecto-
riel également. La validité des résultats des figures 5.21 et 5.22 est vérifiée en
étudiant des structures tendant vers le milieu homogène : augmentation de
la taille du cœur pour la fibre à saut d’indice et diminution de la taille des
inclusions d’aire pour la FOM. Dans tous ces cas, l’indice effectif diminue à
longueur d’onde fixée quand la structure tend vers le milieu homogène.
5.6.4 Soliton spatial vectoriel du milieu homogène
La dernière étude que nous réalisons concerne la modélisation du milieu ho-
mogène non-linéaire dans la configuration vectorielle (figure 5.23). Cependant, son
étude s’est révélée extrêmement délicate du fait de la durée importante des temps
de calcul et de la sensibilité au maillage des résultats dans le modèle vectoriel pour
chaque configuration (géométrie et longueur d’onde).
Pour analyser le cas particulier du milieu homogène, nous implémentons l’al-
gorithme SCLin1D−Gold vectoriel (comme pour le cas scalaire) dans une fibre optique
à saut d’indice de silice avec un cœur présentant un effet Kerr optique.
Pour nous assurer que nous obtenons effectivement la solution auto-cohérente
du milieu homogène non-linéaire, nous augmentons progressivement la taille du
cœur. La valeur de la constante de propagation βcoh. diminue alors jusqu’à une va-
leur seuil correspondant au soliton spatial du milieu homogène. Par l’analyse de
la répartition du champ, nous vérifions que l’interface ne joue aucun rôle dans la
détermination de la solution non-linéaire.
La figure 5.23 donne l’évolution de l’indice effectif en fonction de la longueur
d’onde de la solution vectorielle dans le milieu homogène. De plus, nous représen-
tons les résultats obtenus dans les fibres à saut d’indice (voir figure 5.21) et pour
les FOMs (voir figure 5.22). La comparaison des différentes évolutions de l’indice
effectif suivant la structure montre que celui correspondant au milieu homogène
est constant.
Une analyse plus fine des résultats indique que la détermination de la valeur de
l’indice effectif pour le milieu homogène par l’algorithme SCLin1D−Gold vectoriel est
sensible suivant la longueur d’onde.
Pour obtenir la valeur de l’indice effectif moyen, nous procédons comme pour
le modèle scalaire (voir section 4.2.2). Nous ajustons par une droite l’ensemble des
valeurs des indices effectifs correspondant aux longueurs d’onde étudiées. Le fit


















































FIGURE 5.23 – Comparaison de l’indice effectif non-linéaire de la solution auto-
cohérente vectorielle selon la longueur d’onde pour des fibres à saut d’indice dont le
rayon du cœur Rc varie, pour des FOMs avec différents rayons a d’inclusions d’air et
pour le milieu homogène non-linéaire. L’indice de réfraction linéaire dans la région
guidante est dans tous les cas égal à 1.45 (ligne pointillée).
donne une pente égale à 1.9×10−6 et une ordonnée à l’origine égale à 1.4515. L’in-
dice effectif de milieu homogène pour la plage de longueurs d’onde étudiée est
donc constant avec ne f f ≈ 1.4515.
La cohérence de ces résultats est vérifiée en les comparant avec ceux obtenus
dans le modèle scalaire. De plus, nous remarquons intuitivement que si la taille du
cœur augmente pour la fibre à saut d’indice ou la taille des inclusions d’air diminue
dans la FOM, l’indice effectif de ces structures tend vers celui du milieu homogène.
Enfin, comme pour l’ensemble des résultats obtenus dans le modèle vectoriel,
l’indice effectif obtenu est inférieur à celui donné par le cas scalaire (ne f f ≈ 1.4555).
Par conséquent, le cas vectoriel se rapproche de la valeur prédite par Townes (réfé-
rence [21] et équation (4.7)).
La figure 5.24 montre les profils d’indice de réfraction pour les configurations
scalaire (relation (5.45)) et vectorielle (relation (5.46)) pour un milieu homogène
présentant un effet Kerr optique.
D’une part, nous remarquons que la modulation d’indice dans les deux cas est
faible, ce qui explique que la valeur de l’indice effectif est légèrement supérieure à
l’indice de réfraction de la matrice (voir figure 5.23). D’autre part, les profils sont
très proches ce qui justifie la similitude entre les indices effectifs non-linéaires des
cas scalaire (figure 5.23) et vectoriel (figure 5.23).
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FIGURE 5.24 – Profils d’indice de réfraction scalaire et vectoriel de la solution non-
linéaire auto-cohérente pour le milieu homogène présentant un effet Kerr optique.
Pour le cas vectoriel et comme nous l’avons observé dans la section 5.6.1, l’am-
plitude du champ électrique
∣∣χ∣∣2 (|Et |2+ |Ez |2) est plus faible que pour le cas sca-
laire. Notons que la différence est beaucoup moins importante que pour la fibre
à saut d’indice où le profil transverse joue un rôle non négligeable (se reporter la
section 5.6.1).
Dans le cadre de l’étude vectorielle du soliton spatial dans le milieu homogène
non-linéaire,
– nous savons que par définition, le contraste d’indice dans le cas linéaire est
nul : il n’y a pas de structure transverse. Dans le cas non-linéaire, la modula-
tion d’indice de réfraction est faible (figure 5.24). Dans ces conditions, l’effet
de l’approximation scalaire est très limité.
– l’effet de la composante longitudinale est faible (plus faible que pour la fibre à





où Max(|Et |) et Max(|Ez |) représentent respectivement la valeur maximale du
module des composantes transverse Et et longitudinale Ez . Cette valeur est
supérieure à celle obtenue dans le cas de la fibre à saut d’indice (rapport de
l’ordre de 8).
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Ceci, nous permet de justifier la similitude du soliton spatial du milieu homo-
gène non-linéaire obtenu pour les approches scalaire et vectorielle.
J Éxistence d’un soliton de Townes vectoriel.
À ce stade, nous avons montré numériquement que dans le milieu homogène
non-linéaire,
3 le soliton spatial scalaire est le soliton de Townes (figure 4.17)
3 l’indice effectif du soliton spatial vectoriel est très proche (à 0.2% près)
de celui du cas scalaire, lui-même vérifiant la prédiction du modèle de
Townes (figures 4.12 et 5.23).
3 le profil d’indice de réfraction du soliton spatial vectoriel est très proche
de celui du cas scalaire (figure 5.24).
Par construction, nous pouvons en déduire que le soliton spatial vectoriel du
milieu homogène correspond au soliton de Townes vectoriel. C’est la première
fois qu’une telle solution est mise en évidence numériquement.
Conclusion
L’étude scalaire de la modulation de l’indice de réfraction due à l’effet Kerroptique a montré que l’approximation du guidage faible n’était plus vérifiée.
Dans cette perspective, nous avons choisi d’étudier la configuration vectorielle com-
plète découlant directement des équations de Maxwell sans aucune approxima-
tion. Comme pour le cas scalaire, notre méthode numérique se compose de deux
volets. Le premier consiste à déterminer et à implémenter la formulation faible vec-
torielle pour l’utilisation de la MEF. Cette formulation est sensiblement plus com-
pliquée dans le cas vectoriel (prise en compte des trois composantes du champ
électrique) en comparaison de l’approche scalaire. Le deuxième volet est l’adap-
tation de l’algorithme SCLin1D−Gold (validé dans le cas scalaire) à la configuration
vectorielle : l’étape délicate étant la détermination du coefficient de renormalisa-
tion χ.
Nous avons alors pu analyser les différents phénomènes engendrés par l’ap-
proche vectorielle. Comme l’étude scalaire, nous avons adopté une démarche pro-
gressive. Après la validation du cas linéaire, nous avons étudié l’influence de l’ini-
tialisation de l’algorithme en effectuant d’abord un balayage en amplitude puis sui-
vant l’amplitude et la forme de la solution injectée en entrée. L’unicité d’une solu-
tion non-linéaire auto-cohérente vectorielle pour une structure donnée et à une
longueur d’onde fixée a été démontrée numériquement. Puis, nous avons étudié la
signification physique de cette solution en effectuant :
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– une analyse en fonction de la longueur d’onde illustrant la différence entre les
cas scalaire et vectoriel. L’approximation scalaire est donc intrinsèquement
moins précise que le cas vectoriel complet.
– une étude de l’algorithme vectoriel à puissance fixée. Ceci nous a permis
de montrer que le soliton spatial est une solution de haute puissance. Mais,
contrairement au cas scalaire, il ne s’agit pas de la solution de plus haute puis-
sance avant l’auto-focalisation instable. La puissance à injecter pour obtenir
effectivement cette solution est inférieure dans le modèle vectoriel en com-
paraison du cas scalaire.
– une analyse de l’influence de la structure transverse des fibres optiques mo-
délisées. Ceci nous a permis de montrer que la géométrie jouait un rôle im-
portant et notamment en raison de la présence de la composante longitudi-
nale. Nous avons montré que celle-ci entraînait un confinement moins im-
portant de la solution dans la structure.
– une étude dans le milieu homogène non-linéaire. Nous avons mis en valeur
la présence d’un soliton spatial vectoriel correspondant au soliton de Townes
par comparaison des indices effectifs entre le modèle scalaire, le modèle vec-
toriel et le modèle de Townes [21].
Grâce à cette étude, nous avons donc mis en évidence et généralisé le soliton de
Townes vectoriel puisque nous avons montré numériquement qu’il est différent
des solitons spatiaux obtenus dans les différentes fibres optiques bien que ces der-
niers correspondent à des solutions de hautes puissances.

Chapitre
6 Une étude originale de
FOM à défaut creux : le
cas donneur - accepteur
Introduction
La méthode numérique que nous avons conçue et développée permet d’ob-tenir la solution non-linéaire auto-cohérente de plus haute puissance dans les
fibres optiques microstructurées à cœur plein. Pour ce type de fibres, nous avons
montré à travers cette étude, que le soliton spatial était localisé dans le défaut consti-
tué par l’omission d’une inclusion d’air au centre. Cependant, le défaut peut être
également généré par la présence d’un trou d’air central de taille différente des
inclusions d’air environnantes et formant la gaine de la fibre optique. Après une
présentation du principe théorique de cette nouvelle approche, nous étudierons
la configuration où le trou d’air central est plus petit que les inclusions formant la
gaine. Il s’agit du cas dit donneur. Celui-ci nous permettra de valider l’approche
numérique que nous avons utilisée pour les autres fibres. Enfin, nous étudierons
la configuration où la taille du trou central est plus importante que les inclusions
d’air l’entourant. C’est le cas dit accepteur. Celui-ci nous permettra d’obtenir des
comportements non-linéaires nouveaux. L’étude menée dans ce chapitre est réa-
lisée dans le cadre du modèle scalaire dans le but de comprendre plus facilement
les phénomènes observés. Enfin, les bases de cette étude ont été publiées dans la
référence [24] et concernent l’approche linéaire pour les cas donneur/accepteur.
6.1 Présentation de la FOM à défaut creux
6.1.1 Géométrie et caractéristiques
Comme la fibre microstructurée à cœur plein, la fibre microstructurée à défaut
creux que nous considérons est composée d’un nombre fini de rangées d’inclusions
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d’air entourées d’une matrice de silice présentant un effet Kerr optique. Cependant,
le cœur n’est pas constitué par l’omission d’un trou d’air mais par la présence d’une
inclusion d’air de taille différente. La figure 6.1 est la photo d’une fibre optique mi-
crostructurée à défaut creux en silice présentant un effet Kerr optique et où la taille
du trou d’air central est plus importante que celle des inclusions environnantes.
Elle est composée de six rangées de trous entourées d’une gaine de silice “pleine”.
FIGURE 6.1 – Fibre optique microstructurée à défaut creux composée d’une matrice
en silice et d’inclusions d’air dont le diamètre du trou d’air central est d’environ 10
µm. (Photo : Géraud Bouwmans - Université de Lille I - IRCICA/PHlam).
Dans ce chapitre, nous allons modifier la taille du défaut central afin de
– modifier le comportement linéaire du mode fondamental
– moduler l’influence de la non-linéarité Kerr optique.
- Remarque importante 28 : Comme le montre la figure 6.1, la FOM a un dé-
faut central constitué par une inclusion circulaire d’air. Dans la configuration
donneur/accepteur, les modes sont localisés dans la matrice de haut indice
et non dans le trou central [50, 69]. Pour cette raison, nous ne parlons pas de
fibre optique microstructurée à cœur creux mais à défaut creux.
6.1.2 Modélisation
Nous avons choisi d’étudier la configuration C4,v [17, 48, 49] où la maille est
carrée. Dans ce cas, la structure est invariante par rotation d’un angle égal à 2pi/4
(indice 4) et il y a exactement quatre plans de symétrie. Ces plans de symétrie ap-
partiennent à l’axe de rotation et l’angle entre deux plans de symétries voisins est
égal à pi/4 (indice v).
La figure 6.2 montre la répartition du champ du mode fondamental linéaire
dans une structure C4,v . Afin de réduire le nombre d’éléments nécessaires à la mo-
délisation de la fibre, nous étudions la structure du mode fondamental dans une
fibre complète et nous remarquons que nous pouvons réduire la géométrie à une
6.1 Présentation de la FOM à défaut creux 157
section de pi/2. Une section de pi/4 peut également être modélisée mais nous pri-
vilégions une structure plus grande afin de faciliter la visualisation et le suivi des
solutions dans le cas non-linéaire. Il suffit alors d’imposer les bonnes conditions
aux limites sur les bords de la structure réduite.
FIGURE 6.2 – Répartition du champ du mode fondamental linéaire dans une struc-
ture C4,v .
La figure 6.3(a) montre le schéma de la fibre optique microstructurée à défaut
creux utilisée. Elle est constituée de trois rangées d’inclusions d’air entourées d’une
zone de transformation. Pour l’étude du mode fondamental, nous imposons une
condition de Neumann implicite sur les bords (1) et (2) et de Dirichlet explicite sur
le bord (3).
Bord (3)



















(a) Géométrie de la fibre microstructurée à dé-
faut creux dans le cas accepteur – le rayon du dé-
faut central r est supérieur au rayon des inclusions
d’air a
(b) Maillage correspondant gé-
néré par Gmsh
FIGURE 6.3 – Modélisation de la fibre optique microstructurée à défaut creux avec
Gmsh.
De plus, nous appliquons une zone de transformation proche des inclusions
d’air. Cette région peut être soit une couche absorbante simple, soit une PML carac-
térisée chacune par un coefficient d’absorption à régler afin de modéliser une géo-
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métrie infinie par une géométrie finie sans modifier les caractéristiques du mode.
Dans le cadre de la modélisation puis de la résolution numérique, si la distance
entre la dernière rangée de trous et la zone de transformation est trop importante,
le défaut n’est plus le trou central mais l’espace ainsi formé. Le mode s’y localise et
les résultats deviennent faux.
D’autres configurations seront étudiées où le nombre de rangées d’inclusions
sera plus important. En effet, la présence d’un trou d’air central engendre un confi-
nement moins important du champ que dans la fibre à cœur plein. Une résolution
numérique précise du problème non-linéaire nous impose d’utiliser un nombre
de rangées de trous suffisamment important (au minimum trois) pour éviter que
la zone de transition n’affecte les résultats. Si le nombre de rangées est trop faible
(une ou deux rangées), alors le champ atteint la zone de transition ce qui fausse
bien entendu les résultats.
Dans l’ensemble de ce chapitre nous modélisons une FOM à défaut creux com-
posée de quatre rangées de trous d’air de rayon a = 0.8 µm, de pitch Λ= 2.3 µm et
entourées d’une matrice de silice non-linéaire. Son indice de réfraction dans le cas
linéaire est n0,matrice = 1.45 et la longueur d’onde d’étude est λ = 1.064 µm. Dans
ces conditions, le rapportΛ/λ≈ 2.16.
J Point clé :
Nous notons a le rayon des trous d’air constituant la gaine de la fibre et r le
rayon de l’inclusion centrale. Si r < a alors nous étudions des modes don-
neurs et si r > a nous sommes dans le cas de modes accepteurs. Ces termi-
nologies sont utilisées par analogie avec les niveaux donneurs et accepteurs
lors de la présence d’impuretés en physique du solide [24].
Ainsi, avec ces conditions et si la zone de transformation est correctement pla-
cée avec un coefficient d’absorption suffisamment élevé, nous pouvons obtenir le
mode fondamental que nous voulons étudier. Enfin, nous rappelons que nous réa-
lisons cette étude suivant le modèle scalaire afin de comprendre les phénomènes
mis en jeu.
6.2 Les approches théorique et numérique
L’approche théorique scalaire de la linéarité et donc de l’effet non-linéaire Kerr
dans les FOMs à défaut creux est différente de celle définie dans le cas de fibres
à cœur plein (fibre à saut d’indice et FOM). Le point de départ de l’analyse non-
linéaire et le mode issu de la résolution du problème linéaire. Une étude prélimi-
naire du cas linéaire est donc indispensable. Par ailleurs, le processus itératif que
nous allons utiliser pour cette étude est l’algorithme SCLin1D scalaire (voir section
3.4.1).
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6.2.1 L’approche théorique : le cas linéaire
Pour comprendre les phénomènes mis en jeu, nous devons au préalable étudier
le cas d’un réseau périodique de trous d’air sans défaut. Il s’agit d’un cristal pho-
tonique infini dont la périodicité des inclusions est orientée selon les dimensions
transverses x et y : il s’agit d’un cristal photonique 2D [5, 8]. Dans cette structure et
plus généralement dans les FOMs à défaut creux, il existe des bandes en longueur
d’onde pour lesquelles la propagation de la lumière est interdite. Nous parlons alors
de Bandes Interdites Photoniques. Cette propagation est à différencier de celle se
produisant dans les fibres à cœur plein qui peut en première approximation être
assimilée à un phénomène de réflexion totale interne modifiée.
Pour déterminer ces bandes, nous considérons une cellule élémentaire carrée
(figure 6.4) et nous appliquons des conditions aux bords périodiques : ceci permet
de modéliser numériquement un réseau infini de trous d’air [17].
FIGURE 6.4 – Cellule élémentaire permettant l’implémentation du cas périodique.
Les quarts de cercle représentent les inclusions d’air et les lignes pointillées le contour
de la cellule élémentaire.
La figure 6.5 montre l’évolution de l’indice effectif dans le cas linéaire suivant le
rapport Λ/λ où Λ est le pitch entre deux trous voisins et λ est la longueur d’onde.
Les régions blanches sont les bandes interdites photoniques dans lesquelles aucun
mode linéaire n’existe dans la structure périodique. Les régions colorées sont les
bandes de conduction dans lesquelles il existe des modes appelés modes de Bloch
[29, 17].
Si nous introduisons un défaut, la périodicité du réseau est brisée. Dans ces
conditions, pour une longueur d’onde appartenant à une bande interdite photo-
nique, un mode pourra être piégé et se propager au niveau du défaut.
Dans le cas du mode fondamental issu de la résolution du problème linéaire,
– les modes donneurs n’existent que dans le région supérieure du diagramme
de bandes correspondant aux indices effectifs les plus élevés. Nous appelons
cette région, la bande interdite semi-infinie.
– les modes accepteurs n’existent que dans la deuxième bande interdite cor-
respondant aux indices effectifs plus faibles que ceux de la bande interdite
semi-infinie. Nous appelons cette région, la première bande interdite finie.
Ceci est cohérent dans le sens où nous savons que plus le défaut central est




















FIGURE 6.5 – Diagramme de bandes de la structure périodique C4,v dans le cas li-
néaire. Définition des bandes interdites (bandes blanches). Le trait rouge vertical à
Λ/λ≈ 2.16 représente la configuration définie dans le texte : Λ= 2.3 µm et λ= 1.064
µm.
important, plus le champ s’étend dans la fibre et donc plus l’indice effectif est
faible.
Ainsi, la présence d’une inclusion d’air centrale de taille plus petite que les trous
environnants entraîne une migration (vers le haut) des modes issus de la région in-
terbande comprise entre la bande interdite semi-infinie et la première bande finie
vers la bande interdite semi-infinie (cas donneur sur la figure 6.5). Plus l’inclusion
est petite plus l’indice effectif du mode donneur est élevé dans la bande interdite
semi-infinie [24].
Au contraire, la présence d’une inclusion d’air plus grande que les trous envi-
ronnants entraîne une migration (vers le bas) des modes de la première bande de
conduction vers la première bande interdite finie (cas accepteur sur la figure 6.5).
6.2.2 L’approche numérique : le cas non-linéaire
Dans le cadre de cette étude, nous souhaitons étudier les phénomènes engen-
drés par l’effet non-linéaire de type Kerr optique. Dans cette perspective et pour
faciliter notre approche, nous nous plaçons dans l’approximation scalaire. Comme
dans le cas de l’étude des fibres optiques à saut d’indice et microstructurée à cœur





En utilisant le changement de variable (2.28), nous devons résoudre l’équation (2.29) :




∣∣χiψi ∣∣2 )ψi =β2i ψi (6.2)
Dans le cadre de cette étude, l’algorithme utilisé pour résoudre le problème









∣∣χi−1ψi−1∣∣2 )ψi =β2i ψi




i ← i + 1
i = 0
i = 1, 2, ...
FIGURE 6.6 – Principe de l’algorithme SCLin1D. Le coefficient χ0 est augmenté pro-
gressivement à l’issu de la résolution du problème linéaire de l’étape i = 0. Le point
de départ est χ0 = 0 (cas linéaire).
Cependant, l’utilisation de l’algorithme SCLin1D pour l’étude des modes don-
neurs/accepteurs est différente que pour le cas des FOMs à cœur plein. Le principe
est le suivant :
Ê Le point de départ est le mode fondamental linéaire (χ0 = 0).
Ë Nous choisissons une valeur de χ0 supérieure au cas précédent.
Ì Le processus itératif est lancé pour la valeur de χ0 choisie et nous calculons à
la convergence :
– l’indice effectif
– le résidu associé
– P f i n représentant la puissance physique (en watt) de la solution obtenue à
la convergence du processus itératif
P f i n =




|χ f i nψ f i n |2dS (6.3)
où F est la section transverse de la fibre, χ f i n est le coefficient permettant
la renormalisation du champ ψ f i n obtenu à la convergence. Comme nous
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l’avons déjà souligné, P f i n représente la puissance à injecter dans la fibre
optique pour obtenir la solution non-linéaire (β f i n.,χ f i n.ψ f i n.).
Í Nous recommençons au pointË.
Pour la représentation des résultats, nous utilisons le coefficient sans dimen-




K er r P f i n
A0
. (6.4)
Enfin, nous posons la grandeur µ représentant l’indice effectif ne f f et la partie li-
néaire de l’indice de réfraction de la matrice n0,matrice telle que
µ= n0,matrice−ne f f (6.5)
où n0,matrice = 1.45 dans le cas de la fibre optique microstructurée à défaut creux
que nous considérons.
- Remarque importante 29 : le champ χ f i n.ψ f i n. est à distinguer du champ
χcoh.ψcoh. défini dans les chapitres précédents et qui est obtenu non seule-
ment à la convergence de l’algorithme mais aussi pour le minimum de résidu.
Dans ce chapitre, nous représenterons ainsi toutes les solutions non-linéaires
déterminées à l’issu du balayage en amplitude de la solution injectée en en-
trée de l’algorithme SCLin1D.
Pour l’étude des cas donneur et accepteur, nous représenterons graphiquement
les deux grandeurs obtenues à la convergence de l’algorithme SCLin1D : il s’agit de γ
correspondant à la puissance P f i n et µ correspondant à l’indice effectif linéaire et
non-linéaire (figure 6.7).
La figure 6.7 montre les différentes bandes intervenant dans l’étude des cas
donneur et accepteur pour la FOM décrite ci-dessus en fonction des grandeurs
γ et µ. Elle correspond à une coupe transverse de la figure 6.5 pour les caracté-
ristiques de la FOM à défaut creux que nous allons étudier à savoir pour Λ/λ ≈
2.16. Les flèches vertes montrent la migration des modes de la première bande
de conduction vers la bande interdite semi-infinie (modes donneurs). Les flèches
rouges montrent la migration des modes de la première bande de conduction vers
la première bande interdite finie (modes accepteurs).






































FIGURE 6.7 – Représentation des différentes bandes pourΛ/λ≈ 2.16 (coupe verticale
de la figure 6.5). Migration des modes dans le cas donneur (flèches vertes) et dans le
cas accepteur (flèches rouges) pour le mode fondamental.
6.2.3 Cas “périodique” : un unique soliton spatial
- Remarque préliminaire 30 : Dans le cadre de cette étude, nous appelons le
cas “périodique” une structure de taille finie présentant une inclusion cen-
trale circulaire de même taille que les trous environnants. Il ne s’agit donc
pas d’une structure périodique infinie.
La figure 6.8 montre l’évolution de l’indice effectif (à travers la valeur de µ) et
du résidu associé suivant la puissance P f i n (représentée par γ). Ces deux grandeurs
sont obtenues à la convergence de l’algorithme SCLin1D.
â Cas linéaire :
Dans un premier temps, nous remarquons que le mode fondamental linéaire
(γ = 0) se situe bien à la limite supérieure de la première bande (µ = 0.0375) ; l’in-
dice effectif de ce mode étant le plus élevé. Par ailleurs, le cas linéaire obtenu dans
une FOM à quatre rangées d’inclusions d’air présente la même valeur de l’indice
effectif (même valeur de µ) que celui correspondant au cas périodique infini à 1%
prés.
â Cas non-linéaire :
Concernant l’évolution en γ, nous remarquons que plus la puissance à injecter
est importante, plus l’indice effectif est important (µ faible) ce qui est cohérent avec
les études menées dans les autres géométries (fibre à saut d’indice et FOM à cœur
plein). Ce résultat est également donné dans la section suivante (figure 6.10) afin


















































FIGURE 6.8 – Évolution de l’indice effectif (fonction de µ) suivant la puissance (fonc-
tion de γ) déduite des solutions non-linéaires obtenues et évolution du résidu associé
pour λ= 1.064 µm. La configuration représentée est le cas d’une FOM sans défaut au
centre (cristal photonique 2D de dimension finie) défini au début de cette section.
d’illustrer la différence entre le cas périodique et le cas donneur (inclusion centrale
plus petite que les trous environnants).
â Minimum de résidu :
Comme pour les fibres optiques à sauts d’indice et microstructurées à cœur
plein, le balayage en amplitude fait apparaître deux minima. Le premier corres-
pond au cas linéaire (γ = 0) et le second à la solution non-linéaire auto-cohérente
de haute puissance. Pour une FOM à défaut creux, il y a donc également un soliton
spatial défini par le minimum du résidu.
6.3 Validation de la méthode : le cas donneur
Nous rappelons que l’étude du cas donneur s’effectue dans une fibre optique
microstructurée où la taille de l’inclusion d’air centrale, dont le rayon est noté r ,
est inférieure à la taille des trous environnants.
6.3.1 Variation de la taille du défaut
La figure 6.9 montre l’évolution de l’indice effectif (représenté par µ) et de l’aire
effective normalisée par le pitch au carré et associée à la solution non-linéaire ob-
tenue suivant la puissance P f i n (représentée par γ) déduite des solutions non-
linéaires obtenues à la convergence de l’algorithme SCLin1D. L’aire effective nor-
malisée est donnée par la relation suivante :
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FIGURE 6.9 – Évolution à λ = 1.064 µm de l’indice effectif et de l’aire effective nor-
malisée Ae f f /Λ suivant la puissance (γ) des solutions non-linéaires dans les cas “pé-
riodique” (r = 0.8 µm) et donneur non-linéaire (r = 0.7 et r = 0.6 µm). Les bandes
grisées et blanches sont respectivement les bandes de conduction et interdites du cas
linéaire périodique. La répartition du champ correspondant aux marques rouges (a),
(b), (c) et (d) est donnée par la figure 6.10.
La figure 6.9 rappelle le cas “périodique ” (r = 0.8µm) défini dans la section pré-
cédente et par la figure 6.8 et montre deux structures correspondant au cas donneur
(r = 0.7 et r = 0.6 µm).
â Évolution de l’indice effectif (ou µ) :
L’analyse de l’évolution de l’indice effectif (à travers le coefficient µ) montre
que, pour le cas linéaire (γ= 0), plus la taille du défaut diminue, plus l’indice effectif
augmente (µ diminue). En effet, pour un défaut plus important, le champ est plus
délocalisé dans la fibre et l’indice effectif est donc plus faible.
Pour le cas non-linéaire et pour chaque configuration, plus la puissance aug-
mente, plus l’indice effectif augmente. Cependant, il faut distinguer deux parties
dans l’évolution de l’indice effectif dont la frontière se situe à µ ≈ −0.01 (corres-
pondant à γ ≈ 0.225). Pour les valeurs de µ > −0.01, les solutions non-linéaires
respectent l’évolution linéaire. À une puissance donnée, plus le trou est petit plus
l’indice effectif est important.
Pour les valeurs de µ < −0.01, c’est le phénomène inverse qui se produit. Plus
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la taille de l’inclusion centrale diminue, plus l’indice effectif est faible. Comment
expliquer ce phénomène ?
– pour −0.01 < µ < 0.0375, la valeur de la puissance est faible, c’est donc l’ef-
fet du mode linéaire qui est prépondérant sur l’effet non-linéaire. Lorsque la
taille du défaut diminue, le champ est plus confiné dans la structure et donc
l’indice effectif augmente.
– pourµ<−0.01, la puissance est élevée et c’est donc l’effet non-linéaire qui est
prépondérant sur l’influence du mode linéaire. Dans ce cas, lorsque la taille
du défaut diminue, l’écart entre l’inclusion centrale et le défaut augmente et
donc le champ est moins confiné. L’indice effectif est alors moins important.
â Évolution de l’aire effective Ae f f :
Pour les cas “périodique” (r = a) et donneurs (r < a) non-linéaires, plus la puis-
sance injectée est importante, plus l’aire effective diminue. D’après les études pré-
cédentes dans les autres fibres optiques, ce phénomène est logique puisque l’aug-
mentation de la puissance entraîne un confinement du champ dans la fibre et donc
une diminution de l’aire effective. Par ailleurs, l’augmentation exponentielle de
l’aire effective à l’approche de la première bande de conduction et pour les faibles
puissances indique une délocalisation du mode dans la structure au voisinage du
cas périodique.
Lorsque la taille du défaut central diminue, l’aire effective diminue. En effet,
si le défaut est plus petit, l’espace entre celui-ci et la première rangée d’inclusions
d’air est grande ce qui explique qu’à une puissance donnée l’aire effective est plus
importante dans ce cas.
Pour se rendre compte de l’évolution du champ dans la FOM décrite, nous étu-
dions la répartition du champ (figure 6.10) pour chaque marque rouge repérée sur
la figure 6.9. Ceci permet d’illustrer les évolutions observées de l’indice effectif et
de l’aire effective.
Le champ dans le cas du mode fondamental linéaire périodique est beaucoup
plus délocalisé que pour le cas donneur linéaire. Ceci explique l’évolution expo-
nentielle de l’aire effective à l’approche de cette configuration.
De plus, dans le cas donneur non-linéaire (figure 6.10(d)), nous remarquons un
confinement légèrement moins important du champ autour de défaut en compa-
raison du cas périodique non-linéaire (figure 6.10(d)). Ceci explique le fait que, à
γ= 0.18, l’aire effective correspondant au cas donneur est supérieure à la configu-
ration “périodique”. La figure 6.10 confirme donc les phénomènes décrits précé-
demment.
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(a) Cas périodique - γ=
0 (linéaire)
(b) Cas périodique -
γ= 0.18
(c) Cas donneur - γ= 0
(linéaire)
(d) Cas donneur - γ =
0.18
FIGURE 6.10 – Répartition du champ dans les cas linéaire et non-linéaire pour la
configuration “périodique” et la configuration “donneur” décrites dans cette section.
Les grandeurs caractéristiques de chaque champ sont données par la figure 6.9.
6.3.2 Étude de l’effet Kerr négatif
Comme nous venons de le voir, le mode donneur suivi dans le cas non-linéaire
est toujours situé dans la bande interdite semi-infinie du diagramme. Il peut donc
être intéressant d’étudier le cas d’un effet non-linéaire de type Kerr négatif afin
d’étudier la solution à l’approche de la première bande de conduction. Dans ce
cas, la permittivité est d’après l’équation (1.23) :
²r = n20−1nln2K er r
∣∣ψ∣∣2 . (6.7)
La figure 6.11 montre l’évolution de l’indice effectif suivant la puissance de la
solution non-linéaire dans le cas d’un effet Kerr négatif. En guise de comparaison,
nous rappelons également l’évolution de la solution non-linéaire pour un effet Kerr
optique positif.
Le point de départ est naturellement le mode obtenu par la résolution du pro-
blème linéaire. Comme nous pouvions le prévoir, l’indice effectif diminue quand
la puissance (ou γ) augmente. L’évolution de l’aire effective montre que, lorsque
la solution se rapproche de la première bande de conduction pour µ = 0.0375, le
champ se délocalise. La comparaison de la répartition du champ entre la configura-
tion linéaire pour γ= 0 (figure 6.12(a)) et non-linéaire pour γ= 0.04 (figure 6.12(b))
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confirme ce phénomène. À partir de µ = 0.0375 (limite de la première bande de
conduction), si la puissance augmente, le champ n’est plus localisé au centre (dans
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FIGURE 6.11 – Évolution de l’indice effectif et de l’aire effective normalisée suivant
la puissance de la solution non-linéaire issue de l’algorithme SCLin1D pour la FOM
décrite section 6.3.1 et pour un défaut de rayon r = 0.7 µm. Les marques rouges cor-
respondent aux champs représentés par la figure 6.12 pour certaines configurations
intéressantes du cas Kerr négatif.
Puis, lorsque nous augmentons encore la puissance, le mode localisé au centre
réapparaît. Pour µ> 0.0486, la diminution de l’aire effective indique que le champ
se relocalise au centre de la fibre (figure 6.12(c)) puis qu’il évolue peu jusqu’à une
nouvelle limite à γ= 0.062. Au delà de cette limite, le mode que nous étudions dis-
paraît en se délocalisant dans la structure. Nous pouvons remarquer ce phénomène
avec l’évolution de l’aire effective normalisée qui augmente exponentiellement.
Ainsi, l’effet Kerr optique négatif dans la configuration donneur entraîne le pas-
sage de la solution non-linéaire issue du mode fondamental de la bande interdire
semi-infinie vers la première bande interdite finie. Cependant, de mode n’atteint
pas la seconde bande de conduction (deuxième région grisée sur la figure 6.11). En
effet, l’augmentation brutale de l’indice effectif et de l’aire effective pour µ≈ 0.065
indique que le mode disparaît dans la structure : ce n’est plus un mode de défaut.
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(a) γ= 0 (linéaire) (b) γ = 0.04 (non-
linéaire)
(c) γ = 0.18 (non-
linéaire)
FIGURE 6.12 – Répartition du champ de la solution linéaire (a) et non-linéaire pour
différentes puissances de la solution non-linéaire (b) et (c) dans le cas donneur et
pour la FOM décrite section 6.3.1.
6.4 Des résultats contre-intuitifs : le cas accepteur
Si la taille de l’inclusion centrale circulaire est supérieure aux trous d’air envi-
ronnants, il s’agit du cas accepteur. Cette configuration est particulièrement inté-
ressante puisque comme nous l’avons vu précédemment (section 6.2.1), le mode
fondamental linéaire se situe dans la première bande interdite finie.
Nous pouvons alors nous demander comment l’effet non-linéaire peut modifier
l’évolution de la solution lorsque la puissance injectée augmente. Nous étudierons
l’influence de la variation de la taille du défaut et l’effet contre-intuitif engendré
par la non-linéarité Kerr optique dans ce type de configuration. Comme dans le cas
donneur, nous analyserons l’influence de l’effet Kerr négatif.
6.4.1 Variation de la taille du défaut
Pour la première étude, nous partons du cas accepteur linéaire et la puissance
de la solution non-linéaire issue de l’algorithme SCLin1D est augmentée par l’inter-
médiaire de la renormalisation χ0 du champ initiale. La figure 6.13 montre l’évolu-
tion de la puissance injectée (représentée par la valeur de γ) et de l’aire effective en
fonction de l’indice effectif (à travers le coefficient µ).
Nous remarquons que, quelle que soit la puissance de la solution non-linéaire,
l’aire effective est plus faible lorsque la taille de l’inclusion d’air centrale augmente.
Ceci vient du fait que l’espace entre le défaut et la première inclusion d’air diminue
lorsque la taille du défaut augmente. Nous retrouvons pour l’aire effective les phé-
nomènes observés pour le cas donneur (section 6.3.1).
â Dans la première bande interdite finie (0.0486< µ< 0.086) :
Tout d’abord, nous vérifions que le mode accepteur linéaire (γ= 0) est bien si-
tué dans la première bande interdite finie (bande blanche de droite sur la figure
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FIGURE 6.13 – Évolution de l’indice effectif et de l’aire effective normalisée pour le
mode fondamental dans les cas périodique (a = r = 0.8 µm) et accepteur (r = 1.1,
r = 1.2 et r = 1.33 µm) pour la FOM décrite dans la section 6.3.1. Les bandes grisées
et blanches sont respectivement les bandes de conduction et les bandes interdites du
cas linéaire périodique.
6.13). Nous vérifions (voir section 6.2.1) également que plus la taille du défaut aug-
mente, plus l’indice effectif du mode est faible.
Dans le cas non-linéaire (puissance non nulle, γ> 0), l’indice effectif augmente.
Ce phénomène a été observé dans le cas donneur, pour la fibre à saut d’indice et
pour la FOM à cœur plein. De plus, à puissance fixée, l’indice effectif est d’autant
plus fort que l’inclusion centrale est petite ce qui est semblable au cas donneur.
Pour la structure étudiée nous avons montré qu’il existe une limite minimale
pour la taille de l’inclusion centrale. Pour obtenir cette limite, il suffit de modifier la
taille du trou central jusqu’à de que la valeur de µ du mode linéaire (correspondant
à γ= 0) soit égale à la valeur µ= 0.0486 de la limite de la première bande. Pour les
simulations réalisées dans la FOM à défaut creux de cette étude, le rayon minimal
de l’inclusion centrale est rmi n = 1.015 µm. Notons que nous pouvons déterminer
cette limite en remarquant l’évolution asymptotique à son voisinage de l’aire effec-
tive du mode linéaire.
Il existe également une limite maximale pour la taille de l’inclusion centrale.
Elle correspond au cas où l’inclusion centrale “touche” la première rangée d’inclu-
sion d’air à savoir rmax = 1.5 µm. La valeur de µ pour le cas linéaire (γ= 0) corres-
pondant à cette taille de défaut est µ= 0.0686.
Cependant, lorsque la solution non-linéaire se rapproche de la première bande
de conduction définie dans la configuration périodique, l’aire effective augmente
de manière asymptotique.
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J Point clé :
Lorsque le mode accepteur se situe dans la première bande interdite finie,
l’augmentation de la puissance (valeurs de γ croissantes) s’accompagne de
la délocalisation de la solution non-linéaire dans la fibre optique. Ce phéno-
mène est contre-intuitif en comparaison des phénomènes observés jusqu’à
présent : fibre à saut d’indice, FOM à cœur plein et FOM à défaut creux dans
le cas donneur. L’évolution asymptotique de l’aire effective au voisinage de la
première bande de conduction (µ < 0.0486) indique également une dispari-
tion du mode non-linéaire du défaut vers la structure.
o Dans la bande interdite semi-infinie (µ< 0.0375) :
Puis, si la puissance augmente encore, nous retrouvons un mode localisé autour
du défaut après le passage de la première bande de conduction. Ce phénomène est
semblable au cas “donneur Kerr négatif” étudié précédemment (section 6.3.2) mais
cette fois avec une augmentation de l’indice effectif. Nous retrouvons alors l’effet
non-linéaire étudié jusqu’ici : plus la puissance augmente, plus l’indice effectif aug-
mente et plus l’aire effective diminue.
Dans cette région et au voisinage de la première bande de conduction (0.0375<
µ < 0.0486), l’aire effective augmente de manière exponentielle indiquant une dé-
localisation du mode dans la structure.
À puissance fixée et telle queµ>−0.01, plus le défaut est important plus l’indice
effectif est faible. Pour les valeurs de µ < −0.01, l’indice effectif augmente avec la
taille du défaut : nous retrouvons bien les résultats du cas donneur (section 6.3.1 et
figure 6.9).
6.4.2 Cas accepteur : deux solitons spatiaux !
L’étude de l’effet non-linéaire dans le cas accepteur est sensiblement plus déli-
cate que pour les modes donneurs car la taille importante du défaut central ajoute
une difficulté pour la recherche des solutions non-linéaires et à leur suivi au cours
du processus itératif. En particulier, l’étude des solutions obtenues au voisinage de
la première bande de conduction (µ≤ 0.0375) doit être réalisée avec minutie et pré-
cision.
- Remarque importante 31 : Au début de l’étude des solutions non-linéaires
dans les FOMs à défaut creux, nous avons utilisé l’algorithme à puissance
fixée FPFEM . En effet, le principe de l’étude des modes donneurs/accepteurs
est d’étudier l’évolution de solutions non-linéaires lorsque la puissance in-
jectée en entrée de l’algorithme augmente. Cependant, l’étude des solutions
non-linéaires dans cette région particulière était impossible avec l’algorithme
FPFEM car nous ne pouvions pas suivre le mode qui se délocalisait entre la
première et la seconde rangée de trous d’air. Grâce à l’algorithme SCLin1D que
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nous proposons (plus stable dans ce cas), nous pouvons donc étudier les so-
lutions non-linéaires obtenues au voisinage de la première bande de conduc-
tion. Rappelons que nous parlons de “puissance injectée” mais qu’il s’agit
dans le cas de l’algorithme SCLin1D d’une puissance obtenue a posteriori qu’il
faudrait injecter pour obtenir effectivement la solution non-linéaire concer-
née.
La figue 6.14 nous donne l’évolution complète de l’indice effectif en fonction de
la puissance γ injectée et le résidu associé pour la longueur d’onde λ= 1.064 µm et




















































FIGURE 6.14 – Évolution complète de l’indice effectif et du résidu associé en fonction
de la puissance des solutions non-linéaires dans le cas accepteur (r = 1.2 µm), à par-
tir du mode fondamental linéaire et pour λ= 1.064 µm. À chaque marque rouge (a),
(b), (c) et (d) correspond un champ représenté dans la figure 6.15.
Concernant l’indice effectif (ou le paramètre µ), nous remarquons une remon-
tée brutale [70, 59] à l’approche de la bande de conduction. Ceci signifie qu’il existe
dans cette région des puissances pour lesquelles nous obtenons deux solutions
non-linéaires. Cette partie de courbe montre un nouvel effet contre intuitif. Plus la
puissance augmente, plus l’indice effectif diminue et comme nous le verrons dans
la figure 6.15(c), plus la solution se délocalise dans fibre optique. Notons qu’au-delà
ce la limite en puissance (point (c)), le mode se délocalise entre la première et la se-
conde rangée d’inclusions d’air : ce n’est plus le mode que nous voulons étudier.
J Point clé :
L’évolution du résidu montre qu’il existe trois minima. Le premier est associé
au cas linéaire pour γ = 0 (point (a) sur la figure 6.15), le second correspond
au cas non-linéaire au voisinage de la première bande de conduction (point
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(c)) et le troisième est associé à la solution non-linéaire auto-cohérente ob-
tenue dans les différentes fibres étudiées jusqu’ici (point (d)). Du fait de la
présence de deux minima dans l’évolution du résidu, obtenus dans le cas
non-linéaire et d’après l’étude réalisée dans les chapitres précédents, nous
pouvons penser qu’il existe deux solutions non-linéaires auto-cohérentes dans
la FOM à défaut creux de type accepteur. Cependant, le second minimum ne
correspond pas à une solution de haute puissance puisque la puissance à in-
jectée pour l’obtenir est inférieure au soliton spatial du troisième minimum.
La figure 6.15 montre la répartition du champ obtenue dans la FOM à défaut
creux de type accepteur. Chaque cas est marqué dans la figure 6.14 et correspond à
une puissance particulière.
Comme nous l’avons montré dans la section 6.4.1, la figure 6.15(b) montre une
délocalisation de la solution non-linéaire par rapport au cas linéaire (figure 6.15(a))
pour un défaut de rayon r = 1.2 µm et pour µ > 0.0486. La première solution non-
linéaire auto-cohérente correspond à la figure 6.15(c) et montre que ce soliton spa-
tial n’est pas fortement confiné dans le cœur. Ce n’est pas la solution non-linéaire
de plus haute puissance avant l’auto-focalisation instable. De plus, les deux lobs
entre la première et la seconde rangée de trous d’air indiquent que le champ va se
délocaliser dans cette région (augmentation exponentielle de l’aire effective mon-
trée par les figures 6.13 et 6.16). Il s’agit donc d’une configuration limite.
(a) γ= 0 (linéaire) (b) γ= 0.05
(c) γ= 0.135 (d) γ= 0.34
FIGURE 6.15 – Répartition du champ dans la FOM à défaut creux avec un défaut de
rayon r = 1.2 µm (configuration accepteur) et pour différentes puissances. À chaque
figure correspond une marque rouge dans la figure 6.14.
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La figure 6.15(d) correspond au troisième minimum de résidu et représente la
solution non-linéaire auto-cohérente de plus haute puissance obtenue dans les
autres fibres optiques précédemment étudiées. Pour µ = −0.14, le champ est bien
entendu confiné autour de l’inclusion centrale puisqu’il s’agit de la solution de plus
haute puissance avant l’auto-focalisation instable.
La figure 6.16 complète la figure 6.13 et permet de montrer l’influence du dé-
faut central dans la région voisine de la première bande de conduction (µ≈ 0.035).
Comme attendu, plus la taille du défaut est grande, plus la puissance à injecter pour
obtenir la solution non-linéaire est importante. De plus, nous remarquons que la
distance entre la valeur de µ de la solution auto-cohérente et la limite à µ= 0.0375
augmente légèrement avec la taille du défaut. Ceci peut s’expliquer avec la figure
6.15(c) où nous remarquons la présence des deux lobs extérieurs qui, lorsque l’in-
clusion centrale augmente, ont tendance à se localiser plus rapidement entre la
première et la seconde rangée de trous et former un autre mode. Le saut se produit
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FIGURE 6.16 – Évolution complète de l’indice effectif et de l’aire effective en fonction
de la puissance injectée dans le cas accepteur.
La solution non-linéaire auto-cohérente correspondant au deuxième minimum
de résidu (au voisinage de la bande de conduction) semble être la combinaison li-
néaire de deux solutions : une solution non-linéaire de haute puissance et une so-
lution non-linéaire du milieu périodique infini. Ce point reste cependant à vérifier.
Enfin, nous pouvons réaliser une étude sur l’influence de la taille finie de la fibre
microstructurée. La première remarque concerne la géométrie. En effet, comme
nous pouvons l’observer la symétrie C4,v est plus “compacte” que la symétrie C6,v .
Pour cette raison, l’influence de la structure finie est faible. L’effet le plus significatif
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est pour le cas de la figure 6.15(b) puisque le champ se délocalise de manière im-
portante. Cependant, l’influence n’est pas extrêmement significative pour être un
facteur déterminant de cette étude.
6.4.3 Étude de l’effet Kerr négatif
La dernière étude concerne l’effet Kerr négatif. La figure 6.17 montre l’évolution































































FIGURE 6.17 – Évolution de l’indice effectif et de l’aire effective normalisée en fonction
de la puissance dans le cas de l’effet Kerr négatif pour le cas accepteur où r = 1.2 µm.
Comme attendu, plus la puissance augmente, plus l’indice effectif diminue et
plus l’aire effective augmente. C’est le phénomène inverse de celui observé pour la
configuration de l’effet Kerr positif. Ceci montre que plus la puissance augmente,
plus la solution se délocalise dans la structure jusqu’à l’approche de la seconde
bande de conduction. Enfin, notons qu’il n’existe pas de résidu minimum dans le
cas d’un effet Kerr négatif.
Conclusion
L'étude de l'effet Kerr dans les FOMs à défaut creux nous a permis de dé-couvrir de nouveaux phénomènes non-linéaires. La taille de l’inclusion centrale
formant le défaut creux distingue deux configurations. D’une part, le cas donneur
correspond à la présence d’un défaut plus petit que les trous d’air environnants.
D’autre part, le cas accepteur est étudié lorsque l’inclusion centrale est plus impor-
tante que les trous d’air formant la gaine de la fibre optique. L’étude linéaire préli-
minaire du cas périodique nous a servi à comprendre les phénomènes mis en jeu.
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Nous avons alors implémenté l’algorithme SCLin1D dans les FOMs à défaut creux.
Après une validation avec l’algorithme à puissance fixée, nous avons montré qu’il
existe une unique solution non-linéaire auto-cohérente dans le cas donneur. De
plus, les influences de la taille du défaut et de l’effet Kerr négatif ont été analysées.
Le cas donneur nous a une nouvelle fois permis de valider l’algorithme et de com-
prendre les phénomènes mis en jeu. Puis, nous sommes passés au cas accepteur.
Un effet contre-intuitif a été mis en évidence : plus la puissance augmente, plus le
champ se délocalise dans la fibre optique ce qui est nouveau par rapport à toutes
les études menées jusqu’a présent. Nous avons aussi montré numériquement la
présence de deux solutions non-linéaires auto-cohérentes dans les FOMs à défaut
creux de type accepteur. Enfin, les études de l’influence de la taille du défaut et de
l’effet Kerr négatif ont également été réalisées.
Conclusion générale
L’étude de la non-linéarité Kerr dans les FOMs n’est qu’un aperçude l’extraordinaire variété de possibilités offerte par l’interaction entre d’un
coté le champ guidé et de l’autre le matériau composite matrice/inclusions. Tou-
tefois, ceci permet déjà d’explorer de nombreux et nouveaux phénomènes dans
les fibres optiques conventionnelles ou microstructurées. Dans cette perspective,
nous avons choisi la recherche d’un nouveau type de solutions non-linéaires se dé-
marquant de l’étude de l’équation de Schrödinger non-linéaire. Il s’agit d’une ap-
proche se basant directement sur les équations de Maxwell et permettant l’étude
des phénomènes non-linéaires en tenant compte de la section transverse des fibres
optiques. Dans ce travail exploratoire, nous nous sommes limités à l’étude des so-
lutions non-linéaires correspondant au mode fondamental du problème linéaire.
u Vers une unique solution non-linéaire scalaire ...
La principale difficulté était bien évidemment de valider chaque étape car à
notre connaissance, aucune étude similaire n’est disponible mise à part celle à puis-
sance fixée publiée par A. Ferrando et al. en 2003. Le choix le plus judicieux était
donc de considérer l’approximation scalaire pour mettre en place et valider la mé-
thode ainsi que pour comprendre les phénomènes mis en jeu. Nous avons com-
mencé par concevoir une méthode numérique efficace et précise pour la résolution
d’un problème aux valeurs propres tout en conservant la spécificité du caractère
non-linéaire. Pour cela, nous avons utilisé une méthode itérative de Picard com-
plétée par une renormalisation du champ basée sur la minimisation d’un résidu
pondéré. Ceci nous a permis de prendre en considération la caractère non-linéaire
du problème à résoudre. C’est la principale originalité de notre algorithme. La mo-
délisation des équations et des différentes fibres optiques s’est faite par l’utilisa-
tion de la Méthode des Éléments Finis. Cette méthode est particulièrement bien
adaptée à la présence d’un indice de réfraction non-linéaire donc inhomogène et
à la modélisation de structures complexes. La MEF associée à l’algorithme que
nous avons imaginé constitue notre méthode numérique de résolution d’une non-
linéarité Kerr dans les fibres optiques.
Dans un premier temps, le cas le plus simple a été étudié. Il s’agit de l’approche
linéaire dans la fibre conventionnelle à saut d’indice puis étendue à la fibre optique
microstructurée à cœur plein. La comparaison avec les méthodes FFF-MS et mul-
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tipolaire a permis une première validation de notre méthode. Dans un deuxième
temps, la non-linéarité dans les fibres à saut d’indice puis dans les FOMs a été étu-
diée. Au cours d’une analyse plus technique de la méthode, nous avons mis en lu-
mière la sensibilité de notre algorithme à l’initialisation. Un balayage a été réalisé
suivant l’amplitude de la solution initiale issue du problème linéaire puis suivant
l’amplitude et la forme d’une fonction gaussienne prise comme point de départ.
Nous avons obtenu un grand nombre de solutions que nous avons caractérisées en
utilisant un critère de qualité : l’étude a posteriori de la valeur du résidu utilisé (et
annulé) pour la renormalisation du champ. À partir de là, nous avons pu isoler les
“bonnes” solutions correspondant au minimum de résidu (numériquement nul).
De plus, au cours de cette étude nous avons amélioré la précision et la rapidité de
l’algorithme par l’utilisation du maillage adapté et d’un algorithme classique de re-
cherche du minimum par section en intervalles non égaux. Ainsi, par cette étude
nous avons prouvé numériquement qu’il existe une unique solution non-linéaire
auto-cohérente (ou soliton spatial) à chaque longueur d’onde fixée et pour chaque
fibre optique modélisée.
u ... généralisant le soliton de Townes ...
Dans un deuxième temps, une étude de la signification physique de cette so-
lution a été réalisée. Pour cela, nous avons comparé les résultats issus de l’algo-
rithme à puissance fixée avec ceux de l’algorithme auto-cohérent que nous propo-
sons. Ceci nous a permis de montrer que non seulement les résultats donnés par
l’algorithme auto-cohérent étaient valides dans le cas non-linéaire mais aussi que
la solution non-linéaire auto-cohérente correspondait à la solution de plus haute
énergie avant l’auto-focalisation instable.
Au cours d’une étude des propriétés du soliton spatial en fonction de la lon-
gueur d’onde, nous avons montré que l’effet-non-linéaire tendait à contrecarrer
l’effet de la dispersion dans la coupe transverse. Le confinement de la solution
non-linéaire au centre des différentes fibres optiques étant important, nous nous
sommes alors interrogés sur l’influence de la structure transverse et la taille finie
des fibres optiques modélisées (à saut d’indice et microstructurées à cœur plein).
Nous avons montré une dépendance significative du soliton spatial au profil trans-
verse du guide : différentes tailles de cœur dans la fibre à saut d’indice et différentes
tailles d’inclusions d’air dans la FOM à cœur plein.
De plus, nous avons comparé le soliton spatial obtenu avec notre méthode et
le soliton de Townes, solutions non-linéaires de plus haute énergie respectivement
dans les fibres optiques et dans le milieu homogène. Nous avons montré que le
soliton de Townes (obtenu avec une méthode de tir) correspondait à la solution
non-linéaire auto-cohérente (obtenue avec l’algorithme SCLin1D−Gold) dans le mi-
lieu homogène. Grâce à notre nouvelle approche et notamment la prise en compte
de la constante de propagation β et du profil transverse particulier des géométries
étudiées, nous avons donc pu généraliser le soliton de Townes aux fibres optiques
à saut d’indice et microstructurées.
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u ... et validée dans le cas vectoriel complet.
L’étude du profil de l’indice de réfraction du soliton spatial a montré que l’ap-
proximation scalaire n’était plus valable. Pour cette raison, la configuration vecto-
rielle complète a été implémentée. Dans un premier temps, nous avons effectué
la même étude que dans le cas scalaire. Au cours de l’étude technique de l’algo-
rithme, il a été prouvé numériquement qu’il existait encore une unique solution
non-linéaire auto-cohérente vectorielle quelle que soit la solution injectée en en-
trée. Par ailleurs, l’utilisation de l’algorithme à puissance fixée nous a permis de
montrer que le soliton spatial correspondait à une solution de haute énergie mais
pas de plus haute énergie avant l’autofocalisation instable du fait de l’influence
de la composante longitudinale du champ. Dans ces conditions, la puissance à in-
jecter pour obtenir le soliton spatial vectoriel est inférieure à celle à injecter pour
mettre en évidence le soliton spatial scalaire.
Ensuite, la comparaison entre les modèles scalaire et vectoriel a montré que le
passage au cas sans approximation était intéressant. Ceci nous a permis de vérifier
que l’effet Kerr optique était suffisamment important pour invalider l’hypothèse
justifiant de l’approximation scalaire. Enfin, nous retrouvons pour la configuration
vectorielle les phénomènes observés dans le cas scalaire. Dans un premier temps,
nous avons prouvé l’influence de la structure transverse sur les caractéristiques
de la solution non-linéaire auto-cohérente dans le cas des fibres à saut d’indice
et microstructurée. Dans un deuxième temps, l’étude du milieu homogène nous a
permis de mettre en évidence l’existence d’un soliton spatial vectoriel dans cette
structure. La similitude de l’évolution en longueur d’onde de son indice effectif et
du profil d’indice avec le soliton de Townes scalaire nous permet d’affirmer qu’il
existe également un soliton de Townes vectoriel.
u L’étude originale dans les FOMs à défaut creux.
L’étude de la non-linéarité dans les fibres optiques microstructurées à défaut
creux a permis d’étendre la validité et le domaine d’application de la nouvelle mé-
thode numérique proposée. Dans ces conditions, la propagation n’est plus satis-
faite par la réflexion totale interne modifiée mais par bandes interdites photoniques
ce qui nous oblige à modifier l’approche théorique.
Pour cette étude, il a fallu distinguer le cas donneur (taille du défaut central
inférieure aux inclusions environnantes) du cas accepteur (défaut plus grand que
les inclusions l’entourant). Nous nous sommes également intéressés à l’effet Kerr
négatif afin d’élargir davantage le domaine d’étude. Pour les modes donneurs, des
phénomènes conforment à l’intuition ont été observés : pour l’effet Kerr positif,
plus la puissance augmente, plus le champ se confine (bande interdite semi-infinie)
dans la fibre et inversement pour l’effet Kerr négatif. De plus, le soliton spatial (cor-
respondant à un résidu minimum) de haute énergie a été mise en évidence. Ces
résultats ont également été vérifiés dans les cas où nous modifions la taille du dé-
faut.
Pour les modes accepteurs, des phénomènes nouveaux et contre-intuitifs ont
été observés. Pour l’effet Kerr positif et pour de faibles puissances, le champ non-
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linéaire se délocalise (première bande interdite finie) avant de se refocaliser (bande
interdite semi-infinie) dans la fibre pour des puissances plus importantes. Grâce à
l’étude du résidu, nous avons mis en évidence deux solutions non-linéaires auto-
cohérentes : la première de haute énergie précédemment étudiée dans les fibres
optiques à saut d’indice et les FOMs à cœur plein et la deuxième correspondant au
couplage entre un mode de défaut et un mode de structure. Tous les phénomènes
étudiés ont été observés pour différentes tailles de défauts.
u De nombreuses études restent à faire ...
La première idée venant à l’esprit est l’étude des modes d’ordres supérieurs.
En effet, nous nous sommes intéressés au cas du mode fondamental par soucis de
simplicité et afin de comprendre le rôle de la non-linéarité Kerr dans les fibres op-
tiques. Cependant, nous pourrions nous intéresser à d’autres modes de symétrie
plus complexe comme le montre les figures ci-dessous.
Dans le cadre de cette approche, nous avons étudié les solitons spatiaux dans la
dimension transverse finie de la fibre optique ou du milieu homogène. Cependant,
une étude de la stabilité suivant la dimension longitudinale pourrait être envisagée
à cours terme. Dans la référence [25], une étude a déjà été réalisée et nous pour-
rions nous baser sur cette dernière pour l’étendre à notre modèle.
Pour le cas vectoriel, une étude plus complète aurait été de considérer un ef-
fet Kerr optique tensoriel. De ce fait, suivant les composantes du champ considé-
rées, la permittivité relative ²r caractérisant l’effet Kerr optique peut être différente
[22, 42, 43, 18, 19]. Dans ce cas, nous devrons définir un coefficient χ tensoriel.
Les fibres optiques microstructurées offrant un grand nombre de degrés de li-
berté, des études peuvent être réalisées suivant le contraste d’indice entre matrice
et inclusions circulaires ou encore selon d’autres symétries de fibre afin de mo-
duler les effets non-linéaires. En particulier, si le contraste d’indice est inversé de
sorte que la matrice devienne de bas indice et les inclusions circulaires de haut in-
dice alors nous pourrions étudier l’effet Kerr optique dans les fibres de type ARROW
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[58, 61].
Notons que l’étude numérique que nous avons réalisée au cours de cette thèse
s’inscrivait dans une volonté de mettre en place un modèle original permettant de
définir une nouvelle vision de la non-linéarité dans les fibres optiques. Cette étude
nous a permis de découvrir de nombreux phénomènes nouveaux comme nous
avons pu le voir. Dans cette perspective, il reste donc de nombreuses questions en
suspens qui pourraient être résolues en se basant sur notre premier travail.

Chapitre
A Systèmes d’unités en
optique non-linéaire et
analyse dimensionnelle
Deux principaux systèmes d’unités sont utilisés en optique non-linéaire : le sys-
tème gaussien et le système MKS (mètre, kilogramme, seconde)[2]. Pour simplifier,
nous allons considérer le cas de la polarisation, il s’agit de l’équation (1.10).
A.1 Les systèmes d’unités utiles pour un problème non-
linéaire
o Le système gaussien
Dans ce système, que nous n’utilisons pas dans ce rapport, nous considérons la
polarisation suivante
P (t )=χ(1)E (t )+χ(2)E 2(t )+χ(3)E 3(t )+ . . . (A.1)
Dans ce cas, nous avons
[
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où 1V = 1/299.8 statV et 1C = 2.998.10e-9 statC. Dans ces conditions,
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o Le système MKS
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Il s’agit de celui utilisé dans ce rapport et qui donne d’après les équations (1.7),
(1.10) et (1.11)
P (t )= ²0
[
χ(1)E (t )+χ(2)E 2(t )+χ(3)E 3(t )+ . . .
]
(A.4)











Comme nous savons qu’un farad représente un coulomb par volt (F = C /V ),
alors nous en déduisons que
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A.2 Analyse dimensionnelle des grandeurs utilisées
Dans la section 1.3, nous utilisons deux indices n2 et n
(I )
2 avec des unités diffé-
rentes. Tout d’abord concernant n2, nous avons n2 = 3χ(3)/8n0, donc une analyse
dimensionnelle dans le système MKS donne
[
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Puis, concernant n(I )2 , nous avons n
(I )
2 = 3χ(3)/4²0cn20, une analyse dimension-





































utilisation des PMLs dans
le cadre de cette étude
B.1 Présentation des PMLs utilisées dans cette étude
Les PMLs sont des couches parfaitement adaptées (ou en anglais “Perfect Mat-
ching Layers”) [39, 33] qui permettent de calculer avec précision la partie imagi-
naire des grandeurs que nous voulons étudier. Cette partie imaginaire représente
physiquement les pertes dans la dimension transverse de la fibre. Il ne s’agit pas
ici des pertes dues à la propagation dans la dimension longitudinale de la fibre op-
tique.
Dans le cadre de notre étude, les pertes sont :
– nulles dans le cas du mode fondamental linéaire pour la fibre à saut d’indice
(mode guidé dans la région de haut indice)
– nulles pour la solution non-linéaire issue du mode fondamental linéaire dans
la fibre à saut d’indice
– nulles pour la solution non-linéaire issue du mode fondamental linéaire dans
la FOM.
Il n’y a donc des pertes que pour les fibres optiques microstructurées dans le cas du
cas linéaire.
Pour l’étude des solutions linéaires dans les FOMs, les PMLs dans les cas sca-
laire et vectoriel sont implémentées de manière identique. De plus, il s’agit de PMLs
circulaires du fait de la géométrie particulière des fibres optiques. Comme nous
l’avons évoqué dans le paragraphe 3.2.3, il nous suffit de modifier la permittivité
relative dans la zone de transition ²Z .T.r,0 de la fibre (FIG. 3.4(a)) en introduisant un
tenseur correspondant aux caractéristiques de la PML :
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²Z .T.r,0 → TP ML²Z .T.r,0 (B.1)
L’obtention du tenseur TP ML représentant les caractéristiques de la couche par-
faitement adaptée dans le cas circulaire a déjà été réalisée [32]. Plusieurs grandeurs
y sont alors définies. Nous posons ρ =
√
x2+ y2 correspondant à un point quel-
conque dans la zone PML et
sr = 1.0+ iα (B.2)






















FIGURE B.1 – Position de la PML circulaire autour de la fibre optique. Ri nt représente
le rayon intérieur de la PML et Rext son rayon extérieur.
Avec ces changements de variables, nous pouvons expliciter le tenseur TP ML

















0 0 s2r q

B.2 Utilisation des PMLs et paramètres importants 187
B.2 Utilisation des PMLs et paramètres importants
Pour adapter au mieux la PML, trois paramètres sont importants :
– la maillage
– le coefficient d’absorption α
– le rayon intérieur Ri nt de cette zone.
Tout d’abord, le maillage doit être affiné sur le bord intérieur de la PML pour
approximer au mieux le champ là où il est encore important.
De plus, ces paramètres doivent être choisis pour que la décroissance du champ
dans la PML soit telle que le champ arrivant dans cette région soit nul au bord ex-
térieur de la PML sans s’atténuer trop vite (cas (a) de la figure B.2). Si le champ n’est
pas nul sur le bord extérieur (cas (b) de la figure B.2) ou s’il s’atténue trop vite (cas




























Finesse du maillage augmente
FIGURE B.2 – Coupe longitudinale du champ dans une PML entourant une FOM
dans le cas idéal (a) et dans deux cas mal adaptés (b) et (c). Trois paramètres sont à
régler : le coefficient d’absorption α et le maillage (dans la PML), le rayon intérieur
Ri nt .
B.3 Optimisation des PMLs dans le cas des fibres op-
tiques
Nous étudions alors l’influence des paramètres permettant l’implémentation
rigoureuse des couches absorbantes. Les paramètres importants (avec le maillage)
sont :
3 le rayon intérieur Ri nt ou plus précisément l’écart entre la dernière rangée de
trous d’air et la PML (FIG. B.4)
3 le coefficient d’absorption α de la région PML (FIG. B.5).
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Nous considérons dans cette étude une fibre optique microstructurée à deux
ou trois rangées de trous d’air de rayon a = 1.0 µm, de pitch Λ = 2.3 µm et à la
longueur d’onde λ = 1.56 µm. La partie linéaire de l’indice de réfraction est n0 =
1.4439035654 [20]. Enfin, il n’y a pas d’effet non-linéaire pris en compte dans les ré-
sultats présentés ci-dessous car, comme nous l’avons montré, les pertes sont nulles
dans ce cas.
B.3.1 Dans le modèle scalaire
La figure B.3 montre l’évolution du logarithme de la partie imaginaire de l’in-
dice effectif en fonction du coefficient d’absorptionα et pour différent éloignement
δP ML entre la dernière rangée d’inclusions d’air et la PML. δP ML est défini tel que





où Nr est le nombre de rangées d’inclusions,Λ le pitch et a le rayon d’un trou d’air.
Cette distance est représentée sur la figure B.3 par le rayon intérieur Ri nt . Dans le
cas d’une FOM à deux rangées de trous d’air, le bord extérieur de la dernière inclu-
sion est situé à
(
NrΛ+a


















δPML = 0.9 µm
δPML = 1.4 µm
δPML = 1.7 µm
δPML = 1.8 µm
δPML = 1.9 µm
δPML = 2.0 µm
Zone instable: mauvais calcul des pertes
FIGURE B.3 – Influence du coefficient d’absorption α et de l’éloignement de la PML
pour l’évaluation des pertes dans la FOM décrite dans cette annexe. Représentation
de la valeur des pertes obtenue avec la Méthode Multipolaire.
Tout d’abord, nous remarquons que le coefficient d’absorption α joue un rôle
important dans l’évaluation des pertes. En effet, la figure B.3 montre que pour des
faibles valeurs de α, l’évolution de la partie imaginaire de l’indice effectif n’est pas
stabilisée. En revanche, pour α > 500, l’évolution de la partie imaginaire de l’in-
dice effectif est quasiment constante. Ainsi, pour des valeurs de α> 500, les pertes
peuvent être correctement calculées dans le modèle scalaire.
Le deuxième paramètre important dans la mise en place de la PML autour de la
fibre optique est le rayon intérieur Ri nt . En effet, la fibre optique microstructurée à
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cœur plein est constituée d’un réseau fini d’inclusions d’air où le cœur correspond
à un défaut (omission d’une inclusion). Si la distance entre la dernière rangée de
trous et le début de la PML est trop important, le mode fondamental considéré ne
“voit” plus le cœur comme le défaut mais la région entre les inclusions et la PML.
Le champ se localise alors dans cette région et ne représente plus le mode que nous
voulons étudier. Ainsi, la valeur de Ri nt ne doit pas être trop importante. À l’inverse,
si la valeur de Ri nt est trop faible, le champ sera trop fort à l’interface FOM/PML et
les pertes seront mal calculées à l’intérieur de la PML.
La figure B.3 montre que les pertes sont de mieux en mieux calculées au fur et
à mesure de l’éloignement de la PML par rapport à la dernière rangée de trous. La
meilleure valeur de Ri nt amenant à l’évaluation la plus précise des pertes corres-
pond, comme nous l’avons observé, à la limite (Ri nt critique) à partir de laquelle le
champ se délocalise entre la dernière rangée de trous et la PML.
B.3.2 Dans le modèle vectoriel
Contrairement au modèle scalaire, nous remarquons (figure B.4) que la distance
δP ML entre la dernière rangée de trous d’air et la PML n’a pas d’influence quant à
l’évaluation des pertes. En effet, dans les cas d’une fibre optique microstructurée
à deux et trois couches d’inclusions, la partie imaginaire de l’indice effectif reste
















FIGURE B.4 – Évolution de la partie imaginaire de l’indice effectif suivant la distance
δP ML définie par la relation (B.5) pour une FOM à deux et trois rangées d’inclusions.
Représentation de la valeur des pertes obtenue avec la Méthode Multipolaire.
Le deuxième paramètre influant est la coefficient d’absorption α de la PML. La
figure B.5 montre que, contrairement au cas scalaire, plus la valeur de α est im-
portante, plus l’évaluation de la partie imaginaire de l’indice effectif est mauvaise.
Dans ce cas, nous devons choisir une valeur de α de l’ordre de l’unité et ce pour les
différentes FOMs étudiées.
Ainsi, à partir de cette étude réalisée dans les configurations scalaire et vecto-
rielle linéaires, nous avons optimisé l’implémentation des PMLs pour calculer le




















Bon calcul des pertes
FIGURE B.5 – Évolution de la partie imaginaire de l’indice effectif suivant le coeffi-
cient d’absorption α pour une FOM à deux et trois rangées d’inclusions. Représenta-
tion de la valeur des pertes obtenue avec la Méthode Multipolaire.
plus précisément possible les pertes avec la Méthode des Éléments Finis.
Chapitre
C Puissance de Poynting
dans le cas scalaire
À partir de la définition du vecteur de Poynting, nous pouvons définir la puis-









Dans le cas scalaire, nous cherchons des solutions de la forme :
E =φ(x, y)e iβz−iωt ex . (C.2)
Les équations de Maxwell donnent :
∇×E =−∂B
∂t
= iωB = iωµ0H . (C.3)
Nous pouvons en déduire H tel que :
H = −i
ωµ0
∇×E → H∗ = i
ωµ0
∇×E∗. (C.4)


















− ∂φ(x,y)∂y e iβz

et il vient en remplaçant ∇×E∗ dans l’Éq. (C.4) :









Comme e iβz e−iβz = 1, nous obtenons :
E ×H∗ = i
ωµ0
(




E ×H∗ = i
ωµ0
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∣∣φ(x, y)∣∣2 dS (C.7)





∣∣φ(x, y)∣∣2 dS. (C.8)





∣∣φ(x, y)∣∣2 dS (C.9)
vérifiée dans la littérature et notamment dans les références [9, 31]. D’après l’an-

























En posant ne f f =β/k0 l’indice effectif, nous obtenons la puissance physique Pphy s






∣∣φ(x, y)∣∣2 dS (en watt) (C.13)
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We want to find spatial solitons in optical fibres with a nonli-
near optical Kerr effect. That’s why we propose a new numerical
approach using the Finite Element Method, very efficient for a
natural treatment of inhomogeneous media in complex structures.
A nonlinear scalar model of the electric field in the fibre is used
to implement and to validate our method and to understand the
physical meaning of the new solutions in a simple case. Several
examples dealing with step-index fibres and solid core micro-
structured optical fibres (MOFs) with a finite size cross section
are described. In each geometry, a complete study is achieved to
obtain and to prove with numeric tests the existence of a single
self-coherent nonlinear solution (spatial soliton) with the highest
reachable energy avoiding the self-focusing instability. The spatial
soliton depends on the finite transverse profile of the structure,
corresponds to the Townes soliton in the nonlinear homogeneous
medium but it is different in optical fibres. Our new approach
of the numerical study of the optical Kerr effect in optical fibres
permits us to generalize the Townes soliton.
However, the refractive index profile induced by the optical Kerr
effect shows that the weak guidance approximation is not res-
pected and thus, the characteristics of the nonlinear solution are
misvalued in the scalar model. Therefore, the implementation of
the full-vector case deduced directly from the Maxwell equations
without approximation is realized. The same study as for the scalar
case is performed to take into account all electric field compo-
nents. For the first time, we underline the numerical existence of a
vector Townes soliton.
Finally, to extend the field of investigation of our numerical me-
thod, the nonlinear solutions in MOFs with a central hollow defect
are studied. By analogy with Solid State Physics, donor/acceptor
configurations are defined and nonlinear solutions are analysed ac-
cording to the size of the defect.
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