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We prove that a classical computer can efficiently sample from the photon-number probability distribution
of a Gaussian state prepared by using an optical circuit that is shallow and local. Our work generalizes previ-
ous known results for qubits to the continuous-variable domain. The key to our proof is the observation that
the adjacency matrices characterizing the Gaussian states generated by shallow and local circuits have small
bandwidth. To exploit this structure, we devise fast algorithms to calculate loop hafnians of banded matrices.
Since sampling from deep optical circuits with exponential-scaling photon loss is classically simulable, our re-
sults pose a challenge to the feasibility of demonstrating quantum supremacy on photonic platforms with local
interactions.
I. INTRODUCTION
Gaussian Boson Sampling (GBS) is a model of quan-
tum computation in which a multimode Gaussian state is
probed using photon-number resolving (PNR) detectors [1–
3]. Originally introduced as an experimentally friendly pro-
posal to show quantum computational supremacy [4–6], it
also finds potential applications [7] in chemistry [8, 9], op-
timization [10–12], graph theory [13–15], non-Gaussian state
preparation [16, 17], and machine learning [18]. Experimen-
tally, GBS is carried out by sending squeezed (and possibly
displaced) single-mode states into an interferometer which
mixes them. Typically, the interferometer is implemented
by applying successive layers of beamsplitters that couple
nearest-neighbour modes [19–21]. If the number of layers is
large enough, linearly depending on the number of modes to
be precise, one can implement arbitrary passive unitary trans-
formations. It is precisely in this regime, when strong multi-
partite entanglement is prevalent, that GBS is expected to be
hard to simulate for a classical computer [1, 6].
Noise and errors are inevitable in any experimental imple-
mentation of a near-term device. For photonic architectures,
photon loss is the dominant source of error since it increases
exponentially with the circuit depth. Therefore, it is not too
surprising that a sampling device with a deep circuit loses
its computational advantage asymptotically [22, 23]. Further-
more, faster classical algorithms [24–27] and large-scale sim-
ulation results [28–30] demand larger and larger circuit size
or input photon number. As a result, demonstrating quantum
computational supremacy on current known photonic models
has become increasingly difficult.
Naturally, the next question to ask is: can we reduce the
circuit depth to mitigate the adversarial effects of photon loss,
but at the same time preserve the quantum advantage? In this
paper we prove that the answer is no, if there are only local
interactions. The classical simulability of qubit systems with
shallow circuits and local gates was proved in Ref. [31] by rep-
resenting these systems as matrix product states [32]. Tensor
network theory is a powerful tool to characterize and study the
entanglement properties of quantum states generated by local
interactions [33]. However, for optical systems, tensor net-
work simulation only leads to unsatisfying quasi-polynomial
algorithms due to a non-constant physical dimension, a result
of the photon-bunching effect [22, 23].
Furthermore, using tensor network methods means we need
to truncate the Hilbert space, which necessarily destroys the
Gaussian structure. We circumvent this issue by coarse-
graining the probabilities above a certain threshold. The mer-
its of this step are threefold: 1) it eventually leads to a strictly
polynomial runtime algorithm thanks to the constant thresh-
old; 2) It preserves the Gaussian picture in the sense that our
algorithm only requires calculating loop hafnians of the ad-
jacency matrices; 3) The coarse-graining process is actually
simulating the effect of the finite resolution of PNRs [34–36].
In our simulation algorithm, the information of the circuit
depth is captured by the bandwidth of the adjacency matri-
ces. To exploit the banded structure, we introduce a new algo-
rithm to calculate loop hafnians of banded matrices, extend-
ing previous results for permanents [37]. We also devise an
algorithm to exploit photon collisions, which are unavoidable
for shallow circuits, leading to further speedup. We believe
these methods are also of interest in the study of combinato-
rial graph problems and data structures [38].
We organize our manuscript as follows. In Sec. II, we pro-
vide a brief review of Gaussian states and their representation
in the Fock basis by using loop hafnians. We then modify the
GBS simulation algorithm from Ref. [39] in Sec. III to incor-
porate the effect of the finite resolution of PNRs. It is crucial
for any GBS simulation algorithm to have a well-defined run
time, otherwise the photon-number distribution would have
support on the (countably infinite) non-negative integers. In
Sec. IV, we study shallow circuit GBS with local interactions
and show that the adjacency matrices arising from our sam-
pling algorithm enjoy a banded structure. We also point out
that photon collisions induce repetitions in the adjacency ma-
trices. We exploit both of these special structures in Sec. V.
Specifically, we prove that the time cost of calculating the loop
hafnian of a banded matrix depends exponentially on its band-
width. We also present an algorithm which calculates loop
hafnians faster when there are repeated columns and rows. Fi-
nally, in Sec. VI, we put all these results together to show that
a classical computer can simulate GBS with local interactions
in polynomial time, if the depth of the circuit is logarithmic in
the number of modes. We discuss how our methods are also
applicable to Boson Sampling and present the conclusion in
Sec. VII.
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2II. GAUSSIAN BOSON SAMPLING WITH
FINITE-RESOLUTION PHOTON NUMBER DETECTORS
An M -mode Gaussian state ρ is fully characterized by its
2M -dimensional mean vector and its 2M × 2M -dimensional
covariance matrix, with entries:
αj = Tr {ραˆj} , (1)
σij =
1
2 Tr {ρ (αˆiαˆj + αˆjαˆi)} − αiαj . (2)
The vector αˆ := (aˆ1, . . . , aˆM , aˆ
†
1, . . . , aˆ
†
M ) consists of ladder
operators for each mode arranged in the shown order. We refer
the readers to Refs. [40, 41] for a comprehensive review on
Gaussian quantum information.
Due to the ease of preparing Gaussian quantum states, GBS
was proposed as a candidate to demonstrate quantum compu-
tational supremacy [1, 2]. Given a Gaussian state with vector
of means α and covariance matrix σ, it can be shown that the
probability of detecting photon pattern s = (s1, . . . , sM ) is
given by [26]
p(s) =
exp
(− 12α†Q−1α)√
det(Q)
lhaf(A˜s)
s1! . . . sM !
, (3)
Q := σ + I2M/2 , (4)
A :=
(
0 IM
IM 0
)(
I2M −Q−1
)
, (5)
A˜s := fdiag(As, γs) , (6)
γT := α†Q−1. (7)
Here A = AT is the adjacency matrix of the Gaussian state ρ.
The displacement vector modifies the usual expression for the
GBS probability [1] as follows: 1) it adds an extra Gaussian
prefactor which can be efficiently calculated, 2) it fills up the
diagonal elements of the As matrix: this is precisely what the
function fdiag(·, ·) does, it replaces the diagonal entries of its
first argument with the entries of its second argument.
Note that the output probability in Eq. (3) depends on the
extended adjacency matrices A˜s, which is obtained by repeat-
ing the rows and columns of A to obtain As and then filling
its diagonal with γs. Specifically, if sj photons are detected at
the j-th mode, then the j-th and (j + M)-th row and column
of A are repeated sj times to obtain As. If sj = 0, we simply
remove the j-th and (j+M)-th rows and columns. Similarly,
γs is obtained from γ by repeating its i and i + M entries a
total of si times.
The loop hafnian of a d× d symmetric matrix A is defined
as the number of perfect matchings of a weighted graph with
loops that has A as its adjancency matrix:
lhaf(A) :=
∑
pi∈PM(k)
∏
ij∈pi
Aij , (8)
where PM(k) is the set of perfect matchings of a complete
graph with loops. For a complete graph with k vertices that
has loops the number of perfect matchings |PM(k)| is given
by the kth telephone number [42]. See Fig. 1 for a graphical
description of the set PM(k = 4).
FIG. 1: Perfect matchings including self-loops as defined in Eq. (8)
for a complete graph with four vertices. The number of perfect
matchings can also be obtained by using the single-variable signless
matching polynomial. In this case, the corresponding matching poly-
nomial is given by µ(z) = z4 + 6z2 + 3 [43], and by setting z = 1
we recover the same result as given by the loop hafnian calculation.
It might be worthwhile to point out that the loop hafnian
is closely related to the multivariate (signless) matching poly-
nomial of the corresponding graph, a well-known quantity in
graph theory [38]. The loop hafnian is equal to the matching
polynomial evaluated at a certain point [13, 43]. The matching
polynomials could be a powerful tool since they enjoy a num-
ber of recursive relations [44] and, in general, contain more
information about the graph than the loop hafnian.
The GBS task is to output samples according to the distri-
bution {p(s)}. Note that the support of this probability dis-
tribution is NM , i.e., the cartesian product of the non-negative
integersM times. A sampling problem over an infinite sample
space can be ill-defined if we are aiming for a worst-case run-
time analysis, since there is non-zero probability of detecting
an arbitrary high number of photons.
One might attempt to redefine the computational task as
sampling over a post-selected distribution with fixed total pho-
ton number. Although such modification renders the sampling
task well-defined, devising a classical algorithm to simulate
such post-selected distribution might be challenging for gen-
eral GBS scenarios [45]. This is because a system with fixed
number of photons is described naturally by the particle rep-
resentation, while Gaussian systems, with indefinite total pho-
ton number, are formulated under the mode representation.
However, such an issue should not be relevant for any ex-
perimental implementation, since a realistic device with fi-
nite energy cannot probe the system with infinite precision,
nor can it detect an infinite amount of photons. Any realistic
photon-number detector only has finite resolution power, i.e.,
it can only distinguish incoming photons up to a certain finite
number [34–36]. We say that a detector is overloaded if the
number of incoming photons is actually beyond the resolution
of the detector. The special case where the detectors are over-
loaded by one or more photons has been studied in detail in
Ref. [46].
Therefore, to circumvent the divergence problem, we pro-
pose to modify the sampling task to incorporate the finite res-
olution of the detectors. Specifically, we modify the distri-
bution by coarse-graining all photon patterns that overload at
3FIG. 2: A two-mode example of the distribution of GBTS. We
coarse-grain all outcomes outside the ‘box’ [0, c] × [0, c] into one
event labelled by #.
least one of the detectors. A two-mode example is shown in
Fig. 2. Formally, we define Gaussian Boson Threshold Sam-
pling (GBTS), as follows:
Definition 1 (GBTS). Consider an M -mode Gaussian state
probed with PNR detectors with resolution c. Denote Σc as
the set of photon patterns which overload at least one PNR:
Σc =
∞⋃
j=c
Σj , (9)
Σj = {s : ∃j sj > c} . (10)
The GBTS computational task is to output a sample from the
following distribution:
p˜(x) =
{
p(s), x = s /∈ Σc ,∑
s∈Σc p(s), x = # .
(11)
Here p(s) is the output probability of the corresponding ideal
GBS model given in Eq. (3). We use the symbol # to indicate
that at least one of the detectors is overloaded.
Note that one can obtain bounds for the probability of oc-
currence of the # event in polynomial time by using marginal
probabilities as shown in Appendix B of Ref. [39].
III. SIMULATING GAUSSIAN BOSON SAMPLING BY
CALCULATING A POLYNOMIAL NUMBER OF
PROBABILITIES
Naively, one can simulate any quantum device by calcu-
lating exponentially many probabilities. However, since the
hardness of sampling originates from the hardness of calcu-
lating one probability [6, 47], such a brute-force algorithm
is expected to be far from optimal. Indeed, several fast al-
gorithms to simulate Boson Sampling have been proposed,
which output a sample by only calculating a polynomial num-
ber of probabilities [24, 25, 27]. For GBS, the authors of
Algorithm 1 Simulating GBTS
1: procedure GTBS
2: s← Empty array of length M
3: for k ∈ [1,M ] do . Sample the number of photons in the
k-th mode
4: q(k) ← Empty array of length c+ 2
5: for x ∈ [0, . . . , c, >] do . Store the conditional
distribution
6: if i ≤ c+ 1 then
7: q(k)[i]← p(i|s[1] . . . s[k − 1])
8: else
9: q(k)[i]← 1−∑i≤c q(k)[i]
10: s[k]←SAMPLE(q(k))
11: if s[k] == c+ 1 then . Overloaded
12: return ’#’ . so we coarse-grain it into event #
13: return s
Ref. [26] devised an algorithm which fully exploits the Gaus-
sian nature of the system, in particular the fact that the reduced
Gaussian states can be easily obtained. With a small modifi-
cation, that algorithm can be used to sample exactly from the
distribution of our GBTS problem.
The essence of the algorithm is to break down the original
sampling problem into a chain of smaller GBS problems. At
the k-th step, we sample the number of photons detected at
the k-th mode, conditioned on the number of photons already
sampled at previous steps. Specifically, at the k-th step, we
sample from the following distribution:
q(k)(x) =
{
p(x|s1 . . . sk−1) , for x = 0, 1, . . . , c .
1−∑i≤c q(k)(i) , for x = ‘ > ’ . (12)
Here the outcome labelled by ‘>’ represents all events that
overload the k-th photon detector. If such outcome is pro-
duced, we simply output ‘#’ and exit the algorithm. This
procedure is outlined in Algorithm 1. The correctness of our
algorithm, i.e., that it indeed samples according to the distri-
bution given in Eq. (11), is shown in Appendix A.
We calculate the conditional probabilities by writing them
as ratios of marginal probabilities:
p(x|s1, . . . , sk−1) = p(s1, . . . , sk)
p(s1, . . . , sk−1)
, x ≤ c . (13)
The denominator comes for free since it must be already cal-
culated at the previous step. The numerator is nothing but the
output probability of the reduced Gaussian state on the first k
modes:
p(s1, . . . , sk) =
exp
(− 12α(k)†{Q(k)}−1α(k))√
det(Q(k))
(14)
×
lhaf
[(
A˜(k)
)
s1,...,sk
]
s1! . . . sk!
.
We use superscript (k) to denote quantities associated with
the reduced state of the first k-modes. As mentioned before,
calculating the mean vector (covariance matrix) of the reduced
4no=
yes
no
no
yes
yes
FIG. 3: Block diagram of our algorithm for 3 modes. We explicitly
show the control statements incorporating the possibility of overload-
ing any detector.
state is particularly simple for a Gaussian system: to trace off
the j-th mode, we simply remove the j-th and j +M -th rows
(and columns) of the mean vector α and the covariance matrix
σ (or Q).
This concludes the presentation of our sampling algorithm.
We illustrate the basic idea behind the algorithm in Fig. 3. It
is not difficult to see that our algorithm only needs to calculate
Mc probabilities to output one sample. This is an exponen-
tial speed-up compared to the algorithms calculating all cM
probabilities. To explicitly write down the run time of this
algorithm, we need to know how fast can we calculate each
probability (loop hafnian). To answer this question, we need
to first study the structures of the (extended) adjacency matri-
ces appearing at each step of our algorithm.
IV. ADJACENCY MATRICES OF SHALLOW CIRCUITS
WITH LOCAL GATES
Formally, anM -mode optical circuit is called shallow if the
number of layers of optical elements scales as D = log(M).
Here, we count a group of commuting gates as one layer. We
say that a two-mode gate or an optical element is local, if it
acts on two adjacent modes.
Intuitively, a shallow circuit generates less quantum entan-
glement compared to a deep one: we expect that such system
is easy to simulate. It turns out this is true, and the key to prove
it lies in the observation that the relevant adjacency matrices
involved in sampling from such a shallow circuit have banded
structures which we can exploit to speed up the simulation.
Definition 2. A matrix A is banded with bandwidth w if
Ai,j = 0 for all |i− j| > w.
We would like to show that, for GBS with a shallow cir-
cuit of local gates, the extended adjacency matrices of each
reduced Gaussian state are banded matrices. We first prove
that the unitary matrix is banded.
Lemma 3. Consider an M -mode optical circuit with D lay-
ers of local gates, the associated unitary transformation is a
banded matrix with bandwidth D.
Proof. Observe that one layer of local (two-mode and single-
mode) gates is represented by a unitary matrix with bandwidth
equal to 1. This is because each gate at most entangles two
adjacent modes. Since the bandwidth is additive under matrix
multiplication, repeatedly applying this property, we end up
with a banded unitary matrix with bandwidth D.
Lemma 4. Consider an M -mode GBS circuit with D layers
of local gates and uniform loss. The adjacency matrix of the
first k, 1 ≤ k ≤M , modes has the form
A(k) =
(
B(k) C(k)
(C(k))T (B(k))∗
)
, (15)
where B(k) and C(k) have bandwidth w ≤ 4D.
Proof. We will show that the inverse of Q(k), which is the
covariance matrix of the first k modes, is block banded. If this
is the case, it trivially follows that A(k) is block banded as it
is given by
A(k) :=
(
0 Ik
Ik 0
)[
I2k −
(
Q(k)
)−1]
. (16)
Before starting the proof, we set up some basic notation.
We will consider a set of M mixed single-mode states which
are characterized by the following moments
ni = 〈δa†i δai〉 ≥ 0, mi = 〈δa2i 〉 = 〈δa†2i 〉∗, (17)
where we defined δai = ai − 〈ai〉. Pure squeezed states with
squeezing parameters ri going through a circuit with uniform
losses by overall energy transmission η can be accommodated
in the parametrization introduced above by setting
ni = η sinh
2 ri, mi =
1
2η sinh 2ri, (18)
where the lossless case is recovered by setting η = 1.
Since we are interested in local circuits with depth D,
the matrix U , describing the interferometer mixing the M
single-mode states, is banded with bandwidth D as proved
in Lemma 3. With this notation we write
Q =
I2M
2
+ σ, σ = V TV †, (19)
V =
(
U∗ 0
0 U
)
, (20)
T =
(⊕M
i=1 (ni +
1
2 )
⊕M
i=1 mi⊕M
i=1 m
∗
i
⊕M
i=1 (ni +
1
2 )
)
. (21)
We can write the adjacency matrix of the M modes as [3,
548]
A = X(I2M −Q−1) =
(
B C
CT B∗
)
, (22)
B = U
(
M⊕
i=1
λi
)
UT = BT , (23)
C = U
(
M⊕
i=1
µi
)
U† = C†, (24)
λi =
mi
(1 + ni)2 − |mi|2 , (25)
µi = 1− 1 + ni
(1 + ni)2 − |mi|2 . (26)
For pure states, one finds that µi = 0 for all i. More generally,
it holds that B and C are banded with bandwidth 2D.
To proceed, we first note that
Q(k) =
I2k
2
+WkσW
†
k , (27)
Wk :=
(
Ek 0
0 Ek
)
, (28)
Ek :=
(
Ik 0
)
. (29)
In the last equationEk is a k×M matrix, and thusWk has size
2k× 2M . Note that Eq. (27) has precisely the form of the left
hand side of the Sherman-Morrison-Woodbury identity [49]
(A+ V CU)
−1
= A−1 −A−1V (C−1 + UA−1V )−1 UA−1,
(30)
and thus we write[
Q(k)
]−1
= 2I2k − 4WkS−1W †k , (31)
S := σ−1 + 2W †kWk. (32)
We claim that the matrix S−1 is block banded with bandwidth
at most 4D. Proving this claim will conclude the proof, as it
then follows that [Q(k)]−1 is also block banded, with the same
bandwidth.
Now we examine the terms in the matrix S. Note that
W †kWk =
(
E†kEk 0
0 E†kEk
)
, (33)
E†kEk =
(
Ik 0
0 0
)
. (34)
Next we look at
σ−1 = V T−1V †, (35)
T−1 =

⊕M
i=1
ni+
1
2(
ni+
1
2
)2−|mi|2
⊕M
i=1
−mi(
ni+
1
2
)2−|mi|2⊕M
i=1
−m∗i(
ni+
1
2
)2−|mi|2
⊕M
i=1
ni+
1
2(
ni+
1
2
)2−|mi|2
 .
(36)
We are now ready to write
S−1 = V S˜−1V †, (37)
S˜ := T−1 + 2V † (W †kWk)V. (38)
Recall that the matrix U describing the interferometer is the
product of precisely D unitary matrices that are block diago-
nal, where the blocks have either size one or two. Similarly,
the matrix V = U∗ ⊕ U is also a product of block diagonal
unitary matrices. Given the special block structure of W †kWk,
we conclude that
V † (W †kWk)V =
(
Y 0
0 Y
)
. (39)
where Y = Ik⊕K⊕0M−2D−k and K is a 2D×2D positive
semi-definite matrix. Since the blocks of T−1 are diagonal, it
follows that the inverse of S˜ has the form
S˜−1 =
(
G F
FT G∗
)
, (40)
where G and F are diagonal except for a block of size 2D ×
2D. After multiplying by V on the left and by V † on the
right, we conclude that S−1 is block banded with bandwidth
at most 4D, as claimed.
We can improve our upper bound on the bandwidth to
w ≤ 2D. This can be understood by noting that each layer
of local gates actually has ‘half’ depth, so we have depth one
for two layers of gates. Nonetheless, the upper bound of 4D
is sufficient for our purposes.
We then observe the following:
Lemma 5. There exists a permutation of rows and columns
which transforms a block banded matrix A(k), where each
block has bandwidth w, into a banded matrix with band-
width 2w.
Proof. The permutation is given by
(1, . . . , k, k + 1, . . . , 2k)→ (1, k + 1, . . . , k, 2k) . (41)
Since diagonal elements do not affect the bandwidth, our
results apply to A˜(k) as well. Combining Lemma 4 and
Lemma 5, it follows that, for GBTS with threshold c, at each
step of Algorithm 1 we need to calculate hafnians of a banded
matrix with bandwidth at most 8Dc.
V. FAST COMPUTATION OF LOOP HAFNIANS FOR
BANDED MATRICES
The hafnian and loop hafnian are generalizations of the per-
manent, which is ]P-complete to compute in the general set-
ting [50]. The best known algorithm for computing perma-
nents of arbitrary matrices was introduced by Ryser [51] and
has complexity O(n 2n). As for hafnians, Bjo¨rklund [52] and
6Cygan and Pilipczuk [53] derived algorithms with complex-
ity O(poly(n) 2n/2) over arbitrary rings. Subsequent work
by Bjo¨rklund et al. [42] computed loop hafnians of complex
matrices in time O(n3 2n/2).
The goal of this section is to derive an algorithm for effi-
ciently computing loop hafnians of banded matrices, in time
O(nw 4w) where w is the bandwidth. Previous work by Ci-
fuentes and Parrilo [37] proved that the computation of per-
manents of a banded matrix can be done in time O(nw2 4w).
Similarly, Schwartz [54] gave an O(8w log n) algorithm for
computing hafnians of matrices which are both banded and
Toeplitz. Finally, Temme and Wocjan [55] provided effi-
cient algorithms for computing permanents of matrices that
are block factorizable.
Theorem 6. Let A be a symmetric n × n matrix with band-
width w over an arbitrary ring. Then we can compute its loop
hafnian using O(nw 4w) arithmetic operations.
We first introduce some notation. Let G = (V,E) be the
underlying graph structure of a banded matrix. The vertex set
is V = [n] = {1, 2, 3, . . . , n}, and the edge set E consists
of all pairs (i, j) with i ≤ j ≤ i+w. Given a list of edges
pi ⊂ E, we denote
A(pi) :=
∏
ij∈pi
Aij . (42)
With the above notation, we have that
lhaf(A) =
∑
pi∈PM(G)
A(pi), (43)
where PM(G) is the set of perfect matchings of G.
Throughout this section we assume that the matrix A is
fixed. Given a subset of indices D ⊂ [n] we denote PMG(D)
the set of perfect matchings of the restricted graph G|D. We
consider the subhafnian
lhafA(D) :=
∑
pi∈PMG(D)
A(pi). (44)
Equivalently lhafA(D) is the loop hafnian of the principal sub-
matrix of A indexed by D.
Our algorithm to compute lhaf(A) relies on dynamic pro-
gramming, and is presented as Algorithm 2. For each t ∈ [n]
we compute a table Ht. The loop hafnian of A is one of the
entries in the last table Hn. See Appendix B for an explicit
example where we present how to apply our algorithm to cal-
culate the loop hafnian of a 5× 5 matrix.
For each t ∈ [n], let
at := max{t−2w, 1}, (45a)
Xt := {at, at+1, . . . , t}, (45b)
∆t := {1, 2, . . . , at−1}. (45c)
Note that |Xt| = t for t ≤ 2w, and |Xt| = 2w+1 for t > 2w.
The table Ht is indexed by subsets D¯ ∈ Xt. In particular,
Algorithm 2 Banded Loop Hafnian
1: procedure LHAFBAND(A,w)
2: X1 ← {1}
3: H1(D¯)←
{
1, if D¯=∅
A1,1, if D¯={1}
}
for all D¯ ⊂ X1
4: for t ∈ [2, n] do
5: at ← max{t−2w, 1}, Xt ← {at, . . . , t}
6: Ht(D¯)←
{
Ht−1(D¯), if t /∈D¯
ft(D¯) if t∈D¯
}
for all D¯ ⊂ Xt
where ft(D¯) =
∑
i∈Xt Ai,tHt−1(D¯\{i, t})
7: return Hn(Xn)
the table has at most 22w+1 entries. As we explain next, each
entry Ht(D¯) is a subhafnian. Consider the collection
S = {D ⊂ [n] : ∆t ⊂ D ⊂ [t]}. (46)
Note that a set D ∈ S is completely determined by its inter-
section with Xt. So if we let D¯ := D ∩ Xt, there is a one
to one correspondence between S and the subsets of Xt. The
subhafnians that we are interested in are
Ht(D¯) := lhafA(D) = lhafA(D¯ ∪∆t), for D¯ ⊂ Xt.
(47)
In particular, the loop hafnian of A is the entry Hn(Xn) =
lhafA([n]) of table Hn.
The recursion used in Algorithm 2 relies on the next lemma.
Lemma 7. Let 2 ≤ t ≤ n and let D be a subset of [t] that
contains ∆t∪{t}. Then
lhafA(D) =
∑
i∈Xt
Ait lhafA(D \ {i, t}). (48)
Before proving the lemma, let us see that the lemma implies
the correctness of the algorithm. Denoting D¯ := D ∩Xt, the
above equation can be rewritten as
Ht(D¯) =
∑
i∈Xt
Ait Ht−1(D¯ \ {i, t}) (49)
Each iteration of Algorithm 2 uses the above recursion for-
mula. It follows that the subhafnians Ht(D¯) = lhaf(D¯ ∪∆t)
are computed correctly.
Proof of Lemma 7. Given a matching pi′ ∈ PMG(D\{i, t}),
we can obtain a matching in PMG(D) by adding the edge
(i, t). This gives a function:⋃
i∈Xt
PMG(D\{i, t}) → PMG(D), pi′ 7→ pi′ ∪ {(i, t)}.
Conversely, in any matching pi ∈ PMG(D) we have that t is
connected to a unique i, and removing the edge (i, t) gives a
matching in PMG(D\{i, t}). Therefore, the function defined
7above is a bijection. Hence,
lhafA(D) =
∑
pi∈PMG(D)
A(ρ) (50)
=
∑
i∈Xt
∑
pi′∈PMG(D\{i,t})
Ait ·A(pi′) (51)
=
∑
i∈Xt
Aij · lhafA(D \ {i, t}). (52)
Proof of Theorem 6. We already showed correctness, so it re-
mains to estimate the complexity. In each iteration we need
to compute Ht(D¯) for each D¯ ⊂ Xt. Since |Xt| ≤ 2w+1,
we need to consider at most 2 · 4w subsets. The recursion for-
mula (49) requires O(|Xt|) =O(w) ring operations. Hence,
each iteration of the algorithm takes O(w 4w), and the overall
cost is O(nw 4w).
Recall that the probability of detecting a photon pattern
with collisions is given by the loop hafnian of an extended ad-
jacency matrix. For a GBTS with threshold c, we have at most
c repetitions for each column and row. By simply applying
Theorem 6, calculating each probability in our Algorithm 1 is
upper bounded by O∗(4wc).
However, such scaling, with an exponential dependence on
the number of repetitions, is an overestimate. On one hand,
repetitions increase the matrix size, indeed increasing the cost
of calculating its hafnian. On the other hand, the repetition
structure does not carry much new information so that we also
expect to see certain cost reduction. Below we devise a faster
algorithm which requires O∗(n(2c+2)2w+1) steps to calcu-
late the loop hafnian of a banded matrix with at most c rep-
etitions. Since this result is not necessary to prove our main
result, we omit the detailed proof here. Interested readers can
find the full proof in Appendix C.
Theorem 8. Let A be a complex-symmetric n × n matrix
with bandwidth w. Let s = (s1, . . . , sn) be a vector of pos-
itive integers, and let As be the symmetric matrix obtained
from A by repeating the i-th row and column si times. Then
we can compute lhaf(As) in time O∗(n (2c+2)2w+1), where
c :=max{s1, . . . , sn}.
Proof. See Appendix C.
VI. GAUSSIAN THRESHOLD BOSON SAMPLING WITH
SHALLOW CIRCUITS OF LOCAL GATES
We are now ready to put together everything we have pre-
pared so far and to prove our main result.
Theorem 9. Consider an M -mode, uniformly lossy GBTS
problem with threshold c > 0. If the unitary transfor-
mation consists of, D layers of commuting local gates,
the sampling task can be simulated in running time T =
O∗(M2 poly(c) (2c+2)16D). Consequently, when the linear-
optical circuit is shallow, i.e., when D = O(log(M)), the
sampling can be simulated efficiently on a classical computer.
Proof. Recall that at the k-th step of Algorithm 1, we need
to calculate c hafnians (the one correspond to zero photons is
trivial to calculate): lhaf(A˜(k)s1,...,sk) for 1 ≤ sk ≤ c . The de-
pendence of the adjacency matrices at step k on the samples
from the previous step seems to be complicated to analyze.
However, an upper bound on the run time of our classical algo-
rithm, by considering the most costly outcome s = (c, . . . , c),
is straightforward.
From Lemma 4, we know that the adjacency matrix of the
reduced k-mode Gaussian state A(k) is a block banded matrix
where the blocks have width at most 4D.
Since the loop hafnian is invariant under permutations, in-
voking Lemma 5 and Theorem 8, we know the cost of fin-
ishing step k when Algorithm 1 is executed is upper bounded
by
Tk =
c∑
i=0
[2(k−1)c+ 2i]O∗((2c+2)16D+1) . (53)
Summing over k = 1, . . . ,M we have the following total
run time
T = O∗(M2 poly(c) (2c+2)16D) . (54)
For a shallow circuit, we have D = O(log(M)), which gives
T = poly(M) as c is constant. This concludes our proof.
VII. CONCLUSION
We have proved that sampling from Gaussian states pre-
pared by shallow quantum-optical circuits with local interac-
tions can be simulated efficiently. We have introduced Gaus-
sian Boson Threshold Sampling (GBTS), by which we obtain
not only a well-defined model ready for mathematical analy-
sis, but also a faithful representation of real experiments where
photon detectors can be overloaded. We have investigated the
structure of the adjacency matrices describing Gaussian states
prepared by shallow circuits: they are, up to permutations,
banded matrices with bandwidth that is proportional to circuit
depth. We have also introduced a dynamic-programming al-
gorithm to exploit the structure of banded matrices with re-
peated rows and columns, a subroutine to be called in our
sampling algorithm. Putting together these steps, we obtain
an efficient sampling algorithm for shallow circuits with lo-
cal gates if the depth grows as a logarithm of the number of
modes.
Similar results should be obtainable for regular Boson Sam-
pling by using the faster algorithm for calculating permanents
of banded matrices [37]. Actually, we expect the proof for BS
can be much simpler than ours since 1) BS is defined with
finite photon number and 2) the relevant matrices are sim-
ply submatrices of the unitary matrix. However, a successful
proof also requires an algorithm that calculates a polynomial
number of probabilities to output one sample. A good can-
didate is provided by Clifford and Clifford [25], though their
algorithm requires careful examination to make it compatible
with the results from Ref. [37]. Such examination seems to
8be neglected in previous papers [56, 57] in which the authors
attempted to leverage the idea of banded matrices.
The complexity of our algorithm agrees with the intuition
that weakly-entangled multipartite states are not hard for a
classical computer to simulate. Our results rule out optical
systems with a shallow-depth circuit and local gates as a can-
didate for the demonstration of quantum supremacy. More-
over, if the photon loss compounds exponentially with the cir-
cuit depth, which is the case for most of today’s photonic plat-
forms, it was shown that the sampling becomes asymptotically
simulable [22, 23]. This poses a great challenge to the demon-
stration of quantum supremacy using optical circuits with lo-
cal interactions. Therefore, our work calls for further study
of the computational complexity of sampling photonic states
generated by shallow-circuits with non-local gates [58].
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Appendix A: Correctness of Algorithm 1
Here we show that Algorithm 1 indeed samples from the
distribution defined in Eq. 11. When the algorithm does not
halt, the sampled pattern does not overload any PNR, that is
n /∈ Σc and its probability is given by
p˜(n) =
M∏
k=1
p(nk|n1 . . . nk−1) = p(n) . (A1)
When the algorithm does halt, the probability that it halts at
step k is given by
p(halt at kth step) =
∑
n1,...,nk−1<c,nk≥c
k∏
l=1
p(nk|n1 . . . nk−1) .
(A2)
Then the total probability of the algorithm halted, output #,
is given by
p(#) =
M∑
k=1
p(halt at kth step)
=
 ∑
n1≥c,n2,...,nM
+
∑
n1≤c,n2≥c,n3...,nM
+ . . .
 p(n)
=
∑
n∈Σc
p(n) . (A3)
Therefore, indeed our Algorithm 1 simulates GBTS.
Appendix B: Banded hafnian example calculation
Here we illustrate our loop hafnian algorithm for banded
matrices by considering an adjacency matrix with five vertices
and having bandwidth equal to one (w = 1), namely
lhaf


0 a 0 0 0
a 0 b 0 0
0 b c d 0
0 0 d 0 e
0 0 0 e f

 = ace+ adf. (B1)
We denote by lhafA(D) the loop hafnian of the subma-
trix of A given by indices in D. Trivially, lhaf(A) =
lhafA({1, 2, . . . , n}). The algorithm calculates many such
subhafnians, storing their values in the dynamic program-
ming table. By reusing previous subhafnians as well as omit-
ting several subsets D based on the bandwidth, the algo-
rithm is able to calculate the hafnian of the overall matrix in
O(nw 4w) arithmetic operations.
The algorithm proceeds in n steps. In the t-th step it
calculates the subhafinans given by the subsets D such that
{1, 2, . . . , t−2w−1} ⊆ D ⊆ {1, 2, . . . , t}. These subhafni-
ans are computed using the formula:
lhafA(D) =
t∑
i=t−w
Ait lhafA(D \ {i, t}).
Step 1 D ⊆ {1}
Compute lhafA(∅)=1 and lhafA({1})=0.
Step 2 D ⊆ {1, 2}
Besides the subhafnians from the previous step, com-
pute lhafA({2})=0 and lhafA({1, 2})=a.
Step 3 D ⊆ {1, 2, 3}
Four new subhafnians: lhafA({3})=c, lhafA({1, 3})=
0, lhafA({2, 3})=b, and lhafA({1, 2, 3})=ac.
Step 4 {1} ⊆ D ⊆ {1, 2, 3, 4}
Four new hafnians (D = {1, 4}, {1, 2, 4}, {1, 3, 4},
{1, 2, 3, 4}). In particular, lhafA({1, 2, 3, 4}) is ob-
tained with the formula:
A3,4 · lhafA({1, 2}) +A4,4 · lhafA({1, 2, 3})
= d · a+ 0 · ac = ad,
where the needed subhafnians were already computed.
Step 5 {1, 2} ⊆ D ⊆ {1, 2, 3, 4, 5}
Four new hafnians. In particular, lhafA({1, 2, 3, 4, 5})
is obtained with the formula:
A4,5 · lhafA({1, 2, 3}) +A5,5 · lhafA({1, 2, 3, 4})
= e · ac+ f · ad = ace+ adf,
where the needed subhafnians were known. The above
value is the loop hafnian of the original matrix.
9Appendix C: Loop hafnian algorithm for matrices with
repetitions
In this section we derive an efficient algorithm for comput-
ing loop hafnians of banded matrices with repeated entries.
Let A be a symmetric n× n matrix with bandwidth w and let
s = (s1, . . . , sn) ∈ Nn be a vector of positive integers. We
will compute the loop hafnian of the matrix As, obtained by
repeating the i-th row and column si times.
The special case n = 1 is quite important for the analysis.
In this case the matrix A and the vector s are scalars, so As
is a constant matrix. Let Tk(a) denote the loop hafnian of an
k×k constant matrix with all entries equal to a. The sequence
{Tk(a)}k∈N satisfies the following recursion:
T0(a) = 1, T1(a) = a,
Tk(a) = a
(
Tk−1(a) + (k−1)Tk−2(a)
)
.
In particular, Tk(1) is the k-th telephone number [42].
Consider now an arbitrary n. Let G = (V,E) be the un-
derlying graph structure of A, with vertex set V = [n]. We
will define some generalized perfect matchings of G that al-
low repeated edges. We represent a list of repeated edges as
a vector τ ∈ NE , i.e., τ is a vector indexed by E, and for
each ij ∈ E the entry τij ∈ N indicates the number of times
that edge ij appears. The degree vector of τ is the vector
deg(τ) ∈ Nn with coordinates deg(τ)i :=
∑
j∈[n] τij . For
a weight vector s ∈ Nn, we define an s-matching of G as a
vector τ ∈ NE such that deg(τ) = s. Let PMG(s) be the set
of all s-matchings of G.
The following lemma expresses lhaf(As) as sum of some
simple quantities associated to each matching τ ∈ PMG(s).
The contribution of τ to lhaf(As) is a multiple of
A(τ) :=
( ∏
ii∈E`
Tτii(Aii)
)  ∏
ij∈E0
(Aij)
τij
 , (C1)
where E` ⊂ E consists of the loops in the graph, and E0 :=
E \ E` consists of the remaining edges.
Lemma 10. Let A be a symmetric n × n matrix, and let s ∈
Nn. Then
lhaf(As) = s!
∑
τ∈PMG(s)
1
τ !
·A(τ), (C2)
where s! :=
∏
i∈[n] si! and τ ! :=
∏
ij∈E τij ! .
Proof. Assume first that the graph has no loops (E`=∅). Let
Gs be the graph associated to As. We may view its vertices
as pairs (i, `i) where i ∈ [n] and `i ∈ [si], and its edges do
not depend on `i. Given a perfect matching pi ∈ PM(Gs)
there is a natural way to obtain an s-matching τ ∈ PMG(s).
Namely, for each edge (i, `i), (j, `j) in pi we ignore the sec-
ond coordinate and obtain the edge (i, j). This gives a func-
tion f : PMG(s). It is clear that As(pi) = A(f(pi)). Given
τ ∈ PMG(s), a simple combinatorial argument shows that the
fiber f−1(τ) consists of exactly s!/τ ! elements. Then
lhaf(As) =
∑
pi∈PM(Gs)
As(pi) =
∑
τ∈PMG(s)
s!
τ !
·A(τ).
Consider now the general case, where loops are allowed. In
such a case the equation As(pi) = A(f(pi)) is no longer valid,
but we still have that∑
pi∈f−1(τ)
As(pi) =
s!
τ !
·A(τ).
Hence, the argument from above still applies.
In order to compute lhaf(As), we will use a variant of the
dynamic program in Algorithm 2. One of the main differences
is that the dynamic programming table Ht is now indexed by
vectors d¯ ∈ Nn instead of subsets D¯ ⊂ [n].
We need additional notation to present the algorithm. From
now on we assume that the matrix A and the weight vector s
(entrywise positive) are fixed. Given another weight vector
d ∈ Nn, the associated scaled subhafnian is
lhafA(d) :=
1
d!
· lhaf(Ad) =
∑
τ∈PMG(d)
1
τ !
·A(τ). (C3)
The support of d is supp(d) := {i ∈ [n] : di 6= 0}. Given
X ⊂ [n], the restriction d|X ∈ Nn is obtained by setting the
entries outside of X to zero, i.e.,
(d|X)i =
{
di, if i ∈ X
0, if i ∈ [n] \X (C4)
We only consider weight vectors d such that d ≤ s entrywise.
The saturated indices of d are sat(d) := {i ∈ [n] : di = si}.
Note that sat(d) ⊂ supp(d). Finally, we denote NX≤d the set
of weight vectors supported by X and upper bounded by d:
NX≤d := {e ∈ Nn : supp(e) ⊂ X, e ≤ d}. (C5)
Our dynamic program to compute lhaf(As) is given in Al-
gorithm 3. For each t ∈ [n] we compute a table Ht. The loop
hafnian ofAs can be obtained from the last tableHn. For each
t ∈ [n], let at, Xt,∆t be as in (45). The table Ht is indexed
by vectors d¯ ∈ NXt≤s. Note that the number of such vectors is∏
i∈Xt(si+1) ≤ (c+1)2w+1, where c := max{s1, . . . , sn}.
The entries Ht(d¯) of the table are scaled subhafnians. Con-
sider the collection
S = {d ∈ Nn : ∆t ⊂ sat(d) ⊂ supp(d) ⊂ [t]}. (C6)
Observe that d∈S is completely determined by the restriction
to Xt. So if we let d¯ := d|Xt , there is a one to one correspon-
dence between S and NXt≤s. The scaled subhafnians that we
are interested in are
Ht(d¯) := lhafA(d) = lhafA(d¯+ s|∆t), for d¯ ∈ NXt≤s.
In particular, HT (s|Xn) = lhafA(s) = 1s! lhaf(As).
The recursion used in Algorithm 3 relies on the next lemma.
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Algorithm 3 Banded Loop Hafnian with Repetitions
1: procedure LHAFBANDREP(A,w, s)
2: X1 := {1}
3: H1(d¯) :=
{
1, if d¯=0
1
d¯1!
Td¯1(A11), if d¯ 6=0
}
for all d¯ ∈ NX1≤s
4: for t = 2, . . . , n do
5: at := max{t−2w, 1}, Xt := {at, . . . , t}
6: H˜t−1(d¯) :=
{
0, if d¯t>0
h(d¯), if d¯t=0
}
for all d¯ ∈ NXt≤s
where h(d¯) = Ht−1(d¯+ s|{at−1})
7: Gt(d¯) :=
{
0, if d¯ /∈D
g(d¯), if d¯∈D
}
for all d¯ ∈ NXt≤s
where Yt := Xt \ {t}, σt(d¯) := d¯t −∑i∈Yt d¯i,
g(d¯) = 1
σt(d¯)!
Tσt(d¯)(Att) ·
∏
i∈Yt
1
d¯i!
(Ait)
d¯i ,
and D := {d¯ : σt(d¯) ≥ 0}
8: Ht :=CONVOLUTION(Gt, H˜t−1, Xt)
9: return s! ·Hn(s|Xn)
10: procedure CONVOLUTION(H ′, H ′′, X)
11: H(d¯) :=
∑
d¯′+d¯′′=d¯
H ′(d¯′)H ′′(d¯′′) for all d¯ ∈ NX≤s
Lemma 11. Let t > 1 and let d ∈ Nn be such that
∆t ⊂ sat(d) ⊂ supp(d) ⊂ [t], d ≤ s.
Denoting Yt := Xt\{t} and σt(d′) := d′t −
∑
i∈Yt d
′
i, let
g(d′) := 1σt(d′)! Tσt(d′)(Att) ·
∏
i∈Yt
1
d′i!
(Ait)
d′i ,
D := {d′∈NXt≤d : d′t=dt, σt(d′)≥0}.
Then
lhafA(d) =
∑
d′∈D
g(d′) lhafA(d−d′),
∆t−1 ⊂ sat(d−d′) ⊂ supp(d−d′) ⊂ [t−1] ∀d′∈D.
Proof of Lemma 11. We start with the second equation. Let
d′∈D and d′′ := d−d′. Since d′t=dt then d′′t =0, and hence
supp(d′′)⊂ [t−1]. If j ∈∆t−1 ⊂∆t then j /∈Xt, and hence
d′j=0, d
′′
j =dj 6=0. Therefore, ∆t−1 ⊂ sat(d′′).
We proceed to the first equation. The proof is quite similar
to that of Lemma 7. Given d′ ∈ D, consider the matching
τ(d′) ∈ PMG(d′) defined as follows:
τ(d′)ij :=

σt(d
′), if i=j= t,
d′i, if i∈Yt, j= t,
0, otherwise.
Note that g(d′) = A(τ(d′))/(τ(d′)!). Consider the function
⋃
d′∈D
PMG(d−d′) → PMG(d), τ ′′ 7→ τ(d′) + τ ′′.
It can be shown that this function is a bijection. Then
lhafA(d) =
∑
τ∈PMG(d)
1
τ !
·A(τ).
=
∑
d′∈D
∑
τ ′′∈PMG(d−d′)
1
τ(d′)! · τ ′′! ·A(τ(d
′)) ·A(τ ′′).
=
∑
d′∈D
g(d′) · lhafA(d−d′).
Proof of Theorem 8. We first prove correctness. The recur-
sion formula in Lemma 11 is a convolution over the vectors
d ∈Nn supported on Xt. Each iteration of Algorithm 3 per-
forms such a convolution. It follows by induction on t that the
values Ht(d¯) computed by Algorithm 3 are indeed given by
lhafA(d¯+ s|∆t), so the algorithm is correct.
We proceed to estimate the complexity. We only analyze
the cost of the convolution, since this is the dominant term.
Recall that the fast Fourier transform allows us to compute
circular convolutions. We can avoid the circular effect by ap-
pending some zeros. It follows that the (non-circular) con-
volution can be computed in O
(
w (2c+2)2w+1 log c
)
, where
c := max{s1, . . . , sn}. The running time of the whole algo-
rithm is O
(
nw (2c+2)2w+1 log c
)
.
The complexity in Theorem 8 depends on the largest entry
of s. This is not convenient if, for instance, there is a sin-
gle large entry. Denoting St :=
∏t+2w
i=t (2si+2) and C :=
max{S1, . . . , Sn}, our bound can be refined to O∗(nC). An
analogous results exists for generic (as opposed to banded)
matrices derived by Kan [59].
Although Theorem 8 is stated only for complex matrices,
Algorithm 3 can be applied in more general rings. The com-
plexity remains the same as long as the ring admits a fast
Fourier transform.
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