Abstract-Mining association rules between items is an important research direction of data mining, and the relational database is the most popular database, so mining association rules in the relational database is a very important research direction. At present, neither the Apriori algorithm nor its improvements resolve some problems generating candidate itemset and scanning the transaction set repeatedly, which lead to low efficiency. This paper proposes the frequent itemsets mining algorithm based on relational database based on the study of those important mining association rules algorithms and the storage characteristics of the transaction set and items in the relational database, and presents its concrete implementation and its optimization method. This algorithm combines items in a transaction to generate itemsets and counts the same itemsets in all transactions, which improve the efficiency of execution. Moreover, this algorithm doesn't produce candidate itemsets, and only scans transaction database once, so promotes considerably efficiency. The result of experiments shows that, the frequent itemsets mining algorithm based on relational database has higher efficiency than the classical Apriori algorithm under certain conditions.
I. INTRODUCTION
Data mining technology's economic value has been recognized from its birth to now, and many companies have started to use the data mining technology to create economic value [1] . Initial mining knowledge is just for Boolean association rules in transaction database, and however, the mass data is stored in the relational database nowadays, and how to use the relational database and mine knowledge from relational databases has become a meaningful reality and theoretical issues.
One of the most important data mining techniques is the association rule mining algorithm, and usually we think that mining association rules is a two-step process. The first step is to find all frequent itemsets, and the second is to generate strong association rules from frequent itemsets [2] . In this two-step, the second step is easiest, and the overall performance of mining association rules is determined by the first step, so the research of mining frequent itemsets is of great significance, and therefore, improved mining performance algorithms focused on how to quickly and efficiently mine frequent itemsets [3] .
Currently, the research of mining association rules algorithms gets rapid development, and kinds of improved algorithms are put forward, among which includes improved algorithms based on classical algorithms, like the frequent pattern mining based on hash table [4] , the reverse Apriori frequent pattern mining algorithms [5] , the enhanced scaling Apriori [6] , the frequent pattern mining based on sampling [7] [8] [9] [10] , and so on, and new algorithms appear, like the distributed frequent itemset mining algorithms [11, 12] , the association rule mining method on OLAP cube [13, 14] , the association rules mining algorithm with Co-evolution algorithm in high dimensional data [15] , the frequent closed itemsets mining algorithms [16] , the frequent mining algorithms in data streams [17, 18] , and so on.
Among those algorithms, most of the mining algorithms for association rules in relational databases are taking Apriori algorithm as the core, and use related techniques of relational database to achieve and optimize Apriori algorithms and its improvement, for example, [19] [20] use characteristics that those generated candidate itemsets actually only need to consider a part of items in transactions, to improve Apriori algorithm. This paper uses the storage characteristics of transactions in relational database to put forward the frequent itemsets mining algorithm based on relational database.
II. FREQUENT ITEMSETS AND ASSOCIATION RULES
Finding frequent itemsets can be formally stated as follows: let I={I1,I2,I3,…,In} to be a set of distinct of literals, called items. Let D to be a set of transactions, where each transaction T is a set of items such that T I ⊆ . Each transaction has an identifier, called TID. Let A to be a set of items, and transaction T contains A if and only if A T ⊆ . Association rules is an implication shaped like A =>B where it must ensures that A I ⊂ , A I ⊂ and A B = ∅ I are correct. Rules A =>B is established in transaction D, and its support is C, which is the percent of those transactions which contain A or B, and its value equals P(A B). And its confidence is c, which is the percent of ∪ those transactions which contain A and B, and its value equals to conditional probability P(A|B).And their computational formulas are showed below.
From the formula (1-2), it has the formula (1-3):
Using the formula (1-3), it shows that the supports C and confidence c of the rule A =>B can be easily calculated from the count of A and A B, that is to say, ∪ as long as the count of A, B and A B can be got, and the ∪ rules A =>B and B =>A can be easily calculated.
Among them, the rules meeting the minimum support threshold and the minimum confidence threshold are called strong rules. The core of mining association rules is to find all frequent rules, which are the strong rules.
III. ANALYSIS OF APRIORI ALGORITHM
Apriori uses a technique of layer-by-layer search called iterative method that uses k-itemsets to explore (k+1)-itemsets. Firstly, Apriori gets the count of each item by scanning the database, and then eliminates the items that don't meet the minimum support to get the frequent 1-itemsets collection, which is called collection L 1 . Then Apriori uses L 1 to explore the frequent 2-itemsets collection L 2 , and uses L 2 to explore L 3 , and so on, until Apriori can no longer find frequently k-itemsets. It needs a transaction set scan to get the frequent k-itemsets collection L k .
As can be seen from the top, the main time overhead of Apriori algorithm is in the scanning transactions stage, especially when the scan transaction set is stored in a relational database. When transaction set is stored in relational database, Apriori must first get out each transaction from the relational database, and then one by one to compare. Each itemset generated through connecting between items, Regardless of whether or not to meet the minimum support threshold of candidate sets and does not meet the minimum support threshold of candidate itemsets, must scan the entire transaction set to get the number of itemsets, which results in an unnecessary waste of resources. Among them, the number of occurrences of some candidate set is very small, but also has to scan the entire transaction set, which have a huge impact on the algorithm of space and time efficiency. Therefore, the improved Apriori algorithms mainly optimize the statistical of number of itemsets, such as hash-based technology [4] , the transaction compression [21] , sampling [8] , and so on.
In addition, the pruning step stage of generating (k+1)-itemsets from the k-itemsets connection will produce a relatively large space and time overhead. As we all know, the property Apriori mainly use: all nonempty subset that the frequent itemsets contain must be frequent. In order to find the collection of candidate (k+1)-itemsets, Apriori algorithm must connect to itself to generate (k+1)-itemsets, however, the number of (k+1)-itemsets may contain infrequent itemsets, therefore, Apriori must scan the collection of the (k+1)-itemsets generated and the collection of the k-itemsets that doesn't meet the minimum support threshold of itemsets to remove (k+1)-itemsets that does not meet the minimum support threshold, which can lead to a great deal of time and space overhead, especially when the item number is large.
In order to effectively avoid and overcome the shortcomings and deficiencies of Apriori, this paper puts forward a frequent itemsets mining algorithm based on relational database through combining the characteristics that the transaction set is stored in relational databases.
IV.FREQUENT ITEMSETS MINING ALGORITHM BASED ON RELATIONAL DATABASE
The frequent itemsets mining algorithm based on relational database fully utilizes the storage characteristics of the transaction set in a relational database to maximize efficiency of mining frequent itemsets. The database structure that the algorithm applies to is shown in Fig.1 . In the figure D_TID is the primary key of table D, which is used to uniquely identifies a transaction; D_I_ID is the foreign key of table D, which references the primary key I_ID of table I; D_OTHERS indicates the other information of transactions; I_ID is the primary key of table I, which is used to uniquely identifies a item; I_OTHERS indicates the other information of items; I_D_FOREIGNKEY indicates that the table D and I are joined by the foreign key. The relational database structure is the mainstream database design, especially in the retail sector, which ensures the broad application of the algorithm. The idea of the frequent itemsets mining algorithm based on relational database is very simple and direct, that is, in turn gets out each transaction from relational databases, and then generates all possible itemsets, and finally counts the number of different itemsets through appropriate methods. The idea is very simple, but it is very critical to minimize the difficulty of implementation of algorithm and improve the efficiency of the algorithm, which are the key problems solved in this paper. The implementation of the algorithm consists of two steps: one is to generate itemsets according to the items of transactions and the other is to count the number of each itemset. Next, this two-step implementation and optimization is described in detail in the following sections.
A. Generation of Itemsets
According to the permutation and combination theory of probability theory, as long as the number of A，B and A B can be got, the support and confidence information ∪ of the association rules A=>B and B=>A can be deduced. Therefore, the appropriate algorithm can be chosen to halve itemsets generated by a transaction, and meanwhile can guarantee to generate all possible itemsets in order to improve the efficiency of the algorithm.
The frequent itemsets mining algorithm based on relational database uses an iterative method to generate itemsets, in which (k+1)-itemsets is generated from kitemsets. The implementation is as follow:
Step1: To ensure that the order of items remain relatively consistent between each other in all transactions. For example, I 1 , I 2 is two items consisting of transactions, and I 1 is always ranked after or before I 2 in all transactions.
Step2: When 1-itemset collection is used to generate 2-itemset collection in a transaction, items in the transaction are in turn got out and then connect with items located after them in the transactions, and the last item doesn't connect with other items, and the 2-itemset collection is saved for the generation of the 3-itemset collection.
Step3: When the 2-itemset collections saved in Step2 is used to generate 3-itemset collection, every 2-itemset saved is get out and then connects with items following the item last connected in the 2-itemset in the transaction to generate 3-itemset collection and then save. The same method can be used to generate (k+1)-itemset collection from k-itemset collection.
The above steps are completed in a transaction, and every transaction is through the same steps. Then the algorithm uses appropriate method to count the number of itemsets generated by all transactions. In this way, the algorithm can't only significantly reduce the number of itemsets generated by a transaction, and is convenient for counting the number of itemsets. In the relational database, implementing the ordering of items in all transactions is very simple and just need a few simple relational data manipulation commands. After generating all itemsets, an appropriate method should be chosen to count the number of itemsets, which have a great impact on the efficiency of the algorithm. In below section, methods are detailed.
B. Counting the Number of Itemsets
Because the order of items in all transactions is relatively consistent, and the order of items in the itemsets generated is save in order, so it can determined where itemsets are in the data structure of counting the number of itemsets only through comparing the items of itemsets in order, and the number of itemsets can easily be counted, which greatly facilitate the selection of data structure.
Counting the itemsets is the main optimization stage of this algorithm, and its optimization methods are selecting the appropriate data structure to reduce the space overhead and improve efficiency. When the number of items consisting of transactions is relatively small, the linked list data structure is enough, in which each node represents an itemset. And if we want faster speed, we can select the combination of the linked list and the hash table, which can achieve the optimal retrieval time O (1) . When the number items is a relatively large, and the execution time of the algorithm is relatively long, and the memory space is insufficient, we can build the multilevel complete hash table, in which the same items at the beginning of all itemsets generated by all transactions are only saved once in the data structure. As shown in Fig.2 , this is a two-level complete hash table, in which the first level stores the first item of all itemsets, and the second level stores the second item of all itemsets, and the multiple-level complete hash table structures is similar to it. This structure saves a portion of memory overhead, and its execution speed doesn't decrease a lot. Despite this, when the number of items is large, the memory overhead is difficult to unacceptable. The space complexity of the algorithm can be calculated accurately, and its value is O(kn 2 ), in which k represent the maximum of items of itemsets, and n represents the number of items consisting of all transactions. It can be learned from O(kn 2 ) that the space memory overhead is only about the number of items and the maximum number contained by transactions. When the number of items is very large, the memory overhead is out of memory processing ability. And under these circumstances, Apriori algorithm's time overhead is difficult to unacceptable. In this case, the algorithm can use the function of the relational database to count the number of itemsets which can make up for the shortage of memory, and itemsets generated by transactions can be stored in a table with a proper format. Now, the processing speed of relational database management system is very faster, and its execution time won't reduce a lot.
Moreover, the execution efficiency also can be improved with the following properties:
(1) Property 1: All non-empty sub itemsets that frequent itemsets contain must also be frequent.
(2) Property 2: If there are frequent k-itemsets, the proportion of the number of transactions, the number of items who contains is equal to or greater than k, to the total number of transactions is equal to or greater than the minimum support threshold.
The property 1, which is used by the Apriori algorithm, is used to remove these items that don't meet the minimum support threshold. And the property 2, which is obvious, is used to give a rough estimate of the maximum number of items itemsets contained, which is frequent. Combining the properties 1 and 2 can minimize the useless operation, and further improve the efficiency of execution of the algorithm.
In addition, the algorithm has strong applicability and only does slight modifications in the data preparation phase to meet the needs of most of the associated analysis, such as the association rules analysis between layers, association mining between categories, and the correlation coefficient between the commodities in the retail industry.
V.EXPERIMENTS

A. Experiment Results
In this experiment, we compare the frequent itemsets mining algorithm based on relational database to Apriori algorithm, which is the most popular algorithm. In order to test and verify the performance of the frequent itemsets mining based on relational database, with the same data sample and the same environment, we compare the execution time of two algorithms, as well as the characteristics of them.
Meanwhile, in order to better illustrate the stability and scalability of the algorithm, the experiment was divided into three parts: in the first part of the experiment, we compare the execution time of both algorithms with the change of the number of items consisting of all transactions; in the second part of the experiment, we compare the execution time of both algorithms with the change of the number of the total transactions; in the third part of the experiment, we compare the execution time of both algorithms with the increase of the minimum support threshold. And this can give us more comprehensive understanding of the efficiency and the stability of both algorithms. Each experiment is divided into fifteen times, and each experiment gradually increases the number of transactions or the items or the minimum support threshold, and the data structure of counting the number of itemsets in the frequent itemsets mining algorithm based on relational database is the multi-level complete hash table, and we use the Property 1 and 2 to optimize the execution speed implementing the frequent itemsets mining algorithm based on relational database. The following is the detail process of experiment.
1) Experiment 1
This experiment compares the execution time of Apriori algorithm and the frequent itemsets mining algorithm based on relational database when the number of items consisting of all transactions changes. This experiment only changes the number of items consisting of all transactions and doesn't change the number of all transactions and the minimum support threshold is set to 1% in terms of the actual situation of transaction set. The number of transactions is a fixed value, and its value is 100000, and data information of experiment 1 is displayed in TableⅠ. The result of comparison is illustrated in Fig.3 . 
2) Experiment 2
This experiment compares the execution time of Apriori algorithm and the frequent itemsets mining algorithm based on relational database when the number of transactions in the transaction set changes. This experiment only changes the number of all transactions and doesn't change the number of items consisting of all transactions, and the minimum support threshold is set to 1% in terms of the actual situation of transaction set. The number of items consisting of all transactions is a fixed value, and its value is 1000, and data information of experiment 2 is displayed in Table Ⅱ . The result of comparison is illustrated in Fig.4 .
3) Experiment 3
This experiment compares the execution time of Apriori algorithm and the frequent itemsets mining algorithm based on relational database when the minimum support threshold changes. This experiment only changes the minimum support threshold (min_sup) and doesn't change the number of items and the number of transactions in transaction set. The number of transactions in the transaction set is a fixed value, and its value is 100000, and the number of items consisting of the transaction set is 1000, and data information of experiment 3 is displayed in Table Ⅲ . The result of comparison is illustrated in Fig.5 .
B. Results Discussion
From the results of the experiment 1 and 3 displayed in Fig.3 and Fig.4 , we can see that, with the increase of the number of the items, the execution time of the frequent itemsets mining algorithm based on relational database has almost no change, and however, the execution time of Apriori algorithm increases rapidly.
However, from the results of the experiment 2 displayed in Fig.4 , we can see that, with the increase of the number of transactions, the execution time of the frequent itemsets mining algorithm increases smoothly, and however, the execution time of Apriori algorithm have increases rapidly. In a word, it can be concluded that the frequent itemsets mining algorithm based on relational database is more stable and efficient than Apriori algorithm.
But, the performance of the algorithm is not only reflected in the running time, and is also reflected in the size of the memory requirements. The memory requirements of Apriori algorithm is relatively small, and however, the memory requirements of the frequent itemsets mining algorithm based on relational database is very large, which is the biggest drawback. From the results of the experiment 1 and 3, we can see that the execution speed of the frequent itemsets mining algorithm based on relational database is only related to the number of transactions, but its memory requirements increase dramatically with the increase of the number of items, which limits its scope of application. So, its memory requirements must be reduced in order to broaden its scope of application.
One method is that the data structure of counting the number of itemsets is set to be the multiple-level complete hash table structures, which is showed in Fig.2 , and its key is the primary key of the item table. In order to minimize the memory requirements, the primary key is set to be consecutive integers after the order the items in the transaction set is sorted, and its space complexity is O(kn2), in which k represents the maximum of items of itemsets, and n represents the number of items consisting of all transactions. But the execution speed of the frequent itemsets mining algorithm based on relational database is easier to implement and much faster than ones of Apriori algorithm, and so if the number of items is not too much and the memory is enough, the frequent itemsets mining algorithm based on relational database is suitable.
In the process of generating itemsets, if the number of items a transaction contained is n, the number of connecting operation and itemsets generated is 2n-n. And if the number of itemsets is m and the data structure is the complete hash table, the connecting operation is m times and the comparing operation is m*k times. However, Apriori algorithm needs to scan all transactions, and removes the candidate itemsets, which has a bad affect on the efficiency.
It can be seen from the above discussion that the frequent itemsets mining algorithm based on relational database is applicable to the case when the number of items is not very large and the number of transactions is very large.
VI.CONCLUSIONS
This paper puts forward the frequent itemsets mining algorithm based on relational database in order to effectively avoid the shortcomings and deficiencies of Apriori and take full advantage of the characteristics that the transaction set is stored in a relational database. This algorithm only needs a scan again transactions, and does not generate candidate itemsets. The iteration within a transaction produces itemsets, and it does not repeat the scan transaction set and maximizes efficiency. This paper compares the frequent itemsets mining algorithm based on relational database to Apriori algorithm under the same conditions and the results show that the frequent itemsets mining algorithm based on relational database is more efficient and better stable than Apriori algorithm.
Although the paper optimizes the memory overhead of the algorithm, the memory overhead is very large when the number of items is large. So, the next step is to further optimize the memory overhead.
