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Abstract
Link-based information structures such as the web can be enhanced through the addition of hotlinks. Assume that each node in
the information structure is associated with a weight representing the access frequency of the node by users. In order to access a
particular node, the user must follow a path leading to it from the root. By adding new hotlinks to the tree, it may be possible to
reduce the access cost of the system, namely, the expected number of steps needed to reach a leaf from the root, assuming the user
can decide which hotlinks to follow in each step. The hotlink assignment problem involves finding a set of hotlinks (with at most
K = O(1) hotlinks emanating from every node) maximizing the gain in the expected cost. The paper addresses this problem in
two user models, namely, the traditional clairvoyant user model employed in [P. Bose, J. Czyzowicz, L. Gasieniec, E. Kranakis,
D. Krizanc, A. Pelc, M.V. Martin, Strategies for hotlink assignments, in: Proc. 11th Symp. on Algorithms and Computation,
2000, pp. 23–34; E. Kranakis, D. Krizanc, S. Shende, Approximating hotlink assignments, in: Proc. 12th Symp. on Algorithms
and Computation, 2001, pp. 756–767; P. Bose, D. Krizanc, S. Langerman, P. Morin, Asymmetrical communication protocols via
hotlink assignments, in: Proc. 9th Colloq. on Structural Information and Communication Complexity, 2002, pp. 33–39; R. Matichin,
D. Peleg, Approximation algorithm for hotlink assignments in web directories, in: Proc. Workshop on Algorithms and Data
Structures, 2003, pp. 271–280] and the more realistic greedy user model recently introduced in [O. Gerstel, S. Kutten, R. Matichin,
D. Peleg, Hotlink enhancement algorithms for web directories, in: Proc. 14th Symp. on Algorithms and Computation, 2003, pp.
68–77], and presents a polynomial time 2-approximation algorithm for the hotlink assignment problem on rooted directed trees.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. Motivation
Large databases containing diverse information types are often organized on the basis of a hierarchical classification
index. The Web, for example, is provided with this type of organizational scheme in Yahoo [6] and the open directory
service [7]. A user who searches for an information item in a hierarchically structured database has to follow a path
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from the root to the desired node in the classification tree. The degree of this tree is often relatively low and its average
depth is often high, causing the search path to be long. Another factor contributing to the length of the search path is
that the classification usually does not take into account the access frequency of the items by users. This implies that
the depth of certain frequently visited items in the tree may be high. Hence the access cost of the tree, defined as the
expected number of steps needed to reach an item from the root, may be high.
An ad-hoc solution used in practice in the Web is to augment the tree organization with “hotlinks” added to various
nodes. These hotlinks lead directly to the most frequently accessed items. The hotlinks to be added should be selected
based on the access probability of the various items in the database.
When searching for an item in the original tree structure, the user starts from the root and advances along tree edges
along the unique path to the desired destination leaf. An implicit assumption underlying the common hierarchical
approach is that at any node along the search in the tree, the user is able to select the correct link leading towards
the desired leaf. Evidently, the user does not necessarily know the tree topology. However, the user usually has some
general knowledge about the domain, and the links followed at any node are selected on the basis of the natural
partitioning of the domain. Thus, when the user sees several tree edges and hotlinks at a node, the user is capable of
selecting the right link downwards in the tree.
With hotlinks added, the situation is more involved, since the resulting hotlink-enhanced index structure now
becomes a directed acyclic graph (DAG), with possibly more than one path to some destinations. Again, it is assumed
that when faced with a hotlink in the current page, the user will be able to tell whether or not this hotlink may lead it
to a closer point on the path to the desired destination. However, the hotlink selection process is not known to the user.
Subsequently, while at a particular node, the user knows only the hotlinks emanating from that node (or possibly also
hotlinks emanating from nodes previously visited by it on the way from the root to the current node). In particular, the
user cannot know whether any hotlinks emanate from descendants of the current node, or where such hotlinks may
lead.
This implies that any approach taken for designing a hotlink-enhanced index structure must take into account
certain assumptions regarding the user’s search policy. Two models have been considered concerning user capabilities.
One natural model, referred to as the “clairvoyant” user model, captures situations where the user somehow knows
the entire topology of the enhanced structure. This model is based on the following assumption.
The clairvoyant user model: At each node in the enhanced structure, the user can infer from the link labels which of
the tree edges or hotlinks available at the current page is on a shortest path (in the enhanced structure) to the desired
destination. The user always chooses that link.
This model appears to be too strong to be considered realistic. An alternative model recently proposed in [3] is
based on the assumption that the user does not have this knowledge. This forces the user to deploy a greedy strategy.
The greedy user model: At each node in the enhanced structure, the user can infer from the link labels which of the
tree edges or hotlinks available at the current page leads to a page that is closest in the original tree structure to the
desired destination. The user always chooses that link.
In this paper we address the optimization problem of constructing a set of hotlinks that achieves a maximum
improvement in the access cost. The problem has been given an exact algorithm on trees in the greedy user model in
[3], but the complexity of that algorithmmight be exponential in the depth of the tree, hence it yields a polynomial time
solution only for trees of logarithmic depth. In the clairvoyant user model, the problem has been given a polynomial
time two-approximation algorithm on arbitrary trees [4]. Unfortunately, this algorithm does not appear to extend to
the more realistic greedy user model. Our goal here is thus to develop an approximation algorithm for the problem on
arbitrary trees in the greedy model.
1.2. Formal definitions
Formally, given a rooted directed tree T with root r , storing the database, a hotlink is a new directed edge which is
not part of the tree. The hotlink starts at some node v and ends at (or leads to) one of its descendants u. To each node
v we may assign at most one hotlink. Each node x of T has a weight p(x), representing its access frequency, namely,
the fraction of the user visits to that node, compared with the total number of user visits to tree nodes. Normalizing
the weights allows us to interpret p(x) as the probability that a user wants to access node x . For simplicity, we assume
that for each nonleaf node x , p(x) = 0. Denote by Γ (x) all immediate descendants of x in the tree, and define
P(x) =∑y∈Γ (x) P(y) where a leaf x , will have value P(x) = p(x).
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Let S be a set of hotlinks constructed on the tree T (obeying the bound of K outgoing hotlinks per node). Denote
by T ⊕ S the enhanced structure obtained by augmenting the tree T with the hotlinks of S. Denote the length of a path
L (in edges) by |L|.
We are interested in the length of search paths starting at the root. Note that all edges are directed away from the
root, so a user may not “bypass” the desired node by going to one of its descendants and then go up again.
In the greedy model, let DG(T, v) and DG(T ⊕ S, v) denote, respectively, the greedy path from the root to the
node v in T (i.e. without using the hotlinks) and the greedy path to v in T ⊕ S (i.e., including the hotlinks). The gain
from a hotlink assignment S is defined as
gG(T, p, S) =
∑
v∈Leaves(T )
(|DG(T, v)| − |DG(T ⊕ S, v)|) · p(v).
Two optimization variants can be considered.1 The hotlink enhancement problem requires finding a set of hotlinks S
optimizing the expected cost. The hotlink assignment problem requires finding a set of hotlinks S which optimizes
gG(T, p, S) and achieves the optimal gain, namely,
g∗G(T, p) = maxS {gG(T, p, S)}.
A set S attaining this optimum is termed an optimal set of hotlinks.
In the clairvoyant model, denote by DC (T, v) and DC (T ⊕ S, v), respectively, the clairvoyant (shortest) path that
does not include hotlinks and the clairvoyant path including hotlinks from the root to node v. Subsequently, define
the gain gC (T, p, S) from a hotlink assignment S and the optimal gain g∗C (T, p) as in the greedy model, except for
replacing the subscript G by C .
Note that while the optimization problems are equivalent (in the sense that a set of hotlinks S is an optimal solution
to one if and only if it is an optimal solution to the other), the corresponding approximation versions may be very
different, namely, the same set of hotlinks S may well-approximate one but not the other.
1.3. Related work
Most past discussions on the problem concentrated on trees and DAGs. The NP-completeness of the hotlink
enhancement problem on DAGs is proven in [1] by a reduction from the problem of exact cover by three-sets. (As this
problem is equivalent to the hotlink assignment problem, the latter is NP-complete as well.) That article also discusses
several distribution functions on the leaves, including the uniform, geometrical and Zipf distributions, but restricts the
discussion to full binary trees. An interesting analogy is presented therein between the hotlink enhancement problem
on trees and coding theory. A classification tree can be interpreted as a coding of words (associating a move down
to the i th child with the letter ‘i’). Under this interpretation, every leaf corresponds to a codeword. The addition of a
hotlink adds a letter to the alphabet. This provides a lower bound for the problem based on Shannon’s theorem. By
this lower bound, denoting the entropy of the probability distribution p by H(p) and the maximal degree of the tree
by ∆, the expected access cost, cost(T ⊕ S, p) = E[∑v∈Leaves(T ) |DC (T ⊕ S, v)| · p(v)], is at least H(p)log∆+1 [1,2].
Based on these bounds, an approximation algorithm for the hotlink enhancement problem on bounded degree trees
in the clairvoyant user model is presented in [2]. This algorithm approximates the expected access cost, cost (T⊕S, p).
The access cost guaranteed by this algorithm is no more than H(p)log(∆+1)−(∆ log∆)/(∆+1)+∆+1∆ , hence the approximation
ratio achieved by the algorithm is (∆+1) log(∆+1)∆·H(p) + log(∆+1)log(∆+1)−(∆ log∆)/(∆+1) , which is in general at least log(∆+ 1).
Another recent article [5] discusses an interesting application of hotlink assignments in asymmetrical
communication protocols for achieving better performance bounds.
The greedy user model was presented in [3]. The underlying assumption is that the user has limited a-priori
knowledge regarding the structure of the classification tree. The paper proposes an exact algorithm for solving the
hotlink enhancement problem in that model on trees. The time complexity of that algorithm is polynomial over trees
of logarithmic depth. The solution is also generalized to situations where more than one hotlink per node is allowed.
1 Other relevant parameters, which are not dealt with here, are the access time or throughput of the solution.
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For the case in which the distribution on the leaves is unknown, the paper gives an algorithm guaranteeing (an optimal)
logarithmic upper bound on the access cost.
The hotlink assignment problem (namely, optimizing the gain) is introduced in [4]. The paper presents a polynomial
time approximation algorithm for the hotlink assignment problem in the clairvoyant model. The algorithm achieves a
worst case approximation ratio of two, and works on arbitrary trees. Unfortunately, this algorithm does not apply in
the greedy user model, and it is not clear how to extend it to that model. Note that the algorithms of [2] and [4] cannot
be directly compared as the approximation applies to different measures.
1.4. Our results
In this paper we present a new polynomial time approximation algorithm for the hotlink assignment problem on
rooted trees. The algorithm applies to both the clairvoyant model and the greedy model, and achieves an approximation
ratio of two. The algorithm is based on restricting attention to hotlinks of length two, namely, hotlinks from a node
to one of its grandchildren, and finding (in polynomial time) the best length-two hotlink assignment for the given
tree structure. The approximation is based on the crucial observation that the best length-two hotlink assignment for
a given tree T yields at least half the gain of the optimal (unrestricted) hotlink assignment for T . This fact allows us
to show that the solutions generated by our algorithm achieve an approximation ratio of two in both the clairvoyant
model and the greedy model, implying that the ratio between the optimal solutions in the two models is at most two.
2. Basic properties and preliminaries
Denote by Tv the subtree of T rooted at node v. Define the height of a tree T , denoted height(T ), as the length of
the longest path from the root of T to some leaf u.
Since any path from the root to a node u in the greedy model cannot be shorter than the shortest possible path to u,
which is chosen in the clairvoyant model, we have
Lemma 2.1. For any tree T , and for any assignment S of hotlinks,
gG(S, T, p) ≤ gC (S, T, p).
Let us represent a hotlink from node u to node v as a pair of parentheses, with u marking the left parenthesis
and v marking the right one. The hotlinks placed along any path from the root can now be viewed as a sequence of
parentheses. We say that a set of hotlinks S is well-formed if for any path P from the root to a leaf over the tree, the
parentheses sequence of S on this path is balanced, namely, hotlinks do not cross each other.
Lemma 2.2. For a well-formed hotlink assignment S, the gains in the greedy user model and in the clairvoyant model
are the same, i.e., gG(S, T, p) = gC (S, T, p).
Proof. For a well-formed set of hotlinks S forming a hotlink enhanced index structure T ⊕ S, the greedy path from
the root to any leaf v coincides with the shortest path, i.e. DG(T ⊕ S, v) = DC (T ⊕ S, v).
Based on these observations, the following lemma has been proved in [3]:
Lemma 2.3 ([3]). For every index tree T , there exists an optimal solution to the hotlink assignment problem in the
greedy user model which is well-formed.
The length of a hotlink is defined as the number of edges in the path connecting its end points in the tree. A set
of hotlinks S is called a length-two assignment if all of its hotlinks are of length two. Denote by Length-two Hotlink
Assignment (L2HA) the variant of the hotlink assignment problem in which it is required to find the set of hotlinks
S which optimizes gC (T, p, S) under the constraint that the hotlink set S is a length-two assignment. Denote this
optimal gain by g∗CL2(T, p) = max{gC (T, p, S) | S is a length-two assignment} .
In the same manner, define LkH A as the variant of the hotlink assignment problem restricted to hotlinks of length
exactly k.
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Fig. 1. An example for assignment which is not well-formed in L2H A.
Lemma 2.4. For every index tree T , there exists an optimal solution to the L2H A problem in the clairvoyant
user model which is well-formed. Furthermore, any length-two hotlink assignment that is not well-formed can be
manipulated into a well-formed assignment with the same clairvoyant model gain.
Proof. Consider a length-two hotlink assignment S which is not well-formed. Since the length of the hotlinks is
bounded by 2, the only possibility is that there exists a path of four nodes v1, v2, v3, v4 such that vi+1 is the child of vi
and that v1 has a hotlink to v3 and v2 has a hotlink to v4 (see Fig. 1). In such a case suppose that several hotlinks were
added that changed the depth of v1 and v2, and that their depth after the hotlink assignment is d1 and d2 respectively.
If d1 ≥ d2 then the hotlink from v1 to v3 can be removed since the path from v1 to v3 can be replaced by travelling
to v2 and then directly to v3 by the connecting edge. In case d1 < d2, the hotlink from v2 to v4 can be removed and
v4 can be reached through v3. In either case, the assignment has lower cost and one less violation of the well-formed
requirement.
Corollary 2.5. To solve L2H A it suffices to consider only well-formed length-two assignments.
Lemma 2.6. For any k ≥ 2, to solve LkH A it suffices to consider only well-formed length k assignments.
Proof. Assume, to the contrary, that in any optimal solution there are crossing hotlinks. Observe the first two hotlinks
that cross each other (the highest in the tree). The first starts at v and ends k nodes lower, the second starts at node u
which is d nodes lower than v and ends in k nodes lower than u at node w. Then, since these are the highest crossing
hotlinks there are no incoming hotlinks to the nodes between v and u and thus travelling to w through the second
hotlink takes at least d + 1 steps, plus the number of steps it takes to travel to v. By removing this second hotlink the
distance to w does not increase since we can travel to v plus take the first hotlink and then travel d steps down to w,
and that will also be d + 1 steps.
Lemma 2.7. For a set of well-formed length-two hotlinks S = S1⋃ S2 , where S1 and S2 are disjoint, the gain from
S is the sum of the gains from S1 and S2, namely,
gC (T, p, S) = gC (T, p, S1)+ gC (T, p, S2),
gG(T, p, S) = gG(T, p, S1)+ gG(T, p, S2).
Proof. Consider the greedy (or clairvoyant) path to some node u in T ⊕ S1. It includes some subset Su1 of the hotlinks
from S1. Likewise, the greedy path to u in T ⊕ S2 includes some subset Su2 of the hotlinks from S2. Since S = S1
⋃
S2
is well-formed, no two hotlinks cross each other, and since it is a length-two assignment they cannot overlap each
other. Hence in an assignment containing all the hotlinks of S, a user travelling from the root r to u can take both sets
of hotlinks Su1 and S
u
2 , and hence the gain achieved is the sum of the two.
Corollary 2.8. For a set S of well-formed length-two hotlinks,
gC (T, p, S) =
∑
s∈S
gC (T, p, s).
This corollary does not hold in case of non-well-formed assignments (even in length-two assignments). For
example, in Fig. 2, the hotlink from v2 has gain 100 · 1, and the hotlink from v1 has gain 100 · 1 + 20 · 1 = 120.
The sum of the gains of these two hotlinks is thus 220, but when assigning both of them to T , the gain is only
100 · 1 + 20 · 1 = 120. A better choice would be to assign a hotlink from v1 to w with separate gain 30 · 1 = 30
and a hotlink from v2 as before. The sum of gains for the two hotlinks is 100 + 30 = 130 < 220 but the actual gain
achieved by adding both of them to the tree is 130, which is higher.
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Fig. 2. An example tree T .
Fig. 3. Calculating M(v) and N (v, y).
3. A polynomial time algorithm for L2HA
The number of possible length-two assignments for a single node is bounded by ∆2 where ∆ is the maximum
degree of the tree T . Therefore, based on Corollary 2.8, a dynamic programming algorithm can be devised to solve
the problem. The algorithm is based on filling a table M of length n with a value for every node and a n ×∆ table N
with a value for every node–child pair. The value of M(v) corresponds to the maximum gain possible in the subtree
Tv , while N (v, y) for a vertex v and its child y is the greatest gain possible in the subtree Tv without hotlinks directed
from v to one of y’s descendants.
The calculations proceed from the leaves up. The base of the recursion is when the tree rooted at v has height two.
In such a case the best possible length-two hotlink assignment is to the heaviest grandchild of v and the value of M(v)
is set to be the weight of that grandchild. The value of N (v, y) is set to be the maximum weight grandchild of v which
is not a descendant of y. If the tree is of height(Tv) < 2 then the value of both M(v) and N (v, y) is set to 0.
M(v) is calculated by breaking the problem into subproblems. For every child x of v, calculate the gain if the
hotlink would be directed to one of x’s children. This gain is the sum of all gains from the other children of v plus
the gain from a hotlink directed to some child w of x (which is 1 · P(w)). In addition we need to take into account
the possible gain from hotlinks directed from x , but restricting x from choosing any hotlink to w’s descendants. The
grandchild w is chosen from all children of x to maximize the gain of the assignment.
M(v, y) is also calculated by breaking the problem to subproblems. For every child x of v, calculate the gain if the
hotlink would be directed to one of x’s children. Exclude from this the child y. The rest of the calculation is similar
to the M(v) calculation.
The values of M(v) and N (v, y) are defined as follows (see Fig. 3):
M(v) = max
x∈Γ (v)
 ∑
u∈Γ (v),u 6=x
M(u)+ max
w∈Γ (x)
[P(w)+ N (x, w)]
,
N (v, y) = max
x∈Γ (v),u 6=y
 ∑
u∈Γ (v),u 6=x
M(u)+ max
w∈Γ (x)
[P(w)+ N (x, w)]
.
Note that calculating the values of N (v, y) is essential, since adding a hotlink from x to one of the children of w
will result in a non-well-formed assignment, and in such an assignment Corollary 2.8 does not hold.
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Fig. 4. A worm example.
The algorithm generates all possible length-two well-formed assignments. Hence by Corollary 2.5 the optimal gain
for L2H A is achieved. The time bound is the number of table entries multiplied by the time to calculate each entry,
which is polynomial.
4. A 2 approximation for hotlink assignment
4.1. The approximation
We now prove that in the clairvoyant model the optimal solution for L2H A yields a two approximation for the
hotlink assignment problem, namely, 2 · g∗CL2(T, p) ≥ g∗C (T, p).
Intuitively, every hotlink that shortens k steps to a certain leaf can be broken into a chain of b(k+ 1)/2c hotlinks of
length two, henceforth referred to as a worm of hotlinks, and the total gain achieved will be at least k/2. For example,
in Fig. 4(a) the direct hotlink from r has a gain of 5 · 100 = 500, and the worm gain is 3 · 100 = 300. in Fig. 4(b) the
direct hotlink from r has a gain of 4 · 100 = 400, and the worm gain is 2 · 100 = 200.
Lemma 4.1. For every tree T , the gain of an optimal solution to the L2H A problem is at least half of the optimal
gain using arbitrary length hotlinks in the clairvoyant user model, namely,
2 · g∗CL2(T, p) ≥ g∗C (T, p).
Proof. By induction on the tree height h. (For simplicity the proof will be presented for binary trees, but it applies to
all trees.)
For a tree of height two with root v, the value of M(v) is the weight of the heaviest grandchild. This gain is
achieved by choosing a hotlink from v to that leaf, which is also the best possible choice of hotlink assignment in the
clairvoyant model, and thus the gain of the hotlink assignment is the same. In particular, 2 · g∗CL2(T, p) ≥ g∗C (T, p).
Assume the claim is correct for any tree of height at most h, and consider a tree of height h+1. Consider the optimal
assignment of an arbitrary length hotlink from the root v to some node w. Without loss of generality, this hotlink leads
to the left subtree, TvL . By the inductive hypothesis, the solution for the right subtree TvR can be replaced by an L2H A
assignment with at least half the gain of the optimal assignment on that subtree, i.e., G∗CL2(TvR ) ≥ 12G∗C (TvR ).
The subtree TvL is also of height at most h, hence its entire hotlink assignment, SH A, can be replaced by a length-
two hotlink assignment SL2H A, still attaining at least half the gain.
The only remaining modification required is to discard the hotlink from v while still retaining at least half of the
gain achieved by this hotlink, without decreasing the gain of the other length two hotlinks assignments. This is done
by creating a worm W (v,w) from v to w. This worm may “collide” with other hotlinks that were already assigned
by SL2H A, in the sense that it may require setting a hotlink from some node u along its path, where such a hotlink
has already been selected. When such a case occurs, we remove the previous hotlink from SL2H A and add the one
required by the worm. Denote this assignment by SL2H Aw . It is clear that such a worm achieves half the gain of a
direct hotlink from v to w. Hence to complete the proof, it remains to show that the worm W (u, w) does not decrease
the gain achieved by the set of hotlinks SL2H A.
Consider the structure of the worm W (v,w). It has a length-two hotlink emanating from every second node on the
path from v to w. Denote the depth of nodes on the path as their distance from the node v (see Fig. 5). The nodes
that are assigned hotlinks by the worm are all even depth nodes (see Fig. 5), so the only possible decrease in the gain
achieved can be caused by previous hotlinks from SL2H A that were removed due to the addition of the worm. The
gain achieved by any assignment is the summation over all the nodes, of the shortening of nodes cost multiplied by
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Fig. 5. The two possibilities for node u.
its relative weight. Therefore, if for every node u the shortening achieved by SL2H A is achieved also after adding the
worm then the gain remains the same.
Consider a node u in TvL and let y be the lowest common ancestor of u and w (see Fig. 5). Observe that at most
one length-two hotlink on the path leading from v to u could have been deleted by the worm. This hotlink must have
originated at some even depth node, specifically, either y or its parent (see cases (a) and (b) in Fig. 5), and aimed at
some grandchild node x which is u’s ancestor and is not on the path to w (specifically either y’s child or grandchild on
the path to u). From this node x and onward the path to u remains untouched. Thus we must show that the travelling
path to x is of same length as in the original SL2H A assignment.
Suppose x is of depth 2d from v (as explained it must be an even depth). In the SL2H A assignment, the path to x
first travels from v to vL and then follows the shortest path to u, consisting of tree edges and possibly some hotlinks.
Since x is at depth 2d , the optimal choice of hotlinks for x is a direct worm W (vL , x) of length d−1 (since the length
of the path from vL to x is 2d − 1 the worm will end at the parent of x) and the total minimal length of the path from
vL to x will be (d − 1)+ 1 and from v to x a total of |DC (T ⊕ SL2H A, x)| ≥ d + 1 steps to reach x . In the SL2H Aw
assignment the hotlink to x was removed, but there was a direct worm from v up until the last hotlink. The total length
of the new path to x is thus |DC (T ⊕ SL2H Aw , x)| ≤ d−22 + 2 = d + 1.
Theorem 4.2. The hotlink assignment problem has a 2 approximation algorithm both in the clairvoyant and the
greedy model, namely, 2 · g∗CL2(T, p) ≥ g∗G(T, p).
Proof. The L2H A optimal solution, S∗L2H A, is well-formed and thus by Lemma 2.2 its value is the same under the
greedy model. Namely, gG(S∗L2H A, T, p) = gC (S∗L2H A, T, p). Hence
2 · gG(S∗L2H A, T, p) = 2 · gC (S∗L2H A, T, p) = 2 · g∗CL2(T, p) ≥ g∗C (T, p) ≥ g∗G(T, p),
hence S∗L2H A is a solution for the greedy model with approximate ratio two.
We conclude with a bound on the gap between the clairvoyant and greedy models.
Corollary 4.3. For any tree T , g∗G(T, p) ≤ g∗C (T, p) ≤ 2 · g∗G(T, p).
Proof. By the theorem, there exists a well-formed solution S∗L2H A using length-two hotlinks for the tree T , satisfying
g∗G(T, p) ≥ gG(S∗L2H A, T, p) ≥ g∗C (T, p)/2. Recalling also Fact 2.1, the claim follows.
4.2. Generalization to K hotlinks in each node
The same ratio of two can be proved when K hotlinks are allowed per node. In fact, when adding the K worms
from v tow1≤i≤K , we can remove all K hotlinks previously assigned to a node by SL2H A when collision occurs, since
the argument above will apply to all of the hotlinks destinations. Hence we are left with K − 1 additional hotlinks we
can now assign to further reduce the cost (in some cases it will be possible to use it, in others not). But it seems that
generally the value of L2H A relative to the general hotlink assignment problem changes for the better as K increases.
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Fig. 6. Tight example.
4.3. Example of tightness
There are instances where the best gain achieved by length-two hotlinks is exactly half of that possible by general
hotlinks. An example is given in Fig. 6. For this example, the optimal length-two hotlink assignment shown in Fig. 6(a)
yields gain 10 + 2 · 20 = 50, and the optimal arbitrary length hotlink assignment shown in Fig. 6(b) yields gain
2 · 10+ 4 · 20 = 100.
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