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1 Introduction
This thesis explains and discusses several mesh refinement strategies for the Adaptive
Isogeometric Method. The Adaptive Isogeometric Method is a numerical method
that combines concepts of Isogeometric Analysis, itself a hybrid research field bridg-
ing between Computer-Aided Design (CAD) and Finite Element Analysis, with local
mesh refinement. In order to provide an overview to the reader, we briefly outline
the histories of the involved research fields. We emphasize that each of the fields
has a very rich history and the outlines below are far from being complete.
The Adaptive Finite Element Method The Finite Element Method (FEM) is a nu-
merical method for the approximate solution of partial differential equations (PDEs),
which was introduced in the field of aeronautic engineering during the 1950s [1],
based on the method of weighted residuals that Boris Galerkin introduced in 1915
[2]. With the evolution of computer-aided engineering, the FEM caught widespread
attention and is used until today throughout most branches of computational me-
chanics, such as aeronautics, biomechanics, automotive industries and many more.
In the 1970s, this approach was combined with spatial adaptivity of the discretiza-
tion, based on local estimates of the error between approximated and exact so-
lution that could be computed having only the approximation, introduced by Ivo
Babuška andWerner Rheinboldt in 1978 [3]. The FEM and its mesh-adaptive variant
(AFEM) caught growing attention in the mathematical field of Numerical Analysis,
and the proof of convergence of the Adaptive FEM in one dimension by Babuška and
Vogelius [4] in 1984 was a first step to theoretically corroborate this new method.
Beneath the following milestones were the introduction of a new marking strategy
by Willy Dörfler [5] in 1996 (see Section 2.5), a proof of convergence of the AFEM
in higher dimensions by Morin, Nochetto and Siebert [6] in 2002, and a first proof of
optimal convergence rates for the AFEM with refinement and coarsening by Binev,
Dahmen and DeVore [7] in 2004, but the algorithm proven to be rate-optimal was
actually never implemented. Analogous results were proven without the need of a
coarsening step in 2007 by Rob Stevenson [8] and 2008 by Kreuzer, Cascon, No-
chetto and Siebert [9]. Diverse proofs of rate-optimality followed for different types
of the FEM, and recently, rate-optimality has been proven in a general framework
for a wide range of problems and discretizations by Carstensen, Feischl, Page and
Praetorius [10].
Isogeometric Analysis In 2005, Hughes, Cottrell and Basilevs introduced the frame-
work of Isogeometric Analysis (IGA) [11, 12] in order to revolutionize computer-aided
manufacturing and design, which where facing growing difficulties in the transition
process between design models and their assessment in engineering applications.
As mentioned above, the (Adaptive) Finite Element Method is used, e.g., for the
stress analysis in structural mechanics, and is therefore a very important and useful
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tool for the evaluation and assessment of computer-aided structural designs. With
the rapid evolution of computer capacities in the last decades, the complexities of
designs have grown equally, and so did the capacities of engineering applications.
However, the conversion between the data structures of design and engineering, in
particular the re-meshing of the geometry, turned out to be of higher complexity
and has recently become a bottleneck of the structural design process. In IGA, this
conversion is avoided by using the shape functions and data structures from CAD
as ansatz functions for a Galerkin Method. The advantage is obviously that this
idea yields a workaround for an inevitably growing problem, but on the other hand,
it threw back the theory of FEMs for at least two decades, since the approximation
properties of a Galerkin scheme with shape functions from CAD applications were
completely unknown. In the past ten years, the IGA community and the number
of related research articles grew rapidly in both engineering and mathematics, and
many fundamental mathematical results were achieved for this new kind of method,
most of which can be found in the work of Beirão da Veiga, Buffa, Sangalli and
Vàzquez [13].
Truncated Hierarchical B-splines Although data approximation with globally
smooth piecewise polynomials has been investigated already throughout the 19th
century, the history of Hierarchical B-splines is far more recent and is sketched here
with the following few milestones. In 1988, in the context of computer graphics and
modeling, Forsey and Bartels suggested overlaying B-splines of several hierarchical
levels [14] in order to control small-scale features of a macroscopic geometry. Kraft’s
PhD thesis from 1998 [15, 16] introduced a mechanism for the selection of particu-
lar B-splines in order to form a basis, which was later applied in the IGA context
[17, 18], and finally in 2012, Giannelli, Jüttler and Speleers proposed a truncation
mechanism [19] that reduces the support of the Hierarchical B-splines and yields a
partition of unity, also for the application in Isogeometric Analysis [20, 21].
T-splines In 2003, Sederberg, Zheng, Bakenov and Nasri introduced T-splines in
the context of CAD as a new realization for B-splines on irregular meshes [22] that
does not require the bookkeeping of a hierarchical basis, but nevertheless allows
for local mesh refinement [23] in order to control small-scale geometry features.
Shortly after, IGA was introduced, and T-splines were applied with promising results
[24, 25], but were at the same time proven by Buffa, Cho and Sangalli to lack linear
independence in certain cases [26], which actually excludes them from the application
in a Galerkin method. Another algorithmic difficulty was revealed by Scott and
Li in 2011 [27], who showed that the refinement suggested in [23] may not only
yield linear dependencies between the shape functions, but also non-nested spline
spaces, which compromises the theoretical approximation properties of the method
as well as the preservation of exact geometry data during refinement. The issue on
linear independence was solved by Li, Zheng, Sederberg, Hughes and Scott in 2012
[28], proving that linear independence is guaranteed if the T-junction extensions
do not intersect (this criterion is called analysis-suitability, see Definition 5.1.8 in
this thesis). The second issue, namely how to generate nested spline spaces, was
solved in a new refinement algorithm by Michael Scott [29], also preserving linear
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independence of the T-splines. Still in 2012, Beirão da Veiga, Buffa, Cho and Sangalli
provided new insight on the linear independence of T-splines by introducing the
more abstract concept of dual-compatibility and proving its equivalence to analysis-
suitability [30], and in 2013, Beirão da Veiga, Buffa, Sangalli and Vàzquez provided
the theoretical background for T-splines of arbitrary polynomial degree [31], still
restricted to the two-dimensional case. At that time, Wang, Zhang, Liu and Hughes
introduced techniques for the construction of 3D T-spline meshes from boundary
representations [32, 33], motivating the theoretical research on T-splines in three
space dimensions, but in particular the linear independence of higher-dimensional
T-splines was only characterized through the dual-compatibility criterion, until in
2016, the author of this thesis introduced a definition of T-junction extensions and
analysis-suitability in three dimensions [34]. The research on 2D T-splines proceeds;
Li and Scott characterized analysis-suitable T-spline spaces with globally highest
smoothness [35] in 2014, and a characterization of analysis-suitable T-spline spaces
with locally reduced smoothness was presented by Bressan, Buffa and Sangalli [36]
in 2015.
This thesis We present four mesh refinement algorithms refine hb, refine thb,
refine ts2D and refine tsnD for the Adaptive Isogeometric Method using multi-
variate Hierarchical B-splines, multivariate Truncated Hierarchical B-splines, bivari-
ate T-splines, and multivariate T-splines, respectively. The algorithm refine thb
and the related results, in particular the complexity analysis, are cited from our joint
work with Buffa and Giannelli [37], and the algorithm refine hb is derived thereof.
The refinement algorithm refine ts2D has been introduced in 2015 [38], and fi-
nally refine tsnD is a new refinement procedure introduced in this thesis, based on
the preliminary work on three-dimensional T-splines [34]. The presented refinement
strategies preserve shape regularity of the mesh as well as linear independence and
bounded overlap of the basis functions. We address, if non-trivial, boundedness of
mesh overlays, nestedness of the induced spline spaces and complexity in terms of
marked and refined elements. Boundedness of the overlay and linear complexity of
the refinement procedure are important pillars for the theoretical rate-optimality of
the Adaptive Isogeometric Method, cf. [10, Equations (2.9) and (2.10)]. The nesting
of the spline spaces is crucial as well, because it implies the so-called Galerkin or-
thogonality, which characterizes the approximate solution as a best-approximation
of the exact solution with respect to a norm that depends on the problem (see Sec-
tion 2.4). Altogether, this work paves the way for a proof of rate-optimality for the
Adaptive Isogeometric Method with HB-splines, THB-splines, or T-splines in any
space dimension. It shall be noted that rate-optimality in IGA has been proven very
recently for the application of Hierarchical B-splines [39] to elliptic PDEs in arbitrary
dimension, and for the IGABEM [40], an isogeometric variant of the Boundary El-
ement Method which only requires a discretization of the domain boundary instead
of the full domain. However, the latter is a result only for 2D domains, involving
one-dimensional boundary manifolds. In order to justify the proposed methods and
theoretical results in this thesis, numerical experiments underline their practical rel-
evance, showing that they are not outperformed by currently prevalent refinement
strategies.
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1 Introduction
The thesis is organized as follows. Chapter 2 gives an introduction into Isogeomet-
ric Analysis and mesh-adaptive Galerkin methods, in order to explain the framework
in which the subsequent refinement strategies are discussed. In Chapter 3, we ad-
dress Hierarchical B-splines and the corresponding refinement routine refine hb. In
order to provide an easy access to the basic concepts of the refinement routine, this is
done in two dimensions and with dyadic refinement in Section 3.1 and for arbitrary
dimension and q-adic refinement in Section 3.2, and Chapter 4 adapts the results
from Chapter 3 to Truncated Hierarchical B-splines. The main focus of this thesis
is Chapter 5, which presents and discusses the refinement strategy refine ts2D for
two-dimensional T-splines that we introduced in 2015 [38] as well as a refinement
strategy refine tsnD for T-splines in arbitrary dimension. The following Chapter 6
summarizes our joint work with Paul Hennig and Markus Kästner from TU Dresden
[41], where we computationally compare the THB- and T-spline refinement routines
in several prototypical problems. Chapter 7 sketches basic ideas for the refinement
of T-splines on unstructured meshes and for the handling of T-splines with locally
reduced smoothness, and Chapter 8 concludes the thesis with final remarks.
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This chapter introduces the mesh-adaptive Galerkin method with spline ansatz
spaces. The subsequent chapters will investigate different strategies for the refine
module of this method, which is explained in Section 2.5 below. We give a very quick
introduction into B-splines, in order to explain basic concepts of Isogeometric Anal-
ysis. The last two sections of this chapter outline the framework of mesh-adaptivity
in Galerkin methods.
2.1 B-splines
x0 x1 x2x3 x4 x5
0
0.5
1
x0 x1 x2x3 x4 x5
0
0.5
1
x0 x1 x2x3 x4 x5
0
0.5
1
x0 x1 x2x3 x4 x5
0
0.5
1
Figure 2.1: Example for B-splines of degree p = 0, 1, 2, 3 (upper left, upper right,
lower left, lower right, resp.) for a fixed, strictly increasing knot vector.
B-splines are polynomials of degree p in each segment, and they are
Cp−1-continuous at the knots.
B-splines (where B stands for “basis”) are a particular choice of basis functions for
a globally continuous piecewise polynomial space. We give a one-dimensional defi-
nition below, which will later be generalized to arbitrary dimension. For a given knot
vector (x0, . . . , xm) ∈ Rm+1 with x0 ≤ · · · ≤ xm, we callQ � {[x0, x1], . . . , [xm−1, xm]}
the (one-dimensional) mesh. B-splines form a basis for the piecewise p-degree poly-
nomial space with global Cp−1-continuity,
B(x0, . . . , xm) �
�
f ∈ Cp−1([x0, xm]) | f ∈ Pp([xi−1, xi]) for i = 1, . . . ,m
�
. (2.1)
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Definition 2.1.1 (B-spline). Given a knot vector (x0, . . . , xm) ∈ Rm+1 with x0 ≤
· · · ≤ xm, the i-th B-spline of degree p is defined recursively by
Ni,0(x) �
�
1 if xi−1 ≤ x < xi
0 otherwise
for i = 1, . . . ,m,
Ni,p(x) �
x− xi−1
xi+p−1 − xi−1Ni,p−1(x) +
xi+p − x
xi+p − xiNi+1,p−1(x) for i = 1, . . . ,m− p.
(2.2)
The above definition is known as the Cox-deBoor recursion formula, see e.g. [42,
p. 131]. See Figures 2.1 and 2.2 for examples. It can be seen in Figure 2.1 that for
strictly increasing knot vectors, the above definition does not yield a basis of the
space B(x0, . . . , xm). However, it does yield a basis for open knot vectors, i.e., knot
vectors in which the first and last knot have multiplicity p + 1 (see Figure 2.2 for
examples). While multiple knots at the boundary are crucial for the construction
x0 x1 x2x3 x4 x5
0
0.5
1
x0=x1 x2 x3x4 x5 x6=x7
0
0.5
1
x0=x1=x2 x3 x4x5 x6 x7=x8=x9
0
0.5
1
x0=· · ·=x3 x4 x5x6 x7 x8=· · ·=x11
0
0.5
1
Figure 2.2: Example for B-splines of degree p = 0, 1, 2, 3 for open knot vectors. In
that case, the B-splines form a basis of Pp(Q) ∩ Cp−1([x0, xm]).
of a spline basis, multiple knots in the interior of the domain locally reduce the
continuity of the basis functions. At an interior knot with multiplicity µ, the B-
splines are Cp−µ-continuous, while “C−1-continuity” means discontinuity, and “C−2-
continuity” means discontinuity plus the existence of a basis function that is zero
everywhere except this knot.
2.2 Geometry representation
B-splines and in particular their generalization to Non-Uniform Rational B-splines
(NURBS, see Section 2.3 below) are commonly used in Computer-Aided Design
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2.2 Geometry representation
x0 x1 x2=x3 x4 x5
0
0.5
1
x0=x1 x2 x3=x4 x5 x6=x7
0
0.5
1
x0=x1=x2 x3 x4=x5 x6 x7=x8=x9
0
0.5
1
x0=· · ·=x3 x4 x5=x6 x7 x8=· · ·=x11
0
0.5
1
Figure 2.3: Example for B-splines of degree 0, 1, 2 and 3 for open knot vectors with
a knot of multiplicity 2. In that knot, the continuity of the B-splines is
reduced to Cp−2.
(CAD). This section explains in two examples how a spline basis is used for the
representation of domains with specially curved boundaries.
We restrict our study to p > 0 and consider an open knot vector (x0, . . . , xm+p),
i.e., x0=· · ·=xp, xm=· · ·=xm+p and corresponding B-splines N1,p, . . . , Nm,p. For a
given set of control points c1, . . . , cm ∈ R2, the described B-spline curve is the image
of a map from [x0, xm+p] into R2,
M1 : [x0, xm+p]→ R2, x �→
m�
i=1
Ni,p(x) · ci. (2.3)
See Figure 2.4 for examples. Since all B-splines are non-negative and a partition
of unity (i.e., they sum up to 1), the B-spline curve is always in the convex hull of
the control points. The purpose of a CAD application is to design the shape of an
object. This may be e.g. a ship hull, an airplane, or components like screws or other
construction elements. The user creates and manipulates control meshes in order
to design and modify the described geometry. We illustrate in a second example
how this technique is applied for B-spline surfaces. We consider the knot vector
(x0, . . . , xm+p) from Figure 2.2 and the knot vector (xˆ0, . . . , xˆm+p) from Figure 2.3,
and the corresponding B-splines N1,p, . . . , Nm,p and Nˆ1,p, . . . , Nˆm,p, respectively.
We consider the domain Ω � [x0, xm+p] × [xˆ0, xˆm+p], which is partitioned by the
tensor-product mesh
Q = {[xi−1, xi]× [xˆj−1, xˆj ] | i, j ∈ {1, . . . ,m+ p}}. (2.4)
We define the tensor-product basis
Ni,j,p(x, y) = Ni,p(x) · Nˆj,p(y) for all i, j ∈ {1, . . . ,m}. (2.5)
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-1 0 1 2
-1
-0.5
0
0.5
1
1.5
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c4
c5
c6
-1 0 1 2
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-0.5
0
0.5
1
1.5
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c4
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-1 0 1 2
-1
0
1
c1
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c3
c4
c5
c6
c7
c8
Figure 2.4: Examples for B-spline curves of degree 1, 2 and 3 for the knot vectors
and B-splines from Figure 2.2 (thin, green) and for the knot vectors and
B-splines from Figure 2.3 (thick, red). Reduced continuity of the basis
functions leads to reduced smoothness of the curve.
We make up control points ci,j for all i, j ∈ {1, . . . ,m} and describe a free-form
surface through the map
M2 : Ω→ R3, x �→
m�
i,j=1
Ni,j,p(x) · ci,j . (2.6)
See Figure 2.5 for examples.
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-2
-1
0
1
4
2
0
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0
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0
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Figure 2.5: Examples for B-spline surfaces (right column) of degree 1, 2 and 3 using
the B-splines from Figure 2.2 in x-direction and B-splines from Figure 2.3
in y-direction. The figures on the left show so-called control meshes,
which are the control points connected by grid lines for visualization. As
in Figure 2.4, reduced continuity of the basis functions leads to reduced
(directional) smoothness of the surface.
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2.3 NURBS
In order to exactly describe conic sections, in particular circles and circular arcs,
Non-Uniform Rational B-Splines (NURBS) have been developed. They are obtained
by multiplying the B-splines with positive weights w1, . . . wm ∈ R•>0 and afterwards
enforcing a partition of unity. In one space dimension, the NURBS are defined by
Ri,p(x) =
wiNi,p(x)�m
j=1 wjNj,p
for all i ∈ {1, . . . ,m+ p− 1}. (2.7)
By construction, NURBS sum up to 1, and they inherit from B-splines smoothness
and linear independence, but they span a space other than piecewise polynomials,
which is necessary, since classical B-spline cannot describe conic sections exactly.
Figure 2.6 shows the construction of a circle (thick red lines). It is composed
of three circular arcs of 120◦ each. We use the setting p = 2 and the knot vector
(0, 0, 0, 1, 1, 2, 2, 3, 3, 3). The weights are w1 = w3 = w5 = w7 = 1 at the start and
end points of the arcs, and the remaining weights are computed as
w2 = w4 = w6 = cos(120◦/2) = 12 , (2.8)
see e.g. [12, p. 58]. For comparison, Figure 2.6 also shows the result of an analogous
map applying unweighted quadratic B-splines (thin blue lines).
x0=x1=x2 x3=x4 x5=x6 x7=x8=x9
0
0.5
1
c2
c3
c4
c5
c6
c1 = c7
Figure 2.6: Example for a circle described through NURBS (thick, red) with p = 2
and weights wi =
� 1 if i even
1/2 otherwise . The analogous map with quadratic
B-splines (without weights) is illustrated with thin blue lines.
2.4 Isogeometric Analysis
The design of real-world constructions rises physics questions, e.g., on the statical
(elastic) behavior of the designed object under load. These questions are addressed
by approximately solving partial differential equations (PDEs) that involve the de-
signed object as the computational domain. The most common approach for the
approximate solution of these problems is the Finite Element Method (FEM), which
is a special case of a Galerkin method. Isogeometric Analysis is an alternative real-
ization of a Galerkin method, and it will be explained at the end of this subsection.
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The Galerkin method is outlined as follows. Let V be a Hilbert space of real-
valued functions on an open set Ω ⊂ Rd. We call Ω the computational domain. The
problem to be solved is a weakly formulated PDE that seeks u in V such that
∀ v ∈ V : a(u, v) = f(v) a.e. in Ω, (2.9)
plus conditions on the behavior of u on the boundary ∂Ω. In this problem, a(•, •) is a
continuous, coercive and symmetric bilinear form and f is a bounded linear operator
on V. We consider a finite-dimensional subspace Vn of V with dimVn = dn ∈ N. The
discrete solution un ∈ Vn that satisfies a(un, vn) = f(vn) a.e. in Ω for all vn ∈ Vn
is computed as follows. Given a basis {b1, . . . , bdn} of Vn, let A = (a(bi, bj))dni,j=1
be the Gramian matrix of the bilinear form a(•, •), also called stiffness matrix in
Numerical Analysis due to its application in elasticity problems, and F = (f(bi))dni=1
the so-called load vector. The solution U of the linear equation system AU = F is a
vector that contains the coefficients of un = �(b1, . . . , bdn), U�. If a(•, •) is a scalar
product (which is the case for simple problems, e.g., for all problems considered in
Chapter 6), then the discrete solution un is the best approximation of u in Vn with
respect to the norm �•�a =
�
a(•, •) induced by a(•, •).
The (classical, conforming) FEM is a Galerkin method in which the finite-dimen-
sional space Vn from above is constructed as follows. The computational domain Ω is
partitioned into a finite set (mesh) Q of cells, which are usually triangles or quadri-
laterals; in higher dimension, simplices or (hyper-)cuboids. A finite-dimensional
function space Vˇ is chosen, most common choices are, in case of triangles/simplices,
spaces of polynomials up to a fixed total degree k (the resulting FEM is known as
Pk-FEM), or, in case of quadrilaterals/cuboids, up to a fixed partial degree (this
results in Qk-FEM). The space Vn is the globally continuous piecewise Vˇ-space,
Vn � {v ∈ V | v ∈ C(Ω) ∧ ∀ Q ∈ Q : v|Q ∈ Vˇ(Q)}. (2.10)
Given a domain Ω designed in a CAD application, we denote the corresponding
geometry map by M , and its preimage by Ωparam. We call Ωparam the parametric
domain and Ω the physical domain. The FEM requires a mesh that partitions Ω.
However, the CAD representation only provides a mesh Qparam, which partitions
the parametric domain Ωparam and was used to construct the spline basis. Its image
M(Qparam) consists of deformed cells, which, by enforcing continuity of Vn, leads to
Vn = {0} ifM cannot be described as a map with piecewise Vˇ-functions. This is the
case in general, and in particular if NURBS have been used. A common workaround
is the generation of a new mesh for the FEM. The domain ΩFEM partitioned by this
mesh has a polygonal boundary and hence is only an approximation of Ω. This
approximation error is a delicate problem since in particular elasticity problems
are in general not well-posed with respect to the domain, which means that small
perturbations in the geometry data may have unbounded effects on the exact and
the approximate solution of the PDE, for example at the re-entrant corner in an
L-shaped construction piece under tension. An additional drawback of the above
workaround is that mesh generation may be expensive for complex geometries.
An alternative approach has been entitled Isogeometric Analysis and is a Galerkin
method that makes use of the geometry representation. Let S be the set of (possibly
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rational) spline functions that were used to construct the geometry map M . The
discrete space Vn is defined as the pullback space of the spline space spanS,
Vn � span{b ◦M−1 | b ∈ S}. (2.11)
Provided that M−1 exists and is continuous, which crucially depends on the con-
trol points, the functionsM−1◦b inherit linear independence, positivity, the partition
of unity property, and (in case of multiple inner knots, locally reduced) smoothness
from S.
2.5 A mesh-adaptive Galerkin method
The physics problems discussed above often require resolving local features of the
solution (e.g., a singularity of the strain) while keeping the number of degrees of
freedom (i.e., the dimension of the discrete space) as small as possible. This means
for a mesh-based Galerkin method that the mesh needs to be locally fine in the
environment of a certain point or lower-dimensional subdomain, while remaining
coarse away from these features. This is addressed by the Adaptive Finite Element
Method, which is an iterative procedure that consist of the steps
solve→ estimate→ mark→ refine
and they are described as follows.
solve: Given a finite-dimensional function space Vn, compute a Galerkin approxi-
mation of the solution of the PDE as described above.
estimate: Compute local estimates for the error, i.e., the difference of approximate
and exact solution.
mark: Based on these local estimates, select mesh elements M ⊆ Q for refinement.
refine: Refine the mesh Q and construct the new discrete function space Vn+1.
This is the focus of the thesis, and different strategies will be investigated in
the subsequent chapters.
Given a fixed refinement routine with linear complexity (which will be specified
later, see e.g. Theorem 3.1.12), we denote by V the class of function spaces that can
be generated by this refinement routine. For certain problems, it has been proven
that if the Adaptive FEM is applied with Dörfler marking, which is explained below,
and an appropriate error estimator, the sequence of discrete solutions u1 ∈ V1 ∈ V,
u2 ∈ V2 ∈ V, . . . has the best convergence rate (with respect to degrees of freedom)
that is possible in the class V of discrete function spaces [7, 8, 9, 10].
The error estimator
For a given mesh Q and corresponding discrete solution un, the error estimator
is a functional ηQ : Q → R•≥0 that yields an estimate for the elementwise error
�un|Q − u|Q�a on each element Q ∈ Q. To satisfy the above-mentioned theory on
optimal convergence rates, ηQ has to satisfy a set of axioms proposed in [10], which
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include stability on non-refined elements, reduction on refined elements, reliability
(C · ηQ bounds the error from above) and effiency (c · ηQ bounds the error from
below), where C and c are fixed constants that may depend on the domain and
the initial mesh, but not on the refinement level or the discrete solution un. The
analysis of the error u− un using the approximation un is called a posteriori error
analysis (in contrast to a priori error analysis). Fundamentals and a collection of
appropriate error estimators for a wide range of physical problems can be found in
[43].
The marking strategy
Given the estimated local errors ηQ(Q) for Q ∈ Q and a marking parameter θ ∈ [0, 1],
which is chosen manually, the following strategies are commonly used for the step
MARK.
• Dörfler marking: Mark M ⊂ Q with minimal cardinality #M while accumu-
lating at least a θ-amount of the total error,�
Q∈M
ηQ(Q) ≥ θ ·
�
Q∈Q
ηQ(Q). (2.12)
This strategy was introduced in [5] and has particular importance for the
analysis on optimal convergence rates.
• Quantile marking: MarkM ⊂ Q with maximal accumulated error�Q∈M ηQ(Q)
while marking at most θ times the total number of elements,
#M ≤ θ ·#Q. (2.13)
This is e.g. used in [25, 44].
• Maximum marking: Let ηmax = maxQ˜∈Q ηQ(Q˜) be the maximal estimated
element error, and mark all elements for which at least θ times that error was
estimated,
M = {Q ∈ Q | ηQ(Q) ≥ θ · ηmax} . (2.14)
This strategy was introduced in [4] and can be considered as the traditional
marking strategy.
For a modified version of Maximum marking, the discrete solutions are proven
to be instance-optimal [45]. This means that in each step, the error of the discrete
solution un ∈ Vn ∈ V is bounded by a constant times the smallest error of the dis-
crete solutions of all function spaces V˜n ∈ V with a comparable (or smaller) number
of degrees of freedom. This is an even stronger result than the rate optimality de-
scribed above, however [45] accounts only for the Poisson problem with homogeneous
Dirichlet boundary conditions, and the authors are only aware of a generalization
for the nonconforming Crouzeix-Raviart AFEM and the Stokes equation [46].
It should be noted that all above-mentioned literature assumes that the problem
data, i.e., the right-hand side f and coefficients of a(•, •), are resolved by the mesh
and sufficiently well-approximated by the discrete space. This is not the case in
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general applications. In order to resolve the problem data, [6] proposes an additional
marking step. In [47, 48, 49], this strategy is called separate marking and is equipped
with a data approximation step instead of mesh refinement. If resolving the data
requires a very fine mesh all over the domain, there is no use in adaptive schemes for
the data approximation. The Problem is then called a multiscale problem, due to the
interest in the macroscopic behavior of the solution given microscopicly-structured
data. This kind of problem is addressed by numerical homogenization techniques,
which are e.g. addressed in [50, 51].
2.6 Geometry update
The refinement of the parametric mesh updates the spline basis which also describes
the geometry. Consequently, this requires an update of the geometry description,
i.e., of the control points. Given a knot vector (x0, . . . , xm+p) and a new knot vector
(x˜0, . . . , x˜n+p) which is a strict superset of (x0, . . . , xm+p), i.e., n > m, the new
control points c˜1, . . . , c˜n are constructed by linear combinations of the old control
points c1, . . . , cm. Algorithms for the computation of these linear combinations are
known as knot insertion routines. We cite below an algorithm from [12, p. 37].
Algorithm 2.6.1 (Knot insertion).
Input: (x0, . . . , xm+p), (x˜0, . . . , x˜n+p), c1, . . . , cm
for all i = 1, . . . , n+ p, j = 1, . . . ,m+ p do
T
(0)
ij =
�
1 if x˜i ∈ [xj , xj+1)
0 otherwise.
end for
for all q = 1, . . . , p do
for all i = 1, . . . , n+ p− q, j = 1, . . . ,m+ p− q do
T
(q)
ij =
x˜i+q − xj−1
xj+q−1 − xj−1 T
(q−1)
ij +
xj+q − x˜i+q
xj+q − xj T
(q−1)
i(j+1).
end for
end for
c˜1
...
c˜n
 =

T
(p)
1,1 · · · T (p)1,m
...
. . .
...
T
(p)
n,1 · · · T (p)n,m
 ·

c1
...
cm
 .
return c˜1, . . . , c˜n
We illustrate the algorithm in the following example. Consider the quadratic knot
vector from Figure 2.3 (bottom left), (x0, . . . , x9) = (0, 0, 0, 0.6, 0.95, 0.95, 1.5, 2, 2, 2).
We insert three knots at the positions 1.2, 1.7, 1.7 using the above algorithm, which
yields the new knot vector (x0, . . . , x12) = (0, 0, 0, 0.6, 0.95, 0.95, 1.2, 1.5, 1.7, 1.7, 2, 2, 2)
and the transformation matrix
T (2) =

1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 611 0 0 0 0 0
0 0 0 0 511
16
21
2
7
6
35 0 0
0 0 0 0 0 521
5
7
117
175
3
5 0
0 0 0 0 0 0 0 425
2
5 1

�
. (2.15)
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The first four rows (columns in the transposed version above) and the last one are
unit vectors, which means that the corresponding control points c1, . . . , c4 and c7
remain unchanged. The control points c5 and c6 are replaced by five new control
points which are linear combinations of the old control points c4, . . . , c7. The up-
dated control points, which represent exactly the same curve as before, are shown
in Figure 2.7.
x0=x1=x2 x3 x4=x5 x6 x7
x8=x9
x10=x11=x12
0
0.5
1
-1 0 1 2
-1
-0.5
0
0.5
1
1.5
c1
c2
c3
c4
c5
c6
c7
c8
c9
c10
Figure 2.7: Example for the knot insertion routine. We refined the knot vector for
quadratic quadratic B-splines from Figure 2.3, and updated the control
points for the corresponding curve in Figure 2.4.
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Throughout the rest of this thesis, we investigate several strategies for the adaption
of B-splines to non-uniform meshes and their local refinement. The spline basis
corresponding to a given parametric mesh Q will be denoted in the style B(Q),
and the mesh refinement routine by Q˜ � refine(Q,M), with M ⊆ Q being a set
of elements to be refined, and Q˜ the new refined mesh. This chapter introduces
the basis Bhb and the refine hb method as one realization of the refine module.
The subsequent chapters introduce the alternative realizations (Bthb,refine thb)
in Chapter 4 and (Bts,refine ts) in Chapter 5.
3.1 Local dyadic refinement in 2D
For the sake of legibility, we assume the initial parametric meshQparam (where initial
means ‘before refinement’) to be constructed from knot intervals of length 1. Non-
uniform knot configurations can be met by a piecewise affine, globally continuous
and rotation-free map from the refined mesh.
The local refinement for hierarchical splines chooses B-splines from several uniform
meshes of different mesh widths and combines them to a basis of a non-uniform
spline space. We introduce the notation for uniform meshes below, and we will
subsequently explain the local refinement strategy. In Chapter 2, the term ‘B-
spline’ was defined as a basis function of a spline space. However, this term is used
ambigously in the literature, and often also used for any spline function generated
by the B-splines. We will therefore use the term ‘B-spline basis’ to emphasize when
the spline basis is meant.
3.1.1 Uniform meshes
We assume the initial mesh Q0 = Qu[0] to be a tensor product mesh, and its elements
are closed squares with side length 1 (see Figure 3.1),
Qu[0] �
�
[n1 − 1, n1]× [n2 − 1, n2] | n1 ∈ {1, . . . , N1}, n2 ∈ {1, . . . , N2}
�
. (3.1)
The corresponding spline basis B0 is spanned by the corresponding tensor-product
B-splines. For each level k ∈ N0, we define the tensor-product mesh
Qu[k] �
�
[x− 2−k, x]× [y − 2−k, y] | 2kx ∈ {1, . . . , 2kN1}, 2ky ∈ {1, . . . , 2kN2}
�
(3.2)
and Bk the corresponding set of bivariate B-spline basis functions.
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Qu[0] Qu[1] Qu[2] Qu[3]
Figure 3.1 [41]: Example for the uniform meshes Qu[0], . . . ,Qu[3] for N1 = 3 and
N2 = 2.
Definition 3.1.1. We define the uniform refinement routine by
refine uniform(Qu[k],M) � (Qu[k+1],Bk+1) for any k ∈ N0 and M ⊆ Q. (3.3)
Note that the set of marked elements M enters only for formal reasons and has no
effect on the refinement. We denote the class of uniform meshes by
Muniform � {Qu[n] | n ∈ N0}. (3.4)
Definition 3.1.2 (Level). Given k ∈ N and Q ∈ Qu[k], we denote the level of Q by
�(Q) � k.
3.1.2 Local refinement
For the use of Hierarchical B-splines (HB-splines), the underlying rectangular mesh
Q may consist of finitely many elements from meshes in Muniform, such that any two
elements of Q have disjoint interior, and the union of all elements of Q is the same
domain [0, N1]× [0, N2] that is covered by uniform meshes. In particular, Q is meant
to contain elements of different levels:
Mhb �
�
Q ⊂ �Q�∈MuniformQ� | #Q <∞, �Q∈QQ = [0, N1]× [0, N2],
∀Q , Q � ∈ Q : int(Q) ∩ int(Q �) = ∅
�
. (3.5)
Definition 3.1.3 (Subdivision). For any Q ∈ Q ∈ Mhb, we define
subdivide(Q) �
�
Q � ∈ Qu[�(Q)+1] | Q � ⊂ Q
�
(3.6)
and for M ⊂ Q ∈ Mhb, we denote the corresponding partial subdivision by
subdivide(Q,M) � Q \M ∪
�
Q∈M
subdivide(Q). (3.7)
Definition 3.1.4 (Level-k domain). Given some mesh Q ∈ Mhb, and k ∈ N0, we
denote by ΩQ,k the domain that is covered by “level-k or finer” elements, ΩQ,k ���
Q ∈ Q | �(Q) ≥ k
�
. See Figure 3.2 for an example.
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Q
ΩQ,0 ΩQ,1 ΩQ,2 ΩQ,3
Figure 3.2 [41]: Example for level-k domains, for k = 0, . . . , 3. The domains
ΩQ,0, . . . ,ΩQ,3 are shaded in red.
Figure 3.3 [52]: Level-1 (left) and Level-2 quadratic B-splines (right) for a one-
dimensional mesh, and the hierarchical basis composed of B-splines
of both levels (below).
Definition 3.1.5. The hierarchical B-spline (HB-spline) basis Bhb with respect to
the mesh Q is defined as the set of all those B-splines whose support is entirely in
the corresponding level-�-domain, but not in a finer one,
Bhb(Q) �
�
k∈N0
{B ∈ Bk | suppB ⊆ ΩQ,k ∧ suppB � ΩQ,k+1} . (3.8)
The refinement for HB-splines defined below is conceptionally similar to the re-
finement procedure described in [53] and [37]. It only differs in the construction
of the neighbourhood Nhb, where a different level is chosen for the B-splines whose
supports are used in the construction. An example is given in Figure 3.5.
Definition 3.1.6 (Refinement for HB-Splines). We define for each Q ∈ Q the n-th
ancestor as the unique element of
�
Muniform which has the level �(Q) − n and is a
25
3 Hierarchical B-splines
0 0.25 0.5 0.75 1
0
0.5
1
0 0.25 0.5 0.75 1
0
0.5
1
0 0.25 0.5 0.75 1
0
0.5
1
Figure 3.4 [52]: Level-1 (left) and Level-2 quadratic B-splines (right) for a two-
dimensional mesh, visualised by dots at the Greville points (control
points that induce the identity map, see e.g. [13]), and the hierar-
chical basis composed of B-splines of both levels (below).
superset of Q ,
ancn(Q) � Q � ∈ Qu[�(Q)−n] such that Q ⊂ Q � (3.9)
If �(Q) < n, we set ancn(Q) = Q . We further define the support extension
S(Q) �
�
B∈B�(Q)
Q⊂suppB
suppB, (3.10)
and the coarse neighbourhood consisting of elements with level �(Q)−m+ 1
Nhb(Q, Q) �
�
Q � ∈ Q | �(Q �) = �(Q)−m+ 1 and Q � ⊂ S(ancm−1(Q))
�
,
(3.11)
with generalized notations Nhb(Q,M) �
�
Q∈MNhb(Q, Q) and
N khb(Q,M) � Nhb(Q, . . .Nhb(Q,���������������������� ����������������������
k times
M) . . . ). (3.12)
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We define the closure
closure hb(Q,M) �
max �(M)�
k=0
N khb(Q,M), (3.13)
and the extended refinement procedure
refine hb(Q,M) � subdivide
�
Q,closure hb(Q,M)
�
. (3.14)
→ →
Figure 3.5: Example for the HB-spline refinement with m = 3. First, an element
Q ∈ Q is marked (highlighted in blue), hence M = {Q}. Second,
closure hb(Q,M) is computed (highlighted in blue). Third, all ele-
ments in closure hb(Q,M) are subdivided.
3.1.3 Admissible meshes
We introduce below a class of quasi-uniform meshes, which we call admissible meshes.
Considering the B-spline basis, an admissible mesh guarantees for an upper bound
on the number of basis functions that take non-zero values on an arbitrary mesh
element. This is crucial for the solve step, as it guarantees the stiffness matrix A
to have a bounded number of nonzero entries in each row and column. A matrix
with that property is called sparse, and sparse linear equation systems can be solved
with linear complexity. This restriction is therefore a fundamental ingredient for the
theoretical analysis of adaptive isogeometric methods, see [53].
Definition 3.1.7. A mesh Q ∈ Mhb is called admissible if
∀ Q ∈ Q : S(ancm(Q)) ⊆ ΩQ,�(Q)−m+1. (3.15)
The above definition implies that any B-spline B ∈ Bk∩Bhb(Q) with Q ⊂ suppB is
by construction (see Definition 3.1.5) of a level k bounded by �(Q)−m+1 ≤ k ≤ �(Q).
Hence all functions from Bhb(Q) that have support on Q are associated to at most m
different levels �(Q), . . . , �(Q)−m+1. Note that the above-defined term “admissible”
depends on m and the polynomial degree p of the B-splines. Since the case m = 1
refers to uniform meshes, we will from now on focus on the case m ≥ 2.
Proposition 3.1.8. The above-defined refinement routine refine hb fulfil ls the
following properties.
(i) All meshes generated from Q0 = Qu[0] and (successive) application of refine hb
are admissible.
(ii) Any mesh Q ∈ Mhb which is admissible can be generated by Q0 and (successive)
application of refine hb.
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3.1.4 Overlay
The overlay Q∗ of two meshes Q1,Q2 is the mesh obtained as the coarsest common
refinement of Q1 and Q2, usually denoted by
Q∗ = Q1 ⊗Q2 (3.16)
and consist of elements from Q1 and Q2. Let {Ω1,k}k=0,...,L1 and {Ω2,k}k=0,...,L2
with Ω1,0 = Ω2,0 be the nested sequences of domains that define the hierarchical
meshes Q1 and Q2, respectively. The domain hierarchy {Ω∗,k}k=0,...,L∗ , with L∗ =
max(L1, L2), associated to Q∗ satisfies
Ω∗,k = Ω1,k ∪ Ω2,k (3.17)
for k = 1, . . . , L∗, where Ωi,k = ∅ if k ≥ Li, for i=1,2. Using that Q1 and Q2 are
admissible, we have for any element Q ∈ Q∗ ⊂ Q1 ∪Q2 that
S(ancm(Q)) ⊆ Ω1,k ∪ Ω2,k = Ω∗,k. (3.18)
Hence, the overlay Q∗ of two admissible meshes is an admissible mesh and can be
generated by refine hb.
Lemma 3.1.9. The number of elements of the overlay Q∗ = Q1 ⊗ Q2 is bounded
by
#Q∗ = #(Q1 ⊗Q2) ≤ #Q1 +#Q2 −#Q0. (3.19)
Proof. We proceed as in [38]. The overlay is a subset of the union of the two involved
meshes, i.e.,
Q1 ⊗Q2 = Min⊆(Q1 ∪Q2) ⊆ Q1 ∪Q2 . (3.20)
Define the shorthand notation Q(Q) � {Q � ∈ Q | Q � ⊆ Q}. To prove the lemma, it
suffices to show
∀ Q ∈ Q0, #(Q1 ⊗Q2)(Q) + 1 ≤ #Q1(Q) + #Q2(Q) . (3.21)
Case 1. Q1(Q) ⊆ (Q1 ⊗Q2)(Q). This implies equality and hence
#(Q1 ⊗Q2)(Q) + 1 = #Q1(Q) + 1 ≤ #Q1(Q) + #Q2(Q) . (3.22)
Case 2. There exists Q � ∈ Q1(Q) \ (Q1 ⊗ Q2)(Q). Then (Q1 ⊗ Q2)(Q) = (Q1 ⊗
Q2)(Q) \ {Q �} and hence
[b]#(Q1 ⊗Q2)(Q) = #
�
(Q1 ⊗Q2)(Q) \ {Q �}
� (3.20)
≤ #
�
(Q1 ∪Q2)(Q) \ {Q �}
�
≤ #(Q1 \ {Q}) + #Q2(Q) = #Q1(Q)− 1 + #Q2(Q).
(3.23)
�
Analogously to the adaptive finite element setting, the above inequality may be
used for discussing the rate optimality of the resulting adaptive isogeometric method
see e.g. [10, Equation 2.10].
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3.1.5 Linear Complexity
This section is devoted to a complexity estimate in the style of a famous estimate
for the Newest Vertex Bisection on triangular meshes given by Binev, Dahmen and
DeVore [7] and, in an alternative version, by Stevenson [8]. Linear Complexity of
the refinement procedure is an inevitable criterion for optimal convergence rates in
the Adaptive Finite Element Method (see e.g. [7, 8, 10] and [53, Conclusions]). The
estimate and its proof follow our own work [37].
Auxilliary results
Lemma 3.1.10. For every pair of mesh elements (Q, Q�), let dist(Q, Q�) be the Eu-
clidean distance of their midpoints. Given a Q ∈ Q, all Q� ∈ Nhb(Q, Q) satisfy
dist(Q, Q�) ≤ 2−�(Q�) C3.1.10 with C3.1.10 �
√
2
�
p+ 12
�
. (3.24)
Proof. The definition of Nhb(Q, Q) yields that �(Q �) = �(Q)−m+1 = �(ancm−1(Q))
and Q � ⊂ S(ancm−1(Q)). The support extension S(ancm−1(Q)) is defined via B-
splines on the level �(ancm−1(Q)) = �(Q �). Hence, there is a B-spline B ∈ B�(Q �)
such that Q � ⊂ suppB ⊃ ancm−1(Q) ⊃ Q . Consequently, the distance between the
midpoints of Q � and Q is bounded by
[b] dist(Q , Q �) ≤ diam(suppB)− 12 diam(Q �)
= 21/2−�(Q
�)(p+ 1)− 12 21/2−�(Q
�) = 21/2−�(Q
�)�p+ 12�, (3.25)
which concludes the proof. �
Lemma 3.1.11. Let Q be an admissible mesh, M ⊂ Q the set of elements marked
for refinement, and Qˆ = refine hb(Q,M). For any newly created Q ∈ Qˆ \Q, there
exists a marked element Q� ∈M such that
dist(Q, Q�) ≤ 2−�(Q)C3.1.11 and �(Q) ≤ �(Q�) + 1, (3.26)
where C3.1.11 � 21−21−mC3.1.10 + 2
−1/2.
Proof. The existence of Q ∈ Qˆ \ Q means that closure hb(Q,M) contains a se-
quence of elements Q � = QJ , QJ−1, . . . , Q0 such that Q j−1 ∈ Nhb(Q, Q j), with Q � ∈M
and Q being a child of Q 0, namely �(Q) = �(Q0) + 1. Since �(Q j−1) = �(Q j)−m+ 1,
it follows
�(Q j) = �(Q0) + j (m− 1). (3.27)
We have
dist(Q , Q �) ≤ dist(Q , Q0) + dist(Q0, Q �) (3.28)
and
dist(Q , Q0) = 12 diam(Q) = 2
−�(Q)−1/2, dist(Q0, Q �) ≤
J−1�
j=0
dist(Q j+1, Q j). (3.29)
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According to Lemma 3.1.10, we obtain
[b]
J−1�
j=0
dist(Q j+1, Q j) ≤
J−1�
j=0
2−�(Qj)C3.1.10
(3.27)=
J−1�
j=0
2−�(Q0)−j(m−1)C3.1.10
< 2−�(Q0)C3.1.10
∞�
j=0
2(1−m)·j = 2
−�(Q0)C3.1.10
1− 21−m =
2−�(Q)+1C3.1.10
1− 21−m .
(3.30)
The combination with (3.28) and (3.29) proves the distance estimate. The applica-
tion of (3.27) to the case j = J ≥ 0, together with �(Q) = �(Q 0) + 1 from above,
yields
�(Q) = �(Q �)− J (m− 1) + 1 ≤ �(Q �) + 1, (3.31)
which concludes the proof. �
Main result
The main result of this paper states the existence of a generic constant C3.1.12 =
C3.1.12(p,m) <∞ that bounds the ratio between the number of new elements in the
final mesh QJ and the number of all marked elements encountered in the sequence
of successive refinements from Q0 to QJ .
Theorem 3.1.12 (Complexity of refine hb). Let M � �J−1
j=0 Mj be the set of
marked elements used to generate the sequence of admissible meshes Q0,Q1, . . . ,QJ
starting from Q0, namely
Qj = refine hb(Qj−1,Mj−1), Mj−1 ⊆ Qj−1 for j ∈ {1, . . . , J} . (3.32)
Then, there exists a positive constant C3.1.12 such that
#QJ −#Q0 ≤ C3.1.12#M. (3.33)
Proof. Recall that
�
Muniform represents the set of the initial mesh elements and all
elements that can be generated from their successive dyadic subdivision. For any
Q ∈ �Muniform and Q � ∈M, let
λ(Q , Q �) �
�
2�(Q)−�(Q �) if �(Q) ≤ �(Q �) + 1 and dist(Q , Q �) < 21−�(Q) C3.1.11,
0 otherwise.
(3.34)
The proof consists of two main steps devoted to identify
(i) a lower bound for the sum of the λ function as Q � varies in M so that each
Q ∈ QJ \ Q0 satisfies �
Q �∈M
λ(Q , Q �) ≥ 1 ; (3.35)
(ii) an upper bound for the sum of the λ function as the refined element Q varies
in QJ \ Q0 so that, for any j = 0, . . . , J − 1, each Q � ∈Mj satisfies�
Q∈QJ\Q0
λ(Q , Q �) ≤ C3.1.12 . (3.36)
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If inequalities (3.35) and (3.36) hold for a certain constant C3.1.12, we have
[b]#QJ −#Q0 ≤ #(QJ \ Q0) =
�
Q∈QJ\Q0
1
≤
�
Q∈QJ\Q0
�
Q �∈M
λ(Q , Q �) ≤
�
Q �∈M
C3.1.12 = C3.1.12#M, (3.37)
and the proof of the theorem is complete. We detail below the proofs of (i) and (ii).
(i) Let Q ∈ QJ \ Q0 be an element generated in the refinement process from Q0
to QJ , and let j1 < J be the unique index such that Q ∈ Qj1+1 \Qj1 . Lemma 3.1.11
states the existence of Q 1 ∈Mj1 with
dist(Q , Q1) ≤ 2−�(Q) C3.1.11 and �(Q) ≤ �(Q1) + 1 , (3.38)
and, consequently λ(Q , Q 1) = 2�(Q)−�(Q1) > 0. The repeated use of Lemma 3.1.11
yields a sequence {Q2, Q3, . . . } with Q i−1 ∈ Qji+1 \ Qji , for j1 > j2 > j3 > . . . , and
Q i ∈Mji such that
dist(Q i−1, Q i) ≤ 2−�(Qi−1) C3.1.11 and �(Q i−1) ≤ �(Q i) + 1. (3.39)
We iteratively apply Lemma 3.1.11 as long as
λ(Q , Q i) > 0 and �(Q i) > 0 , (3.40)
until we reach the first index L with λ(Q , QL) = 0 or �(QL) = 0. By considering the
three possible cases below, inequality (3.35) may be derived as follows.
• If �(QL) = 0 and λ(Q , QL) > 0, then�
Q �∈M
λ(Q , Q �) ≥ λ(Q , QL) = 2�(Q)−�(QL) > 1 , (3.41)
since �(Q) > �(QL) = 0.
• If λ(Q , QL) = 0 because �(Q) > �(QL)+1, then (3.39) yields �(QL−1) ≤ �(QL)+
1 < �(Q) and hence�
Q �∈M
λ(Q , Q �) ≥ λ(Q , QL−1) = 2�(Q)−�(QL−1) > 1. (3.42)
• If λ(Q , QL) = 0 because dist(Q , QL) ≥ 21−�(Q) C3.1.11, then a triangle inequality
combined with Lemma 3.1.11 leads to
[b]21−�(Q) C3.1.11 ≤ dist(Q , Q1) +
L−1�
i=1
dist(Q i, Q i+1)
≤ 2−�(Q) C3.1.11 +
L−1�
i=1
2−�(Qi) C3.1.11 . (3.43)
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Consequently, 2−�(Q) ≤�L−1
i=1 2
−�(Qi), and we obtain
1 ≤
L−1�
i=1
2�(Q)−�(Qi) =
L−1�
i=1
λ(Q , Q i) ≤
�
Q �∈M
λ(Q , Q �). (3.44)
(ii) Inequality (3.36) can be derived as follows. For any 0 ≤ j ≤ J−1, we consider
the set of elements of level j whose distance from Q � is less than 21−jC3.1.11, defined
as
A(Q �, j) �
�
Q ∈ Qu[j] | dist(Q , Q �) < 21−jC3.1.11}. (3.45)
According to the definition of λ, the set A(Q �, j) contains all elements at level j that
satisfy λ(Q , Q �) > 0. We have
[b]
�
Q∈QJ\Q0
λ(Q , Q �) ≤
�
Q∈
�
Muniform\Q0
λ(Q , Q �) =
�(Q �)+1�
j=1
2j−�(Q
�)#A(Q �, j). (3.46)
Since the diameter of an element Q of level j is 21/2−j , the diameter of the domain
composed by the union of all elements in A(Q �, j) is bounded by
diam(A(Q �, j)) ≤ 2 · 21−jC3.1.11 + 21/2−j , (3.47)
and hence the volume of that domain is bounded from above by
|
�
A(Q �, j)| ≤ π4
�
22−jC3.1.11 + 21/2−j
�2
. (3.48)
Since the volume of each element in A(Q �, j) is 2−2j , the number of elements in
A(Q �, j) can be bounded by
#A(Q �, j) ≤ 22j |
�
A(Q �, j)|
≤ 22j π4
�
24−2jC23.1.11 + 21−2j
�
= π
�
4C23.1.11 + 12
�
. (3.49)
Finally, the index substitution k � 1− j + �(Q �) reduces (3.46) to
�
Q∈QJ\Q0
λ(Q , Q �) ≤
�(Q �)+1�
j=1
2j−�(Q
�)#A(Q �, j) =
�(Q �)
k=0
21−k#A(Q �, j)
< 2
∞�
k=0
2−k#A(Q �, j) = 4#A(Q �, j) ≤ C3.1.12 , (3.50)
with C3.1.12 = 4π
�
4C23.1.11 + 12
�
. �
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3.2 Local q-adic refinement in nD
Definition 3.2.1. Given q,N1, N2, . . . , Nd ∈ N, we generalize the preceeding section
as follows. We still assume the initial mesh Q0 to be a tensor product mesh, and
its elements are closed hypercubes with side length 1 (regard Figure 3.1 as a 2D
example with q = 2),
Q0 �
�
[n1 − 1, n1]× · · · × [nd − 1, nd] | n1 ∈ {1, . . . , N1}, . . . , nd ∈ {1, . . . , Nd}
�
.
(3.51)
The corresponding spline basis B0 is spanned by the corresponding tensor-product
B-splines. For each level k ∈ N0, we define the tensor-product mesh
Qk �
�
[x1 − q−k, x1]× · · · × [xd − q−k, xd] |
qkx1 ∈ {1, . . . , qkN1}, . . . , qkxd ∈ {1, . . . , qkNd}
�
(3.52)
and the corresponding spline space Bk of tensor-product B-spline basis functions
of degree p = (p1, . . . , pd), i.e., the polynomial degree of the univariate B-splines
that are used for constructing the multivariate B-splines may differ between the
dimensions.
The uniform refinement, the class Muniform, and element levels are defined exactly
as in Definitions 3.1.1 and 3.1.2. For the use of HB-splines with these generalized
meshes, the underlying rectangular mesh Q may, as before, consist of finitely many
elements from meshes in Muniform, such that any two elements of Q have disjoint
interior, and the union of all elements of Q is the same domain [0, N1]×· · ·× [0, Nd]
that is covered by uniform meshes.
Mhb �
�
Q ⊂ �Q�∈MuniformQ� | #Q <∞, �Q = [0, N1]× · · · × [0, Nd],
∀Q , Q � ∈ Q : int(Q) ∩ int(Q �) = ∅
�
. (3.53)
The Definitions 3.1.3 to 3.1.7 apply analogously to this setting, in particular the
definition of the refinement routine, the class of admissible meshes, and the overlay,
including the stated results.
We rewrite below Subsection 3.1.5, accounting for the above generalizations.
Definition 3.2.2. We define the distance between two mesh elements as the com-
ponentwise distance of their midpoints,
Dist(Q , Q �) = abs
�
mid(Q)−mid(Q �)
�
∈ Rd. (3.54)
Lemma 3.2.3. For every pair of mesh elements (Q, Q�), let Dist(Q, Q�) be the Eu-
clidean distance of their midpoints. Given a Q ∈ Q, all Q� ∈ Nhb(Q, Q) satisfy
Dist(Q, Q�) ≤ q−�(Q�) C3.2.3 (3.55)
with C3.2.3 � p + 12 ∈ Rd, and “p + 12” indicating an increment of p by 12 in each
component.
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Proof. The definition of Nhb(Q, Q) yields that �(Q �) = �(Q)−m+1 = �(ancm−1(Q))
and Q � ⊂ S(ancm−1(Q)). The support extension S(ancm−1(Q)) is defined via B-
splines on the level �(ancm−1(Q)) = �(Q �). Hence, there is a B-spline B ∈ B�(Q �) such
that Q � ⊂ and Q ⊂ ancm−1(Q) ⊂ suppB. Using the notation 1 � (1, . . . , 1) ∈ Rd
and
size
�
[a1, b1]× · · · × [ad, bd]
�
�
�
b1 − a1, . . . , bd − ad
�
∈ Rd, (3.56)
the distance between the midpoints of Q � and Q is bounded by
Dist(Q , Q �) ≤ size(suppB)− 12 size(Q �)
= q−�(Q
�)(p+ 1)− 12 q−�(Q
�)1 = q−�(Q
�)�p+ 121�, (3.57)
which concludes the proof. �
Lemma 3.2.4. Let Q be an admissible mesh, M ⊂ Q the set of elements marked
for refinement, and Qˆ = refine hb(Q,M). For any newly created Q ∈ Qˆ \Q, there
exists a marked element Q� ∈M such that
Dist(Q, Q�) ≤ q−�(Q)C3.2.4 and �(Q) ≤ �(Q�) + 1, (3.58)
where C3.2.4 � q1−q1−mC3.2.3 +
q
21.
Proof. The existence of Q ∈ Qˆ \ Q means that closure hb(Q,M) contains a se-
quence of elements Q � = QJ , QJ−1, . . . , Q0 such that Q j−1 ∈ Nhb(Q, Q j), with Q � ∈M
and Q being a child of Q 0, namely �(Q) = �(Q0) + 1. Since �(Q j−1) = �(Q j)−m+ 1,
it follows
�(Q j) = �(Q0) + j (m− 1). (3.59)
We have
Dist(Q , Q �) ≤ Dist(Q , Q0) + Dist(Q0, Q �) (3.60)
and
Dist(Q , Q0) ≤ 12 size(Q0) = 12 q−�(Q0)1, (3.61)
Dist(Q0, Q �) ≤
J−1�
j=0
Dist(Q j+1, Q j). (3.62)
According to Lemma 3.2.3, we obtain
J−1�
j=0
Dist(Q j+1, Q j) ≤
J−1�
j=0
q−�(Qj)C3.2.3
(3.59)=
J−1�
j=0
q−�(Q0)−j(m−1)C3.2.3
< q−�(Q0)C3.2.3
∞�
j=0
q(1−m)·j = q
−�(Q0)C3.2.3
1− q1−m =
q−�(Q)+1C3.2.3
1− q1−m .
(3.63)
The combination with (3.60), (3.61) and (3.62) proves the distance estimate. The
application of (3.59) to the case j = J ≥ 0, together with �(Q) = �(Q 0) + 1 from
above, yields
�(Q) = �(Q �)− J (m− 1) + 1 ≤ �(Q �) + 1, (3.64)
which concludes the proof. �
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Theorem 3.2.5 (Complexity of refine hb). Let M � �J−1
j=0 Mj be the set of
marked elements used to generate the sequence of admissible meshes Q0,Q1, . . . ,QJ
starting from Q0, namely
Qj = refine hb(Qj−1,Mj−1), Mj−1 ⊆ Qj−1 for j ∈ {1, . . . , J} . (3.65)
Then, there exists a positive constant C3.2.5 such that
#QJ −#Q0 ≤ C3.2.5#M. (3.66)
Proof. We redefine the function
λ(Q , Q �) �
�
q�(Q)−�(Q
�) if �(Q) ≤ �(Q �) + 1 and Dist(Q , Q �) < 2 q−�(Q) C3.2.4,
0 otherwise
(3.67)
and rewrite the proof parts (i) and (ii) from Theorem 3.2.5.
(i) Let Q ∈ QJ \ Q0 be an element generated in the refinement process from Q0
to QJ , and let j1 < J be the unique index such that Q ∈ Qj1+1 \Qj1 . Lemma 3.2.4
states the existence of Q 1 ∈Mj1 with
Dist(Q , Q1) ≤ q−�(Q) C3.2.4 and �(Q) ≤ �(Q1) + 1 , (3.68)
and, consequently λ(Q , Q 1) = q�(Q)−�(Q1) > 0. The repeated use of Lemma 3.2.4
yields a sequence {Q2, Q3, . . . } with Q i−1 ∈ Qji+1 \ Qji , for j1 > j2 > j3 > . . . , and
Q i ∈Mji such that
Dist(Q i−1, Q i) ≤ q−�(Qi−1) C3.2.4 and �(Q i−1) ≤ �(Q i) + 1. (3.69)
We iteratively apply Lemma 3.2.4 as long as
λ(Q , Q i) > 0 and �(Q i) > 0 , (3.70)
until we reach the first index L with λ(Q , QL) = 0 or �(QL) = 0. This yields the
following three cases.
• If �(QL) = 0 and λ(Q , QL) > 0, then�
Q �∈M
λ(Q , Q �) ≥ λ(Q , QL) = q�(Q)−�(QL) > 1 , (3.71)
since �(Q) > �(QL) = 0.
• If λ(Q , QL) = 0 because �(Q) > �(QL)+1, then (3.69) yields �(QL−1) ≤ �(QL)+
1 < �(Q) and hence�
Q �∈M
λ(Q , Q �) ≥ λ(Q , QL−1) = q�(Q)−�(QL−1) > 1. (3.72)
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• If λ(Q , QL) = 0 because Dist(Q , QL) ≮ 2 q−�(Q) C3.2.4, then there exists an index
k ∈ {1, . . . , d} with Distk(Q , QL) ≥ 2 q−�(Q) (C3.2.4)k (the subscript k indicates
the k-th component), and a triangle inequality combined with Lemma 3.2.4
leads to
2 q−�(Q) (C3.2.4)k ≤ Distk(Q , Q1) +
L−1�
i=1
Distk(Q i, Q i+1)
≤ q−�(Q) (C3.2.4)k +
L−1�
i=1
q−�(Qi) (C3.2.4)k . (3.73)
Consequently, q−�(Q) ≤�L−1
i=1 q
−�(Qi), and we obtain
1 ≤
L−1�
i=1
q�(Q)−�(Qi) =
L−1�
i=1
λ(Q , Q i) ≤
�
Q �∈M
λ(Q , Q �). (3.74)
(ii) For any 0 ≤ j ≤ J−1, we consider the set of elements of level j whose distance
from Q � is less than q1−jC3.2.4, defined as
A(Q �, j) �
�
Q ∈ Qj | Dist(Q , Q �) < q1−jC3.2.4}. (3.75)
According to the definition of λ, the set A(Q �, j) contains all elements at level j that
satisfy λ(Q , Q �) > 0. We have
�
Q∈QJ\Q0
λ(Q , Q �) ≤
�
Q∈
�
Muniform\Q0
λ(Q , Q �) =
�(Q �)+1�
j=1
qj−�(Q
�)#A(Q �, j). (3.76)
Since the size of an element Q of level j is q−j1, the bounding box of all elements in
A(Q �, j) has a size bounded by
size(A(Q �, j)) ≤ 2 · q1−jC3.2.4 + q−j1, (3.77)
and hence the volume of that domain is bounded by
|
�
A(Q �, j)| ≤ prod
�
q1−jC3.2.4 + q−j1
�
�
d�
k=1
�
q1−j(C3.2.4)k + q−j
�
= q−dj
d�
k=1
�
q (C3.2.4)k + 1
�
. (3.78)
Since the volume of each element in A(Q �, j) is q−dj , the number of elements in
A(Q �, j) can be bounded by
#A(Q �, j) ≤ qdj |
�
A(Q �, j)| ≤
d�
k=1
�
q (C3.2.4)k + 1
�
. (3.79)
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Finally, the index substitution k � 1− j + �(Q �) reduces (3.76) to
�
Q∈QJ\Q0
λ(Q , Q �) ≤
�(Q �)+1�
j=1
qj−�(Q
�)#A(Q �, j) =
�(Q �)
k=0
q1−k#A(Q �, j)
< q
∞�
k=0
q−k#A(Q �, j) = q1−q−1 #A(Q
�, j) ≤ C3.2.5 , (3.80)
with C3.2.5 = q
d+1
q−1 prod(C3.2.4 + 1). �
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This chapter introduces Truncated Hierarchical B-splines (THB-splines), which are
defined for the same mesh class that has been adressed in the previous chapter,
Mthb = Mhb, with Mhb in the generalized setting from Section 3.2. THB-splines
are an alternative choice of basis functions, and they span the same spline space
as the HB-splines, spanBthb(Q) = spanBhb(Q), for all Q ∈ Mhb. THB-splines
have been introduced in [19] and aim at reducing the overlap of basis functions by
choosing a spline basis with smaller supports. The reduced overlap yields a sparser
stiffness matrix for the Galerkin method, which results in less time required for its
assembly, less memory to store it, and potentially less time for solving the discrete
problem. We will below define the THB-spline basis, and subsequently adapt the
definitions and results from Chapter 3 to this basis, which in essence results in
smaller neighbourhoods to be marked in the refinement procedure, and consequently
allows for more local refinement in the sense that the class of admissible meshes is
larger, and the complexity constant in Theorem 4.2.6 is smaller than C4.2.6 from the
estimate in Section 3.2.
4.1 Truncating the B-spline basis
The following definition introduces the truncation mechanism, the key concept used
to define the truncated basis for hierarchical splines [19].
Definition 4.1.1 (One-level truncation). Let s ∈ spanBk for some k ∈ N0. There
exist unique coefficients {cB,s | B ∈ Bk+1} ⊂ R such that s is represented by the
spline basis Bk+1,
s =
�
B∈Bk+1
cB,sB. (4.1)
The truncation of s with respect to Bk+1 is defined by omitting all those functions
B ∈ Bk+1 that can be represented by functions from Bhb(Q),
trunck+1(s) �
�
B∈Bk+1
suppB�ΩQ,k+1
cB,sB. (4.2)
The above-defined truncation discards the contribution of those B-splines in Bk+1
whose support is contained in the refined domain ΩQ,k+1. The iterative application
of this truncation among the levels of the hierarchy leads to the following definition.
39
4 Truncated Hierarchical B-splines
Definition 4.1.2 (Truncated spline basis). The truncated hierarchical B-spline
(THB-spline) basis Bthb(Q) with respect to the mesh Q is defined as
Bthb(Q) � {Trunc(B) | B ∈ Bhb(Q)} ,
where
Trunc(B) � truncN (. . . (trunck+1(B)) . . . )
(4.3)
for any B ∈ Bk ∩ Bhb(Q) and N = max{n ∈ N0 | Bn ∩ Bhb(Q) � ∅}.
Figure 4.1 [52]: HB-splines (left) and THB-splines (right) for a one-dimensional
mesh. Note that a B-spline is truncated only if its support con-
tains the entire support of a finer (higher-level) function.
THB-splines inherit from the HB-splines linear independence, non-negativity, nested
spline spaces and the partition of unity. Moreover, being defined in terms of the trun-
cation mechanism, each THB-spline B˜ = Trunc(B) is characterized by a support
that is either equal or smaller than the support of the HB-spline B. For details on
the properties of the truncated basis, we refer to [19, 54].
4.2 Local q-adic refinement in nD
As explained at the beginning of the chapter, we consider below the mesh class
Mthb � Mhb in the sense of Definition 3.2.1. The refinement for THB-splines defined
below is, up to notation, cited from [53] and [37].
Definition 4.2.1 (Refinement for THB-Splines). We define for each Q ∈ Q the
coarse neighbourhood consisting of elements with level �(Q)−m+ 1
Nthb(Q, Q) �
�
Q � ∈ Q | �(Q �) = �(Q)−m+ 1 (4.4)
and ∃ Q �� ∈ subdivide(Q �) : Q �� ⊂ S(ancm−2(Q))
�
,
(4.5)
with generalized notations Nthb(Q,M) �
�
Q∈MNthb(Q, Q) and
N kthb(Q,M) � Nthb(Q, . . .Nthb(Q,������������������������� �������������������������
k times
M) . . . ). (4.6)
We define the closure
closure thb(Q,M) �
max �(M)�
k=0
N kthb(Q,M), (4.7)
and the extended refinement procedure
refine thb(Q,M) � subdivide
�
Q,closure thb(Q,M)
�
. (4.8)
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Note that compared to the HB-splines, the above-defined neighbourhood makes
use of S(ancm−2(Q)) instead of S(ancm−1(Q)), which yields a neighbourhood which is
by a factor q smaller in each dimension and hence yields substantially more localized
refinement.
4.2.1 Admissible meshes and overlay
Similar to the framework for HB-splines, we define admissibility by an upper bound
on the overlap of basis functions.
Definition 4.2.2. A mesh Q ∈ Mthb is called admissible if
∀ Q ∈ Q : S(ancm−1(Q)) ⊆ ΩQ,�(Q)−m+1. (4.9)
This definition is equivalent to the definition of strict admissibility from [37]. It
is used below to characterize the mesh class generated by the refinement proce-
dure refine thb. Same as for the HB-spline setting, this definition guarantees for
bounded overlap of the THB-splines. Note again that the above-defined term “ad-
missible” depends on m and the polynomial degree p of the B-splines. Since m = 1
refers to uniform meshes, we focus on the case m ≥ 2.
The overlay of admissible meshes and its properties are completely analogue to
the HB-spline case, with Q∗ � Q1 ⊗Q2 being admissible for any admissible meshes
Q1 and Q2.
(a) (b)
Figure 4.2 [37]: Two examples on m-admissible meshes. The left mesh (a) is 2-
admissible for p ≤ 2. It is not 2-admissible if p1 > 2 or p2 > 2, but
it is 3-admissible for any p. The mesh on the right-hand side (b) is
2-admissible only if p = (1, 1), and 4-admissible for all other p.
Proposition 4.2.3. The above-defined refinement routine refine thb fulfil ls the
following properties.
(i) All meshes generated from Q0 and (successive) application of refine thb are
admissible.
(ii) Any mesh Q ∈ Mthb which is admissible can be generated by Q0 and (succes-
sive) application of refine thb.
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4.2.2 Linear complexity
In this Section, we prove that refine thb has linear complexity with respect to
the number of marked and generated elements. The proofs are very similar to
those in Section 3.1.5, and consequently we only prove two Lemmas below, and for
Theorem 4.2.6 we refer the reader to the proof of Theorem 3.1.12. The following
Lemma is similar to Lemma 3.2.3 and makes use of the distance operator defined in
Definition 3.2.2. The subsequent Lemma 4.2.5 is an adaption of Lemma 3.1.11 to
the THB-spline setting.
Lemma 4.2.4. For every pair of mesh elements (Q, Q�), let Dist(Q, Q�) be the Eu-
clidean distance of their midpoints. Given a Q ∈ Q, all Q� ∈ Nthb(Q, Q) satisfy
Dist(Q, Q�) ≤ q−�(Q�)−1 C4.2.4 (4.10)
with C4.2.4 � p+ q2 +1 ∈ Rd, and “p+ q2 +1” indicating an increment of p by q2 +1
in each component.
Proof. The definition of Nthb(Q, Q) yields that
�(Q �) = �(Q)−m+ 1 = �(ancm−2(Q))− 1 (4.11)
and Q �� ∈ subdivide(Q �) such that Q � ⊃ Q �� ⊂ S(ancm−2(Q)). The support extension
S(ancm−2(Q)) is defined via B-splines on the level �(ancm−2(Q)) = �(Q ��). Hence,
there is a B-spline B ∈ B�(Q ��) such that Q � ⊃ Q �� ⊂ suppB and Q ⊂ ancm−2(Q) ⊂
suppB. Using the notation 1 � (1, . . . , 1) ∈ Rd and
size
�
[a1, b1]× · · · × [ad, bd]
�
�
�
b1 − a1, . . . , bd − ad
�
∈ Rd, (4.12)
the distance between the midpoints of Q � and Q is bounded by
Dist(Q , Q �) ≤ size(suppB) + 12 size(Q �)
= q−�(Q
��)(p+ 1) + 12 q
−�(Q �)1 = q−�(Q
�)−1�p+ ( q2 + 1)1�, (4.13)
which concludes the proof. �
Lemma 4.2.5. Let Q be an admissible mesh, M ⊂ Q the set of elements marked
for refinement, and Qˆ = refine thb(Q,M). For any newly created Q ∈ Qˆ \ Q,
there exists a marked element Q� ∈M such that
Dist(Q, Q�) ≤ q−�(Q)C4.2.5 and �(Q) ≤ �(Q�) + 1, (4.14)
where C4.2.5 � 11−q1−mC4.2.4 +
q
21.
Proof. The existence of Q ∈ Qˆ \ Q means that closure thb(Q,M) contains a
sequence of elements Q � = QJ , QJ−1, . . . , Q0 such that Q j−1 ∈ Nthb(Q, Q j), with Q � ∈
M and Q being a child of Q 0, namely �(Q) = �(Q0)+1. Since �(Q j−1) = �(Q j)−m+1,
it follows
�(Q j) = �(Q0) + j (m− 1). (4.15)
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We have
Dist(Q , Q �) ≤ Dist(Q , Q0) + Dist(Q0, Q �) (4.16)
and
Dist(Q , Q0) ≤ 12 size(Q0) = 12 q−�(Q0)1, (4.17)
Dist(Q0, Q �) ≤
J−1�
j=0
Dist(Q j+1, Q j). (4.18)
According to Lemma 4.2.4, we obtain
J−1�
j=0
Dist(Q j+1, Q j) ≤
J−1�
j=0
q−�(Qj)−1C4.2.4
(4.15)=
J−1�
j=0
q−�(Q0)−j(m−1)−1C4.2.4
< q−�(Q0)−1C4.2.4
∞�
j=0
q(1−m)·j = q
−�(Q0)−1C4.2.4
1− q1−m =
q−�(Q)C4.2.4
1− q1−m .
(4.19)
The combination with (4.16), (4.17) and (4.18) proves the distance estimate. The
application of (4.15) to the case j = J ≥ 0, together with �(Q) = �(Q 0) + 1 from
above, yields
�(Q) = �(Q �)− J (m− 1) + 1 ≤ �(Q �) + 1, (4.20)
which concludes the proof. �
Theorem 4.2.6 (Complexity of refine thb). Let M � �J−1
j=0 Mj be the set of
marked elements used to generate the sequence of admissible meshes Q0,Q1, . . . ,QJ
starting from Q0, namely
Qj = refine thb(Qj−1,Mj−1), Mj−1 ⊆ Qj−1 for j ∈ {1, . . . , J} . (4.21)
Then, there exists a positive constant C4.2.6 such that
#QJ −#Q0 ≤ C4.2.6#M. (4.22)
The proof is the same as the proof of Theorem 3.2.5, with C3.2.4 replaced by C4.2.5,
and consequently C4.2.6 = q
d+1
q−1 prod(C4.2.5 + 1), with “prod” from (3.46).
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5 Analysis-Suitable T-splines
This chapter investigates the local refinement for T-splines. Introduced for purposes
of computer graphics and modeling, they are designed to allow for a local refinement
of NURBS (see Section 2.3) while preserving smoothness and local support of each
basis function as well as the partition of unity. As pointed out in the introduction,
Isogeometric Analysis was established later than T-splines, and algorithmic difficul-
ties arise when T-splines are applied in a Galerkin method. First, for general box
meshes, they do not form a basis due to linear dependencies. Second, T-splines that
correspond to (partially) nested meshes, in the sense that one is a refinement of the
other, may span spline spaces that are not nested. Both difficulties have been ad-
dressed and solved in the refinement procedure proposed by Scott et al. [29], which
supports zero knot intervals as well as the manifold-like structure of more complex
geometry representations, see e.g. [22]. Since the algorithm is based on analysis-
suitability in the sense of Definition 5.1.8 below, it is limited to the two-dimensional
case, and we are not aware of any complexity analysis (comparable to Section 3.1.5)
for this algorithm, which is necessary for the theoretical analysis of convergence
rates of the Adaptive Isogeometric Method, see e.g. [10, Equation 2.9]. This chapter
introduces an alternative refinement procedure for T-splines which allows for the
desired complexity analysis as well as a generalization to higher dimensions. We
will explain T-splines and analysis-suitability in Section 5.1 below, and present the
refinement algorithm for the two dimensional setting, uniform polynomial degree
and dyadic refinement in Section 5.2. We investigate linear independence of the T-
splines, nestedness of the spanned spline spaces, the overlay of two meshes, and the
complexity of the refinement procedure. Sections 5.3 and 5.4 generalize the results
to higher dimensions, polynomial degrees that differ between the dimensions, and
element subdivision with more than two children.
5.1 AST-splines in 2D
This section defines bivariate T-splines and analysis-suitability, which is a sufficient
condition for linear independence of the T-splines. We introduce the mesh class Mts
below, and subsequently explain the construction of T-splines for a given mesh and
odd polynomial degree p. For even p we refer the reader to [31].
Definition 5.1.1 (Intermediate uniform meshes). For each level k ∈ N, we define
the tensor-product mesh
Qu[k+1/2] �
�
[x−2−k−1, x]×[y−2−k, y] | 2k+1x ∈ {1, . . . , 2k+1M}, 2ky ∈ {1, . . . , 2kN}
�
.
(5.1)
The class of uniform meshes, including the above-defined intermediate uniform
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meshes, is denoted by
M
1/2
uniform � {Qu[k] | 2k ∈ N0} ⊃ Muniform. (5.2)
For the use of T-splines, the underlying rectangular mesh Q may, similarly to the
preceeding chapters, consist of finitely many elements from meshes in M1/2uniform, such
that any two elements of Q have disjoint interior, and the union of all elements of
Q is the same domain [0,M ]× [0, N ] that is covered by uniform meshes.
Mts �
�
Q ⊂ �Q�∈M1/2uniformQ� | #Q <∞, �Q = [0,M ]× [0, N ],
∀Q , Q � ∈ Q : int(Q) ∩ int(Q �) = ∅
�
. (5.3)
Definition 5.1.2 (Skeleton). Given a mesh Q ∈ Mts and Q = [x, x+ x˜]× [y, y+ y˜] ∈
Q, we denote the union of all vertical (resp. horizontal) element sides by
vSk(Q) � {x, x+ x˜} × [y, y + y˜],
hSk(Q) � [x, x+ x˜]× {y, y + y˜},
vSk(Q) �
�
Q∈Q
vSk(Q), hSk(Q) �
�
Q∈Q
hSk(Q). (5.4)
We call vSk(Q) the vertical skeleton and hSk(Q) the horizontal skeleton, and if only
one mesh Q is considered in the context, we will use the shortcut notation vSk and
hSk, respectively.
Definition 5.1.3 (Vertices and T-junctions). For any mesh Q ∈ Mts and element
Q = [x, x+ x˜]× [y, y + y˜] ∈ Q, we define the set of nodes
N(Q) � {x, x+ x˜} × {y, y + y˜}, and N(Q) �
�
Q∈Q
N(Q). (5.5)
We denote as T-junction each vertex that is in an element without being a vertex
of it,
T(Q) � N(Q) ∩ Q \ N(Q), and T(Q) �
�
Q∈Q
T(Q). (5.6)
Note that the above union is disjoint, i.e., for any T-junction v ∈ T(Q) there is
a unique element Qv ∈ Q such that v ∈ T(Qv). We distinguish horizontal and
vertical T-junctions. A T-junction is called horizontal if it is in a vertical side of the
corresponding element, and vertical if it is in a horizontal side,
Th(Q) �
�
v ∈ T(Q) | v ∈ vSk(Q)
�
,
Tv(Q) �
�
v ∈ T(Q) | v ∈ hSk(Q)
�
,
Th(Q) �
�
Q∈Q
Th(Q), Tv(Q) �
�
Q∈Q
Tv(Q). (5.7)
Note that Th(Q) and Tv(Q) are disjoint and Th(Q) ∪ Tv(Q) = T(Q).
46
5.1 AST-splines in 2D
Definition 5.1.4 (Global index vectors). For any v = (v1, v2) ∈ [0,M ]× [0, N ], we
define
X(v) �
�
(
� 0
v2
�
, . . . ,
� 0
v2
���������������������������������������
� p2 � times
)
�
× sortx
�
{( z1z2 ) ∈ vSk | z2 = v2}
�
×
�
(
�
M
v2
�
, . . . ,
�
M
v2
���������������������������������������
� p2 � times
)
�
,
Y(v) �
�
(( v10 ) , . . . , ( v10 )����������������� �����������������
� p2 � times
)
�
× sorty
�
{ ( z1z2 ) ∈ hSk | z1 = v1}
�
×
�
(( v1N ) , . . . , (
v1
N )����������������� �����������������
� p2 � times
)
�
(5.8)
where sortx(S) (resp. sorty(S)) returns a vector of which the components are the
elements of S in ascending order with respect to their x-components (resp. y-
components).
Remark. The entries of the above-defined vectors X(v) and Y(v) are points. The term
‘global index vector’ follows the literature, where global index vectors are defined as
sets or vectors of indices and referred to as “global index sets” [38] or “global index
vectors” [29].
Definition 5.1.5 (B-spline for a given knot vector). Recall the construction of
B-splines from Definition 2.1.1. For a given knot vector (x0, . . . , xm) we introduce
the notation N(x1,...,xm) � N1,m−1 for the unique B-spline that involves all knots
x0, . . . , xm.
Definition 5.1.6 (T-splines). To each vertex v = (v1, v2) ∈ N(Q), we associate a
local index vector x(v) ∈ Rp+2, which consists of the x-components of the unique
p + 2 consecutive elements in X(v) having v1 as their p+32 -th (this is, the middle)
entry. We analogously define y(v) ∈ Rp+2. We associate to each vertex v ∈ N(Q) a
bivariate B-spline function defined as the product of the one-dimensional B-spline
functions on the corresponding local index vectors,
Bv(x, y) � Nx(v)(x) ·Ny(v)(y). (5.9)
Given a mesh Q ∈ Mts, the associated set of T-splines is defined by
Bts(Q) � {Bv | v ∈ N(Q)} . (5.10)
We give a brief review on the concept of analysis-suitability below, using the
notation from [31]. At the end of this section, we will prove that all meshes generated
by refine ts2D (see Definition 5.2.3 below) are analysis-suitable and hence provide
linearly independent T-splines.
Definition 5.1.7 (T-junction extensions). For any T-junction v ∈ T(Q), we define
the T-junction extension as follows. We denote by xext(v) the unique set of p + 1
consecutive elements of X(v) having the two elements of X(v)∩Q v as the two middle
entries. We denote by conv(xext(v)) the convex hull of these points. Analogously,
let yext(v) be the unique set of p + 1 elements of Y(v) having the two elements of
Y(v)∩Qv as the two middle entries, and conv(yext(v)) the convex hull of these points.
The T-junction extension of v is defined as
extQ(v) �
�
conv(xext(v)) if v ∈ Th(Q),
conv(yext(v)) if v ∈ Tv(Q).
(5.11)
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Figure 5.1: Example for T-junction extensions. The left figure show the consid-
ered mesh, and the right figure shows the same mesh with indicated
T-junctions (red bullets) and the corresponding T-junction extensions
(light red thick lines).
Definition 5.1.8 (Analysis-Suitability [31, Definition 2.5]). A mesh is analysis-
suitable if horizontal T-junction extensions do not intersect vertical T-junction ex-
tensions.
It is known from the literature that for an analysis-suitable mesh Q, the cor-
responding T-splines are linearly independent [30, 28]. Moreover, given a mesh
Q ∈ Mts and a refinement Q˜ thereof, the corresponding spline spaces are only
nested if each T-junction extension is either eliminated or unchanged [35].
5.2 Local dyadic refinement in 2D
We introduce below a local refinement routine for T-splines in two dimensions. Sim-
ilar to refine hb and refine thb, the refinement is defined through the subdi-
vision of a superset (the closure) of the marked elements, and the closure is, as
before, defined as a higher-order neighbourhood of the marked elements. Unlike
refine hb and refine thb, the (first-order) neighbourhood of a mesh element is
defined through a distance criterion, instead of the support extensions used in the
previous chapters.
Definition 5.2.1 (Intermediate children). For Q ∈ Qu[k] and 2k ∈ N0, we define
subdivide1/2(Q) �
�
Q � ∈ Qu[k+1/2] | Q � ⊂ Q
�
. (5.12)
For M ⊂ Q ∈ Mhb, we denote the corresponding partial subdivision by
subdivide1/2(Q,M) � Q \M ∪
�
Q∈M
subdivide1/2(Q). (5.13)
Definition 5.2.2 (Vector-valued distance). Given x ∈ Ω and an element Q , we
define their distance as the componentwise absolute value of the difference between
x and the midpoint of Q ,
Dist(Q , x) � abs
�
mid(Q)− x
�
∈ R2. (5.14)
For two elements Q1, Q2, we define the shorthand notation
Dist(Q1, Q2) � abs
�
mid(Q1)−mid(Q2)
�
. (5.15)
48
5.2 Local dyadic refinement in 2D
Definition 5.2.3 (Refinement for bivariate T-splines). We define for each Q ∈ Q
the coarse neighbourhood
Nts(Q, Q) �
�
Q � ∈ Q ∩Qu[�(Q)−1/2] | Dist(Q , Q �) ≤ D(�(Q))
�
, (5.16)
with
D(k) =
�
2−k
��
p
2
�
+ 12 , � p2 �+ 12
�
if k ∈ N0,
2−k−1/2
�
� p2 �+ 12 , 2
�
p
2
�
+ 1
�
otherwise,
(5.17)
where p is the polynomial degree of the B-splines in x- and y-direction. Moreover,
we define the closure
closure ts(Q,M) �
2·max �(M)�
k=0
N kts(Q,M), (5.18)
and the extended refinement procedure
refine ts2D(Q,M) � subdivide1/2
�
Q,closure ts(Q,M)
�
. (5.19)
Figure 5.2 [38]: Example of the neighbourhood in a uniform mesh (right) and in
a non-uniform mesh (left) for integer �(Q) and p = (5, 5). Q is
marked in blue, and the neighbourhood Q ∩ U(Q) defined in (5.25)
is highlighted in light blue. In the uniform mesh (right), the coarse
neighbourhood Nts(Q, Q) is empty, and in the non-uniform mesh
(left), it consists of two coarser elements.
5.2.1 Admissible meshes
In contrast to the preceeding chapters, we define admissible meshes for T-splines
inductively over elementary refinement steps. We will show below that this class of
admissible meshes equals the mesh class generated by refine ts2D, and, to the end
of the section, that all these meshes are analysis-suitable.
Definition 5.2.4 (Admissible bisections). Given a mesh Q and an element Q ∈
Q, the bisection of Q is called admissible if the coarse neighbourhood Nts(Q, Q)
is empty. In the case of several elements M = {Q 1, . . . , QJ} ⊆ Q, the bisection
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→ →
→ →
Figure 5.3 [41]: Example for the T-spline refinement. In order to subdivide the
marked element as for the THB-spline refinement, the refinement
routine refine ts2D is applied twice.
subdivide1/2(Q,M) is admissible if there is an order (σ(1), . . . ,σ(J)) (this is, if
there is a permutation σ of {1, . . . , J}) such that
subdivide1/2(Q,M) = subdivide1/2(. . . subdivide1/2(Q, Qσ(1)), . . . , Qσ(J))
(5.20)
is a concatenation of admissible bisections.
Definition 5.2.5 (Admissible mesh). A refinementQ ofQ0 is admissible if there is a
sequence of meshesQ1, . . . ,QJ = Q and markingsMj ⊆ Qj for j = 0, . . . , J−1, such
thatQj+1 = subdivide1/2(Qj ,Mj) is an admissible bisection for all j = 0, . . . , J−1.
The set of all admissible meshes is the initial mesh and its admissible refinements.
Proposition 5.2.6. For any admissible mesh Q and any set of marked elements
M ⊆ Q, the refinement refine ts2D(Q,M) is also admissible.
The proof of Proposition 5.2.6 given at the end of this section relies on the sub-
sequent results.
Lemma 5.2.7 (Local quasi-uniformity). Given an admissible mesh Q and Q ∈ Q,
any Q� ∈ Q with Dist(Q, Q�) ≤ D(�(Q)) satisfies �(Q�) ≥ �(Q)− 12 .
Proof. For �(Q) = 0, the assertion is always true. For �(Q) > 0, consider the parent
Qˆ of Q (i.e., the unique element Qˆ ∈ �Mts with Q ∈ child(Qˆ)). Since Q results from
the bisection of Qˆ , we have
d(Q) � Dist(Q , Qˆ) =
�
(2−�(Qˆ)−2, 0) if �(Qˆ) ∈ N0,
(0, 2−�(Qˆ)−3/2) otherwise.
=
�
(0, 2−�(Q)−1) if �(Q) ∈ N0,
(2−�(Q)−3/2, 0) otherwise.
(5.21)
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Since Q is admissible, there are admissible meshes Q0, . . . ,QJ = Q and some j ∈
{0, . . . , J − 1} such that Q ∈ Qj+1 = subdivide1/2(Qj , {Qˆ}). The admissibility of
Qj+1 implies that Nts(Qj , Qˆ) is empty. It follows that all Q � ∈ Qj with Dist(Q �, Qˆ) ≤
D(�(Qˆ)) satisfies �(Q �) ≥ �(Qˆ) = �(Q) − 12 . (If otherwise there was Q �� with �(Q ��) <
�(Qˆ), then there would be an ancestor anck(Q) and a refinement step ˜ such that
Q �� ∈ Nts(Q˜, anck(Q)), and hence Qj would not be admissible.) Since levels do not
decrease during refinement, we get
�(Q)− 12 ≤ min
�
�(Q �) | Q � ∈ Qj and Dist(Qˆ , Q �) ≤ D(�(Qˆ))
�
≤ min
�
�(Q �) | Q � ∈ Q and Dist(Qˆ , Q �) ≤ D(�(Qˆ))
�
= min
�
�(Q �) | Q � ∈ Q and Dist(Qˆ , Q �) ≤ D(�(Q)− 12 )
�
≤ min
�
�(Q �) | Q � ∈ Q and Dist(Q , Q �) + d(Q) ≤ D(�(Q)− 12 )
�
. (5.22)
One easily computes D(�(Q)− 12 )− d(Q) > D(�(Q)), which concludes the proof. �
Corollary 5.2.8. Let Q be admissible, Q ∈ Q and
U(Q) � {x ∈ Ω | Dist(Q, x) < D(�(Q))}, (5.23)
then �
Q� ∈ Q | Dist(Q, Q�) ≤ D(�(Q))
�
= {Q� ∈ Q | Q� ∩ U(Q) � ∅}. (5.24)
Proof. This is a consequence of Lemma 5.2.7 in the strong version (5.22) that involves
a bigger patch of Q . �
Throughout the rest of this chapter, for a given mesh Q and an element Q ∈ Q,
we will use the shortcut notation
Q ∩ U(Q) � {Q � ∈ Q | Q � ∩ U(Q) � ∅}. (5.25)
Proof of Proposition 5.2.6. Given the admissible meshQ and marked elementsM ⊆
Q to be bisected, we have to show that there is a sequence of meshes that are
subsequent admissible bisections, with Q being the first and refine ts2D(Q,M)
the last mesh in that sequence. Set ∼M � closure ts(Q,M) and
L � 2max �( ∼M), L � 2min �( ∼M)
Mj �
�
Q ∈ ∼M | 2 �(Q) = j
�
for j = L, . . . , L
QL � Q, Qj+1 � subdivide1/2(Qj ,Mj) for j = L, . . . , L. (5.26)
It follows that refine ts2D(Q,M) = QL+1. We will show by induction over j that
all bisections in (5.26) are admissible.
For the first step j = L, we know {Q � ∈ ∼M | 2 �(Q �) < L} = ∅, and by construction
of ∼M that for each Q ∈ML holds {Q � ∈ Q ∩ U(Q) | �(Q �) < �(Q)} ⊆ ∼M. Together
with 2 �(Q) = L follows for any Q ∈ ML that there is no Q � ∈ Q ∩ U(Q) with
�(Q �) < �(Q). This is, the bisections of all Q ∈ML are admissible independently of
their order and hence subdivide1/2(QL,ML) is admissible.
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Consider an arbitrary step j ∈ {L, . . . , L} and assume that QL, . . . ,Qj are admis-
sible meshes. Assume for contradiction that there is Q ∈Mj of which the bisection
is not admissible, i.e., there exists Q � ∈ Qj ∩ U(Q) with �(Q �) < �(Q) and conse-
quently Q � � ∼M, because Q � has not been bisected yet. It follows from the definition
of closure ts in Definition 5.2.3 that Q � � Q. Hence, there is Qˆ ∈ Q such that
Q � ⊂ Qˆ . We have �(Qˆ) < �(Q �) < �(Q), which implies �(Qˆ) < �(Q) − 12 . Note that
Q ∈ Q because Mj ⊆ ∼M ⊆ Q. Moreover, from Q � ⊂ Qˆ and Q � ∈ Qj ∩U(Q) it follows
that Qˆ ∈ Q ∩ U(Q). Together with �(Qˆ) < �(Q)− 12 , Lemma 5.2.7 implies that Q is
not admissible, which contradicts the assumption. �
Remark. Since for admissible bisections subdivide1/2(Q, {Q}) holds
subdivide1/2(Q, {Q}) = refine ts2D(Q, {Q}), (5.27)
all admissible meshes can be generated by refine ts2D. This and Proposition 5.2.6
yield that the mesh class generated by refine ts2D is exactly the class of admissible
meshes from Definition 5.2.5.
Theorem 5.2.9. All admissible meshes (in the sense of Definition 5.2.5) are analysis-
suitable.
Proof. We prove the theorem by induction over admissible bisections. We know that
the initial mesh Q0 is analysis-suitable because it is a tensor-product mesh without
any T-junctions. Consider a sequence Q0, . . . ,QJ of successive admissible bisections
such that Q0, . . . ,QJ−1 are analysis-suitable. Without loss of generality we shall
assume that elements are refined in ascending order with respect to their level, i.e.,
for Qj+1 = subdivide1/2(Qj , Q j), we assume that 0 = �(Q 0) ≤ · · · ≤ �(QJ−1). There
is such a sequence for any admissible mesh; see the proof of Proposition 5.2.21. We
have to show that QJ is analysis-suitable as well.
We denote Q � QJ−1 = [x, x + x˜] × [y, y + y˜] ∈ QJ−1, and we assume without
loss of generality that �(Q) ∈ N0. The assumption that elements are refined in
ascending order with respect to their level implies that no element finer than Q has
been bisected yet, i.e.,
max �(QJ) = �(Q) + 12 . (5.28)
The uniform mesh Qu[�(Q)+1/2] is a refinement of QJ , in particular
hSk(QJ) ⊆ hSk(Qu[�(Q)+1/2]) = hSk(Qu[�(Q)]), (5.29)
since �(Q) ∈ N0. Since QJ is admissible, all elements in QJ ∩ U(Q) are at least of
level �(Q) and hence
hSk(QJ) ∩ U(Q) ⊇ hSk(Qu[�(Q)]) ∩ U(Q). (5.30)
and
∀ Q˜ ∈ QJ ∩ U(Q) : size(�(Q˜)) ≤ size(�(Q)) (5.31)
with the level-dependent size size(�(Q)) � (x˜, y˜) = (2−�(Q), 2−�(Q)) since �(Q) ∈ N0.
If �(Q) was non-integer, then the size would be (2−�(Q)−1/2, 2−�(Q)+1/2). Together,
(5.29) and (5.30) read
hSk(QJ) ∩ U(Q) = hSk(Qu[�(Q)]) ∩ U(Q). (5.32)
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Q
intU(Q)
Figure 5.4: Example of the patch in a uniform mesh for p = q = 5. The horizontal
T-junction T˜ may be on a solid red line or outside of U(Q), but not in
the interior of U(Q) (shaded area) or on the dashed blue lines, which are
open at their endpoints.
Consider a T-junction T ∈ TJ \ TJ−1 that is generated by the bisection of Q . Then
T is a vertical T-junction on the boundary of Q , and with (5.31) follows
ext(T ) ⊆
�
x+ x˜/2
�
×
�
y − 2−�(Q)
�
q
2
�
, y + y˜ + 2−�(Q)
�
q
2
��
. (5.33)
Consider an arbitrary horizontal T-junction T˜ = (t1, t2) ∈ T . We will prove
that ext(T˜ ) does not intersect ext(T ). From (5.29) we conclude that ext(T˜ ) ⊆
hSk(Qu[�(Q)]), and (5.32) implies that the vertex T˜ is not in the interior of the patch
of Q and not on its top or bottom boundary, i.e.
T˜ �
�
x−2−�(Q)
�
p
2
�
, x+x˜+2−�(Q)
�
p
2
��
×
�
y−2−�(Q)
�
q
2
�
, y+y˜+2−�(Q)
�
q
2
��
. (5.34)
See Figure 5.4 for a sketch. Assume without loss of generality that T˜ is on the left
side of Q , this is,
t1 ≤ x− 2−�(Q)
�
p
2
�
. (5.35)
If the element Q T˜ (cf. Definition 5.1.3) is on the left side of T˜ , then the edge-extension
exte(T˜ ) points towards Q in the sense that
∀ (x, t2) ∈ ext(T˜ ) : x− t1 ≤ 2−�(Q)
�
p
2
� (5.35)
≤ x− t1
⇔ ∀ (x, t2) ∈ ext(T˜ ) : x ≤ x < x+ x˜/2. (5.36)
This means that ext(T˜ ) does not intersect ext(T ). See Figure 5.5a for an illustration.
If Q T˜ is on the right side of T˜ , then there are two finer elements with levels in N0
on the left side. Since there are no elements in QJ with a level higher than �(Q)+ 12 ,
which is non-integer, the two elements on the left side of T˜ have at most level
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Q
(a)
Q
(b)
Figure 5.5: In both cases, the T-junction extension ext(T˜ ) (thick red line) does not
intersect the set
�
x+ x˜/2
�
×
�
y− 2−�(Q)� q2�, y+ y˜+2−�(Q)� q2�
�
(dotted
blue line), which includes ext(T ). The patch QJ ∩ U(Q) is shaded in
light blue.
�(Q), and hence �(Q T˜ ) ≤ �(Q) − 12 . Consequently, Q � � QJ ∩ U(Q), and the length
of the intersection of the face extension extf (T˜ ) with the patch of Q is at most
2−�(Q)
�
� p2 �− 1
�
≤ 2−�(Q)
�
p
2
�
. This leads to the same result as the previous case and
is illustrated in Figure 5.5b. Since T˜ was chosen arbitrary, QJ is analysis-suitable.
This concludes the proof. �
Corollary 5.2.10. All admissible meshes provide T-splines that are non-negative,
linearly independent, and form a partition of unity [31, 13]. Moreover, on each
element Q ∈ Q in an admissible mesh Q, there are not more than 2(p + 1)(q + 1)
T-splines that have support on Q [13, Proposition 7.6].
This means that on each element, each T-spline communicates only with a finite
number of other T-splines, independent of the total number of functions. This is
an important requirement for sparsity of the linear system to be solved in Finite
Element Analysis, in the sense that every row and every column of a corresponding
stiffness or mass matrix has at most 2(p+ 1)2 non-zero entries.
5.2.2 Nestedness
This section investigates the nesting behavior of the T-spline spaces corresponding
to admissible meshes. In order to prove that nested admissible meshes induce nested
spline spaces, we make use of Theorem 6.1 from [35]. Before presenting the Theorem,
we briefly introduce necessary notations.
Definition 5.2.11 (Refinement relation). For any partitions Q1,Q2 of Ω, we in-
troduce the refinement relation “�”, which is defined using the overlay (see Sec-
tion 5.2.3),
Q1 � Q2 ⇔ Q1 ⊗Q2 = Q2. (5.37)
Corollary 5.2.12. Denote the skeleton of a mesh Q by Sk(Q) � hSk(Q)∪ vSk(Q).
Then for rectangular partitions Q1,Q2 of Ω holds the equivalence
Q1 � Q2 ⇔ Sk(Q1) ⊆ Sk(Q2). (5.38)
54
5.2 Local dyadic refinement in 2D
Definition 5.2.13 (Extended mesh). Given a rectangular partition Q of Ω, denote
by ext(Q) the union of all T-junction extensions in the mesh Q. Then the extended
mesh Qext is defined as the unique rectangular partition of Ω such that
Sk(Qext) = Sk(Q) ∪ ext(Q). (5.39)
Definition 5.2.14 (Mesh perturbation). Given a partition Q of Ω into axis-aligned
rectangles, we define by Ptb(Q) the set of all continuous and invertible mappings
δ : Ω → Ω such that the corners (0, 0), (M, 0), (M,N), (0, N) are fixed points of δ
and
δ(Q) =
�
δ(Q) | Q ∈ Q
�
(5.40)
is also a partition of Ω into axis-aligned rectangles.
This definition differs from the definition of pertubations given in [35], which we
found difficult to reproduce in a formal manner. The subsequent Proposition 5.2.15
shows that our definition includes the understanding of perturbations from [35].
Remark. For δ ∈ Ptb(Q), the perturbed mesh δ(Q) has the skeleton Sk(δ(Q)) =
δ(Sk(Q)). Hence, global index vectors can be defined according to Definition 5.1.4,
and since all T-junctions in δ(Q) are of axis-parallel types (�,⊥,�, or �), we can
also apply Definition 5.1.7 for T-junction extensions in the perturbed mesh. Note
in particular that the perturbation δ does not in general map T-junction extensions
to the corresponding extensions in the perturbed mesh, i.e., if T is a T-junction in
Q, then
extδ(Q)(δ(T )) � δ(extQ(T )). (5.41)
Proposition 5.2.15. For any rectangular partition Q of Ω, there is some δ∗ ∈
Ptb(Q) such that any two T-junction face extensions in δ∗(Q) are disjoint.
In the context of [35], this means that δ∗(Q) has no crossing vertices and no
overlap vertices.
Proof. If all T-junction extensions in Q are pairwise disjoint, then δ∗ is the identity
map. If there exist T-junctions T1, T2 in Q with intersecting face extensions, then
T1 and T2 are either both vertical or both horizontal T-junctions. Assume without
loss of generality that T1 and T2 are vertical T-junctions. Since their (vertical) face
extensions overlap, both T-junctions have the same x-coordinate t0. Let T1 = (t0, t1)
and T2 = (t0, t2), and assume t1 < t2. There exists t1.5 with t1 ≤ t1.5 ≤ t2 such
that at least one of the open segments {t0} × (t1, t1.5) and {t0} × (t1.5, t2) does not
intersect with the vertical skeleton vSk(Q). Assume that {t0}×(t1, t1.5)∩vSk(Q) = ∅
and define
Ωx=t0 �
�
(x, y) ∈ Ω | x = t0
�
and Qx=t0 �
�
Q ∈ Q | Q ∩ Ωx=t0 � ∅
�
. (5.42)
Let h be the length of the shortest edge in Q, and set ε � h/2. We define δT1T2 by
δT1T2(x, y) =

(x, y) if (x, y) ∈ �(Q \ Qx=t0)
(x− ε, y) if x = t0 and y < t1
(x+ ε, y) if x = t0 and y > t1.5�
x+ ε (2y−t1−t1.5)
t1.5−t1 , y
�
if x = t0 and t1 ≤ y ≤ t1.5
(5.43)
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and elsewhere by horizontal linear interpolation, which is illustrated in Figure 5.6.
The map δT1T2 then satisfies the following properties.
1. δT1T2 is in Ptb(Q).
2. The T-junction extensions of δT1T2(T1) and δT1T2(T2) do not intersect.
3. δT1T2 does not lead to intersecting of T-junction extensions that did not inter-
sect in the unperturbed mesh Q.
(a) The unperturbed mesh Q. (b) The perturbed mesh δT1T2 (Q).
Figure 5.6 [38]: Example for a perturbation δT1T2 . In the shaded area, δT1T2 equals
the identity map. In the non-shaded region, we underlaid a red grid
to illustrate the behavior of δT1T2 .
A straight-forward proof shows that perturbations can be concatenated in the sense
that
δ1 ∈ Ptb(Q), δ2 ∈ Ptb(δ1(Q)) ⇒ δ2 ◦ δ1 ∈ Ptb(Q). (5.44)
This allows for the subsequent conclusion of the proof. Given the mesh Q0 � Q
choose an arbitrary pair (T0, T �0) of T-junctions in Q such that their face extensions
intersect, and set Q1 � δT0T �0(Q0). Then choose (T1, T
�
1) such that T1 and T �1
are T-junctions with intersecting face extensions in Q1, construct δT1T �1 as above,
accounting that h and ε may have changed. Set Q2 � δT1T �1(Q1). Repeat this
until in a mesh Qn, there are no intersecting T-junction face extensions. Then
δ∗ � δTn−1T �n−1 ◦ · · · ◦ δT0T �0 is in Ptb(Q) and satisfies that all T-junction face
extensions in δ∗(Q) are pairwise disjoint. �
Theorem 5.2.16 ([35, Theorem 6.1]). Given two analysis-suitable meshes Q1 and
Q2, if for all δ ∈ Ptb(Q2) holds�
δ(Q1)
�ext � �δ(Q2)�ext, (5.45)
then the T-spline spaces corresponding to Q1 and Q2 are nested.
The main result of this section is the following.
56
5.2 Local dyadic refinement in 2D
Theorem 5.2.17. Any two admissible meshes Q1,Q2 that are nested in the sense
Q1 � Q2 satisfy for all δ ∈ Ptb(Q2)�
δ(Q1)
�ext � �δ(Q2)�ext. (5.46)
Proof. According to Corollary 5.2.12, we have to show that
ext
�
δ(Q1)
�
∪ Sk
�
δ(Q1)
�
⊆ ext
�
δ(Q2)
�
∪ Sk
�
δ(Q2)
�
. (5.47)
We prove this for Q2 being an admissible bisection of Q1. The claim then fol-
lows inductively for all admissible refinements of Q1. Let Q ∈ Q1 and let Q2 �
subdivide1/2(Q1, Q) be admissible. Since “�” denotes an elementwise subset rela-
tion, it is preserved under the mapping δ. Thus, from Q1 � Q2 follows δ(Q1) �
δ(Q2) and consequently Sk
�
δ(Q1)
�
⊆ Sk
�
δ(Q2)
�
. It remains to prove that
ext
�
δ(Q1)
�
⊆ ext
�
δ(Q2)
�
∪ Sk
�
δ(Q2)
�
. (5.48)
Denote by T1 and T2 the set of T-junctions in Q1 and Q2, respectively. Assume
without loss of generality that �(Q) ∈ N0, and consider an arbitrary T-junction
T δ in the mesh δ(Q1). Since δ is continuous and invertible, there is a one-to-one
correspondence between the T-junctions in Q1 and δ(Q1), i.e., there is T ∈ T1 with
δ(T ) = T δ, and T and T δ are of the same type (�,⊥,�, or �).
Case 1. T � Q . Then T is still a T-junction after bisecting Q , i.e., T ∈ T2.
Consequently, T δ is also a T-junction in δ(Q2).
Case 1a. T is a vertical T-junction. Since �(Q) is assumed to be integer, its
bisection does not affect the horizontal skeleton, i.e., hSk(Q1) = hSk(Q2) and hence
hSk(δ(Q1)) = hSk(δ(Q2)). Consquently, the T-junction extensions of T and T δ are
preserved,
extQ1(T ) = extQ2(T ) and extδ(Q1)(T
δ) = extδ(Q2)(T
δ) ⊆ ext
�
δ(Q2)
�
. (5.49)
Case 1b. T is a horizontal T-junction. We will show that the corresponding
T-junction extension in the pertubed mesh is preserved, i.e.,
extδ(Q1)(T
δ) = extδ(Q2)(T
δ). (5.50)
Assume for contradiction that extδ(Q1)(T δ) � extδ(Q2)(T δ). The bisection of Q
generates a vertical edge EQ ⊇ vSk(Q2) \ vSk(Q1), and we denote
EδQ � δ(EQ ) ⊇ vSk(δ(Q2)) \ vSk(δ(Q1)). (5.51)
Obviously, EδQ intersects with extδ(Q1)(T δ), otherwise the T-junction extension would
be the same in δ(Q2). Given Q = [x, x+ x˜]× [y, y + y˜], we define the half-open do-
main Qho � ]x, x+ x˜[× [y, y+ y˜], which is the rectangle Q without its vertical edges.
Then EQ ⊂ Qho and hence EδQ ⊂ Q δho � δ(Qho). Together, we have that extδ(Q1)(T δ)
intersects with Q δho. Since the bisection of Q is admissible, we know from the proof of
Theorem 5.2.9 that extQ1(T ) does not intersect with Qho in the unperturbed mesh
Q1. Define the T -environment
U(T ) �
�
Q �∈Q1
Q �ho∩ext(T )�∅
Q �, (5.52)
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as the union of all Q � ∈ Q1 such that ext(T ) intersects the corresponding half-open
Q �ho. Then U(T ) is a rectangular domain that does not intersect with Q ho. Since for
each Q � ⊆ U(T ), the image δ(Q �) is a rectangle and since δ is continuous, δ
�
U(T )
�
is
a rectangular domain that does not intersect with Q δho. Moreover, since all edges and
vertices in U(T ) are continuously mapped into δ
�
U(T )
�
, we have U(T δ) ⊆ δ
�
U(T )
�
.
Together, we get that U(T δ) does not intersect with Q δho, hence extδ(Q1)(T δ) does
not intersect with Q δho, which is the desired contradiction.
Case 2. T ∈ Q . In Section 5.2, we assumed that p ≥ 2. This implies that all
neighbors of Q are in Q1 ∩U(Q) and that Q is in the patch of all those neighbors as
well. Since Q1 is admissible, the level of a neighbor of Q is either �(Q) or �(Q) + 12 .
Since �(Q) ∈ N0, the T-junction T is vertical, and T δ is a vertical T-junction as well.
Since T is on the boundary of Q , and the bisection of Q generates a vertical edge, T
is not a T-junction anymore in Q2. Hence T δ is a vertex, but not a T-junction in
δ(Q2). The T-junction extension ext(T δ) hence only exists in δ(Q1). Consider the
edge extension of T δ.
Case 2a. exte(T δ) ⊆ vSk(δ(Q2)). There is no problem with that.
Case 2b. exte(T δ) � vSk(δ(Q2)). Then there exists some T˜ δ ∈ exte(T δ) which is
a T-junction in δ(Q2), such that
exte(T δ) ⊂ extδ(Q2)(T˜ δ) ⊆ ext(δ(Q2)). (5.53)
The Cases 2a and 2b hold analogously for the face extension extf (T δ). Together,
we have
ext(T δ) ⊆ ext(δ(Q2)) ∪ vSk(δ(Q2)), (5.54)
which concludes the proof. �
The combination of Theorem 5.2.16 and 5.2.17 reads as follows.
Corollary 5.2.18. For any two admissible meshes Q1,Q2 that are nested in the
sense Q1 � Q2, the corresponding T-spline spaces are also nested.
5.2.3 Overlay
This section discusses the coarsest common refinement of two admissible meshes
Q1,Q2, called overlay and denoted by Q1 ⊗Q2. We prove that the overlay of two
admissible meshes is also admissible and has bounded cardinality in terms of the
involved meshes. This is a classical result in the context of adaptive simplicial meshes
and will be crucial for further analysis of adaptive algorithms (cf. Assumption (2.10)
in [10]).
Definition 5.2.19 (Overlay). We define the operator Min⊆ which yields all minimal
elements of a set that is partially ordered by “⊆”,
Min⊆(M) �
�
Q ∈M | ∀Q � ∈M : Q � ⊆ Q ⇒ Q � = Q
�
. (5.55)
The overlay of two admissible meshes Q1,Q2 is defined by
Q1 ⊗Q2 � Min⊆
�
Q1 ∪Q2
�
. (5.56)
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Proposition 5.2.20. Q1⊗Q2 is the coarsest refinement of Q1 and Q2 in the sense
that for any Qˆ being a refinement of Q1 and Q2, and Q1 ⊗ Q2 being a refinement
of Qˆ, it follows that Qˆ = Q1 ⊗Q2.
Proof. Q1 is a refinement of Q2 if and only if for each Q 1 ∈ Q1, there is Q2 ∈ Q2 with
Q1 ⊆ Q2, which is equivalent to Q1 = Q1 ⊗Q2. Given that Q1 ⊗ Qˆ = Qˆ = Q2 ⊗ Qˆ
and Q1 ⊗Q2 = (Q1 ⊗Q2)⊗ Qˆ, we have
Q1 ⊗Q2 = (Q1 ⊗Q2)⊗ Qˆ = Min⊆(Q1 ⊗Q2 ∪ Qˆ)
= Min⊆(Min⊆(Q1 ∪Q2) ∪ Qˆ) = Min⊆(Q1 ∪Q2 ∪ Qˆ)
= Min⊆(Q1 ∪Min⊆(Q2 ∪ Qˆ)) = Min⊆(Q1 ∪Q2 ⊗ Qˆ)
= Min⊆(Q1 ∪ Qˆ) = Q1 ⊗ Qˆ = Qˆ. (5.57)
�
Proposition 5.2.21. For any admissible meshes Q1,Q2, the overlay Q1 ⊗ Q2 is
also admissible.
Proof. Consider the set of admissible elements which are coarser than elements of
the overlay,
M �
�
Q ∈ �Mts | ∃Q � ∈ Q1 ⊗Q2 : Q � � Q�. (5.58)
Then Q1 ⊗Q2 is the coarsest partition of [0,M ]× [0, N ] into elements from
�
Mts
that refines all elements occuring in M. Note also that M satisfies
∀ Q , Q � ∈ �Mts : Q ∈M ∧ Q ⊆ Q � ⇒ Q � ∈M. (5.59)
For j = 0, . . . , J = 2max �(M) and Q¯0 � Q0, set
Mj � {Q ∈M | 2 �(Q) = j}
and Q¯j+1 � subdivide1/2(Q¯j ,Mj). (5.60)
Claim 1. For all j ∈ {0, . . . , J} holds Mj ⊆ Q¯j . This is shown by induction over
j. For j = 0, the claim is true because all elements of
�
Mts with zero level are in
Q0. Assume the claim to be true for 0, . . . , j − 1 and assume for contradiction that
there exists Q ∈Mj \ Q¯j .
Since Q has not been bisected yet, Q¯j does not contain any Q � with Q � ⊂ Q .
Consequently, there exists Q � ∈ Q¯j with Q ⊂ Q � and hence �(Q �) < �(Q) = j2 . From
(5.59) follows Q � ∈M�(Q �) ∈M, and �(Q �) < j2 implies that Q � has been refined in a
previous step. This yields Q � � Q¯j , which is the desired contradiction.
Claim 2. For all j ∈ {0, . . . , J}, the bisection (5.60) is admissible. Consider Q ∈Mj
for an arbitrary j. By definition of M, there exists Q � ∈ Q1 ⊗Q2 ⊆ Q1 ∪Q2 with
Q � � Q . Without loss of generality, we assume Q � ∈ Q1. Since Q1 is admissible,
there is a sequence of admissible meshes Q0 = Q1|0,Q1|1, . . . ,Q1|I = Q1 and i ∈
{0, . . . , I − 1} such that Q1|i+1 = subdivide1/2(Q1|i, {Q}). The fact that Q1|i+1 is
admissible (and that levels do not decrease during refinement) implies
min �(Q1 ∩ U(Q)) ≥ min �(Q1|i ∩ U(Q)) ≥ �(Q) = j2 . (5.61)
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Assume for contradiction that there is Q˜ ∈ Qj ∩ U(Q) with �(Q˜) < �(Q) = j2 . This
implies Q˜ �M (otherwise Q˜ would have been bisected in a previous step). Moreover,
(5.61) and Corollary 5.2.8 yield that there is Q˜ � ∈ Q1 ∩U(Q) with Q˜ � ⊂ Q˜ and hence
Q˜ ∈M in contradiction to Q˜ �M from before. This proves Claim 2.
The proven claims show Mj = Q¯j \ Q¯j+1 for all j = 0, . . . , J and hence for
the admissible mesh Q¯J+1 that there is no coarser partition of [0,M ] × [0, N ] into
elements from
�
Mts that refines all elements in M. This property defines a unique
partition and hence Q1 ⊗Q2 = Q¯J+1 is admissible. �
Lemma 5.2.22. For all admissible meshes Q1,Q2 holds
#(Q1 ⊗Q2) + #Q0 ≤ #Q1 +#Q2 . (5.62)
Proof. By definition, the overlay is a subset of the union of the two involved meshes,
i.e.,
Q1 ⊗Q2 = Min⊆(Q1 ∪Q2) ⊆ Q1 ∪Q2 . (5.63)
Define the shorthand notation Q(Q) � {Q � ∈ Q | Q � ⊆ Q}. To prove the lemma, it
suffices to show
∀ Q ∈ Q0, #(Q1 ⊗Q2)(Q) + 1 ≤ #Q1(Q) + #Q2(Q) . (5.64)
Case 1. Q1(Q) ⊆ (Q1 ⊗Q2)(Q). This implies equality and hence
#(Q1 ⊗Q2)(Q) + 1 = #Q1(Q) + 1 ≤ #Q1(Q) + #Q2(Q) . (5.65)
Case 2. There exists Q � ∈ Q1(Q) \ (Q1 ⊗ Q2)(Q). Then (Q1 ⊗ Q2)(Q) = (Q1 ⊗
Q2)(Q) \ {Q �} and hence
#(Q1 ⊗Q2)(Q) = #
�
(Q1 ⊗Q2)(Q) \ {Q �}
� (5.63)
≤ #
�
(Q1 ∪Q2)(Q) \ {Q �}
�
≤ #(Q1 \ {Q}) + #Q2(Q) = #Q1(Q)− 1 + #Q2(Q).
(5.66)
�
5.2.4 Linear Complexity
This section is devoted to a complexity estimate in the style of a famous estimate
for the Newest Vertex Bisection on triangular meshes given by Binev, Dahmen and
DeVore [7] and, in an alternative version, by Stevenson [8]. The estimate reads as
follows.
Theorem 5.2.23. Any sequence of admissible meshes Q0,Q1, . . . ,QJ with
Qj = refine ts2D(Qj−1,Mj−1), Mj−1 ⊆ Qj−1 for j ∈ {1, . . . , J} (5.67)
satisfies
|QJ \ Q0| ≤ C5.2.23
J−1�
j=0
|Mj | , (5.68)
with C5.2.23 = (2 + 2
√
2)(4C5.2.26i + 1)(4C5.2.26ii +
√
2) and C5.2.26i, C5.2.26ii from
Lemma 5.2.26 below.
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Remark. Theorem 5.2.23 shows that, with regard to possible mesh gradings, the
refinement algorithm is as flexible as successive bisection without the closure step.
However, this result is non-trivial. Given an admissible mesh Q and an element
Q ∈ Q to be bisected, there is no uniform bound on the number of generated elements
#(refine ts2D(Q, {Q}) \ Q). This is illustrated by the following example.
Example 5.2.24. Consider the case p = 1 and the initial mesh Q0 given through
M = 3 and N = 4. Mark the element in the lower left corner of the mesh and
compute the corresponding refinement Q1; repeat this step k times. Then there
exists an element Qk in Qk such that #(refine ts2D(Qk, Qk) \ Qk) ≥ k. This is
illustrated in Figure 5.7.
Figure 5.7 [38]: The mesh Q3 and the mesh Q8 from Example 5.2.24. The rectangles
Q3 and Q8 are marked blue. The closures closure ts(Q3, {Q3}) and
closure ts(Q8, {Q8}) are marked in light blue. Since the closure
of Q3 consists of 7 elements, 14 elements will be generated if Q 3 is
bisected. Analogously, marking Q 8 would cause the generation of 34
new elements.
Example 5.2.25. The large constant C5.2.23 is not observed in practise. For p = 3,
we constructed for each J ∈ {1, . . . , 2000} a sequence Q0,Q1, . . . ,QJ with Qj+1 =
subdivide1/2(Qj , Q j) and Q j ∈ Qj of uniform random choice. The ratio |QJ | /J was
below 6 (see Figure 5.8), instead of the theoretical upper bound C5.2.23|p=3 ≈ 6 042
from Theorem 5.2.23. We applied this procedure for p = 2, . . . , 9. The results are
listed in Table 5.1. In Table 5.2, we listed similar results for J ∈ {1, . . . , 100}, always
marking the element in the lower left corner. In that case, the observed ratios are
higher, but still orders of magnitude below the corresponding theoretical bounds.
We devote the rest of this section to proving Theorem 5.2.23.
Lemma 5.2.26. Given an admissible mesh Q,M ⊆ Q and Q ∈ refine ts2D(Q,M)\
Q, there exists Q� ∈M such that �(Q) ≤ �(Q�) + 12 and
Dist(Q, Q�) ≤ 2−�(Q)(C5.2.26i, C5.2.26ii), (5.69)
with “≤” understood componentwise and constants
C5.2.26i �
�
1 + 2−1/2
�
p+ 1 + 54
√
2, C5.2.26ii �
�
1 +
√
2
�
p+ 32 +
√
2. (5.70)
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Figure 5.8 [38]: Generated and marked elements for randomly refined admissible
meshes for p = 3. Each black dot corresponds to a sequence of
random admissible refinements. The red line depicts the highest ob-
served ratio (≈ 5.95). The median of the observed ratios is ≈ 4.09.
Table 5.1: Maximal observed ratios of generated and marked elements for random
refinement.
p 2 3 4 5 6 7 8 9
C˜ 6 8 9 10 12 13 16 23
Proof. The coefficient D(k) from Definition 5.2.3 is bounded by
D(k) ≤
�
(p+
√
2) 2−k−1, (p+
√
2) 2−k−1/2
�
for all k ∈ N. (5.71)
Hence for Q˜ ∈ Q, any Q˜ � ∈ Q ∩ U(Q˜) satisfies
Dist(Q˜ , Q˜ �) ≤ 2−�(Q˜)
�
p+
√
2
2 ,
p√
2 + 1
�
. (5.72)
The existence of Q ∈ refine ts2D(Q,M) \ Q means that refine ts2D bisects Q � =
QJ , QJ−1, . . . , Q0 such that Q j−1 ∈ Q ∩ U(Q j) and �(Q j−1) < �(Q j) for j = J, . . . , 1,
having Q � ∈M and Q ∈ subdivide1/2(Q0). Lemma 5.2.7 yields �(Q j−1) = �(Q j)− 1
62
5.2 Local dyadic refinement in 2D
Table 5.2: Maximal observed ratios of generated and marked elements when refining
the lower left corner.
p 2 3 4 5 6 7 8 9
C˜ 24 46 91 132 202 260 355 431
for j = J, . . . , 1, which allows for the estimate
Dist(Q �, Q0) ≤
J�
j=1
Dist(Q j , Q j−1)
(5.72)
≤
J�
j=1
2−�(Qj)
�
p+
√
2
2 ,
p√
2 + 1
�
=
J�
j=1
2−(�(Q0)+j)
�
p+
√
2
2 ,
p√
2 + 1
�
< 2−�(Q0)
�
p+
√
2
2 ,
p√
2 + 1
� ∞�
j=1
2−j
= (1 +
√
2) 2−�(Q0)
�
p+
√
2
2 ,
p√
2 + 1
�
= (2 +
√
2) 2−�(Q)
�
p+
√
2
2 ,
p√
2 + 1
�
. (5.73)
The estimate Dist(Q0, Q) ≤ 2−2−�(Q0)
�
1,
√
2
�
and a triangle inequality conclude the
proof. �
Proof of Theorem 5.2.23.
(1) For Q ∈ �Mts and Q � ∈M �M0 ∪ · · · ∪MJ−1, define λ(Q , Q �) by
λ(Q , Q �) �

2(�(Q)−�(Q �)) if �(Q) ≤ �(Q �) + 12
and Dist(Q , Q �) < 21−�(Q)(C5.2.26i, C5.2.26ii),
0 otherwise.
(5.74)
(2) Main idea of the proof.
|QJ \ Q0| =
�
Q∈QJ\Q0
1
(3)
≤
�
Q∈QJ\Q0
�
Q �∈M
λ(Q , Q �)
(4)
≤
�
Q �∈M
C5.2.23 = C5.2.23
J−1�
j=0
|Mj |. (5.75)
(3) Each Q ∈ QJ \ Q0 satisfies �
Q�∈M
λ(Q, Q�) ≥ 1. (5.76)
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Consider Q ∈ QJ \ Q0. Set j1 < J such that Q ∈ Qj1+1 \ Qj1 . Lemma 5.2.26 states
the existence of Q1 ∈ Mj1 with Dist(Q , Q1) ≤ 2−�(Q)(C5.2.26i, C5.2.26ii) and �(Q) ≤
�(Q1) + 12 . Hence λ(Q , Q1) = 2
�(Q)−�(Q1) > 0. The repeated use of Lemma 5.2.26
yields j1 > j2 > j3 > . . . and Q2, Q3, . . . with Q i−1 ∈ Qji+1 \Qji and Q i ∈Mji such
that
Dist(Q i−1, Q i) ≤ 2−�(Qi−1)(C5.2.26i, C5.2.26ii) and �(Q i−1) ≤ �(Q i) + 12 . (5.77)
We repeat applying Lemma 5.2.26 as λ(Q , Q i) > 0 and �(Q i) > 0, and we stop at the
first index L with λ(Q , QL) = 0 or �(QL) = 0. If �(QL) = 0 and λ(Q , QL) > 0, then�
Q �∈M
λ(Q , Q �) ≥ λ(Q , QL) = 2(�(Q)−�(QL)) ≥
√
2. (5.78)
If λ(Q , QL) = 0 because �(Q) > �(QL) + 12 , then (5.77) yields �(QL−1) ≤ �(QL) + 12 <
�(Q) and hence �
Q �∈M
λ(Q , Q �) ≥ λ(Q , QL−1) = 2(�(Q)−�(QL−1)) ≥
√
2. (5.79)
If λ(Q , QL) = 0 because Dist(Q , QL) ≮ 21−�(Q)(C5.2.26i, C5.2.26ii), then Dist1(Q , QL) ≥
21−�(Q)C5.2.26i or Dist2(Q , QL) ≥ 21−�(Q)C5.2.26ii. We assume without loss of gener-
ality the first, and a triangle inequality shows
21−�(Q)C5.2.26i ≤ Dist1(Q , Q1)+
L−1�
i=1
Dist1(Q i, Q i+1) ≤ 2−�(Q)C5.2.26i+
L−1�
i=1
2−�(Qi)C5.2.26i,
(5.80)
and hence 2−�(Q) ≤
L−1�
i=1
2−�(Qi). The proof is concluded with
1 ≤
L−1�
i=1
2(�(Q)−�(Qi)) =
L−1�
i=1
λ(Q , Q i) ≤
�
Q �∈M
λ(Q , Q �). (5.81)
(4) For all j ∈ {0, . . . , J − 1} and Q� ∈Mj holds�
Q∈QJ\Q0
λ(Q, Q�) ≤ (2 + 2
√
2)(4C5.2.26i + 1)(4C5.2.26ii +
√
2) = C5.2.23 . (5.82)
This is shown as follows. By definition of λ, we have�
Q∈QJ\Q0
λ(Q , Q �) ≤
�
Q∈
�
Mts\Q0
λ(Q , Q �)
=
2·�(Q �)+1
j=1
2j/2−�(Q
�)#
�
Q ∈ �Mts | �(Q) = j2 and Dist(Q , Q �) < 21−j/2(C5.2.26i, C5.2.26ii)����������������������������������������������������������������������������������������������������� ����������������������������������������������������������������������������������������������������
B
.
(5.83)
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Since we know by definition of the level that �(Q) = j2 implies |Q | = 2−j , we know
that 2j
���B�� is an upper bound of #B. The rectangular set �B is the union of all
admissible elements of level j2 having their midpoints inside a rectangle of size
22−j/2C5.2.26i × 22−j/2C5.2.26ii. (5.84)
An admissible element of level j2 is not bigger than 2
−j/2 × 2(−j−1/2). Together, we
have ���B�� ≤ 2−j(4C5.2.26i + 1)(4C5.2.26ii +√2), (5.85)
and hence #B ≤ (4C5.2.26i +1)(4C5.2.26ii +
√
2). An index substitution k � 1− j +
2·�(Q �) proves the claim with
2·�(Q �)+1
j=1
2j/2−�(Q
�) =
2·�(Q �)
k=0
2(1−k)/2 <
√
2 +
∞�
k=0
2−k/2 =
√
2 +
√
2√
2−1 = 2 + 2
√
2.
(5.86)
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In this section, we generalize the mesh class Mts to higher dimension d, a polynomial
degree p = (p1, . . . , pd) that may vary between dimensions, as well as an arbitrary
(but fixed) number q of children in each element’s subdivision. We will call q the
grading parameter. Subsequently, we define multivariate T-splines corresponding to
these generalized meshes, and introduce an abstract version of analysis-suitability.
We will stick closely to the structure of the preceding sections.
Definition 5.3.1 (Intermediate uniform meshes). For each level k ∈ N and j ∈
{1, . . . , d}, we define the tensor-product mesh
Qu[k+j/d] �
�
[x1 − q−k−1, x1]× · · · × [xj − q−k−1, xj ]×
× [xj+1 − q−k, xj+1]× · · · × [xd − q−k, xd]
| qk+1xi ∈ {1, . . . , qk+1Ni} for i = 1, . . . , j
and qkxi ∈ {1, . . . , qkNi} for i = j + 1, . . . , d
�
. (5.87)
The class of uniform meshes, including the above-defined intermediate uniform
meshes, is denoted by
M
1/d
uniform � {Qu[k] | d·k ∈ N0} ⊃ Muniform. (5.88)
For the use of T-splines, the underlying rectangular mesh Q may, similiarly to the
preceeding chapters, consist of finitely many elements from meshes in M1/duniform, such
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that any two elements of Q have disjoint interior, and the union of all elements of
Q is the same domain [0, N1]× · · · × [0, Nd] that is covered by uniform meshes.
Mts �
�
Q ⊂ �Q�∈M1/duniformQ� | #Q <∞, �Q = [0, N1]× · · · × [0, Nd],
∀Q , Q � ∈ Q : int(Q) ∩ int(Q �) = ∅
�
. (5.89)
Definition 5.3.2 (Nodes). For each element Q = [x1, x1 + x˜1]× · · · × [xd, xd + x˜d],
the corresponding set of nodes is denoted by
N(Q) � {x1, x1 + x˜1} × · · · × {xd, xd + x˜d}. (5.90)
Given a mesh Q, we set N(Q) � �Q∈Q N(Q), if only one mesh Q is considered in the
context, we abbreviate N � N(Q).
Definition 5.3.3 (Skeleton). Given a mesh Q, denote the union of all (closed)
element faces that are orthogonal to the first dimension by Sk1(Q) �
�
Q∈Q Sk1(Q),
with
Sk1(Q) � {x1, x1 + x˜1} × [x2, x2 + x˜2]× · · · × [xd, xd + x˜d]
for any Q = [x1, x1 + x˜1]× · · · × [xd, xd + x˜d] ∈ Q. (5.91)
We call Sk1(Q) the 1-orthogonal skeleton. Analogously, we denote the j-orthogonal
skeleton by Skj(Q) for all j = 1, . . . , d. Similarly to the above Definition, we ab-
breviate Skj � SkJ(Q) if only one mesh Q is considered in the context. Note that
Sk1 ∩ · · · ∩ Skd = N.
Figure 5.9 [34]: 1-orthogonal, 2-orthogonal and 3-orthogonal skeleton of the 3D mesh
from Figure 5.15.
Definition 5.3.4 (Global index sets). For any v = (v1, . . . , vd) ∈ Rd and j ∈
{1, . . . , d}, we define
Kj(v) �
�
z ∈ [0, Nj ] | (v1, . . . , vj−1, z, vj+1, . . . , vd) ∈ Skj
�
∪
�
−
� pj
2
�
, . . . ,−1, Nj + 1, . . . , Nj +
� pj
2
��
. (5.92)
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Definition 5.3.5 (Local index vectors). To each node v ∈ N and each dimension
j = 1, . . . , d, we associate a local index vector kj(v) ∈ Rpj+2, which is obtained by
taking the unique pj + 2 consecutive elements in Kj(v) having vj as their pj+32 -th
(this is, the middle) entry.
Definition 5.3.6 (T-spline). We associate to each node v ∈ N a multivariate B-
spline, referred as T-spline, defined as the product of the B-splines on the corre-
sponding local index vectors,
Bv(x1, . . . , xd) � Nk1(v)(x1) · · ·Nkd(v)(xd). (5.93)
We define analysis-suitability in the multidimensional setting below. Similarly
to the 2D case before, we construct T-junction extensions, and define analysis-
suitability as the absence of intersections of these T-junction extensions. In contrast
to the 2D case, we will not differentiate between possible kinds of T-junctions, but
we will give an abstract definition of T-junction extensions as the intersection of
domain slices with particular T-spline supports. Subsequent to these definitions,
we explain dual-compatibility in nD and show that all analysis-suitable meshes are
dual-compatible, which is sufficient for linear independence.
Definition 5.3.7 (T-junction extensions). For z ∈ R and j = 1, . . . , d, we define
the slices
Sj(z) � {(x1, . . . , xd) ∈ [0, N1]× · · · × [0, Nd] | xj = z} . (5.94)
Moreover, we denote by
Nj(z) � {v ∈ N | z ∈ Kj(v)} (5.95)
the set of all nodes that have z in their j-orthogonal global index vector, i.e., all
nodes of which the projection on the slice Sj(z) lies in some element’s face. Based
on Sj(z) and Nj(z), we define slicewise T-junction extensions
TJj(z) � Sj(z) ∩
�
v∈Nj(z)
suppBv ∩
�
v∈N\Nj(z)
suppBv. (5.96)
For j = 1, . . . , d, the global j-orthogonal T-junction extension TJj is defined by
TJj �
�
z∈R
TJj(z). (5.97)
In a uniform mesh, the global T-junction extensions are empty. In a non-uniform
mesh, the T-junction extensions are a superset of all hanging hyperfaces (this is, all
kinds of T-junctions in the nD setting). See Figure 5.10 for a 2D visualization of
these definitions.
Definition 5.3.8 (Analysis-suitability). A given mesh Q is analysis-suitable if the
above-defined T-junction extensions do not intersect, i.e. if TJi ∩ TJj = ∅ for any
i, j ∈ {1, . . . , d} with i � j.
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S1(z)
z
x2
x1
N \ N1(z)
N1(z)
TJ1(z)
�
v∈N1(z)
suppBv
�
v∈N\N1(z)
suppBv
Figure 5.10: Example for the construction of the T-junction extension TJ1(z) in an
analysis-suitable mesh. The left figure illustrates the construction of
N1(z) and its complement N \ N1(z), and the right figure shows the
resulting T-junction extension, which coincides with the corresponding
classical T-junction extension.
We will recall below the concept of dual-compatibility, which is a sufficient crite-
rion for linear independence of the T-splines, based on dual functionals. We follow
the ideas of [13] for the definitions and for the proof of linear independence. In
addition, we prove that all analysis-suitable meshes are dual-compatible.
Proposition 5.3.9 (Dual functional, [55, Theorem 4.41]). Given the local index vec-
tor X = (x1, . . . , xp+2), there exists an L2-functional λX with suppλX = suppNX
such that for any X˜ = (x˜1, . . . , x˜p+2) satisfying
∀ x ∈ {x1, . . . , xp+2} : x˜1 ≤ x ≤ x˜p+2 ⇒ x ∈ {x˜1, . . . , x˜p+2}
and ∀ x˜ ∈ {x˜1, . . . , x˜p+2} : x1 ≤ x˜ ≤ xp+2 ⇒ x˜ ∈ {x1, . . . , xp+2}, (5.98)
follows λX(NX˜) = δXX˜ .
Proof. Following [55], we construct a dual functional on the same local index vector
X which we denote by λX : L2
�
[0, 1]
�
→ R. For details, see [55, Theorem 4.34, 4.37,
and 4.41]. Let yj = cos
�
p−j+1
p+1 π
�
for j = 0, . . . , p+1. Using divided differences, the
perfect B-spline of order p+ 1 is defined by
B∗p+1(x) � (p+ 1) (−1)p+1
�
y0, . . . , yp+1
�
((x− •)+)p (5.99)
and satisfies (amongst other things)
� 1
−1B
∗
p+1(x) dx = 1 as depicted in Figure 5.12.
Set
GX(x) �
� 2x−x1−xp+2/xp+2−x1
−1
B∗p+1(t) dt for x1 ≤ x ≤ xp+2 (5.100)
and
φX(x) = 1p!
�
x− x2
�
· · ·
�
x− xp+1
�
. (5.101)
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S1(z)
z
x2
x1
N \ N1(z)
N1(z)
TJ1(z)
�
v∈N1(z)
suppBv
�
v∈N\N1(z)
suppBv
Figure 5.11: Example for the construction of the T-junction extension TJ1(z) in a
mesh that is not analysis-suitable. The left figure illustrates the con-
struction of N1(z) and its complement N \ N1(z), and the right figure
shows the resulting T-junction extension, which is strictly larger than
the corresponding classical T-junction extension.
We define the dual functional by
λX(f) =
� xp+2
x1
f Dp+1(GX φX) dx for all f ∈ L2
�
[0, 1]
�
. (5.102)
Note in particular that for all f ∈ L2(R) with f |[x1,xp+2] = 0 follows λX(f) = 0. If
(5.98) holds then the claim follows by construction, see [55, Theorem 4.41]. �
We say that two index vectors verifying (5.98) overlap. In order to define the set
of T-splines of which we desire linear independence, we construct local index vectors
for each node.
Definition 5.3.10. We define the functional λv by
λv(Bw) � λk1(v)(Nk1(w)) · · ·λkd(v)(Nkd(w)) (5.103)
using the one-dimensional functional λX defined in (5.102).
Definition 5.3.11. We say that two nodes v, w ∈ N partially overlap if their index
vectors overlap in at least all but one dimension; this is, if (at least) d − 1 of the
pairs �
k1(v), k1(w)
�
, . . . ,
�
kd(v), kd(w)
�
(5.104)
overlap in the sense of Proposition 5.3.9.
Definition 5.3.12. A mesh Q is dual-compatible if any two nodes v, w ∈ N with��suppBv ∩ suppBw�� > 0 partially overlap.
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−2 −1.5 −1 −0.5 0 0.5 1 1.5 2−0.5
0
0.5
1
1.5
2
Figure 5.12 [34]: Plot of the perfect B-splines B∗4 (solid), B∗6 (dotted), B∗10 (dashed)
and the corresponding antiderivatives.
Remark. The above Definition 5.3.11 fulfills the definition of partial overlap given in
[13, Def. 7.1], which is not equivalent. The definition given in [13] is more general,
and the corresponding mesh classes are nested in the sense that the class defined
above is a subset of the one defined in [13]. However, we do have equivalence of
these definitions in the two-dimensional setting.
The following lemma states that the T-junction extensions from Definition 5.3.7 in-
dicate non-overlapping knot vectors, and it is applied in the proof of Theroem 5.3.14
below.
Lemma 5.3.13. Let z ∈ [0, X˜j ] and v, w ∈ N. If v ∈ Nj(z) � w and Sj(z) ∩
suppBv ∩ suppBw � ∅, then kj(v) and kj(w) do not overlap in the sense of (5.98).
Proof. Let v = (v1, . . . , vd). From v ∈ Nj(z) � w and Definition 5.3.7, we conclude
that
Kj(v) � z � Kj(w). (5.105)
Let kj(v) = (xv,j1 , . . . , x
v,j
pj+2) be the local index vector associated to v in direction
j, then suppBv ∩ Sj(z) � ∅ implies that xv,j1 ≤ z ≤ xv,jpj+2, and hence z ∈ kj(v).
With z � Kj(w), we have in particular z � kj(w). Let kj(w) = (xw,j1 , . . . , x
w,j
pj+2)
be the local index vector associated to w, then suppBw ∩ Sj(z) � ∅ implies that
xw,j1 ≤ z ≤ xw,jpj+2. Together with kj(v) � z � kj(w), we see that v and w do not
overlap. �
Theorem 5.3.14. Analysis-suitability is equivalent to dual-compatibility.
Proof. (i) All analysis-suitable meshes are dual-compatible. Assume for contradic-
tion a mesh Q which is not DC, hence there exist nodes v, w ∈ N with��suppBv ∩ suppBw�� > 0 that do not overlap in two dimensions, without loss
70
5.3 AST-splines in nD
of generality the first and the second dimension. We will show that there ex-
ist two T-junction extensions TJ1(z1) and TJ2(z2) with nonempty intersection.
We denote v = (v1, . . . , vd), w = (w1, . . . , wd), kj(v) = (xv,j1 , . . . , x
v,j
pj+2) and
analogously kj(w) for j = 1, . . . , d. Moreover, we define
xjm � max(xv,j1 , x
w,j
1 ) and x
j
M � min(x
v,j
pj+2, x
w,j
pj+2) for j = 1, . . . , d (5.106)
and note that since the supports of Bv and Bw are axis-aligned hypercuboids,
their intersection is also an axis-aligned hypercuboid,
suppBv ∩ suppBw = [x1m, x1M]× · · · × [xdm, xdM]. (5.107)
Since k1(v) and k1(w) do not overlap, there exists z1 ∈ [x1m, x1M] with either
k1(v) � z1 � k1(w) or k1(v) � z1 ∈ k1(w). Without loss of generality we assume
k1(v) � z1 � k1(w). From z1 ∈ [x1m, x1M] we deduct
{z1} ∩ K1(w) ⊆ [x1m, x1M] ∩ K1(w) ⊆ k1(w) � z1, (5.108)
and consequently z1 � K1(w). Together, this is K1(v) � z1 � K1(w) and
Definition 5.3.7 yields v ∈ N1(z1) � w. It follows that
TJ1(z1) = S1(z1) ∩
�
v�∈N1(z1)
suppBv� ∩
�
v�∈N�N1(z1)
suppBv�
⊇ S1(z1) ∩ suppBv ∩ suppBw
= {z1} × [x2m, x2M]× · · · × [xdm, xdM].
Analogously, we have
TJ2(z2) ⊇ [x1m, x1M]× {z2} × [x3m, x3M] · · · × [xdm, xdM]
and hence
TJ1(z1) ∩ TJ2(z2) ⊇ {z1} × {z2} × [x3m, x3M]× · · · × [xdm, xdM] � ∅,
(5.109)
which means that the mesh Q is not analysis-suitable.
(ii) All dual-compatible meshes are analysis-suitable. Assume for contradiction that
the mesh is not analysis-suitable, and w.l.o.g. that there is w = (w1, . . . , wd) ∈ Rd
such that TJ1 ∩ TJ2 ⊇ {w} � ∅. Definition 5.3.7 implies that there exist
v1, v2, v3, v4 ∈ N with v1 ∈ N1(w1) � v2 and v3 ∈ N2(w2) � v4 such that
w ∈ S1(w1) ∩ S2(w2) ∩ suppBv1 ∩ suppBv2 ∩ suppBv3 ∩ suppBv4 . (5.110)
Lemma 5.3.13 yields that k1(v1) and k1(v2) do not overlap, and that k2(v3)
and k2(v4) do not overlap.
Case 1. If v1 ∈ N2(w2) � v2, or v1 � N2(w2) � v2, then v1 and v2 do not
partially overlap.
Case 2. If v1 ∈ N2(w2) and v4 � N1(w1), then v1 and v4 do not partially
overlap.
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Case 3. If v1 � N2(w2) and v3 � N1(w1), then v1 and v3 do not partially
overlap.
Case 4. If v2 ∈ N2(w2) and v4 ∈ N1(w1), then v2 and v4 do not partially
overlap.
Case 5. If v2 � N2(w2) and v3 ∈ N1(w1), then v2 and v3 do not partially
overlap.
In all cases (see Table 5.3), the mesh is not dual-compatible.
This concludes the proof. �
Table 5.3: The five cases considered in the proof of Theorem 5.3.14 cover all possible
configurations.
v1 ∈ Ny(r) v2 ∈ Ny(r) v3 ∈ Ny(r) v4 ∈ Ny(r) case(s)
true true true true 4
true true true false 2
true true false true 4
true true false false 2
true false true true 1, 5
true false true false 1, 2, 5
true false false true 1
true false false false 1, 2
false true true true 1, 4
false true true false 1
false true false true 1, 3, 4
false true false false 1, 3
false false true true 5
false false true false 5
false false false true 3
false false false false 3
Theorem 5.3.15. Let Q be a DC T-mesh. Then the set of functionals {λv | v ∈ N}
is a set of dual functionals for the set {Bv | v ∈ N}.
The proof below follows the ideas of [30, Proposition 5.1] and [13, Proposition 7.3].
Proof. Let v, w ∈ N. We need to show that
λv(Bw) = δvw, (5.111)
with δ representing the Kronecker symbol.
If suppBv and suppBw are disjoint (or have an intersection of empty interior),
then at least one of the pairs�
supp(Nk1(v)), supp(Nk1(w))
�
, . . . ,
�
supp(Nkd(v)), supp(Nkd(w))
�
(5.112)
has an intersection with empty interior.
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Assume w.l.o.g. that
��supp(Nk1(v)) ∩ supp(Nk1(w))�� = 0, then
λv(Bw) = λk1(v)(Nk1(w))���������������� ����������������
0
·λk2(v)(Nk2(w)) · · ·λkd(v)(Nkd(w)) = 0. (5.113)
Assume that suppBv and suppBw have an intersection with nonempty interior.
Since the mesh Q is DC, the two nodes overlap in at least all but one dimension.
Without loss of generality we may assume that the index vectors�
k1(v), k1(w)
�
, . . . ,
�
kd−1(v), kd−1(w)
�
overlap. Proposition 5.3.9 yields
λkj(v)(Nkj(w)) = δvjwj for j = 1, . . . , d− 1. (5.114)
The above identities immediately prove (5.111) if vj � wj for some j ∈ {1, . . . , d−1}.
If on the contrary, vj = wj fro all j = 1, . . . , d− 1, then v and w are aligned in d-th
dimension, this is, kd(v) and kd(w) are both vectors of pd + 2 consecutive indices
from the same index set Kd(v) = Kd(w). Hence v and w must overlap also in d-th
dimension. Again, Proposition 5.3.9 yields
λkd(v)(Nkd(w)) = δvdwd , (5.115)
which concludes the proof. �
5.4 Local q-adic refinement in nD
In the subsequent definitions, we will give a detailed description of the elementary
subdivision steps.
Definition 5.4.1 (Intermediate children). For Q ∈ Qu[k] and d·k ∈ N0, we define
subdivide1/d(Q) �
�
Q � ∈ Qu[k+1/d] | Q � ⊂ Q
�
. (5.116)
For M ⊂ Q ∈ Mhb, we denote the corresponding partial subdivision by
subdivide1/d(Q,M) � Q \M ∪
�
Q∈M
subdivide1/d(Q). (5.117)
See Figure 5.13 for an example.
Definition 5.4.2 (Vector-valued distance). Given z ∈ Ω and an element Q , we
define their distance as the componentwise absolute value of the difference between
z and the midpoint of Q = [x1, x1 + x˜1]× · · · × [xd, xd + x˜d],
Dist(Q , z) � abs
�
mid(Q)− z
�
∈ Rd,
with abs(z) �
�
|z1|, . . . , |zd|
�
and mid(Q) �
�
x1 + x˜12 , . . . , xd +
x˜d
2
�
. (5.118)
For two elements Q1, Q2, we define the shorthand notation
Dist(Q1, Q2) � abs
�
mid(Q1)−mid(Q2)
�
. (5.119)
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Figure 5.13 [34]: Elementary subdivision routines for d = 3 and q = 3: subdivision of
an element with level 0 orthogonal to the 1st dimension (left), sub-
division of an element with level 13 orthogonal to the 2
nd dimension
(middle), and subdivision of an element with level 23 orthogonal to
the 3rd dimension (right). The subdivision of an element with level
1 is again orthogonal to the 1st dimension (left).
Definition 5.4.3. Since we will stick to the above subdivision rules, the size of
an element Q depends on the grading parameter q and the level �(Q) only, and we
denote
size(�(Q)) � q−��(Q)�
� 1
q
, . . . , 1
q������� �������
d·�(Q) mod d
times
, 1, . . . , 1
�
∈ Rd. (5.120)
Definition 5.4.4 (Refinement for multivariate T-splines). Given an element Q , a
grading parameter q ≥ 2 and the polynomial degree p, we define the open environ-
ment
U(Q) � {z ∈ Rd | Dist(Q , z) < size(�(Q)) ◦ (p+ 32 )}, (5.121)
where ◦ denotes the componentwise (Hadamard) product, such that
size(�(Q)) ◦ (p+ 32 ) = q−��(Q)�
�
p1+3/2
q
, . . . , pi+3/2
q
, pi+1 + 32 , . . . , pd +
3
2
�
(5.122)
with i = d·�(Q) mod d. We define for each Q ∈ Q the coarse neighbourhood
Nts(Q, Q) �
�
Q � ∈ Q ∩Qu[�(Q)−1/d] | Q � ∩ U(Q) � ∅
�
.
Moreover, we define the closure
closure ts(Q,M) �
d·max �(M)�
k=0
N kts(Q,M),
and the extended refinement procedure
refine tsnD(Q,M) � subdivide1/d
�
Q,closure ts(Q,M)
�
.
(5.123)
Note as a technical detail that this definition does not require that Q ∈ Q. See also
Figure 5.14 for examples.
Remark. By definition, the size of the environment U(Q) of an element Q scales
linearly with the size of Q and with the polynomial degree p. Since size(k) is
decreasing in q, choosing q large will cause small environments and hence more
localized refinement. This is illustrated in Example 5.4.5 below.
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Figure 5.14 [34]: Examples for the neighbourhood Q ∩ U(Q) of an element Q , for
p = (3, 3, 3), q = 3 and �(Q) = 23 , 1,
4
3 .
Example 5.4.5. Consider an initial mesh that consists of 4 × 5 × 8 cubes of size
1×1×1. We refine the mesh by marking the lower left front corner element repeatedly
until it is of the size 116 × 116 × 116 . The resulting meshes for different choices of q
are illustrated in Figure 5.16, and the results are listed in Table 5.4.
Table 5.4: Number of refinement steps vs. number of new elements for the meshes
in Figure 5.16.
Figure q
number of
refinement
steps
number of
new elements
5.16a 2 12 10728
5.16b 4 6 3175
5.16c 16 3 1030
5.4.1 Admissible meshes
In the subsequent definitions, we introduce a class of admissible meshes. We will
then prove that this class coindices with the meshes generated by refine tsnD.
Throughout the rest of this chapter, for a given a mesh Q and an element Q ∈ Q,
we will use the shortcut notation
Q ∩ U(Q) � {Q � ∈ Q | Q � ∩ U(Q) � ∅}. (5.124)
Definition 5.4.6 (Admissible subdivisions in nD). Given a mesh Q and an element
Q ∈ Q, the subdivision of Q is called admissible if all Q � ∈ Q ∩ U(Q) satisfy �(Q �) ≥
�(Q). In the case of several elements M = {Q 1, . . . , QJ} ⊆ Q, the subdivision
subdivide1/d(Q,M) is admissible if there is an ordering (σ(1), . . . ,σ(J)) (this is, if
there is a permutation σ of {1, . . . , J}) such that
subdivide1/d(Q,M) = subdivide1/d(. . . subdivide1/d(Q, Qσ(1)), . . . , Qσ(J))
(5.125)
is a concatenation of admissible subdivisions.
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1st iter.→
2nd iter.→ subdiv.→
Figure 5.15 [34]: Example for refine tsnD, with p = (3, 3, 3), q = 3 and M =
N 0ts(M) = {Q} with �(Q) = max �(M) = 23 . The first iter-
ation of the construction of closure ts computes Nts(Q,M),
which consists of all level- 13 -elements intersecting U(Q). In the
second iteration, all level-0-“neighbours” of those elements form
N 2ts(Q,M). Finally, all marked elements closure ts(Q,M) =
M∪Nts(Q,M)∪N 2ts(Q,M) are subdivided in the directions that
correspond to their levels.
Definition 5.4.7 (Admissible mesh). A refinement Q of Q0 is admissible if there is
a sequence of meshes Q1, . . . ,QJ = Q and markings Mj ⊆ Qj for j = 0, . . . , J − 1,
such that Qj+1 = subdivide1/d(Qj ,Mj) is an admissible subdivision for all j =
0, . . . , J − 1. The set of all admissible meshes is the initial mesh and its admissible
refinements.
Theorem 5.4.8. For any admissible mesh Q and any set of marked elements M ⊆
Q, the refinement refine tsnD(Q,M) is admissible.
The proof of Theorem 5.4.8 is exactly the same as for Proposition 5.2.6 using
Definition 5.4.4 instead of Corollary 5.2.8, and Lemma 5.4.10 below instead of
Lemma 5.2.7.
Lemma 5.4.9. Given an admissible mesh Q and two nested elements Q ⊆ Qˆ with
Q, Qˆ ∈ �Mts, the corresponding neighbourhoods are nested in the sense U(Q) ⊆ U(Qˆ).
Proof. If Q = Qˆ , the claim is trivially fulfilled. If otherwise Q � Qˆ , we consider the
following two cases.
Case 1. Assume that �(Q) = �(Qˆ)+ 1
d
. We denote Q = [x, x+ x˜]×· · ·× [xd, xd+ x˜d]
and recall from Definition 5.4.3 that
size(�(Q)) = q−��(Q)�
� 1
q
, . . . , 1
q������� �������
d·�(Q) mod d
times
, 1, . . . , 1
�
∈ Rd. (5.126)
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(a) q = 2 (b) q = 4 (c) q = 16
Figure 5.16 [34]: Refinement examples for p = (3, 3, 3) and different choices of q.
In all cases, the initial mesh consists of 4 × 5 × 8 cubes of size
1 × 1 × 1, and is refined by marking the lower left front corner
element repeatedly until it is of the size 116 × 116 × 116 .
Since Q results from the subdivision of Qˆ , we also have
size(�(Qˆ)) = q−��(Qˆ)�
� 1
q
, . . . , 1
q������� �������
d·�(Qˆ) mod d
times
, 1, . . . , 1
�
∈ Rd.
= q−��(Q)−1/d�
� 1
q
, . . . , 1
q������� �������
(d·�(Q)−1) mod d
times
, 1, . . . , 1
�
∈ Rd. (5.127)
Moreover, the distance between Q and Qˆ is bounded by
Dist(Q , Qˆ) ≤ q−12q q−��(Qˆ)� · ed·�(Q) mod d, (5.128)
where ed·�(Q) mod d denotes the (d·�(Q) mod d)-th unit vector. A straightforward
verification shows that
size(�(Q)) ◦ (p2 + 1) + Dist(Q , Qˆ) ≤ size(�(Q)− 1d ) ◦ (p2 + 1)
= size(�(Qˆ)) ◦ (p2 + 1). (5.129)
The case 1 is concluded with
U(Q) = {x ∈ Rd | Dist(Q , x) ≤ size(�(Q)) ◦ (p2 + 1)}
⊆ {x ∈ Rd | Dist(Qˆ , x) ≤ size(�(Q)) ◦ (p2 + 1) + Dist(Q , Qˆ)}
⊆ U(Qˆ). (5.130)
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Case 2. Consider Q ⊂ Qˆ with �(Q) > �(Qˆ) + 1
d
, then there is a sequence
Q = Q0 ⊂ Q1 ⊂ · · · ⊂ QJ = Qˆ (5.131)
such that Q j−1 ∈ subdivide1/d(Q j) for j = 1, . . . , L. Case 1 yields
U(Q) ⊆ U(Q1) ⊆ · · · ⊆ U(Qˆ). (5.132)�
Lemma 5.4.10 (Local quasi-uniformity). Given an admissible mesh Q and Q ∈ Q,
any Q� ∈ Q ∩ U(Q) satisfies �(Q�) ≥ �(Q)− 1
d
.
Proof. For �(Q) = 0, the assertion is always true. For �(Q) > 0, consider the parent
Qˆ of Q (i.e., the unique element Qˆ ∈ �Mts with Q ∈ subdivide1/d(Qˆ)). Since Q is
admissible, there are admissible meshes Q0, . . . ,QJ = Q and some j ∈ {0, . . . , J−1}
such that Q ∈ Qj+1 = subdivide1/d(Qj , {Qˆ}). The admissibility of Qj+1 implies
that any Q � ∈ Qj ∩ U(Qˆ) satisfies �(Q �) ≥ �(Qˆ) = �(Q) − 1d . Since levels do not
decrease during refinement, we get
�(Q)− 1
d
≤ min �(Qj ∩ U(Qˆ)) ≤ min �(Q ∩ U(Qˆ))
Lemma 5.4.9
≤ min �(Q ∩ U(Q)). (5.133)
�
Theorem 5.4.11. For any q ≥ 2, all admissible meshes are analysis-suitable.
Proof. We prove the claim by induction over admissible subdivisions. Assume that
the mesh Q is admissible and analysis-suitable, and let Q ∈ Q such that Qˆ �
subdivide1/d(Q, Q) is an admissible subdivision of Q. We have to show that Qˆ
is analysis-suitable. We assume without loss of generality that d·�(Q) = 0 mod d.
Hence subdividing Q adds q−1 hyperfaces to the mesh, which are orthogonal to the
first dimension. We denote Q � [x1, x1+ x˜1]×· · ·× [xd, xd+ x˜d] and Ξ � {x1+ jq x˜1 |
j ∈ {1, . . . , q − 1}}. The skeletons of Qˆ satisfy
�Sk1 = Sk1 ∪ �Ξ× [x2, x2 + x˜2]× · · · × [xd, xd + x˜d]�, �Skj = Skj for j = 2, . . . , d.
(5.134)
Let vˆ ∈ N(Qˆ)\N be a new node. Using the local quasi-uniformity from Lemma 5.4.10,
it can be verified for j = 2, . . . , d that for all z ∈ Kj(vˆ) follows TJj(z)∩ suppBvˆ = ∅.
Consequently, �TJj = TJj . Moreover, �TJ1(z) = TJ1(z) if z � Ξ. It remains to
characterize �TJ1(z) = S1(z) ∩ �
v∈Nˆ1(z)
suppBv ∩
�
v∈N(Qˆ)\Nˆ1(z)
suppBv (5.135)
for z ∈ Ξ. With
Nˆ1(z) = N1(z) ∪ N(Qˆ) \ N
and N(Qˆ) \ Nˆ1(z) = N \ Nˆ1(z) = N \ N1(z), (5.136)
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it follows�TJ1(z) = S1(z) ∩ �
v∈Nˆ1(z)
suppBv ∩
�
v∈N(Qˆ)\Nˆ1(z)
suppBv,
(5.136)= S1(z) ∩
� �
v∈N1(z)
suppBv ∪
�
v∈N(Qˆ)\N
suppBv
�
∩
�
v∈N\N1(z)
suppBv
= TJ1(z) ∪
�
S1(z) ∩
�
vˆ∈N(Qˆ)\N
suppBvˆ���������������������������� ����������������������������
Σ
∩
�
v∈N\N1(z)
suppBv
�
. (5.137)
We will prove below that Σ ∩ �TJj = ∅ for j � 1. See Figures 5.17 and 5.18 for an
example with �(Q) = 1 and q = 2. Assume for contradiction that there is s ∈ R
and j ∈ {2, . . . , d} such that �TJj(s) ∩Σ � ∅. Definition 5.3.7 yields the existence of
v ∈ Nˆj(s) and w ∈ N(Qˆ) \ Nˆj(s) such that
Sj(s) ∩ suppBv ∩ suppBw ∩ Σ � ∅. (5.138)
We define for z,R ∈ Rd the componentwise bounded box
B(z,R) �
�
y ∈ Rd | |zi − yi| < Ri for all i ∈ {1, . . . , d}
�
. (5.139)
and for sets A ∈ Rd the generalized notation B(A,R) � �
z∈AB(z,R). We will
show below for R � size(�(Q)) ◦ p+12 that w ∈ B(Σ, R), and subsequently that
w � B(Σ, R). This will be the desired contradiction.
Since the subdivision of Q is admissible, we know that all elements Q � ∈ Q∩U(Q)
are at least of level �(Q). This implies that all those elements are of equal or smaller
size than Q . It follows
Σ ⊆ U(Q) ⊆ �(Q ∩ U(Q)), (5.140)
and with Σ ⊂ S1(z), we get more precisely
Σ ⊆ S1(z) ∩B(mid(Q), size(�(Q))◦(p2 + 1))
⊆ B(Σ, size(�(Q))◦p+12 ) = B(Σ, R)
⊆ B(mid(Q), size(�(Q))◦(p+ 32 )) = U(Q). (5.141)
Equation (5.138) implies suppBw ∩ Σ � ∅, and we conclude from (5.141) that w ∈
B(Σ, R) ⊆ U(Q).
In order to show w � B(Σ, R), we assume that there is no element in Q with level
higher than �(Q) + 1
d
. This is an eligible assumption, since every admissible mesh
can be reproduced by a sequence of level-increasing admissible subdivisions; see the
proof of Proposition 5.2.21 for a detailed construction. This assumption implies that
the j-orthogonal skeleton Skj is a subset of the j-orthogonal skeleton of a uniform
(�(Q) + 1
d
)-leveled mesh,
Skj(Q) ⊆ Skj(Qu[�(Q)+1/d]), (5.142)
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and with min �(Q ∩ U(Q)) = �(Q), we have even equality on the neighbourhood
Q ∩ U(Q),
Skj(Q ∩ U(Q)) = Skj(Qu[�(Q)] ∩ U(Q)) = Skj(Qu[�(Q)+1/d] ∩ U(Q)), (5.143)
using the notation Skj(Q ∩ U(Q)) �
�
Q �∈Q∩U(Q) Skj(Q
�). Since v ∈ Nˆj(s), we know
that Nˆj(s) � ∅, which means that there are elements in Q that have j-orthogonal
faces at the xj-coordinate s, i.e., Sj(s) ∩ Skj(Q) � ∅. With (5.142) we get Sj(s) ∩
Skj(Qu[�(Q)+1/d]) � ∅. Since Qu[�(Q)+1/d] is a tensor-product mesh, its j-orthogonal
skeleton consists of end-to-end slices, which yields Sj(s) ⊆ Skj(Qu[�(Q)+1/d]). The
restriction to the neighbourhood Q ∩ U(Q) yields
Sj(s) ∩
�
(Q ∩ U(Q)) ⊆ Skj
�
Qu[�(Q)+1/d] ∩ U(Q)
� (5.143)= Skj(Q ∩ U(Q)) ⊆ Skj(Q).
(5.144)
Since w � Nˆj(s), we know by definition that
(w1, . . . , wj−1, s, wj+1, . . . , wd) � Skj(Q)
(5.144)
⊇ Sj(s)∩
�
(Q∩U(Q)) ⊇ Sj(s)∩U(Q).
(5.145)
Equation (5.138) implies that Sj(s) ∩ Σ � ∅, and with (5.140) we get that Sj(s) ∩
U(Q) � ∅. Since U(Q) is an axis-aligned box, and the projection of w to the slice
Sj(s) is not in Sj(s) ∩ U(Q), we conclude that w � U(Q) ⊇ B(Σ, R).
This proves that �TJj ∩ Σ = ∅. Since j was chosen arbitrary, this concludes the
proof. �
Theorem 5.4.12. For any two admissible meshes with one being a refinement of
the other, the corresponding spline spaces are nested.
Proof. We will prove the Theorem by induction over admissible subdivisions. Let Q
be an admissible mesh, and let Q∗ ∈ Q such that the subdivision Qˆ � subdivide1/d(Q, Q∗)
is admissible in the sense of Definition 5.4.6. We have to show that the spline spaces
span(T ) and span(Tˆ ) associated to the meshes Q and Qˆ are nested. They are
defined by
T � {Bv | v ∈ N(Q)}
and Tˆ � {Bˆv | v ∈ N(Qˆ)}, (5.146)
where Bˆv is the spline function associated to the local index vectors of v in the
refined mesh Qˆ.
We set j∗ � (d·�(Q∗) mod d) + 1 and observe that Q∗ is subdivided in the j∗-th
dimension. This means that all new hyperfaces in the mesh are j∗-orthogonal, and
hence only the global knot vectors Kj∗(v) for v ∈ N(Q) ∩ Q∗ are updated. All other
global knot vectors remain unchanged, in particular all non-j∗-orthogonal local index
vectors.
∀j ∈ {1, . . . , d} \ {j∗}, ∀w ∈ N(Q) : kj(w) = kˆj(w) (5.147)
We consider an arbitrary new node v = (v1, . . . , vd) ∈ N(Qˆ) \ N(Q). We denote by
kˆj(v) �
�
(v1, . . . , vj−1)
�
× kˆi(v)×
�
(vj+1, . . . , vd)
�
(5.148)
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Figure 5.17 [34]: x2x3-view on the slice S1(z). The numbers denote tripled element
levels (i.e. 2 represents the level 23 ), and the element in the center
with level 43 is a child of Q . The patch Qˆ ∩ U(Q) is highlighted in
blue, and the second-order patch Qˆ∩�Q �∈Qˆ∩U(Q) U(Q �) is indicated
by a thick blue line.
the representation of the local index vector kˆi(v) in Rd.For those points in kˆj(v) that
are also nodes, we observe the symmetry
∀w, v ∈ N(Qˆ) : w ∈ kˆj(v)⇔ v ∈ kˆj(w), (5.149)
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Figure 5.18 [34]: x2x3-view on the slice S1(z). TJ1 is indicated by red areas. TJ2 is
depicted by horizontal red lines, TJ3 are vertical red lines. At the
same time, the squared red area in the center coincides with Σ.
which implies that kˆj(v) ∩ N(Qˆ) is the set of all nodes that are aligned with v in
j-th dimension and have the j-th component of v in their new local index vector,
kˆj(v) ∩ N(Qˆ) =
�
w ∈ N(Qˆ) | wj ∈ kˆj(v), ∀i � j : wi = vi
�
. (5.150)
The union of the sets kˆj∗(v) ∩ N(Qˆ) over all new nodes v ∈ N(Qˆ) \ N(Q) contains
all nodes of which the local index vectors have changed, and all new nodes,
N(Qˆ) ∩
�
v∈N(Qˆ)\N(Q)
kˆj∗(v) = N(Qˆ) \ N(Q) ∪
�
w ∈ N(Q) | Bˆw � Bw
�
. (5.151)
In particular, each node w ∈ N(Q) of which the associated basis function has
changed, i.e. Bˆw � Bw ∈ T \ Tˆ , is in the local index vector kj∗(v) of some new
node v ∈ N(Qˆ) \ N(Q). It hence suffices to show that for all affected nodes, the
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corresponding old T-spline is in the new spline space,
∀ v ∈ N(Qˆ) \ N(Q) ∀ w ∈ kˆj∗(v) ∩ N(Q) : Bw ∈ span(Tˆ ), (5.152)
which is fullfilled if we prove for any v ∈ N(Qˆ) \ N(Q) that
span{Bw | w ∈ kˆj∗(v) ∩ N(Q)} ⊆ span{Bˆw | w ∈ kˆj∗(v) ∩ N(Qˆ)}. (5.153)
The main part of this proof below is to show that for any v ∈ N(Qˆ) \N(Q) and any
two new or affected nodes w, z ∈ kˆj∗(v) ∩ N(Qˆ), the non-j∗-directional local index
vectors of w and z coiincide,
∀w, z ∈ kˆj∗(v) ∩ N(Qˆ) ∀j ∈ {1, . . . , d}, j � j∗ : kˆj(w) = kˆj(z). (5.154)
In the one-dimensional case, T-splines coiincide with B-splines, and the spline spaces
that correspond to nested (j∗-directional) knot vectors are always nested. Together,
these arguments conclude the proof.
In order to show that (5.154) holds, we need to control the knot interval lengths
in the local index vectors that correspond to the involved spline functions. Hence for
any new node v and w ∈ kˆj(v) ∩ N(Qˆ), we need to control the size or, equivalently,
the level of each element Q � that includes two points that correspond to entries of a
local index vector of w,
E(Q∗) �
�
v∈N(Qˆ)\N(Qˆ)
�
Q � ∈ Q | ∃w ∈ kˆj∗(v)∩N(Qˆ), j � j∗ : #(Q
�∩kˆj(w)) ≥ 2
�
. (5.155)
Note that E(Q∗) ⊆ Q, and Q \ Qˆ = {Q∗} as well as Qˆ \ Q = subdivide1/d(Q∗).
Since the size of the children of Q∗ differ only in j∗-direction from the size of Q , the
definition
Eˆ(Q∗) �
�
v∈N(Qˆ)\N(Qˆ)
�
Q � ∈ Qˆ | ∃w ∈ kˆj∗(v)∩N(Qˆ), j � j∗ : #(Q
�∩kˆj(w)) ≥ 2
�
(5.156)
yields E(Q∗) \ Eˆ(Q∗) = {Q} and Eˆ(Q∗) \ E(Q∗) = subdivide1/d(Q∗). We will control
the element levels in E(Q∗) by proving (i) that E(Q∗) ⊆ Q∩U(Q∗), and subsequently
(ii) that each element Q � ∈ E(Q∗) has an element of level �(Q∗) in its neighbourhood
Q ∩ U(Q �). This will yield a lower and an upper bound on the element levels in
E(Q∗).
(i). We assumed the subdivision subdivide1/d(Q, Q∗) to be admissible, which
means by Definition 5.4.6 that
∀Q � ∈ Q ∩ U(Q∗) : �(Q �) ≥ �(Q∗). (5.157)
With Definition 5.4.3 and d·�(Q ∗) mod d = j∗ − 1, this implies that all elements in
U(Q∗) are at most of the size
q−��(Q
∗)�� 1
q
, . . . , 1
q������� �������
(j∗−1) times
, 1, . . . , 1
�
. (5.158)
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We denote Q∗ = [x1, x1+ x˜1]×· · ·× [xd, xd+ x˜d] and consider an arbitrary new node
v ∈ N(Qˆ) \ N(Q), and observe
size(�(Q∗)) = (x˜1, . . . , x˜d), (5.159)
xj ≤ vj ≤ xj + x˜j for all j ∈ {1, . . . , d} (5.160)
and xj∗ < vj∗ < xj∗ + x˜j∗ . (5.161)
Consider some arbitrary w ∈ kˆj∗(v)∩N(Qˆ). The definition of kˆj∗(v) (5.148) implies
that w and v are connected by a chain of at most pj∗+12 elements, this is, one child
of Q∗ which has the j∗-directional size q−��(Q
∗)�−1, and pj∗−12 more elements with
yet unbounded sizes. We want to show that
w ∈ U(Q∗), (5.162)
with U(Q∗) from Definition 5.4.4. Assume for contradiction that w � U(Q ∗), which
means that there is some dimension ˜ ∈ {1, . . . , d} such that��x˜ + x˜˜2 − w˜������������������� �����������������
˜-th entry of
Dist(Q∗,w)
≥ x˜˜ · (p˜ + 32 ). (5.163)
Together, (5.160) and (5.150) yield xj ≤ wj = vj ≤ xj + x˜j for all j � j∗, and hence���xj + x˜j2 − wj��� ≤ x˜j2 < x˜j · (pj + 32 ) for all j � j∗. (5.164)
This implies that ˜ = j∗ and hence���xj∗ + x˜j∗2 − wj∗ ��� ≥ q−��(Q∗)��������� ��������
j∗-th entry of
size(�(Q∗))
·(pj∗ + 32 ). (5.165)
We know from above that the j∗-directional sizes of all elements in Q ∩ U(Q ∗) are
smaller or equal to q−��(Q∗)�. Without loss of generality, we assume equality in
(5.165), which means that w is in the boundary of the open box U(Q ∗) and hence
that all j∗-direction edges between w and v are in the environment U(Q ∗). This
implies that the number of elements between w and v is at least |wj∗ − vj∗ | ·q��(Q
∗)�.
We conclude from (5.161) that���xj∗ + x˜j∗2 − vj∗ ��� < x˜j∗2 = 12q−��(Q∗)�, (5.166)
and hence
|wj∗ − vj∗ | · q��(Q
∗)� ≥
����xj∗ + x˜j∗2 − wj∗ ���− ���xj∗ + x˜j∗2 − vj∗ ���� · q��(Q∗)�
(5.165)
(5.166)
>
�
pj∗ + 32 )q
−��(Q∗)� − 12q−��(Q
∗)�� · q��(Q∗)� = pj∗ + 1,
(5.167)
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which means that the number of elements between w and v is greater than pj∗ +1 >
pj∗+1
2 . This contradicts our knowledge from above that w and v are connected by a
chain of at most pj∗+12 elements, and proves (5.162).
We have proven for arbitrary w ∈ kˆj∗(v) ∩ N(Qˆ) that w ∈ U(Q∗), and we
want to show below that E(Q∗) ⊆ Q ∩ U(Q∗). We consider j � j∗ and denote
kˆj(w) = {w˜1, . . . , w˜pj+2} ⊂ Ω, assuming that the points w˜1, . . . , w˜pj+2 are ordered
with respect to their j-th component. Consider w˜ ∈ {w˜2, . . . , w˜pj+1}. We want to
show that
w˜ ∈ U(Q∗). (5.168)
From Definition 5.3.5 we know that wj is the middle entry of kˆj(w) ⊆ Kˆj(w). This
and the definition of Kˆj(w) imply that w and w˜ are connected by a chain of at most
pj−1
2 elements,
∃ Q1, . . . , Q (pj−1)/2 ∈ Q : [w, w˜] � {tw+(1− t)w˜ | t ∈ [0, 1]} ⊂ Q 1∪ · · ·∪Q (pj−1)/2.
(5.169)
Recall from above that j � j∗, and that w˜i = wi for all i � j. Hence the points
w and w˜ differ only in j-direction. We know from (5.164) that
���xj + x˜j2 − wj��� ≤
x˜j
2 . Similarly to the proof above, the assumption w˜ � U(Q
∗) yields that any set
of elements M ⊂ Qˆ satisfying [w, w˜] ⊂ �M contains at least pj + 1 elements,
in contradiction to the existence of {Q 1, . . . , Q (pj−1)/2} which contains only
pj−1
2
elements. This proves (5.168).
We have proven w˜ ∈ U(Q∗), which implies that all elements neighboring w˜ are
in U(Q∗). Note that if a mesh element contains two points that correspond to the
same local index vector, then at most one of these two points corresponds to the
first or last entry of that local index vector. This and the fact that w and w˜ were
chosen arbitrary yield that all elements of which we want to control the size are in
the neighbourhood of Q∗,
E(Q∗) ⊆ Q ∩ U(Q∗). (5.170)
(ii). In order to get an upper bound on the level of elements from E(Q ∗), we want
to show that each of those elements has an element of level �(Q ∗) in its environment,
∀Q � ∈ E(Q∗) ∃Q �� ∈ U(Q �) : �(Q ��) = �(Q∗). (5.171)
Assume for contradiction that there is some Q � ∈ E(Q∗) such that
∀Q �� ∈ U(Q �) : �(Q ��) � �(Q∗). (5.172)
The combination of Q � ∈ E(Q∗) and (5.170) yields Q � ∈ U(Q∗). With (5.157), we
have �(Q �) ≥ �(Q∗). Since Q � ∈ U(Q �), the assumption (5.172) yields �(Q �) � �(Q∗)
and hence �(Q �) > �(Q∗), or equivalently �(Q �) ≥ �(Q∗) + 1
d
. Lemma 5.4.10 states
that
∀ Q �� ∈ U(Q �) : �(Q ��) ≥ �(Q �)− 1
d
≥ �(Q∗), (5.173)
and together with (5.172),
∀ Q �� ∈ U(Q �) : �(Q ��) > �(Q∗). (5.174)
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This means that all j∗-direction edges in U(Q �) are at most of the length q−��(Q
∗)�−1.
From Q � ∈ E(Q∗) we conclude that there exist v ∈ N(Qˆ) \ N(Q) and w ∈ kˆj∗(v),
j � j∗ with kˆj(w) = (w˜1, . . . , w˜pj+2), as well as w˜ ∈ Q � ∩ {w˜2, . . . , w˜pj+1}.
Case 1. If �(Q �) > �(Q∗) + 1
d
, then Q � has an ancestor Qˆ � with �(Qˆ �) = �(Q∗) + 1
d
.
Since v ∈ Q∗, the assumption (5.172) implies that v � U(Q �). From w ∈ kˆj∗(v)
follows that w and v are connected by a chain of at most pj∗+12 elements. We
follow exactly the proofs of (5.162) and (5.168) above, only exchanging v and w˜ and
replacing Q∗ by Qˆ �. Similarly to the proof of (5.162), we get the contradiction that
w and v are connected by more than pj∗ + 1 elements.
Case 2. If �(Q �) = �(Q∗) + 1
d
, then Lemma 5.4.10 yields for arbitrary Q �� ∈ U(Q �)
that �(Q∗) + 1
d
= �(Q �) ≤ �(Q ��) + 1, which means �(Q∗) ≤ �(Q ��). Together with
(5.172), we have �(Q∗) < �(Q ��) and hence �(Q∗) + 1
d
≤ �(Q ��) for any Q �� ∈ U(Q �).
We set Qˆ � � Q � and proceed as in Case 1, deriving the same desired contradiction.
This concludes the proof of (5.171).
We have proven that each element in E(Q∗) has an element of level �(Q∗) in its
environment. Hence, Lemma 5.4.10 implies that these elements are at most of level
�(Q∗) + 1
d
. This and (5.170) together read
∀Q � ∈ E(Q∗) : �(Q∗) ≤ �(Q �) ≤ �(Q∗) + 1
d
, (5.175)
which proves (5.154). Equations (5.147) and (5.154) together, expressed in terms of
the associated 1D B-spline functions, yield
∀w, z ∈ kˆj∗(v) ∀j ∈ {1, . . . , d}, j � j∗ : Nkˆj(w) = Nkˆj(z), (5.176)
∀w, z ∈ kˆj∗(v) ∩ N(Q) ∀j ∈ {1, . . . , d}, j � j∗ : Nkˆj(w) = Nkj(w) = Nkj(z) = Nkˆj(z).
(5.177)
We define N�j∗v �
�
j∈{1,...,d}
j�j∗
Nkˆj(v) and conclude with (5.177) and (5.176) that
∀w ∈ kˆj∗(v) ∩ N(Q) : Bw = N
�j∗
v ·Nkj∗ (w) (5.178)
and ∀w ∈ kˆj∗(v) : Bˆw = N
�j∗
v ·Nkˆj∗ (w). (5.179)
We know that in the case of knot insertion in 1D, the corresponding 1D B-spline
spaces are nested:
span{Nkj∗ (w) | w ∈ kˆj∗(v) ∩ N(Q)} ⊆ span{Nkˆj∗ (w) | w ∈ kˆj∗(v)}. (5.180)
The combination of (5.178), (5.179) and (5.180) shows that Equation (5.153)
holds. This concludes the proof. �
5.4.2 Linear Complexity
This section is devoted to a complexity estimate in the style of a famous estimate
for the Newest Vertex Bisection on triangular meshes given by Binev, Dahmen and
DeVore [7] and, in an alternative version, by Stevenson [8]. Linear Complexity of
the refinement procedure is an inevitable criterion for optimal convergence rates in
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the Adaptive Finite Element Method (see e.g. [7, 8, 10] and [53, Conclusions]). The
estimate and its proof follow our own work [38, 37], which we generalize now to three
dimensions and q-graded refinement. The estimate reads as follows.
Theorem 5.4.13. Any sequence of admissible meshes Q0,Q1, . . . ,QJ with
Qj = refine tsnD(Qj−1,Mj−1), Mj−1 ⊆ Qj−1 for j ∈ {1, . . . , J} (5.181)
satisfies
|QJ \ Q0| ≤ C5.4.13
J−1�
j=0
|Mj | , (5.182)
with
C5.4.13 = q
1/d
1−q−1/d prod
�
4C5.4.14 + (1, q1/d, . . . , q(d−1)/d)
�
(5.183)
and C5.4.14 from Lemma 5.4.14 below.
Lemma 5.4.14. Given an admissible mesh Q, a set of marked elements M ⊆ Q,
and Q ∈ refine tsnD(Q,M) \Q, there exists Q� ∈M such that �(Q) ≤ �(Q�) + 1 and
Dist(Q, Q�) ≤ q−�(Q) C5.4.14, (5.184)
with “≤” understood componentwise and
C5.4.14 � 11−q−1/d
�
1, q1/d, . . . , q(d−1)/d
�
◦(p+ 3+q1/d2 )+
�
q1/d
2 ,
q2/d
2 , . . . ,
q
2
�
. (5.185)
Proof. The function size(k) from Definition 5.4.3 is decreasing in k and bounded by
size(k) ≤ q−k
�
1, q1/d, . . . , q(d−1)/d
�
for all k ∈ N0. (5.186)
Consequently, the term size(�(Q)) ◦ (p+ 32 ) from Definition 5.4.4 is also decreasing
in �(Q) and bounded by
size(�(Q)) ◦ (p+ 32 ) ≤ q−�(Q)
�
1, q1/d, . . . , q(d−1)/d
�
◦ (p+ 32 )������������������������������������������� �������������������������������������������
p˜
. (5.187)
Hence for any Q˜ ∈ Q and Q˜ � ∈ Q ∩ U(Q˜), there exists x ∈ Q˜ � ∩ U(Q˜) and hence
Dist(Q˜ , Q˜ �) ≤ Dist(Q˜ , x) + Dist(Q˜ �, x)
≤ Dist(Q˜ , x) + 12 size(�(Q˜ �))
Lemma
5.4.10≤ Dist(Q˜ , x) + 12 size(�(Q˜)− 1d )
(5.186)
(5.187)
≤ q−�(Q˜) p˜+ q−�(Q˜)
�
q1/d
2 ,
q2/d
2 , . . . ,
q
2
�������������������������������������������������
s
≤ q−�(Q˜) (p˜+ s) . (5.188)
The existence of Q ∈ refine tsnD(Q,M) \ Q means that refine tsnD subdivides
Q � = QJ , QJ−1, . . . , Q0 such that Q j−1 ∈ Q ∩ U(Q j) and �(Q j−1) < �(Q j) for j =
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J, . . . , 1, having Q � ∈M and Q ∈ subdivide1/d(Q0). Lemma 5.4.10 yields �(Q j−1) =
�(Q j)− 1d for j = J, . . . , 1, which yields the estimate
Dist(Q �, Q0) ≤
J�
j=1
Dist(Q j , Q j−1)
(5.188)
≤
J�
j=1
q−�(Qj) (p˜+ s)
=
J�
j=1
q−(�(Q0)+j) (p˜+ s) < q−�(Q0) (p˜+ s)
∞�
j=1
q−j/d
= q
−1/d−�(Q0)
1− q−1/d (p˜+ s) =
q−�(Q)
1− q−1/d (p˜+ s). (5.189)
The distance between Q and its parent element Q 0 is bounded by
Dist(Q , Q0) ≤ 12 size(�(Q0)) ≤ q−�(Q)s. (5.190)
This and a triangle inequality conclude the proof. �
Proof of Theorem 5.4.13.
(1) For Q ∈ �Mts and Q � ∈M �M0 ∪ · · · ∪MJ−1, define λ(Q , Q �) by
λ(Q , Q �) �

q�(Q)−�(Q
�) if �(Q) ≤ �(Q �) + 1
d
and Dist(Q , Q �) < 2q−�(Q) C5.4.14,
0 otherwise.
(5.191)
(2) Main idea of the proof.
|QJ \ Q0| =
�
Q∈QJ\Q0
1
(3)
≤
�
Q∈QJ\Q0
�
Q �∈M
λ(Q , Q �)
(4)
≤
�
Q �∈M
C5.4.13 = C5.4.13
J−1�
j=0
|Mj |. (5.192)
(3) Each Q ∈ QJ \ Q0 satisfies �
Q�∈M
λ(Q, Q�) ≥ 1. (5.193)
Consider Q ∈ QJ \ Q0. Set j1 < J such that Q ∈ Qj1+1 \ Qj1 . Lemma 5.4.14 states
the existence of Q1 ∈ Mj1 with Dist(Q , Q1) ≤ q−�(Q) C5.4.14 and �(Q) ≤ �(Q1) + 1d .
Hence λ(Q , Q1) = q�(Q)−�(Q1) > 0. The repeated use of Lemma 5.4.14 yields j1 >
j2 > j3 > . . . and Q2, Q3, . . . with Q i−1 ∈ Qji+1 \ Qji and Q i ∈Mji such that
Dist(Q i−1, Q i) ≤ q−�(Qi−1) C5.4.14 and �(Q i−1) ≤ �(Q i) + 1d . (5.194)
We repeat applying Lemma 5.4.14 as λ(Q , Q i) > 0 and �(Q i) > 0, and we stop at the
first index L with λ(Q , QL) = 0 or �(QL) = 0. If �(QL) = 0 and λ(Q , QL) > 0, then�
Q �∈M
λ(Q , Q �) ≥ λ(Q , QL) = q�(Q)−�(QL) ≥ q1/d. (5.195)
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If λ(Q , QL) = 0 because �(Q) > �(QL)+ 1d , then (5.194) yields �(QL−1) ≤ �(QL)+ 1d <
�(Q) and hence �
Q �∈M
λ(Q , Q �) ≥ λ(Q , QL−1) = q�(Q)−�(QL−1) > q1/d. (5.196)
If λ(Q , QL) = 0 because Dist(Q , QL) ≮ 2q−�(Q) C5.4.14, then there exists an index
k ∈ {1, . . . , d} with Distk(Q , QL) ≥ 2q−�(Q) (C5.4.14)k, and a triangle inequality shows
2q−�(Q) (C5.4.14)k ≤ Distk(Q , Q1) +
L−1�
i=1
Distk(Q i, Q i+1)
≤ q−�(Q) (C5.4.14)k +
L−1�
i=1
q−�(Qi) (C5.4.14)k, (5.197)
and hence q−�(Q) ≤
L−1�
i=1
q−�(Qi). The proof is concluded with
1 ≤
L−1�
i=1
q�(Q)−�(Qi) =
L−1�
i=1
λ(Q , Q i) ≤
�
Q �∈M
λ(Q , Q �). (5.198)
(4) For all j ∈ {0, . . . , J − 1} and Q� ∈Mj holds�
Q∈QJ\Q0
λ(Q, Q�) ≤ q1/d1−q−1/d prod
�
4C5.4.14 + (1, q1/d . . . , q(d−1)/d)
�
= C5.4.13.
(5.199)
This is shown as follows. By definition of λ, we have�
Q∈QJ\Q0
λ(Q , Q �) ≤
�
Q∈
�
Mts\Q0
λ(Q , Q �)
=
d·�(Q �)+1
j=1
qj−�(Q
�)#
�
Q ∈ �Mts | �(Q) = jd , Dist(Q , Q �) < 2q−j/d C5.4.14������������������������������������������������������������������������������ �����������������������������������������������������������������������������
B
.
(5.200)
Since we know by Definition 5.4.3 that �(Q) = j
d
implies |Q | = prod size(�(Q)) =
q−j , we know that qj
���B�� is an upper bound of #B. The cuboidal set �B
is the union of all admissible elements of level j
d
having their midpoints inside a
cuboid of size 4q−j/d C5.4.14. An admissible element of level j is not bigger than
q−j/d × q(1−j)/d × · · · × q(d−1−j)/d. Together, we have���B�� ≤ q−j prod�4C5.4.14 + (1, q1/d . . . , q(d−1)/d)�, (5.201)
and hence #B ≤ prod
�
4C5.4.14 + (1, q1/d . . . , q(d−1)/d)
�
. An index substitution k �
1− j + d·�(Q �) proves the claim with
d·�(Q �)+1
j=1
qj−�(Q
�) =
d·�(Q �)
k=0
q(1−k)/d < q1/d
∞�
k=0
q−k/d = q
1/d
1−q−1/d . (5.202)�
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An experiment on C5.4.13
The constant C5.4.13 arising from this theory is very large, however we observed
much smaller ratios of refined and marked elements in an experiment with d = 3
and p = (3, 3, 3). Starting from a 5×5×5 mesh, we applied the refinement algorithm
with only one corner element marked, always sticking to the same corner. This is
realistic when resolving a singularity of the solution of a discretized PDE. In all
cases the experimental constant was below C5.4.133000 , see Figure 5.19. The advantage
of greater grading parameters could not be seen in random refinement all over the
domain.
1 2 3 4 5 6
grading parameter q
0
3
6
9
12
15
18
C
5
.
4
.
1
3
×10 6
1 2 3 4 5 6
grading parameter q
0
1000
2000
3000
4000
5000
6000
C
′ q
Figure 5.19 [34]: The complexity constant C5.4.13 in theory (left) and experiment
(right). The values of C �q were taken from an experiment illustrated
in Figure 5.20.
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10 1 10 2
10 3
10 4
10 5
Figure 5.20 [34]: Estimation of the experimental constants C �q for q = 2, . . . , 5.
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6 Numerical Experiments
This chapter summarizes [41], where the refinement strategies proposed in Chapters
4 and 5 are compared to the refinement for AST-splines proposed in [29] and a more
naive refinement strategy for THB-splines. In addition to achievable convergence
rates and the mesh grading, the comparison includes numerical properties of the
stiffness matrix as its sparsity and condition number. To clearly point out differences
between the refinement strategies, the first example is designed as a worst case
scenario and does not correspond to a physical problem. The second and third
example are well-established benchmark problems in the context of Adaptive Finite
Element Methods [25, 17, 56], including the Poisson problem and linear elasticity
with given analytical solutions. In all examples and for all refinement strategies,
cubic B-spline basis functions are used.
6.1 Alternative refinement strategies
This section introduces a naive refinement strategy refine thbnn for THB-splines
as well as the refinement routine refine ts[29] proposed in [29] for analysis-suitable
T-splines. Both strategies are considered in the numerical experiments below and
represent low-cost alternatives to refine thb and refine ts2D, respectively.
6.1.1 Nearest neighbor refinement for THB-splines
The nearest neighbor refinement serves as a cheap alternative to refine thb from
Chapter 4 and is defined through a more naive choice of the coarse neighbourhood
Nthb nn(Q,M) as described below.
Definition 6.1.1 (Nearest neighbor refinement for THB-Splines). We define for
each Q ∈ Q the coarse neighbourhood consisting of elements with level �(Q)−m+ 1
Nthb nn(Q, Q) �
�
Q � ∈ Q | �(Q �) = �(Q)−m+ 1 and Q � ∩ Q � ∅
�
(6.1)
= Qu[�(Q)−m+1] ∩ (Q ∩ Q), (6.2)
with generalized notations Nthb nn(Q,M) �
�
Q∈MNthb nn(Q, Q) and
N kthb nn(Q,M) � Nthb nn(Q, . . .Nthb nn(Q,�������������������������������� ��������������������������������
k times
M) . . . ). (6.3)
We define the closure
closure thbnn(Q,M) �
max �(M)�
k=0
N kthb nn(Q,M), (6.4)
and the extended refinement procedure
refine thbnn(Q,M) � subdivide
�
Q,closure thbnn(Q,M)
�
. (6.5)
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6.1.2 Scott refinement for T-splines
We explain below the refinement routine proposed in [29]. This strategy is not based
on element hierarchies, but solely on T-junction extensions. It is suitable for meshes
with multiple edges and requires only local information on the edges’ orientations,
which is an important feature for the application to unstructured meshes. However,
it is limited to the two-dimensional case, the overlay of two generated meshes may
not be analysis-suitable and its (expected) complexity has not been analyzed yet,
hence the theoretical analysis of convergence rates using this algorithm may not be
solved in the near future.
Definition 6.1.2 (Bisection with parameters). For any rectangle Q = [x, x + x˜] ×
[y, y + y˜] and parameters j ∈ {1, 2}, 0 < q < 1, we define the refinement
bisectj,q(Q) �
��
[x, x+ qx˜]× [y, y + y˜], [x+ qx˜, x+ x˜]× [y, y + y˜]
�
if j = 1,�
[x, x+ x˜]× [y, y + qy˜], [x, x+ x˜]× [y + qy˜, y + y˜]
�
if j = 2.
(6.6)
bisect2, 0.3−−−−−−−→ bisect1, 0.6−−−−−−−→
Figure 6.1 [41]: Example for bisectj,q.
Definition 6.1.3 (Mesh class M[29]). We define the mesh class M[29] inductively
through the bisectj,q routine;
Q0 ∈ M[29], and
∀Q ∈ M[29] ∀Q ∈ Q, j ∈ {1, 2}, 0 < q < 1 :
�
Q \ {Q} ∪ bisectj,q(Q)
�
∈ M[29].
(6.7)
Definition 6.1.4 (Bézier mesh). Recall the Definition 5.1.7 for T-junction exten-
sions. Given a mesh Q ∈ ∪M[29], adding all T-junction extensions as actual edges
to Q yields the Bézier mesh, also called extended T-mesh. It represents the lowest-
dimensional piecewise polynomial space that contains BQts and is used for mesh com-
parisons in this chapter, see e.g. Figure 6.4.
Definition 6.1.5 (T-junction refinement). For any T-junction v ∈ T(Q), we denote
by
refine tjunc(Q, v) � Q \ {Qv} ∪ bisectj,q(Qv) (6.8)
the single-element refinement such that v � T(refine tjunc(Q, v)), i.e., such that
v is not a T-junction anymore.
Remark. This refinement exists and is unique, and it is constructed as follows. The
definition of T-junctions states that there is exactly one element Q v ∈ Q such that
v ∈ T(Qv). The location of v on the boundary of Q v uniquely defines bisection
parameters j and q such that v is a vertex of each children Q � ∈ bisectj,q(Qv).
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Definition 6.1.6 (Extension crossing, extension incompatibility). For any mesh
Q ∈ M[29], we denote the set of extension-crossing T-junction pairs by
E(Q) � {(v, w) ∈ Th(Q)× Tv(Q) | extQ(v) ∩ extQ(w) � ∅} . (6.9)
For any mesh Q ∈ M[29] and refinement Q˜ ∈ M[29], we define the set of extension-
incompatible T-junctions by
C(Q, Q˜) �
�
v ∈ T(Q) ∩ T(Q˜) | extQ˜(v) � extQ(v)
�
. (6.10)
Algorithm 6.1.7 (Scott refinement for T-splines, [29]).
Input: mesh Q ∈ M[29], marked elements M ⊂ Q
Q˜ � refine thb(Q,M)
repeat
vrefine � argmin
v∈T(Q˜)
�
#E(refine tjunc(Q˜, v)) + #C(Q,refine tjunc(Q˜, v))
�
Q˜ � refine tjunc(Q˜, vrefine)
until E(Q˜) = ∅ and C(Q, Q˜) = ∅
return refine ts[29](Q,M) �
�
Q˜,BQ˜ts
�
Remark. The above algorithm does always terminate, in the worst case yielding a
tensor-product mesh.
6.2 Model Problems and Discretization
This section describes the two model problems that are used for our tests. We will
formulate both problems in the weak (variational) form and skip their derivation
from the original PDEs. The latter are, for the Poisson problem, seeking u ∈ C2(Ω)
such that
−Δu = f in Ω, ∂u
∂νN
= g on ΓN and u|ΓD = uD on ΓD, (6.11)
and for the problem of linear elasticity, seeking u ∈ C2(Ω) such that
− div σ(u) = f in Ω, �νN,σ(u)� = g on ΓN and u|ΓD = uD on ΓD, (6.12)
using the notation explained below.
6.2.1 Poisson problem
Data Let Ω ⊂ R2 be an open, connected and bounded Lipschitz domain. Let
the Dirichlet boundary ΓD ⊂ ∂Ω be closed and let each connectivity component
of ΓD be of positive measure. Set the Neumann boundary ΓN � ∂Ω \ ΓD and the
corresponding outer normal vector νN : ΓN → R2. Let uD ∈ L2(ΓD) and
H10 (Ω) �
�
w ∈ H1(Ω) | w|ΓD = 0 a.e. in ΓD
�
. (6.13)
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Q
→
Q˜0 #E(Q˜0) = 5
#C(Q, Q˜0) = 0
→
#E(Q˜1) = 2
#C(Q, Q˜1) = 0
→
#E(Q˜2) = 0
#C(Q, Q˜2) = 0
Q˜2
Figure 6.2 [41]: Example for the Scott T-spline refinement. In the first step, the
marked element is subdivided as for the HB-spline refinement. Sec-
ond, the intersections of horizontal and vertical T-junction exten-
sions are counted. Third, refine tjunc is applied to a T-junction
for which the number of extension crossings in the resulting mesh
(elements of E(Q˜)) is smallest, plus the term #C(Q, Q˜) to ensure
nesting of the resulting spline spaces. This third step is repeated
until the sets E(Q˜) and C(Q, Q˜) are empty.
Problem Find u ∈ H1(Ω) such that�
Ω
�∇u,∇v�dx =
�
Ω
fv dx+
�
ΓN
gv ds for all v ∈ H10 ,
u|ΓD = uD a.e. on ΓD. (6.14)
Discretization Given a basis B of a finite-dimensional function space Bˆ � spanB
and
Bˆ0 �
�
w ∈ Bˆ | w|ΓD = 0 a.e. in ΓD
�
, (6.15)
we seek the Galerkin solution uˆ ∈ Bˆ satisfying�
Ω
�∇uˆ,∇v�dx =
�
Ω
fv dx+
�
ΓN
gv ds for all v ∈ Bˆ0,
uˆ|ΓD = IBˆ(uD) on ΓD, (6.16)
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where IBˆ(uD) ∈ Bˆ is an interpolation of uD. We set uˆ0 � uˆ − IBˆ(uD) ∈ Bˆ0 and
reformulate the above problem to finding uˆ0 ∈ Bˆ0 such that�
Ω
�∇uˆ0,∇v�dx =
�
Ω
fv dx+
�
ΓN
gv ds−
�
Ω
�∇IBˆ(uD),∇v�dx for all v ∈ Bˆ0.
(6.17)
Since both left and right side of (6.16) are linear in v, it suffices to have the above
equation fulfilled for all basis functions v ∈ B0 = {v1, . . . , vn} = B∩ Bˆ0 that are zero
on the boundary. Since the right-hand side is also linear in uˆ0, and uˆ0 ∈ Bˆ0 is a
linear combination of these basis functions, (6.17) is equivalent to finding a vector
U = (u1, . . . , un) ∈ Rn such that��
Ω
�∇vi,∇vj�dx
�
1≤i,j≤n����������������������������������� �����������������������������������
A∈Rn×n
· U =
��
Ω
fvi dx+
�
ΓN
gvi ds−
�
Ω
�∇IBˆ(uD),∇vi�dx
�
1≤i≤n����������������������������������������������������������������������������� �����������������������������������������������������������������������������
B∈Rn
,
(6.18)
with uˆ =
�n
i=1 uivi+ IBˆ(uD). We call A the stiffness matrix and B the load vector.
Discrete space and parametrization In all experiments shown below, the physical
domain Ω (cf. Section 2.4) is the image of the parametric domain Ωˆ = ]0,M ]× ]0, N [
under a geometry map F : Ωˆ → R2 (cf. Section 2.2). Given a mesh Q and a
spline basis BQ ∈ {BQthb,BQts}, the geometry map F uses NURBS (see Section 2.3)
and is described through control points C = {cb | b ∈ BQ} ⊂ R2 and weights
W = {wb | b ∈ BQ} ⊂ [0, 1], namely
F(x) �
�
b∈BQ
rb(x)cb and rb(x) �
wbb(x)�
s∈BQ wss(x)
. (6.19)
The control points cb ∈ C and weights wb ∈W are given data and, since they define
F, they fully describe the domain Ω = F(Ωˆ). The basis B used for the discretization
consists of so-called pullback functions (cf. Section 2.4) composed of the spline basis
BQ and the inverse geometry map,
B = {b ◦ F−1 | b ∈ BQ}, and Bˆ = spanB. (6.20)
Note as a side remark that F−1 does not exist for general data C and W , however
it does exist in the experiments below.
Error estimator The Adaptive Algorithm (explained below in Section 2.5) is con-
trolled by a standard residual local error estimator η : Q → R (see e.g. [53] for an
application with THB-splines). Given the Galerkin solution uˆ ∈ Bˆ, it is defined by
ηQ(Q) �
�
h2Q �Δuˆ+ f�2Q +
�
E∈E(Q)
hE �RE(uˆ)�2E
�1/2
, (6.21)
where E(Q) is the set of edges of Q , hQ the diameter of Q , and hE the length (the
1D Lebesgue measure) of the edge E. The notation �•�A abbreviates the L2-norm
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�•�L2(A). Given a normal vector νE for each edge E, the edge residual RE(uˆ) is
defined by
RE(uˆ) �

1
2
��
∂uˆ
∂νE
��
E
if E is an interior edge,
g − ∂uˆ
∂νE
if E is a boundary edge in ΓN,
0 if E is a boundary edge in ΓD,
(6.22)
and we assume that any boundary edge is (up to its endpoints) either in ΓN or in
ΓD. For any interior edge E = Q ∩ Q �, the notation [[•]]E � •|Q − •|Q � describes
the jump along the edge E. Note that in all four methods that are compared in
this chapter, none of the spline basis functions have jumps in their derivatives, and
the same holds for the discrete solution uˆ. Provided that the Neumann boundary
condition is met exactly (e.g. in the case g = 0), the above error estimator hence
reduces to the volume contribution
ηQ(Q) � hQ �Δuˆ+ f�Q . (6.23)
6.2.2 Linear elasticity
Data Let Ω, ΓD, ΓN, νN, uD as above. For u ∈ H1(Ω,R2), we define
ε(u) �
� 1
2 (∂iuj+∂jui)
�
1≤i,j≤2 and σ(u)ij �
�
1≤k,�≤2
Cijk� ε(u)k� for 1 ≤ i, j ≤ 2.
(6.24)
We call u the displacement, ε(u) the strain tensor and σ(u) the stress tensor, and
C is some positive definite fourth order tensor that describes material properties.
Problem Find u ∈ H1(Ω) such that�
Ω
�σ(u), ε(v)�dx =
�
Ω
fv dx+
�
ΓN
gv ds for all v ∈ H10 (R2),
u|ΓD = uD a.e. on ΓD. (6.25)
Discretization Given a basis B of a finite-dimensional function space Bˆ � spanB
and Bˆ0 as above, we seek the Galerkin solution uˆ ∈ Bˆ satisfying�
Ω
�σ(uˆ), ε(v)�dx =
�
Ω
fv dx+
�
ΓN
gv ds for all v ∈ Bˆ0,
uˆ|ΓD = IBˆ(uD) on ΓD. (6.26)
Again, we set uˆ0 � uˆ − IBˆ(uD) ∈ Bˆ0 and reformulate the above problem to finding
uˆ0 ∈ Bˆ0 such that�
Ω
�σ(uˆ0), ε(v)�dx =
�
Ω
fv dx+
�
ΓN
gv ds−
�
Ω
�σ(IBˆ(uD)), ε(v)�dx for all v ∈ Bˆ0.
(6.27)
98
6.3 Experiments
Analogously to the derivation for the Poisson problem above, we compute the
Galerkin solution by solving the equation��
Ω
�σ(vi), ε(vj)�dx
�
1≤i,j≤n��������������������������������������� ���������������������������������������
A∈Rn×n
· U
=
��
Ω
fvi dx+
�
ΓN
gvi ds−
�
Ω
�σ(IBˆ(uD)), ε(vi)�dx
�
1≤i≤n������������������������������������������������������������������������������������ ������������������������������������������������������������������������������������
B∈Rn
. (6.28)
and setting uˆ =
�n
i=1 uivi + IBˆ(uD).
Error estimator Given the Galerkin solution uˆ ∈ Bˆ, we use the local error estimator
described in [57], which is defined by
ηQ(Q) �
�
h2Q �div σ(uˆ) + f�2Q +
�
E∈E(Q)
hE �RE(uˆ)�2E
�1/2
, (6.29)
where the edge residual RE(uˆ) is defined by
RE(uˆ) �

1
2 [[�νE ,σ(uˆ)�]]E if E is an interior edge,
g − �νE ,σ(uˆ)� if E is a boundary edge in ΓN,
0 if E is a boundary edge in ΓD.
(6.30)
6.3 Experiments
We present below the results of our experiments, which serve as a basic compari-
son between the refinement routines refine thb, refine ts2D, refine thbnn and
refine ts[29]. We will refer to refine thbnn and refine ts[29] as greedy refinements
and to refine thb and refine ts2D as safe refinements, since the latter result in
more widespread refinement and a larger number of degrees of freedom, but also
provide more theoretical background that has been addressed in the previous chap-
ters.
6.3.1 Worst case scenario
In this example, an initial square mesh with 64 elements is locally refined in the lower
left corner, where only one element is marked for refinement in each refinement.
The resulting Bézier meshes are presented in Figure 6.4. It can be seen that the
greedy THB-spline refinement does only refine the marked element whereas the
safe refinement routines extend the refinement region. Also the greedy T-spline
refinement inserts additional control points in order to ensure analysis-suitability
(cf. Definition 5.1.8). The total number of degrees of freedom (DOF) is plotted
against the refinement steps in Figure 6.5 (a) to illustrate this behaviour.
The locality of the refinement comes at the cost of an increased interaction between
differently-scaled basis functions in the case of greedy THB-spline refinement. In
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Figure 6.3 [41]: Worst case scenario: The sparsity patterns of the stiffness matrices
after six refinement steps are illustrated. In particular the greedy
THB-spline refinement results in a dense stiffness matrix.
this example, basis functions from the coarsest level interact with basis functions of
the finest level. This leads to the occurrence of quasi-dense rows and columns and
the loss of any band structure in the stiffness matrix, as it can be seen in Figure 6.3.
The other refinement routines do not cause a degeneration of the stiffness matrix’
structure.
The local mesh refinement also influences the behaviour of the condition number
of the stiffness matrix. Gahalaut et al. [58] analyzed these condition numbers for
NURBS-based isogeometric discretizations and uniform refinement, showing that
the condition number increases linearly with respect to degrees of freedom. This
is also reflected in our experiments. As expected, we observe for all kinds of local
refinement that the condition numbers grow at higher rates, see Figure 6.5 (b). The
rate is apparently independent of the type (T- or THB-splines) but does depend on
the locality of refinement (greedy or safe), and thus on the grading of the mesh.
However, if the condition numbers are compared with respect to the refinement
step (cf. Figure 6.5 (c)), the safe THB-spline refinement produces higher condition
numbers than the greedy one, and the T-splines higher condition numbers than
the THB-splines. This shows that the number of additional degrees of freedom per
refinement step may have a dominant influence on the condition number. Hence,
for a clear comparison, the condition number has to be compared with respect to a
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Figure 6.4 [41]: Refinement strategies: An initial square mesh with 64 elements is
locally refined in the lower left corner using THB- and T-splines.
The illustrated meshes are the Bézier meshes (see Definition 6.1.4).
quantity of main interest. For this reason the numerical error of the solution will be
plotted over the condition number in the following examples. We emphasize that
this discussion disregards appropriate preconditioning, which is beyond the scope of
this thesis.
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Figure 6.5 [41]: Worst case scenario: The relations between the total number of
degrees of freedom, the condition number of the stiffness matrix and
the refinement steps are illustrated. In the legend, “++” refers to
safe refinements, and “+” to greedy refinements.
6.3.2 Poisson problem
In this example, the Poisson problem (cf. Section 6.2.1) is solved for the temperature
u on two different two-dimensional domains. The first domain ΩL = {(−1, 1) ×
(−1, 1)}\{(0, 1)×(0, 1)}, referred to as the L-Shape, is characterized by a re-entrant
corner with an opening angle of β = 90◦ and a given exact solution
u¯ = r
2
3 sin 2φ−π3 (6.31)
in polar coordinates (r,φ). The second domain ΩS = {(−1, 1) × (−1, 1)}, referred
to as the slit domain, is characterized by a re-entrant corner with an opening angle
of β = 0◦ and a given exact solution
u¯ = r
1
2 sin φ2 . (6.32)
Both boundary value problems are illustrated in Figure 6.6. The boundary condi-
tions are applied by setting u = 0 at the Dirichlet boundary ΓD and the exact heat
flux g = ∂u¯/∂νN at the Neumann boundary ΓN. The L-Shape is modelled by a
single C1-continuous B-spline patch, while the slit domain is modelled by a single
B-spline patch with C0-continuous lines at the axis of symmetry of the domain as
indicated by the dashed lines in Figure 6.6.
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Figure 6.6 [41]: Poission problem: Domain and boundary conditions for (a) the L-
shape and (c) the slit domain as well as (b) the corresponding
analytical solutions.
In both problems, the geometry leads to a singularity of the solution at the re-
entrant corner. In this case classical convergence theory does not hold, and the order
of convergence with respect to the total number of degrees of freedom
k = − 12 min
�
p, π2π−β
�
(6.33)
is governed by the angle β of the re-entrant corner [59]. For uniform h-refinement
this leads to a convergence rate of k = −1/3 for all p for the L-shape and k = −1/4
for all p for the slit domain.
The optimal order of convergence k = −p/2 can be recovered by local mesh
refinement in the vicinity of the singularity. The adaptive finite element method
(cf. Section 2.5) will be applied below to solve the above problem with different
refinement strategies. To select elements for refinement, the quantile marking is
used. The associated parameter α has been adjusted manually for each refinement
strategy, in order to achieve best possible convergence rates.
L-Shape
The initial mesh of the L-shape problem consists of 16 elements. Figure 6.7 shows
the Bézier meshes after L refinement steps, as well as the marking parameters α.
For the adaptive local refinement, the error in the H1 norm is plotted over the total
number of degrees of freedom (DOF) in Figure 6.8 (a). All refinement strategies
recover the optimal order of convergence in the asymptotic range. Due to the coarse
initial mesh, the safe refinements produce a greater amount of DOF in the pre-
asymptotic range, which is in particular observed for the safe T-spline refinement.
As a result, the safe refinements behave not as local as the greedy refinements but
create more smoothly-graded meshes. To counteract the non-local refinements, the
marking parameter for safe refinements is chosen higher such that a smaller number
of elements is marked.
Particularly for the greedy THB-spline refinement, the computed stiffness matrix
has a higher density. For all other refinement strategies no clear tendency is visible
in the sparsity patterns in Figure 6.7.
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Figure 6.7 [41]: L-shape: The marking parameters α, the Bézier meshes and the
sparsity patterns of the stiffness matrices after L refinement steps
for all (a)-(d) refinement strategies. The safe refinement strategies
result in widespread refinement, the greedy refinement strategies in
more localized refinement. Again, the greedy THB-spline refinement
creates the stiffness matrix with the highest density.
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Figure 6.8: L-shape: The convergence rates as well as the relations between the
condition number of the stiffness matrix, the numerical error of the so-
lution and the total number of degrees of freedom are illustrated. (a)
- All refinement strategies converge with the expected convergence rate
k = 1.5 in the asymptotic range. As in Figure 6.5, “++” refers to safe
refinements, and “+” to greedy refinements.
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The condition number is plotted over the DOF in Figure 6.8 (b). Due to the
geometric map of the L-shape, a rate higher than one is reached for uniform refine-
ment. Regarding the local refinement, results similar to the previous example are
obtained. However, the differences between the greedy and safe refinements are not
as large as in the first experiment.
As mentioned above, also the error of the numerical solution with respect to the
condition number (cf. Figure 6.8 (c)) is of interest. It can be seen that for the same
order of accuracy, all local refinement techniques produce smaller condition numbers
compared to the uniform case. This means, that for local refinement, the error of the
solution decreases faster per DOF than the condition number increases per DOF.
This is an important result, because it illustrates that the negative influence of a
locally refined mesh on the condition number does not predominate the benefits
of local refinement regarding the error level. The refinement strategies compared
among themselves show similar results.
Slit domain
The initial mesh of the slit domain consists of 64 elements. The Bézier meshes after L
refinement steps, as well as the marking parameters α are illustrated in Figure 6.10.
As expected, the meshes of the safe refinement routines propagate the refinement
area but produce smoothly-graded meshes. On the other hand, the greedy T-spline
refinement leads to a mesh with very localized refinement and badly-shaped elements
with aspect ratios up to 64. Concerning the sparsity patterns of the stiffness matrix,
only the greedy THB-spline refinement creates matrices with a higher density, due
to the increased interaction between the basis functions.
For the adaptive local refinement, the error in the H1 norm is plotted over the
total number of degrees of freedom (DOF) in Figure 6.9 (a). It can be seen that the
error of the greedy refinement routines appear to converge with a higher rate in the
pre-asymptotic range and later approach the theoretically predicted rate of k = 1.5.
The safe refinement routines have a minor convergence rate in the pre-asymptotic
range, but then also converge with the theoretical rate of k = 1.5. A reason for this
behaviour can be found again in the relatively coarse initial mesh, which forces the
safe T-spline refinement to refine almost the whole domain in the first refinement
steps. As a result, the safe T-spline refinement requires six times more degrees of
freedom than the greedy T-spline refinement for the same error level.
The condition number is plotted over the DOF in Figure 6.9 (b). Due to the
badly shaped elements, the condition number for the greedy T-spline refinement
increases fastest. The THB-spline refinements instead seem to benefit from their
hierarchical structure together with the absence of a deforming geometry mapping.
At a certain stage of refinement, the condition number does not increase further.
This behaviour has been also found in [60] where HB-splines are compared against
THB- and L-RB-splines. In the context of hierarchical Finite Elements [61], it
is known and even proven that the condition number of the stiffness matrix scales
with O(log(DOF)) instead of O(DOF), due to orthogonalities with respect to the energy
product between basis functions of different levels. In 1D, this leads to block-diagonal
stiffness matrices; in higher dimensions, this effect is milder (see e.g. Figure 6.10 (a)),
but still yields good conditioning. It seems that (Truncated) Hierarchical B-splines
106
6.3 Experiments
���
��� ���
��������������
�������������
������������
�����������
�������
Figure 6.9 [41]: Slit domain: The convergence rates as well as the relations between
the condition number of the stiffness matrix, the numerical error of
the solution and the total number of degrees of freedom are illus-
trated. (a) - All refinement strategies converge with the expected
convergence rate k = 1.5 in the asymptotic range.
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Figure 6.10 [41]: Slit domain: The marking parameters α, the Bézier meshes and the
sparsity patterns of the stiffness matrices after L refinement steps
for all (a)-(d) refinement strategies. Again, the safe refinement
strategies result in widespread refinement. The greedy T-spline
refinement yields very localized refinements with badly-shaped ele-
ments, and the greedy THB-spline refinement creates the stiffness
matrix with the highest density and interaction.
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Figure 6.11 [41]: Infinite plate with a circular hole: (a) numerical analysis domain
and boundary conditions, and (b) solution for σ11.
share these benefits, however further investigation is needed in future.
Due to this effect, the greedy THB-spline refinement performs best if the numerical
error is plotted over the condition number (cf. Figure 6.9 (c)). Since only a small
amount of DOF is added during the refinement and due to the fact that the condition
number grows slowly per DOF, an increased level of accuracy can be reached without
increasing the condition number. But compared to the uniform refinement, also the
T-spline refinements produce smaller condition numbers.
6.3.3 Linear elasticity
As a third example, an infinite plate with a circular hole under uniaxial in-plane
tension σ0 according to Figure 6.11 (a) is considered. The analytical solution is
given by Timoshenko [62] in polar coordinates (r,φ),
σ¯r =
σ0
2
�
1− r
2
i
r2
+
�
1− 4r
2
i
r2
+ 3r
4
i
r4
�
cos(2ϕ)
�
,
σ¯ϕ =
σ0
2
�
1 + r
2
i
r2
−
�
1 + 3r
4
i
r4
�
cos(2ϕ)
�
,
σ¯rϕ =
σ0
2
�
−1− 2r
2
i
r2
+ 3r
4
i
r4
�
sin(2ϕ), (6.34)
where ri = 1mm is the radius of the hole. A numerical solution is conveniently
obtained on the quarter of an annulus with Dirichlet boundaries to enforce the
symmetry conditions, and a Neumann boundary ΓN at the outer radius to enforce
the exact normal stress. The uniaxial tensile stress σ0 = 1MPa is applied in the
x1-direction and material parameters E = 105Pa and ν = 0.3 are used. The compu-
tational domain is modelled by a single C1-continous NURBS patch with an outer
radius ro = 8.
The exact solution features a stress concentration at (x, y) = (0, ri) of σ11 = 3σ0
as illustrated in Figure 6.11 (b). Due to the lack of a singularity, optimal convergence
rates k = −p/2 can be obtained by uniform h-refinement. Local refinement does
not improve this rate in the asymptotic limit [25, 56]. There is however a benefit of
the adaptive refinement which increases with the locality of the stress concentration.
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Figure 6.12 [41]: Infinite plate with a circular hole: The marking parameters α, the
Bézier meshes and the sparsity patterns of the stiffness matrices
after L refinement steps for all (a)-(d) refinement strategies. The
greedy and safe THB-spline refinement show an identical refine-
ment behaviour. Neither in the Bézier meshes, nor in the sparsity
patterns, clear differences between the refinement strategies are
visible.
That is, if the outer radius ro is larger, the stress concentration is more localized in
the computational domain, cf. Figure 6.12 (a), and an improved convergence can
be achieved in the pre-asymptotic region.
This improvement can be obtained for all refinement techniques by setting the
marking parameter around α = 0.5 to generate a more extensive refinement. For
this example the greedy and safe THB-spline refinement produce same results. The
meshes after L refinement steps and the marking parameters α are illustrated in
Figure 6.12. All refinement techniques lead to similar meshes. As a result, also the
sparsity patterns are very similar and do not show any tendency. If the condition
number is plotted over DOF (cf. Figure 6.13 (b)), no differences in the rate are
visible between local and uniform refinement.
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Figure 6.13 [41]: Infinite plate with a circular hole: The convergence rates as well as
the condition number over the total number of degrees of freedom
is plotted. (a) - The local refinement stategies improve the conver-
gence rate in the pre-asymptotic regime, but reduce to k = 1.5 in
the asymptotic region.
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The local mesh refinement for T-splines is a key aspect of this thesis. As mentioned
in the introduction (cf. Chapter 1), T-splines have been introduced for purposes of
Computer-Aided Design (CAD), and their main field of application involves locally
reduced continuity in the sense of zero knot intervals and resulting multiple lines,
as well as meshes that are not refinements of tensor-product meshes as assumed
throughout all previous chapters, but refer to more complex topologies.
7.1 Zero Knot Intervals
We outline below an approach for the handling of zero knot intervals and multiple
lines in the interior of the domain. The Definitions below are meant as a modification
to Section 5.4 on the local refinement for multivariate T-splines.
Definition 7.1.1 (Initial mesh, elements). We consider an arbitrary choice of knot
intervall sequences X1, . . . , Xd, with
Xj = {[xj,0, xj,1], [xj,1, xj,2], . . . , [xj,nj−1, xj,nj ]},
nj ∈ N, xj,i ∈ R for all i ∈ {0, . . . , nj}, xj,0 ≤ · · · ≤ xj,nj (7.1)
for all j ∈ {1, . . . , d}. The initial mesh Q0 is defined as the tensor product of these
intervall sequences
Q0 � X1 × · · · ×Xd, (7.2)
which is a set of axis-aligned boxes which we call elements.
Definition 7.1.2 (Embedded knot vectors). Given v = (v1, . . . , vd) ∈ Rd and j ∈
{1, . . . , d}, we denote the embedded global knot vector by
Kj(v) �
�
(v1, . . . , vj−1)
�
× Kj(v)×
�
(vj+1, . . . , vd)
�
(7.3)
and, for v ∈ N, the embedded local knot vector by
kj(v) �
�
(v1, . . . , vj−1)
�
× kj(v)×
�
(vj+1, . . . , vd)
�
. (7.4)
Embedded knot vectors contain points in Rd and are, similarly to Kj(v) and kj(v),
treated as ordered sets, and we assume that the elements of Kj(v) and kj(v) are
sorted in ascending order with respect to their j-th component.
Definition 7.1.3. Given a mesh Q, an element Q , and the above-defined embedded
local knot vectors, we define patch of Q as
patch(Q, Q) � {Q � ∈ Q | ∃ v ∈ N, i, j ∈ {1, . . . , d}, i � j :
#(kj(v) ∩ Q) ≥ 2 ≤ #(ki(v) ∩ Q �)}. (7.5)
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The criterion #(kj(v) ∩ Q) ≥ 2 means that the size of Q influences the distance
between entries of kj(v). Hence the patch of Q is the set of all elements Q � ∈ Q
that influence knot vectors of nodes of which a knot vector in an other dimension is
influenced by Q .
Corollary 7.1.4. For Q, Q� ∈ Q, the above definition implies the symmetry
Q� ∈ patch(Q, Q) ⇔ Q ∈ patch(Q, Q�). (7.6)
Definition 7.1.5 (Zero-volume elements). We denote by Z(Q) all elements of Q
that are degenerate in the sense of a vanishing volume due to a zero knot interval.
Algorithm 7.1.6 (Closure). Given a mesh Q and a set of marked elements M ⊆
Q to be refined, the closure closure ts(Q,M) of M is computed as follows.
∼M �M
repeat
for all Q ∈ ∼M do∼M � ∼M ∪
�
Q � ∈ patch(Q, Q) | �(Q �) < �(Q)
�
\ Z(Q)
end for
until ∼M stops growing
return closure ts(Q,M) = ∼M
Algorithm 7.1.7 (Refinement). Given a mesh Q and a set of marked elements
M ⊆ Q to be refined, refine tsnD(Q,M, q) is defined by
refine tsnD(Q,M, q) � subdivide(Q,closure ts(Q,M), q). (7.7)
Due to the design of Algorithm 7.1.6, the elements of Z(Q) are not refined, in order
to not increase the multiplicity of lines. A key difficulty concerning this approach
is the nesting of the patches (cf. Lemma 5.4.9). Given an admissible mesh Q and
two nested elements Q ⊆ Qˆ , it is not yet proven if the corresponding patches are
nested in the sense patch(Q, Q) ⊆ patch(Q, Qˆ). If it is the case, then we expect this
modified refinement routine to fulfill all presented results in Section 5.4, plus the
ability to refine meshes with multiple lines.
7.2 Local Refinement of Unstructured 2D meshes
In this chapter, we sketch an idea for the local refinement of two-dimensional meshes
that do not have tensor-product structure, but do have an associated T-spline basis.
In this context, we consider regular quadrilateral meshes as defined below.
Definition 7.2.1 (Unstructured mesh). We call a finite set of convex and closed
quadrilaterals Q ⊂ P(R2) an unstructured mesh if it is regular, i.e., if any two
distinct elements of Q have disjoint interior, and their intersection is either empty
or exactly one common edge or one common vertex.
These unstructured meshes allow for the construction of a T-spline basis [63],
involving so-called unstructured T-splines in the neighbourhood of extraordinary
nodes (interior nodes that neighbour exactly 3 or more than 4 edges and boundary
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Figure 7.1: An unstructured mesh for a triangular domain (prototypical example):
the initial mesh (left) and a refinement using refine tsnD (right).
nodes that neighbour more than 4 edges). The refinement procedure refine ts2D
introduced in Chapter 5 is not appropriate for this case, because the absence of
globally fixed parametric directions (i.e., the loss of a global notion of horizontal
and vertical edges and T-junctions) yields that the subdivision of equally-leveled
elements may produce crossing T-junction extensions. This means that refine ts2D
does not preserve analysis-suitability when applied to an unstructured mesh.
We classify below unstructured quadrilateral meshes by the minimal d that allows
mapping the geometry into a d-dimensional structured mesh. We explain an adaptive
refinement routine for a certain class of unstructured meshes, based on refine tsnD
applied in the multidimensional structured mesh.
7.2.1 Classification of unstructured meshes
In this section, we define k-unstructured meshes implicitely by the minimal space
dimension k that allows for mapping the given geometry into a k-dimensional struc-
tured mesh. In order to come up with a more practical characterization of those
meshes, we show a necessary criterion of k-unstructuredness, using constrained edge-
coloring.
Definition 7.2.2 (k-unstructured mesh). We call an unstructured mesh Q k-
unstructured if there exists a globally continuous and invertible map F : R2 → Rk+2
that maps each element of Q to a square with vertices in Nk+20 and side length 1.
0-unstructured meshes are called structured, and unstructured meshes that are
not k-unstructured for any k ∈ N0 are called totally unstructured. If k is minimal
such that Q is k-unstructured, we call Q strictly k-unstructured.
Remark. The constraint on the image squares to have integer coordinates implies
that these squares have to be axis-parallel in Rk+2. If Q is structured, then the
image F (Q) ⊂ P(R2) is a (possibly non-connected) subset of a uniform 2D mesh.
Definition 7.2.3 (Bipartite). We call a meshQ with vertices V and edges E bipartite
if there is a map ξ : V → {0, 1} with v1 � v2 for any [v1, v2] ∈ E . If Q consists of
quadrilaterals only, then this is equivalent to the absence of odd holes.
Definition 7.2.4 (Piecewise symmetric n-edge-coloring). An n-edge-coloring of a
mesh Q with edges E is a function χ : E → {1, . . . , n} such that any two adjacent
edges have distinct values, i.e., E1 ∩ E2 � ∅ ⇒ χ(E1) � χ(E2). We call an n-edge-
coloring piecewise symmetric (pws) if it is a 2-edge-coloring on each quadrilateral.
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(a) structured mesh (b) pws. 4-edge-coloring
(c) 1-unstructured mesh (d) pws. 5-edge-coloring
(e) 2-unstructured mesh
(f) totally unstructured
mesh
Figure 7.2: Examples of a structured, a 1-unstructured, a 2-unstructured, and a
totally unstructured mesh.
Theorem 7.2.5. If Q is k-unstructured, then it is bipartite and has a piecewise
symmetric (2k + 4)-edge-coloring.
Proof. Consider a k-unstructured mesh Q with k ∈ N0 with vertices V.
Q is bipartite: Define for any v ∈ V with F (v) = (z1, . . . , zk+2) ∈ Nk+20
ξ(v) �
�k+2�
j=1
zj
�
mod 2. (7.8)
Since the image F (E) of any edge E = [v1, v2] ∈ E is axis-parallel in Rk+2 and has
the length 1, the image vertices F (v1) and F (v2) differ in exactly one component,
and the difference in that component is 1. Hence ξ(v1) � ξ(v2).
Q has a piecewise symmetric (2k + 4)-edge-coloring: We have to show that there
is a labeling χ : E → {1, . . . , 2k + 4} that returns an index χ(E) for any edge
E ∈ E , such that any two edges with a common vertex have distinct indices. At
the same time, the four sides of any quadriliteral Q ∈ Q shall be labeled with two
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indices, which means that any two opposing sides have the same index. For each
edge E ∈ E(Q) with F (E) = {x1}×· · ·×{xj−1}× [xj , xj+1]×{xj+1}×· · ·×{xk+2},
define
χ(E) � 2j − 1 + (xj mod 2). (7.9)
χ is an edge-coloring: Consider two distinct edges E1, E2 ∈ Q that share a vertex
v. The images F (E1), F (E2) are distinct (because F is invertible) and axis-parallel
in Rk+2, having the directions 1 ≤ j1, j2 ≤ k + 2. If F (E1) and F (E2) are aligned,
hence j1 = j2, then v is the startpoint of one and the endpoint of the other edge,
which implies that χ(E1) and χ(E2) differ by one and hence cannot be equal. If
j1 � j2, then (7.9) yields that χ(E1) and χ(E2) differ by more than 1 and cannot be
equal.
χ is a 2-coloring on each quadrilateral: It suffices to show for an arbitrary edge
E that the opposing edge E� in a quadrilateral Q ⊃ E ∪ E� satisfies χ(E�) = χ(E).
W.l.o.g. let
F (Q) = {x1} × · · · × {xi−1} × [xi, xi + 1]× {xi+1} × . . .
· · · × {xj−1} × [xj , xj + 1]× {xj+1} × · · · × {xk+2}
and
F (E) = {x1} × · · · × {xi} × · · · × {xj−1} × [xj , xj + 1]× {xj+1} × · · · × {xk+2},
F (E�) = {x1} × · · · × {xi + 1} × · · · × {xj−1} × [xj , xj + 1]× {xj+1} × · · · × {xk+2}.
(7.10)
Then the definition of χ concludes the proof. �
Remark. Bipartiteness and the existence of a pws. (2k + 4)-edge-coloring is neces-
sary, but not sufficient for k-unstructuredness. Two counterexamples are given in
Figure 7.3. However, we conjecture that it is sufficient for n-unstructuredness for
some n ≥ k.
7.2.2 Refinement algorithm
We propose below a refinement strategy for k-unstructured meshes and their refine-
ments (which may not be unstructured in the sense of Definition 7.2.1 because this
definition excludes meshes with T-junctions). In essence, the algorithm consists of a
refinement of the induced (k + 2)-dimensional mesh and the subsequent extraction
of the interfaces of interest.
Definition 7.2.6 (Suitable meta-mesh, 2D extraction). Let Q0 be a k-unstructured
mesh in the sense of Definition 7.2.1, k ∈ N0, let F be the associated map from
Definition 7.2.2, and Qˆ0 a set of (k + 2)-dimensional unit hypercubes. Denote by
F2D(Qˆ) for any (k+2)-dimensional hypercuboid Qˆ ⊂ Rk+2 the set of two-dimensional
faces on the boundary of Qˆ . We call Qˆ0 a suitable meta-mesh of Q0 if
• each hypercube Qˆ ∈ Qˆ0 has at least one 2D face in F (Q0) � {F (Q) | Q ∈ Q0},
this is, F2D(Qˆ) ∩ F (Q0) � ∅, and
• for each Q ∈ Q0 there is exactly one hypercube Qˆ such that F (Q) ∈ F2D(Qˆ).
117
7 Outlook
(a) (b)
(c) (d)
Figure 7.3: The two meshes in Figure 7.3a and 7.3c are bipartite and allow for a pws.
5-edge-coloring (7.3b and 7.3d, resp.), but they are not 1-unstructured.
Both meshes allow for a continuous map to unit squares in R3, but the
resulting mesh is self-overlapping in both cases, and hence the map is
not invertible as required in Definition 7.2.2.
A suitable meta-mesh can be constructed by taking the set of all (k+2)-dimensional
unit cubes Qˆ satisfying F2D(Qˆ) ∩ F (Q0) � ∅ and then, for each Q ∈ Q0 such that
there are two hypercubes Qˆ1 � Qˆ2 with F (Q) ∈ F2D(Qˆ1) ∩ F2D(Qˆ2), omitting Qˆ1 or
Qˆ2. We denote the suitable meta-mesh obtained by this construction by Q[k+2]0 .
For any refinement Q[k+2]j of Q[k+2]0 , we call
Qj � extract(Q[k+2]j ,Q0) � {F−1(S) | ∃ Qˆ ∈ Q[k+2]j , Q ∈ Q0 : S ∈ F2D(Qˆ)∧S ⊆ F (Q)}
(7.11)
the 2D extraction of Q[k+2]j , and Q[k+2]j the meta-mesh of Qj .
Algorithm 7.2.7 (Refinement for k-unstructured meshes). The refinement for un-
structured meshes is in essence refine tsnD with an additional extraction step.
Input: k-unstructured initial mesh Q0,
meta-mesh Q[k+2] of the refined mesh Q,
marked elements M ⊆ Q in the refined mesh.
Find the meta-mesh representation M[k+2] ⊆ Q[k+2] of M.
Set Q˜[k+2] � refine tsnD(Q[k+2],M[k+2]).
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refine tsnD−−−−−−−→ refine tsnD−−−−−−−→
�•[k+2] extract� extract�
Figure 7.4: Example for the refinement of the 1-unstructured mesh from Figure 7.1.
In the first refinement, the lower left element is marked, and in the second
refinement step, its right-hand child element.
Set Q˜ � extract(Q˜[k+2],Q0).
Set M �M ∩ Q˜.
while M � ∅ do
Update the meta-mesh representation M[k+2] ⊆ Q[k+2] of M.
Set Q˜[k+2] � refine tsnD(Q˜[k+2],M[k+2]).
Set Q˜ � extract(Q˜[k+2],Q0).
Set M �M ∩ Q˜.
end while
return Q˜, Q˜[k+2]
An example of this algorithm is illustrated in Figure 7.4.
Linear independence
In order to argue on refinement and linear independence, we consider unstructured
meshes and the associated spline spaces in a manifold setting, which is explained
in [64]. The T-splines are constructed on a family (proto-atlas) of rectangular do-
mains (proto-charts) and associated tensor-product meshes. Each proto-chart has
associated a geometry map from the proto-chart to a part (chart) of the physical
domain. The set of charts is called atlas, and their union is the physical domain.
See Figure 7.5 for an example considering the triangle from Figures 7.1 and 7.4.
The charts are supposed to overlap, and similarly, the proto-charts overlap in an ab-
stract sense which is realized by so-called transition functions, see [64, Definition 1].
The T-splines that correspond to the unstructured mesh (constructed as in [63]) are
linearly independent if on each proto-chart, the corresponding T-splines (including
the T-splines from other overlapping proto-charts) are linearly independent. This is
combined with a dual-compatibility criterion in [64, Theorem 1]. We conjecture that
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G1
� G2� G3�
Figure 7.5: Proto-atlas (upper row) and atlas (lower row) of the triangle from Fig-
ure 7.4 after the first refinement.
Algorithm 7.2.7 preserves the linear independence of the T-splines, however this is
not proven yet. Further properties of Algorithm 7.2.7 are the preservation of shape
regularity (i.e., the mesh elements do not degenerate under refinement) and linear
complexity, both inherited from refine tsnD.
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This thesis has presented and theoretically investigated local mesh refinement rou-
tines for the Adaptive Isogeometric Method with Hierarchical B-splines, Truncated
Hierarchical B-splines, and T-splines in the two-dimensional and in the higher-
dimensional setting. We addressed, for refine hb and refine thb, boundedness
of the overlap of basis functions, boundedness of mesh overlays and linear complex-
ity in the sense of a uniform upper bound on the ratio of generated and marked
elements. The existence of an upper bound on the overlap of basis functions implies
that the stiffness matrix of the linear system to solve is sparse, i.e., it has a bounded
number of nonzero entries in each row and column. The upper bound on the number
of elements in the coarsest common refinement (the overlay) of two meshes, as well
as linear complexity from Theorems 3.1.12, 3.2.5 and 4.2.6 are crucial ingredients for
a later proof of rate-optimality of the method, see [10, Equations (2.9) and (2.10)].
For refine ts2D and refine tsnD, the overlap of basis functions is bounded a priori
and did not need further investigation. We investigated the boundedness of mesh
overlays, linear independence of the T-splines, nestedness of the T-spline spaces, and
linear complexity as above. Altogether, we provided all properties for the refine
step of the Adaptive Isogeometric Method that are needed for a proof of optimal
convergence rates. In a selection of numerical experiments, the refinement routines
refine thb and refine ts2D were applied in an adaptive method and have proven
the performance predicted by the theory.
We outlined an approach for the handling of zero knot intervals and multiple lines
in the interior of the domain, which are used in CAD applications for controlling
the continuity of the spline functions, and we also sketched basic ideas for the local
refinement of two-dimensional meshes that do not have tensor-product structure.
We did not address the handling of even polynomial degrees for T-splines, which
requires a generalization of anchor elements to the multidimensional setting, based
on the techniques from [31]. We leave these three subjects as the major aspects of
the ongoing and future work.
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