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Abstract
Consider an arbitrary symmetric nonnegative definite matrix A and its Moore–
Penrose inverse A, partitioned, respectively as
A  E F
F0 H
 




Explicit expressions for G1, G2 and G4 in terms of E, F and H are given. Moreover, it is
proved that the generalized Schur complement A=G4  G1 ÿG2G4 G02 is always
below the Moore–Penrose inverse A=H of the generalized Schur complement
A=H  Eÿ FHF0 with respect to the Lowner partial ordering. Ó 2000 Elsevier
Science Inc. All rights reserved.
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1. Introduction and main results
For an m n real matrix A, the symbols A0, Aÿ, A, and rkA will stand
for the transpose, an arbitrary generalized inverse (inner inverse), the
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Moore–Penrose inverse, and the rank, respectively, of A. We will write A 6 L B
whenever the dierence Bÿ A of two symmetric matrices A and B of the same
order is symmetric nonnegative definite. In that case A is said to be below B
with respect to the Lowner partial ordering.
Consider a symmetric matrix A partitioned as




where E and H are square symmetric matrices of possibly dierent order. It is
well known, cf. [1, Theorem 1] or [2, Section 14.8], that
0 6 L A, 0 6 L E; EEF  F; 0 6 L Hÿ F0EF; 1:2
and similarly
0 6 L A, 0 6 L H; FHH  F; 0 6 L Eÿ FHF0: 1:3
The matrix
S  Hÿ F0EF 1:4
is known as the generalized Schur complement of E in A and will also be de-
noted by A=E. Due to the nonnegative definiteness of A it follows that A=E
is unique in the sense that A=E  Hÿ F0EÿF for every generalized inverse Aÿ
of A. The generalized Schur complement of H in A is
A=H  Eÿ FHF0: 1:5
See also [5, 8] for surveys on results about Schur complements. It is known that





 rkE  rkA=E  rkH  rkA=H: 1:6
cf. for example [5, Theorem 4.3, Corollary 4.2]. Moreover, from [5, Corollary














 rkE  rkH 1:8
is satisfied. However, a similar formula for the general case is not known and
will be presented in the following theorem.
114 J. Groß / Linear Algebra and its Applications 321 (2000) 113–121
Theorem 1. Let the matrix 0 6 L A be partitioned as in (1.1). Then
A  E









S  Z; I E







Z  Iÿ SSF0EI EFIÿ SSF0Eÿ1; 1:11
S  Hÿ F0EF  A=E: 1:12
Moreover, S is a generalized inverse of S, that is SSS  S.
As an immediate consequence we obtain a formula for the generalized Schur
complement of S in A.
Corollary 1. Let the matrix 0 6 L A be partitioned as in (1.1). Then
A=S  E ÿ EZ0SZE; 1:13
where S and Z are given in (1.10) and (1.11), respectively.
Recall that for any particular choices of generalized inverses Eÿ and Sÿ of E
and S, respectively, every matrix
Aÿ  E




is a generalized inverse of A, cf. [7]. Hence formula (1.9) involves two dierent
choices Aÿ1 and A
ÿ
2 of generalized inverses of A, namely A
ÿ
1 being (1.14) with
Eÿ  E and Sÿ  S, and Aÿ2 being (1.14) with Eÿ  E and Sÿ  S.
As a second corollary we now give necessary and sucient conditions for
A  Aÿ2 , the latter being the generalized Banachiewicz formula (1.7).
Corollary 2. Let the matrix 0 6 L A be partitioned as in (1.1). Then the
following statements are equivalent:
(i) A  E




(ii) Iÿ SSF0E  0,
(iii) S  S,
(iv) A=S  E,
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(v) SSS  S,
where S is given in (1.10).
Notice that each of the conditions (i)–(v) in Corollary 2 is equivalent to
(1.8). This follows from the fact that condition (ii) is satisfied if and only if
Iÿ SSF0EF  0;
which (noting SS  SS) in turn is equivalent to Iÿ SSH  0, i.e.,
H  SSH, giving rkH 6 rkS. But since always rkS 6 rkH, condition
(ii) is equivalent to rkH  rkS  rkA ÿ rkE, i.e., (1.8).
Let us now reconsider the Schur complement A=S. From Corollary 1 we
immediately get
0 6 L A=S 6 L E: 1:15
In addition, our next theorem shows that the generalized Schur complement
A=S can always be compared with A=H with respect to the Lowner
partial ordering.
Theorem 2. Let the matrix 0 6 L A be partitioned as in (1.1). Then
0 6 L A=S 6 L A=H; 1:16
where S is given in (1.10).
Note that always
0 6 L A=H 6 L E; 1:17
so that
0 6 L E 6 L A=H , rkE  rkA=H; 1:18
cf. [4]. The condition rkE  rkA=H is easily seen to be equivalent to the
rank condition (1.8). Keeping Corollary 2(iv) in mind, it follows that Theorem 2
is an immediate consequence of (1.17) when (1.18) is satisfied. However, in the
general case, Theorem 2 cannot be deduced from (1.17).
2. Example
To illustrate formula (1.9) we compute the Moore–Penrose inverse of the
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which is partitioned according to (1.1) such that
E  2 1
1 1
 
; F  2
0
 
; H  4:
We easily compute S  0, Z  1
9
2;ÿ2 and S  20
81








































which demonstrates A=S 6 L A=H according to Theorem 2.
3. Proof of the results
We now give the proofs of the above results. Evidently Theorem 1 could be
proved by checking the four Moore–Penrose conditions AAA  A,
AAA  A, AA  AA0, and AA  AA0 for the matrix in question.
However, we will demonstrate how to derive the formula for A from known
results.














for matrices U and V. The Moore–Penrose inverse of A is








where G3  G02, and we have to determine G1, G2 and G4. From Pringle and
Rayner [6, Theorem 3.4] it is known that
U;V  U




J. Groß / Linear Algebra and its Applications 321 (2000) 113–121 117
where
C  IÿUUV and K  ZUIÿ VC 3:4
with
Z  Iÿ CCI Iÿ CCV0U0UVIÿ CCÿ1V0U0: 3:5
By using CU0  0 we compute
G1  U0U UVG4V0U0 ÿUVKU0 ÿUK0V0U0; 3:6
G2  ÿUVG4 UK0; 3:7
and
G4  C  KC  K0: 3:8
From the identities
C0C  S; CC  C0CC0C  SS 3:9
and
V0U0  V0UU0U  F0E; UV  U0UU0V  EF; 3:10
it is seen that
Z  Iÿ SSI Iÿ SSF0EEFIÿ SSÿ1F0E: 3:11
Using the inversion formula
I Iÿ SSF0EEFIÿ SSÿ1
 Iÿ Iÿ SSF0EI EFIÿ SSF0Eÿ1EFIÿ SS; 3:12
we arrive at
Z  Iÿ SSF0EI EFIÿ SSF0Eÿ1: 3:13
By using again CU0  0 we also compute
KU0  ZUU0  ZU0U  ZE; 3:14
KC0  ÿ ZUVC0C  ÿZEFS; 3:15
and
KK0  ZE  EFSF0EZ0: 3:16
Then we obtain
G1  E  EFG4F0E ÿ EFZE ÿ EZ0F0E; 3:17
G2  ÿ EFG4  EZ0; 3:18
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and
G4  C0C  KC0  CK0  KK0
 S ÿ ZEFS ÿ SF0EZ0  ZE  EFSF0EZ0
 Z; I E







Since SG4S  S follows easily, the proof is completed. 
Proof of Corollary 1. Since 0 6 L A, we have
ÿEFS  EZ0SS  ÿEFS  EZ0; 3:20
see also (1.3). Thus
EZ0SS  EZ0: 3:21
By using (3.21) together with SS  SS, the identity (1.13) is easily
computed. 






giving (ii) since AA must be symmetric. If (ii), then Z from (1.11) is zero,
which easily leads to (iii). If (iii), then S  S  S and (iv) follows from
Corollary 1 in view of SZ  0. If (iv), then in view of the identity
rkA  rkS  rkA=S 3:23
we get
rkA  rkS  rkE; 3:24
showing rkS  rkA ÿ rkE  rkS. But since S is a generalized inverse
of S, the identity rkS  rkS is equivalent to (v). If (v) is satisfied, then
according to (3.21) we can write
EZ0SS  EZ0SSSS  EZ0SS  EZ0: 3:25
But since Z0S  0 we obtain EZ0  0, which in view of Theorem 1 leads to
condition (i). 
Proof of Theorem 2. Let CA andNA denote the column space and the null
space, respectively, of a matrix A. If A is square, having only real eigenvalues,
then ch1A stands for the greatest eigenvalue of A. For example, from [3,
Lemma] it follows that 0 6 L A=S 6 L A=H if and only if
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CA=S  CA=H and ch1A=SA=H 6 1: 3:26
In order to see that (3.26) is satisfied, let A be given as in (3.1), and let C, K and
Z be given as in (3.4) and (3.5). Let W  C  K. Then we can write
A=S  UIÿWWU0 and A=H  U0Iÿ VVU; 3:27
showing that CA=S  CA=H if and only if
CUIÿWW  CU0Iÿ VV: 3:28
To verify (3.28) let y 2 CUIÿWW, i.e., y  Uz for some vector
z 2 CIÿWW NW. For the vector z we have Cz  ÿKz. Multiplying
the latter with C from the left gives CCz  ÿCKz  0 in view of CK  0. But
then Cz  0 and Kz  0. The latter identity is equivalent to ZUz 
ZUVCz  0 in view of Cz  0. This shows that y  Uz 2 CU0 belongs
toNZ, i.e., y 2 CU0 \NZ. Since y 2NZ we have
Iÿ CCLÿ1V0U0y  0; 3:29
where L  I Iÿ CCV0U0UVIÿ CC. From an inversion formula
similar to (3.12) it follows that CCLÿ1  CC and LCC  CC. Hence
(3.29) is seen to be equivalent to
LIÿ CCLÿ1V0U0y  Iÿ CCV0U0y  0: 3:30
Identity (3.30) means V0U0y 2NIÿ CC  CC0  CV0IÿUU.
Therefore, there exists a vector x such that V0U0yÿ V0IÿUUx  0, i.e.,
U0yÿ IÿUUx 2NV0  CIÿ VV. Multiplying the latter with U0
from the left and noting U0U0y  y shows y 2 CU0Iÿ VV. This con-
firms (3.28).
It remains to show that
ch1A=SA=H 6 1: 3:31
Notice that the product of two nonnegative definite matrices has only real
eigenvalues not smaller than 0. Moreover the nonzero eigenvalues of the
product XY of two arbitrary matrices X and Y coincide with the nontrivial
eigenvalues of YX. Therefore, from (3.27) we have
ch1A=SA=H  ch1P1P2P3P2  ch1P1P2P3P2P1; 3:32
where the orthogonal projectors P1, P2 and P3 are P1  Iÿ VV, P2  UU
and P3  IÿWW. By writing
P1P2P3P2P1  P1P2P1 ÿ P1P2Iÿ P3P2P1
 P1 ÿ P1Iÿ P2P1 ÿ P1P2Iÿ P3P2P1;
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it is seen that
Iÿ P1P2P3P2P1  Iÿ P1  P1Iÿ P2P1  P1P2Iÿ P3P2P1
is symmetric nonnegative definite. In other words, P1P2P3P2P1 6 L I, showing
that ch1P1P2P3P2P1 6 1. This confirms (3.31) and completes the proof of
(3.26). 
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