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Abstract
The mesosphere is the region of the atmosphere between 50 km to 100 km, where
both dynamical and photochemical aspects play important roles for the thermal
balance. This thesis focuses on the following three areas for mesospheric studies:
wave dynamics, oxygen photochemistry and retrieval using the optimal estimation
method.
Atmospheric gravity waves are internal disturbances in the medium that propagate
horizontally and vertically. Based on linear wave theory, this thesis attempts to
enhance our understanding of the relationships between the wave characteristics,
the mean flow and the sources. We try to emphasise the frequency change due to
the Doppler e ect in several reference frames. This thesis proposes a consistent
framework for deriving those wave parameters that cannot be obtained from a single
type of instrument due to their particular observational geometry. Finally, a plausible
interpretation of a readily available ground-based lidar observation is given as an
example.
Oxygen photochemistry is another important aspect in this thesis. The underlying
chemical reactions are a ected by disturbances in the local temperature and density,
which in turn changes the distribution of the excited oxygen species. In this work, a
photochemical model has been implemented, which describes most of the important
processes such as O3 photolysis that are related to the production and loss of O(1D),
O2(b1 +g ) and O2(a1 g).
The observation of airglow emissions provides an opportunity to explore the
chemical composition and wave dynamics in the upper mesosphere. The Odin
satellite has been routinely measuring O2(a1 g) airglow emissions since 2001. In
this thesis, data collected by OSIRIS are explored. Inversions are carried out in
order to retrieve the volume emission rate of O2(a1 g) as well as the mesospheric
ozone density. The resulting ozone profiles are shown to be consistent with other
independent ozone datasets collected by instruments aboard the same spacecraft as
well as ACE-FTS and MIPAS, despite intrinsically di erent measurement principles.
The overall good agreement between them illustrates the good performance of the
retrieval technique. Furthermore, these investigations serve well as a preparatory
activity for the upcoming satellite mission MATS, set for launch later this year.
Keywords: Satellite limb observation, gravity wave, oxygen airglow, mesospheric
ozone.
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Part I
Introductory chapters

Chapter 1
Welcome to the mesosphere
Earth’s atmosphere is divided into di erent layers based on their characteristics. One
of the most common divisions of the atmosphere is based on its vertical temperature
gradient which is either positive or negative, as shown in Fig. 1.1. The mesosphere1
is one of the ‘spheres’ among others, where the temperature gradient is negative
and it ranges approximately from 50 km to 100 km altitude. Other ‘spheres’ such as
the troposphere, stratosphere and thermosphere are not studied explicitly in this
thesis, although some interesting phenomena to be discussed reach slightly above the
boundary of mesosphere and together the region is commonly known as the MLT
region (i.e., the mesosphere and lower thermosphere).
The examination of mesospheric processes is a multi-disciplinary study. Ther-
modynamical and dynamical aspects are commonly discussed separately in the
domain of meteorology. In the subject of aeronomy, chemical and photochemical
aspects are often distinguished. However, in the mesospheric region which we address
here, these subjects interact with each other and the coupling e ects of them shall be
considered carefully. In addition, while we are handling data collected from remote
sensing techniques and attempt to convert from the measured quantity to the desired
quantity, other disciplines shall also be addressed that are the estimation theory
and signal processing. This thesis focuses on the following three main areas: wave
dynamics, oxygen photochemistry and retrieval using the optimal estimation method.
1.1 Why is the mesosphere so interesting?
The top of the mesosphere, the mesopause, is often not clearly defined because the
exact altitude varies with latitude and seasons, but it can be considered as a region
between 80 km and 100 km. Here, the coldest temperatures of Earth’s atmosphere
can be found. More precisely, the coldest place is located at the summer pole, rather
than winter pole where normally one would expect it to be. In turn, the extreme cold
temperatures at the summer mesopause help to create noctilucent clouds (NLCs),
despite the fact that the air pressure humidity is so low there. So why would it be
so cold at the summer pole even though the solar heating rate is larger there than in
1from Greek ‘mesos’, middle
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Figure 1.1: Divisions of the atmosphere based on vertical temperature gradient or
composition. Vertical temperature profile is obtained from MSISE90 model in
July at latitude of 80 ¶S
the winter hemisphere? A simple explanation is that the extreme cold temperatures
are due to the e ects to the net upward rising motion and the associated adiabatic
cooling process. This is one of the examples showing that the dynamical aspect
modifies the thermal balance in the atmosphere. In addition to the adiabatic cooling
and heating mechanisms, processes such as the transport of thermal energy by eddy
di usion caused by gravity waves breaking, heating due to chemical reactions (e.g.,
exothermic heating) as well as radiative cooling by carbon dioxide are all playing
their crucial roles in the energy budget of this high altitude region.
Another distinct feature in the mesosphere, besides the extreme temperature at
the top, is the existence of ‘glowing gases’ as known as airglows that is a result from
the active chemical interactions with the solar light in the ultraviolet and visible
spectrum. Airglow is similar to aurora which both appear in the same altitude region
and are linked to the chemical activity of a similar group of gases. In contrast to
aurora, airglow corresponds to the light emitted by gases produced by photochemical
reactions and distributed around the globe. The uneven structure of the airglow
reflects local temperature and chemical species distribution and thus the observation
of it help us to understand the internal variability produced by atmospheric waves.
The mesosphere is a very di cult altitude region to probe by in-situ measurements.
The air is too thin at that altitude and cannot provide enough buoyancy to lift an
aircraft or even balloon (commonly used to study the troposphere and stratosphere).
On the other hand, the atmospheric friction is too large for an orbital spacecraft to
fly around. The only feasible way to access the altitude region is by sending sounding
rockets which allows to take measurements for a few minutes per mission. Thus,
remote sensing plays an important role in the study of the mesosphere. The Swedish
National Space Agency (SNSA) is involved in two satellite missions that support the
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scientific investigation of the mesosphere, namely Odin and MATS. The following
sections provide a brief summary of the features of these two satellites.
1.2 Current observations with Odin
Since 2001 the Odin satellite is orbiting Earth at ca. 600 km altitude, around 15
times per day and is fully active to date (D. Murtagh et al. 2002). The main scientific
objectives of Odin include middle atmospheric ozone and NLC sciences, as well as
the coupling between the upper and lower atmosphere. The two main payloads
on Odin are SMR (Submillimeterwave Radiometer, measures 486-580GHz and at
119GHz) and OSIRIS (Optical Spectrograph and Infrared Imaging System, measure
274-810 nm and 1255-1275 nm, 1510-1550 nm, respectively). Both of them measure
the concentration of various species closely related to the ozone chemistry such as
NOx, CO, H2O, ClO, N2O, HNO3 by observing Earth’s limb. Furthermore, OSIRIS
consists of two optically independent instruments: the optical spectrograph (hereafter
OS) and the infrared imager (hereafter IRI). IRI has three vertical channels. Two
of them measure the oxygen infrared atmospheric (0-0) band (IRA-band) emissions
centred at 1.27µm and one of them measures the OH Meinel (3-1) band emission
centred at 1.53µm. Two example orbits of the measured limb radiance by channel 1
and 3 are shown in Fig 1.2.
1.3 Observations with MATS in the future
Mesospheric Airglow/Aerosol Tomography and Spectroscopy (MATS) is a future
satellite mission (Gumbel et al. 2020). The research satellite is scheduled to be
launched in the end of 2020 into a 600 km sun-synchronous orbit. The main scientific
objective of MATS is to determine the global distribution of gravity waves and other
dynamical structures in the MLT region. Two instruments, a limb imager and a
nadir imager will be on board. Observations will primarily be done by the limb
imager at six spectral channels, with two in the ultra-violet (UV) spectral region
centred at 270 nm and 305 nm and four in the infrared spectral region centred at
around 762 nm. These spectral channels are designed to target NLCs and oxygen
airglow in order to study the dynamical structures, as the atmospheric waves can
alter the homogeneity of NLCs and airglow in A-band emission. Figure 1.3 shows a
virtual limb image of MATS simulated by a model that couples the oxygen airglow
photochemistry and gravity wave (Li 2017).
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Figure 1.2: Two example orbits of the limb radiance measured by Odin/OSIRIS
infrared imager channel 1 (upper) and 3 (lower), spectral band centred at 1.27µm
and 1.53µm, respectively. The red curves indicate the latitude coordinate at
tangent point, whereas the longitude coordinate is shown at the horizontal axes.
The blue curves indicate the local solar zenith angle (SZA) at tangent point. The
day part of the orbit corresponds to a SZA lower than 90¶, and vice versa.
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Figure 1.3: A virtual limb image taken from the MATS satellite. The simulated
limb image is based on the viewing geometry of MATS measuring an atmospheric
volume that has a mono-chromatic wave presented under a background wind shear.
The left panel shows the vertical profile of the limb radiance that corresponds to
the white vertical line indicated on limb image to the right. Values of the limb
radiance in this figure are in an arbitrary unit. The model couples the O2(b1 +g )
photochemistry and gravity wave, and is described in Li (2017).

Chapter 2
Mesospheric wave dynamics
2.1 Introduction
Atmospheric waves are dynamical features caused by, among other things, the forcing
of air parcels over obstacles such as mountains, frontal systems, etc. The key condition
for maintaining these waves in the atmosphere is achieved by a restoring force to
balance the acceleration caused by the disturbances. The restoring force can be the
result of buoyancy in a stably stratified environment. However, in most cases in the
middle atmosphere, the Coriolis force is also part of the restoring force especially if
the horizontal wavelength of the waves is larger than few hundred kilometres. These
small to medium scale waves (typically described by their horizontal scales in few
dozens to thousands kilometres) are commonly referred to as inertia-gravity waves,
hereafter referred to simply as gravity waves, and will be the focus for the wave
discussion part of this thesis. Larger scale inertial waves such as planetary-scale
waves, tides etc. will not be addressed further in this thesis.
Once gravity waves are excited near the surface of Earth, they may propagate
upwards and act as a coupling agent between the lower and higher atmosphere.
Their amplitudes grow substantially in the mesosphere due to the decreasing air
density (i.e., conservation of kinetic energy). When the amplitudes are so large
that the restoring force can not be maintained, these wave eventually break and
deposit their energy to the mean flow. The influence on the mean atmospheric
state due to the breaking of these waves becomes important at higher altitudes. In
fact, the global circulation in the mesosphere is rather dynamically than thermally
driven (Holton 1982; Karlsson and Shepherd 2018). However, large uncertainty in
the characterisation of gravity waves on the global scale limits the ability of general
circulation models to reproduce phenomena in the real atmosphere (McLandress
1998).
In this chapter, we will start by discussing the basic linear theory of gravity wave
characterisation. The theory can then be applied to interpret the observations based
on what wave parameters have been measured and further derive the other unknown
wave parameters.
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2.2 Fundamental linear wave theory
Let us begin with a generic description of a sinusoidal wave form to represent a
displacement field ›
› = A cos„ (2.1)
or in exponential notation
› = Ÿ(Aei„), (2.2)
where Ÿ denotes the real part of a complex number, A the amplitude of the wave
and „ the phase angle which is a function of space and time
„(r˛, t) = k˛ · r˛ ≠  t, (2.3)
where r˛ is the position vector, t the time and k˛ the wave vector, which points in
the direction of the travelling wave and   is the wave frequency. Both k˛ and   are
fundamental properties of a wave. If we look at the space in the Cartesian coordinate
system, i.e., r˛ = (x, y, z), the wave vector can be decomposed into three components
along each direction, i.e.,
k˛ = (kx, ky, kz). (2.4)
Conventionally, we often use x and y to denote the two directions on the horizontal
plane and z to denote the vertical direction. kx and ky sometimes can be composed
into the ‘total’ horizontal component, kh, if we focus on a 2 dimensional problem.
Each component is termed the wavenumber which can be thought as 2fi times the
number of wave oscillations per unit length, or wavelength per unit radian. Likewise,
the wave frequency is 2fi times the number of wave oscillations per unit time or
radians per second. In other words,
(kx, ky, kz, ) = (
2fi
⁄x
,
2fi
⁄y
,
2fi
⁄z
,
2fi
·
), (2.5)
where ⁄x, ⁄y and ⁄z are wavelengths in each direction and · the wave period. The
phase speed of the wave, c, the speed at which constant phase moves in the direction
of the travelling wave, can also be seen (and is measurable) along each direction, i.e.,
(cx, cy, cz) = (
 
kx
,
 
ky
,
 
kz
) = (⁄x
·
,
⁄y
·
,
⁄z
·
). (2.6)
However, it is interesting to note that the phase speed of a wave is not a vector and
that the total phase speed follows the following relation
1
c2
= 1
c2x
+ 1
c2y
+ 1
c2z
. (2.7)
For a given wave period, long waves travel faster than short waves which leads to the
wave dispersion. The dispersion relation connects the wave’s spatial characteristics
(wavenumbers) and the wave frequency. For internal gravity waves in the atmosphere,
the dispersion relation reads
k2z =
(k2x + k2y)(N2 ≠  2)
( 2 ≠ f 2) ≠
1
4H2 , (2.8)
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or alternatively
 2 = N2
k2x + k2y
k2x + k2y + k2z + 1/(4H2)
+ f 2 k
2
z + 1/(4H2)
k2x + k2y + k2z + 1/(4H2)
, (2.9)
where N is the buoyancy frequency, also known as the Brunt-Väisälä frequency, f
the Coriolis parameter, and H the scale height. This dispersion relation is derived
from the fundamental fluid equations, which takes into account the buoyancy, the
gravity, and the Coriolis force, but eliminating the viscosity and the acoustic property
of the fluid (i.e., the air). Note that although the acoustic wave is eliminated, the
compressibility term related to the atmospheric density gradient, the so-called ‘4H
term’, is retained in the expression. The detailed derivation can be found in e.g.,
Holton (1982), Fritts and Alexander (2003), and Nappo (2002). If the Coriolis
parameter, f , is negligible compared to   and N , and the compressibility term is
small, the dispersion relation can be further simplified to
k2z = (k2x + k2y)
(N2 ≠  2)
 2 (2.10)
or alternatively
 2 = N2
k2x + k2y
k2x + k2y + k2z
. (2.11)
The Brunt-Väisälä frequency, N , characterises the background atmosphere prop-
erties, specifically the vertical temperature gradient. This frequency is related to the
di erence between the atmospheric lapse rate, “a and the adiabatic lapse rate,  
N2 = g
Ta
( g
cp
≠ ˆTa
ˆz
)
= g
Ta
( ≠ “a),
(2.12)
where Ta is the atmospheric temperature, cp the specific heat capacity at constant
pressure and g is the gravitational acceleration. The Brunt-Väisälä frequency repre-
sents the maximum frequency for vertically propagating gravity waves, that is when
the air parcel is purely vertically displaced. In reality, a propagating gravity wave
always has a direction at an angle to the vertical, so the air parcel is displaced at an
angle to the vertical. Thus the frequency of the gravity wave is expressed as
  = N cos —. (2.13)
If one compares 2.13 to Eq. 2.11, one can easily find that — is the angle between the
wave vector and the horizontal plane.
Of course, the oscillation of the air parcel that has been mentioned above is
under the assumption that N is a real number, which is referred to as a stably-
stratified environment. If N is an imaginary number, i.e., “a >  , it is referred to
as a convective instability in the atmosphere, which causes the air parcel to exhibit
unbounded growth in response to the vertical displacement. Such condition may
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occur especially when the wave amplitude has grown so large at high altitudes
that the local temperature eventually exhibits a gradient greater than the adiabatic
lapse rate, i.e., a superadiabatic lapse rate. At this point, wave breaking occurs and
transfers the wave energy into turbulent kinetic energy. Likewise the amplitude of a
water surface wave on a coastline reaches a point where the crest of the wave actually
overturns. Around the wave breaking region, the linear wave theory often becomes
invalid to describe the dynamical behaviour and thus will not be further discussed in
this thesis.
2.2.1 The e ects of mean flow
Our discussions so far characterise the behaviour of internal gravity waves within
the mean flow, as these waves are essentially the perturbations of the mean. We
intuitively describe the airflow above the surface as ‘moving air’, or more commonly,
wind. The so-called ‘wind speed’ and ‘wind direction’ are always measured relative
to the surface ground. Therefore, the characterisation of gravity waves should also be
studied in the frame of reference that we often refer to, i.e., the ground. Classically,
we tend to think of how the background wind a ects the behaviour of internal gravity
waves. Though, these waves can not solely exist without the flow field and are
bonded together with the background flow regardless of how we observe them (e.g.,
fixed on the ground, on a balloon, on an aircraft, etc.). In fact, the heading of this
section could have been ‘From Lagrangian1 to Eulerian2 frame of reference’ instead.
Let us begin the discussion with a constant background wind that is independent
of space and time, i.e., a spatially uniform steady wind. A modification needs to
be made on how we describe the phase angle as seen on the ground, thus Eq. 2.3
becomes
„(r˛, t) = k˛ · (r˛ ≠ U˛wt)≠  t
= k˛ · r˛ ≠ (k˛ · U˛w +  )t (2.14)
where U˛w is the wind velocity. Similar to the wave vector k˛, U˛w can be decomposed
into three components, x, y and z in the Cartesian coordinates
U˛w = (Uwx , Uwy , Uwz ). (2.15)
From Eq. 2.14, we can replace   + U˛w · k˛ with Ê, introducing the concept of the
ground-based frequency, which is the frequency observed in the reference frame relative
to the ground. The intrinsic frequency   is the frequency observed within the medium.
The terminologies and symbols of these two frequencies are not always consistent
between literature and should not be confused. A summary of terminologies used by
selected authors can be found in Paper 2, Table 1. Note that the intrinsic frequency
of a wave shall not be interpreted as a constant, unchangeable property, even though
1Lagrangian description is a description of the fluid motion by following an individual parcel,
e.g., a wave packet in our case, as it travels through space and time.
2Eulerian description is a description of the fluid motion that fixes with locations in space
through time. As in our case, we fixed to the ground and observe the wave.
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the word intrinsic might imply this, or confused with the source frequency (an
example argument would be ‘the intrinsic frequency is constant as long as the wave
is generated by the same source’), which will be discussed further in the next section.
The intrinsic frequency shall only be understood as the frequency we would observe
as if we were moving with the mean flow (e.g., a balloon measurement observes  ).
  and Ê are related by the Doppler relationship (Lighthill 1967)
  = Ê ≠ U˛w · k˛, (2.16)
where U˛w · k˛ is referred to the Doppler shift term (Buhler 2009). Since it is a dot
product between the wind vector and the wave vector, the actual wind component
that a ects the wave properties seen from the ground is the wind vector projected
on the wave vector,
Uwe = U˛w · k˛/|˛k|, (2.17)
where Uwe is termed the e ective wind speed in this thesis.
In the upper atmosphere, the vertical component of the wind velocity can be
safely assumed to be negligible compared to the horizontal component, i.e., the
horizontal wind component is dominant. Thus, in the rest of this thesis, we will
simplify the equations by retaining only the horizontal components of the background
wind to study the mean flow interaction with waves. With this assumption, the
Doppler relationship is simplified to
  = Ê ≠ Uwx kx ≠ Uwy ky
= Ê ≠ Uwe kh,
(2.18)
where Uwe here is the wind component projected on the direction of the horizontal
component of the wave vector, kh.
It is worth emphasising that in the Doppler relationship, the ground-based
frequency Ê, sometimes called the observed frequency, should be more precisely
defined as the frequency observed relative to the same reference frame in which
U˛w is measured. This is crucial to keep in mind as we may later encounter wave
observations in a di erent reference frame than the ground (e.g., a moving spacecraft)
and we shall properly account for the Doppler shift e ect. The analysis becomes
even more complicated when we also characterise the wave field in the reference
frame fixed to a moving source (e.g., a convection system), which will be discussed
further in the subsequent section and in Paper 2.
So far we have discussed the idealistic condition of constant background wind.
In the real world, the background wind is neither spatially uniform nor steady. To
study the e ect of the mean wind, one of the options, though more computationally
expensive, is to use a first principle computational fluid dynamics model to simulate
the waves in a complicated background situation. Another less expensive option is
to apply the ray trace equations to analyse the wavenumbers and the ground-based
frequency given the initial conditions (Marks and Eckermann 1995; Heale and Snively
2015). In accordance with Heale and Snively (2015), the ray trace equations read
14 2.2. Fundamental linear wave theory
dr˛
dt
= C˛g
dkh
dt
= ≠khˆU
w
e
ˆx
dkz
dt
= ≠khˆU
w
e
ˆz
dÊ
dt
= kh
ˆUwe
ˆt
(2.19)
where C˛g is the group velocity which indicates the velocity of a wave packet. An
immediate interpretation of the ray trace equations above is that the characteristics
of a gravity wave depend on the spatial gradients or rate of change in the e ective
background wind speed. For instance, a purely vertically varying background flow
field modifies the kz of a wave as a function of z and t, but the horizontal wavenumber
and the ground-based frequency keep constant, and thus   should be modified due
to the dispersion relation.
One of the most important e ects of the spatially in-homogeneous mean flow
is the channelling of the wave propagation path. Let us still focus on the case of
vertically varying horizontal mean flow (or vertical shear flow), If the magnitude
of the mean flow is equal to the ground-relative phase speed, i.e., Uwe = Êkh , the
intrinsic phase speed  kh becomes zero due to the Doppler-shift e ect (see Eq. 2.18)
and the vertical wavelength ⁄z approaches zero (i.e., kz æ Œ) due to the wave
dispersion (see Eq. 2.10). When this happens, the gravity wave approaches the
critical level where the wave can not propagate further up anymore. In contrast,
when the intrinsic frequency is Doppler shifted by the mean wind to become close to
the local buoyancy frequency of the medium (i.e.,  æ N), the vertical wavelength
⁄z approaches infinity (i.e., kz æ 0) due to the wave dispersion (see Eq. 2.11). This
layer is called the reflection level or the evanescent level, because the wave will be
reflected and maybe partially transmitted through this layer. The analysis is similar
in the case of a horizontal shear background and we can refer to the modelling study
done by Heale and Snively (2015).
The phenomenon of critical level can be clearly examined by a tank experiment
shown in Fig. 2.1, where an internal gravity wave was generated by a corrugated
wall moving under a tank of stratified fluid. The shadows visualise where the phase
lines are within the fluid. The background flow field has a vertical shear which can
be verified by the velocity profile superimposed on the photograph (note: measured
in the coordinate system moving with the corrugated wall). We can see that the
wave train can not penetrate through the critical level as the vertical wavelength
becomes infinitely small. Since the vertical wavelength approaches to zero ⁄z æ 0,
the vertical shear in the perturbation of horizontal flow speed will become so large
that the Richardson number3 becomes small indicating turbulence production. The
increasingly rapid oscillations near the critical region results in dynamical instability
3Richardson number is the dimensionless number that expresses the ratio of the buoyancy to
flow shear.
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that leads to wave breaking before reaching the theoretical critical level. Another
similar tank experiment is shown in Fig. 2.2 in which the internal waves are initiated
by an oscillating cylinder. The waves are generated on both sides of the cylinder,
with one propagates to the left and the other to the right in a 2 dimensional flow field.
Again, a critical level occurred on the left side for the same reason as in Fig. 2.1. For
the wave on the right side, a reflection level occurred due to its intrinsic frequency
matched up with the background buoyancy frequency. The reflected wave train
interferes with the original wave train, which can be studied in the shadowgraph.
Figure 2.1: A shadowgraph taken from experiments in which an internal wave
is generated by leftward-moving set of sinusoidal hills in a stratified shear flow,
superimposed a velocity profile of the shear flow measured relative to the velocity
of the corrugated wall. [Reproduced, by permission of Cambridge University
Press, from Figure 5 in Koop and McGee (1986)]
Figure 2.2: A shadowgraph taken from experiments in which internal waves
generated by an oscillating cylinder in a leftward-shear flow, superimposed a
velocity profile of the shear flow. The leftward-propagating wave encounters
a critical level; the rightward-propagating wave encounters a reflection level.
[Reproduced, by permission of Cambridge University Press, from Figure 10 in
Koop (1981)]
The implications of the critical level and reflection level are significant in the
context of atmospheric dynamics. The in-homogeneity of the zonal- and meridional
components of the background wind may lead to wave ducting, wave filtering and
many other interesting mechanisms. For example, when gravity waves are trapped
in between two reflection levels, these waves are prohibited to travel vertically and
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Figure 2.3: A schematic illustration of the wave filtering e ect by vertical shear
wind in the atmosphere. Left: approximated vertical profile of the mean zonal
winds in winter. Right: same as left but in summer. The prohibited and permitted
phase speeds of the upward propagating gravity waves and their breaking levels
are shown. [Reproduced, by permission of Springer Nature, from Figure 3.11 in
G.P Brasseur and Solomon (2005)]
may propagate at large horizontal distance before they break. This wave tunnelling
mechanism may act like an ‘information link’ between non-contiguous geographic
regions. Similarly, critical level prohibits gravity waves from propagating upwards at
a certain altitude. In fact, the stratospheric zonal winds act like filters to absorb
certain waves with the equivalent phase speeds, as illustrated in Fig. 2.3. A seasonal
variation also incorporates the pattern of filtering since the stratospheric zonal
wind changes its direction with seasons. The remaining waves that propagate higher
generate ‘wave drag’ in the mesosphere, and that in turn produces a mesospheric mean
flow pattern, which can be seen in various observations (e.g., Lindzen 1981; Holton
1982). The theoretical studies of wave filtering explain well the observed mesospheric
wind pattern that could not be answered previously by pure thermodynamic studies.
Besides the seasonal variation in the global wind behaviour, gravity wave filtering also
play a key role in the quasi-biennial oscillation (known as ‘QBO’) and semi-annual
oscillation (known as ‘SAO’) which can be observed in the distributions of chemical
compounds.
To give a brief summary, the propagation path of the atmospheric internal wave
depends on the spatial distributions of the background wind due to the Doppler
e ect and wave dispersion. In turn, the results of wave ducting and filtering influence
where the wave dissipation occurs in the atmosphere, especially in the mesosphere.
However, the origin and magnitude of the wave dissipation still remains an active
topic for debate in current studies (Fritts and Alexander 2003; Vadas and Becker
2018; Vadas, Zhao, et al. 2018; B. Kaifler et al. 2015; N. Kaifler et al. 2017).
2.2.2 Gravity wave sources
In this section, we will investigate the Doppler relationship (Eq. 2.16) one step
further to incorporate the consideration of the frame of reference that is moving
with a gravity wave source. In fact, an internal gravity wave is generated by an
obstacle having a relative motion with respect to the ambient medium forcing the
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fluid parcels to oscillate. As expected from the towing tank experiment shown earlier
in Fig. 2.1 (Koop and McGee 1986), the intrinsic frequency,  , can also be expressed
in terms of relative velocity, U˛ rel, between the source and the background wind
  = ≠U˛ rel · k˛
= ≠(U˛w ≠ U˛ s) · k˛, (2.20)
where U˛ s is the source velocity with respect to the same frame of reference as U˛w,
e.g., relative to the ground. Here U˛ rel can also be seen as the wind velocity relative
to reference from fixed to the (moving) source. By relating Eq. 2.16 and Eq. 2.20,
one can conclude that the ground-based frequency is
Ê = U˛ s · k˛. (2.21)
Let us examine the implication of Eq. 2.20 and Eq. 2.21 with an hypothetical
experiment. The first scenario is an uniform flow with a certain speed over a
stationary obstacle (i.e., an obstacle not moving relative to the ground). The second
scenario is a moving corrugated wall with the same speed but opposite direction
in a stationary medium, in analogy to the laboratory experiment made by Koop
and McGee (1986). Assuming that the ambient stratification and the shapes of
the obstacles are identical in both scenarios, internal waves with the same spatial
characteristics (e.g., kx, kz, etc.) will be excited, hence with the same intrinsic
frequency   (recall the dispersion relation given in Eq. 2.11). The di erences
between these two scenarios are that, in scenario 1 a stationary observer, hence
fixed to the ground and the source in this case, will record a stationary wave with
Ê = 0 and   = ≠U˛w · k˛; while in scenario 2 a transient wave will be observed by a
stationary observer with Ê =   = U˛ s · k˛. A graphical illustration of this hypothetical
experiment is given in Paper 2 Fig. 2.
In Eq. 2.21, the connection between the ground-based frequency and the back-
ground wind vanishes. This is because the ground-based frequency Ê will not be
Doppler-shifted by the velocity of the medium under steady flow conditions (i.e., not
change in time), but by the speed of the obstacle with respect to the observer. This
is similar to the classical example of the propagating sound wave Doppler-shifted by
a moving ambulance.
The kind of towing experiment generates ‘lee waves’, internal gravity waves that
are phase-locked with the motion of a disturbance. Hence, the phase speed observed
by a ground-based instrument is equal to the speed of the obstacle that excites the
wave in this way, which was termed the ‘obstacle e ect’ (Clark et al. 1986). This
excitation mechanism is clearly examined by Prusa et al. (1996) who performed
a numerical study to approximate a travelling tropospheric forcing. Later Fovell
et al. (1992) made a more comprehensive numerical simulation to study the gravity
wave excitation by a convective system, where they found that, in addition to the
‘obstacle e ect’, there is another mechanism primary excites gravity waves in the
absence of storm-relative mean winds, that was labelled as the ‘mechanical oscillator
e ect’ by Clark et al. (1986). This mechanism is closely analogous to the laboratory
tank experiment, such as the one shown in Fig. 2.2 (Koop 1981), where a constant
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oscillating cylinder generates waves in each of the quadrants in a 2-dimension flow
field with phase lines forming a fixed angle of — that satisfies cos — =  /N (Eq.
2.13).
More recent studies focus on the so-called ‘secondary gravity waves’ excited by
local body forces in fluid medium, such as the studies made by Vadas, Zhao, et al.
(2018) and Vadas and Becker (2018), where they examine the theoretical basis of
this type of gravity waves supported by numerical simulations and observational
evidences in the atmosphere. The responses of spontaneous local forces is an
initiation of a full spectrum of gravity waves, which shall be di erentiated from the
previously mentioned mechanisms, the ‘obstacle e ect’ and ‘oscillator e ect’, where
a monochromatic (set of) wave(s) is (are) generated in an idealistic background
condition. In a laboratory environment, this type of internal waves may be excited
by a single ‘tap’ on a cylindrical oscillator in a tank of stratified fluid instead of
giving a constant oscillating frequency. In such condition, a wave field with phase
angles radiate in all directions can be observed.
In the context of atmospheric gravity waves, a summary of commonly investigated
sources are, among others, tomographic generation (e.g., mountains), convective
generation (e.g., convection systems), shear generation (e.g., Kelvin-Helmholtz insta-
bility), geostrophic adjustment (e.g., baroclinic instability), wave-wave interactions,
etc. The detailed classifications and an extensive list of references to the original
literature can be found in Fritts and Alexander (2003).
In summary, the characterisation of gravity waves depends on both the state of
the ambient medium (e.g., stratification, mean flow) and excitation mechanisms by
the source. The observable wave parameters are govern by theoretical formulations
based on linear wave theory. The foundation of theory must be applied correctly
when we attempt to interpret the data obtained by observations. In the following
section we will look at how these theoretical formulations can be used to further
derive unknown wave parameters for di erent types of measurement technique.
2.3 Observations and interpretation
Internal gravity waves introduce propagating disturbances in the medium, not only
changing the local velocity field, Ux(r˛), Uy(r˛), Uz(r˛), but also the atmospheric
temperature field, T (r˛) and density field, fl(r˛). Consequently, instruments that can
detect these physical observables in the atmosphere can be used for gravity wave
analysis by subtracting their mean component from the total field as
X Õ = X ≠ X¯, (2.22)
where X denotes an arbitrary observed quantity that can be decomposed into a
mean component, often taken to be an average over time and/or space, X¯ and a
perturbation component X Õ. The exact method used to estimate the mean value
may vary, and several di erent filtering techniques are used by di erent studies (e.g.,
Ehard et al. 2015). Although it is important to keep in mind that the choice of filter
may influence the resulting spectrum of the gravity wave data that is obtained, the
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discussion around the filtering technique is out of the scope of this thesis. Instead, we
will focus on how di erent observational geometry influences what wave parameters
that can be retrieved directly or indirectly.
Recent developments in remote sensing techniques allows us to capture small-scale
features even in the middle and upper atmosphere. Each technique has its own
advantage for characterising gravity waves and they are often complementary to one
another. Airborne and space-borne instruments are commonly used to take spatial
snapshots of structures at high altitudes with great potential for mapping the global
distribution of gravity wave (Wu et al. 2006; Preusse, Eckermann, et al. 2008) while
ground-based instruments are often used to take time series, with the advantage of
high temporal resolution at a single site (Gardner and Taylor 1998; Franzen et al.
2018).
As mentioned earlier in the theoretical section (Sect. 2.2), gravity waves are
characterised by their fundamental properties: wavelength, frequency and amplitude
of the fluctuations in atmospheric state. These observable characteristics of the
waves are governed by the dispersion relation and the Doppler relation, thus they
are strongly dependent on spatial and temporal variations of the mean wind, as
well as the properties of the sources that generate the waves. All wave parameters
(vertical-, horizontal wavelength, frequency and amplitude) can rarely be measured
directly using a single instrument. Additional information, among others, such as
the time averaged background wind is needed to retrieve the desired wave properties
indirectly.
In this section, a consistent framework is described for deriving monochromatic
wave parameters with the consideration of the background winds, as well as the
generation source speed under the assumption that the wave is generated by the
‘obstacle e ect’ mechanism. This source speed is essentially the phase speed of
the wave. In order to simplify the analysis, the ‘mechanical oscillator e ect’ is not
in consideration here in this thesis, as its analysis involves yet another Doppler
relation between the source frequency and the observed frequency (note that the
aforementioned Doppler relation generally refer to the relationship between the
intrinsic frequency and the ground-based frequency). Also, without a ecting the
purpose of illustration, such as the ones shown in Fig. 2.4 and Fig. 2.5, the dispersion
relation used in this section is Eq. 2.11 and the Doppler relation is Eq. 2.18.
The framework can be applied to three di erent types of observations: time
series imagers, 3D imagers and ground-based lidars. By following the framework,
observations of gravity waves by di erent techniques can be compared more directly.
The framework also provides an overview of what additional knowledge is needed
to analyse the desired quantities when treating quasi-monochromatic waves. Note
that we do not consider the systematic limitations of particular instruments in this
section, these are described in detail by, e.g., (Gardner and Taylor 1998).
2.3.1 Imager observations
Imager measurements (spatial snapshots) can be roughly categorised into two
types, (1) vertical-horizontal imagers such as limb-measurements from space and (2)
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horizontal-horizontal imagers such as zenith sky measurements from the ground or
nadir-measurements from space.
The vertical-horizontal type of imagers can be used to obtain the vertical wave-
length. However, the horizontal wavelength can only be assumed to a certain extent
because the imaging plane is not always perpendicular to the wave front in three
dimensional space (Preusse, Dörnbrack, et al. 2002). An improvement can be made
by using 3D reconstruction to obtain the ‘true’ horizontal wavelength (Ungermann
2011). Several new imaging instruments use the 3D tomographic method such as
(Larsson et al. 2015; Song et al. 2017; Krisch et al. 2017). The intrinsic- and ground-
based period can be calculated from the dispersion relation and the Doppler relation,
respectively, with the help of the additional knowledge about the background wind.
Once the ground-based frequency and the horizontal wavelength are known, we
can estimate how rapidly the source is moving. The framework for 3D imagers is
presented in the left panel of Fig. 2.4.
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Figure 2.4: Frameworks for 3D imagers (left) and time series imagers (right).
Observed wave properties are coloured in red, calculated properties are in green
and additional information, i.e., background wind in blue.
The horizontal-horizontal type of imagers are able to measure the horizontal
wavelength and its orientation (e.g., Armstrong 1982; Nakamura et al. 1999; Medeiros
et al. 2003). Ground-based phase velocity can be estimated by recording a time
series at a fixed position, so the ground-based frequency is obtained. It is a challenge
to be sensitive to the vertical wavelength because of the measurement geometry.
Nevertheless, again, with additional information on the background wind, the vertical
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wavelength and intrinsic frequency can be calculated in a similar manner by applying
the Doppler relation and the dispersion relation. In addition, the source speed can
be obtained, rather straight forwardly, from the measured horizontal wavelength and
ground-based frequency, as illustrated in the right panel of Fig. 2.4.
2.3.2 Ground-based vertical profilers
Ground-based lidar observations provide high temporal and vertical resolutions
(Baumgarten et al. 2015). It can be used to determine the vertical wavelength and the
ground-based frequency. Especially a stationary wave (U s = 0) can be identified from
the vertical-time series if the phase lines are nearly horizontal (Ê = 0). Unfortunately,
since ground-based lidar does not provide horizontal spatial information, kh can not
be easily estimated.
Firstly, additional knowledge about the orientation of the wave propagation is
needed to properly account for the e ective wind speed, Uwe , so that the Doppler
relationship (Eq. 2.18) can be used. Knowing this, the horizontal wavelength is
still ambiguous when one attempts to solve the quartic equation by combining the
dispersion relation and the Doppler relation as illustrated in the right panel of Fig.
2.5.
Secondly, if we know the speed of the moving source, in theory, it is possibly
to derive the horizontal wavelength by using Eq. 2.21. U s can be estimated, for
instance, by weather radar if a wave is generated by convective systems, or the phase
speed of the primary wave when a secondary wave has been generated. Once the
horizontal wavelength is determined, the intrinsic frequency can be calculated from
the dispersion relation and the e ective wind speed can be obtained from the Doppler
relationship (Eq. 2.18). The proposed frameworks are illustrated in the left panel of
Fig. 2.5.
To conclude, in all the observation types discussed above, knowledge about the
background winds or the phase speed of the wave is crucial if one is to attempt to
determine additional wave parameters by applying the linear wave theory described
in Sect. 2.2. Furthermore, regardless of the direction of the local background wind,
the orientation of the quasi-monochromatic wave can be in all directions. Since the
Doppler relation Eq. 2.18 involves dot product of the wave vector and the wind
vector we need to know their relative directions. In other words, e ective background
wind speed, Uwe in Eq. 2.17 needs to be obtained.
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Figure 2.5: Frameworks for ground-based lidar observations. Observed wave
properties are coloured in red, calculated properties are in green and additional
information in blue. The left panel shows when U s is known. The right panel
shows when Uwe is known and the resulting horizontal wavelength may be up to 4
real solutions due to the quartic function.
Chapter 3
Mesospheric photochemistry
3.1 Introduction
Almost all of the atoms and molecules in the mesosphere participate in chemical
processes, which result in their spatial and temporal distributions being closely
linked to one another. Processes that involve the interaction with light are called
photochemical processes. In the field of aeronomy, the source of light we are typically
concerned with is the sun. The ultra-violet photons in the solar spectrum have
su cient energy to dissociate molecules (i.e., photo-dissociation), or may excite
molecules from a basic ground state to an energetic state (i.e., photo-excitation).
These excited molecules are often unstable and eventually spontaneously release their
“excess” energy as photons (i.e., fluorescence), or by colliding with other molecules to
transfer this energy (e.g., inter-molecular energy transfer, quenching). Ozone, atomic-
and molecular oxygen are typical examples of the constituents in the mesosphere
that are constantly dealing with these types of energy transfer originating in the sun.
In fact, thanks to these photochemical processes that act as a protection layer for
us, the most powerful solar energy is mostly attenuated before reaching the lower
atmosphere.
Among the above mentioned photochemical processes, the photon energy that is
spontaneously emitted by the electronically excited chemical species in the atmosphere
is called airglow. For instance, Fig. 3.1 shows a thin greenish layer on the night side
of Earth’s atmosphere that can be observed by human eyes from space. Depending
on if the solar energy is available or not when it is observed, airglow is called either
dayglow or nightglow. Common airglow emissions are from excited OH , NO, Na,
Li and O2. This thesis addresses airglow emissions from O2 at wavelengths around
762 nm and 1.27µm in the mesospheric region.
One of the important motivations for measuring airglows is that they paint the
atmospheric gravity waves that are present in the atmosphere. Since the kinetics of
the airglow chemistry (described in Sect. 3.3) involves numerous rate coe cients
that are sensitive to temperature, as well as to the density of photochemically stable
species (e.g., O2, N2) that collide with the unstable species, any fluctuation in the
atmospheric temperature and background density will a ect the density distributions
of the excited species. In turn, the observed airglow emissions often exhibits a ‘wavy’
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Figure 3.1: Airglow above the horizon captured from the International Space
Station. Image from NASA.
Figure 3.2: Airglow exhibits in a stripped pattern observed from the ground over
Maine, USA. [Permitted by Mike Taylor and Sonia MacNeil]
pattern such as the observation shown in Fig. 3.2. Therefore, monitoring the airglow
layer can be used as a great tool to study not only the morphology but also the
distribution of gravity waves (see Chapter 2) exist in the mesopause region.
Moreover, the observation of the oxygen airglow is also motivated by the close
connection to the concentration of ozone molecules that are present in the mesosphere.
Typically, the ozone concentration is measured by observing their thermal emission,
such as in the spectral region around 9.6µm and in microwave region, or by mea-
suring their absorption in the UV-visible region, such as limb-scatter technique and
solar/stellar occultation techniques. However, the density of ozone in the mesosphere
changes drastically from the nighttime to the daytime, with as little as only 10%
during daytime of the maximum values observed in the nighttime. In addition, the
total density in the mesosphere is much lower than in the stratosphere because of
the exponential decay of the density distribution with altitude. This means that
measurements of the daytime ozone density in the mesosphere require instruments
with high sensitivity. Fortunately, as previously mentioned, oxygen airglows serve as
useful tool to infer the ozone density.
In this chapter, we will start by listing the necessary information on chemical
kinetics concepts as well as some of the important nomenclature that is used to
implement a photochemical model. After that, we will discuss a general kinetic
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model that describes the oxygen airglow photochemistry. This photochemical model
is the foundation of uncovering the important linkage between the ozone photolysis
and the density of excited oxygen molecules.
3.2 Fundamental chemical kinetics
The concern of chemical kinetics is to ask questions on how fast a chemical reaction
is supposed to occur. Since almost all of the minor constituents in the atmosphere
are created by chemical processes, the concentration of each chemical species highly
depends on the rates at which they are produced and removed. These reaction rates
as parameters describing the kinetics of the reactions must be determined in the
laboratory, typically by recording the concentration of the reactants or products
as a function of time at a controlled background conditions. A discussion about
the measurement techniques and the associated uncertainties of these measured
parameters is out of the scope of this thesis. This section is aimed to provide
necessary information at an elementary level for us to be able to understand some of
the important nomenclature, as well as how the implementation of a photochemical
model is made. Such a model will be presented in the Sect. 3.3.
3.2.1 The steady state assumption
Let us begin with a general expression of a reaction between species A, B, C,...,
aA+ bB + cC + ... k≠≠æ eE + f F + gG+ ... (3.1)
where lower case letter represent integers that indicate the stoichiometry and k is
the rate coe cient or rate constant for this particular reaction, which often has a
dependency on the local temperature.
The rate of change of a particular reactant or of a particular product is expressed
as
R = ≠1
a
d[A]
dt = ≠
1
b
d[B]
dt = ... =
1
e
d[E]
dt =
1
f
d[F]
dt = ... (3.2)
The reaction rate depends on the concentrations of reactants so the rate equation
often, but not always, takes the form of
R = k[A]a[B]b[C]c... (3.3)
where square brackets denote the concentration of species, which usually has a unit
of molec cm≠3, so k has molec cm≠3xs≠1 units according to the order of the reaction.
In an environment like the atmosphere, where many species are reacting with
each other simultaneously, chemical reactions often occur through an interconnected
network called reaction mechanism. In such case, the rate of change of a certain
species must consider all the possible production and loss processes. For example, a
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reaction mechanism represented by
A+ B k1≠≠æ Products (3.4)
A+ C+M k2≠≠æ Products (3.5)
A+ F k3≠≠æ Products (3.6)
G+H k4≠≠æ A+ Products. (3.7)
If we focus on the species A, the sum of all the production terms (also called sources)
Pi is ÿ
i
Pi = k4[G][H], (3.8)
and the sum of all the losses (also called sinks) of species A Li[A] isÿ
i
Li[A] = (k1[B] + k2[C][M] + k3[F])[A]. (3.9)
The rate of change of species A results in
d[A]
dt =
ÿ
i
Pi ≠
ÿ
i
Li[A] (3.10)
When the density of A is not changing over time, i.e., d[A]dt = 0 , the constituent
is said to be in the steady state. This means that whenever A is newly produced it
will be instantaneously removed by other reactions of the network so that A will not
be accumulated in the system. Thus the concentration of A under the steady state
assumption can be derived as
[A] =
q
i Piq
i Li
= k4[G][H]
k1[B] + k2[C][M] + k3[F]
(3.11)
In a chemical model which includes multiple reaction mechanisms, such as the one
described in Sect. 3.3, the steady state assumption is particularly useful to derive the
concentrations of all species considered in the model. However, if the time scale of
the dynamics in a certain location is comparable to the lifetime of a certain species,
i.e., · = 1/qi Li, the e ect of transport must be taken into account in the balance
equation (i.e., the continuity equation)
d[A]
dt =
ÿ
i
Pi ≠
ÿ
i
Li[A]≠Ò · ([A]v˛) (3.12)
where the last term added represents the advection e ect on the species A by the
mass flow which has a velocity v˛. We will not discuss further the details about the
e ect of transport in this thesis, but shall be aware of the bias introduced by the
assumption of only the chemical steady state.
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3.2.2 Photochemical processes
A photochemical reaction is defined as a chemical reaction that concerns the interac-
tion with electromagnetic energy. The reactants and products of the processes often
associate with excited states (which was previously referred to having “excess energy”
in the introduction section of the chapter). Depending on the amount of energy that
is absorbed, the excited state can be electronically, vibrationally and rotationally
excited. In this thesis, we will mainly consider electronically and, to a lesser extend,
vibrationally excited states.
As briefly mentioned earlier in the introduction section, photo-excitation can be
the first step of a chain of photochemical processes. This is also termed resonance
absorption, or in the context of atmosphere, solar-excitation since the sun is considered
as the only energy source. As an example, the reaction of the solar-excitation of
molecule XY takes the form of
XY + h‹ g≠≠æ XYú (3.13)
where the superscript ú denotes that the molecule is in an excited state, g is the
excitation rate which has a unit of s≠1. If the associated photon energy h‹ (Planck’s
constant times the photon frequency) is su ciently high, the molecule XY may fall
apart to form multiple constituents which is referred to as photo-dissociation, or
photolysis process, represented by,
XY + h‹ J≠≠æ X +Yú (3.14)
note that either, both or neither of the products can be in an excited state. Here, J is
termed photolysis rate. Since the reaction only involves one reactant, the photolysis
rate has a unit of s≠1.
Both excitation rate g and photolysis rate J are determined by how many photons
are available to interact with the gas, the ability of the particular species to absorb
these photons and the probability that the photon leads to the specific products of the
photochemical reaction. This means that to compute these rates, we need radiative
transfer modelling along the path from the light source to the location of interest for
each wavelength. In other words, the solar irradiance, the absorption cross-sections
of the species and the quantum yield for the particular photo-dissociation are needed
to proceed with the computation of g and J .
After the initiation of an excited molecule, the molecule may transfer its energy
to another molecule by collision, which is called the inter-molecular energy transfer
process, i.e.,
XYú +AB k≠≠æ XY +ABú (3.15)
or may collide with another molecule and simply returns back to its basic ground
state, which is referred to the quenching process, i.e.,
XYú +M k≠≠æ XY +M. (3.16)
Another way of returning back to the basic ground state without collision is by
fluorescence or chemiluminescence process (naming depends on how the molecule
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was excited), that is spontaneously releasing the photon energy at a specific spectral
characteristic, i.e.,
XYú A≠≠æ XY + h‹, (3.17)
where A is termed the Einstein A coe cient, as known as the inverse of photochemical
lifetime, i.e., A = 1/·XYú . Similarly to the reaction coe cients k, the Einstein
A coe cient must be obtained by laboratory measurements. This spontaneous
relaxation of the excited state is exactly the reason why we can observe the airglow
by measuring the released photo energy h‹ in a specific spectral region. This
emitted photon energy may be re-absorbed to repeat the excitation process, which is
commonly referred to as self-absorption.
In summary, we have mentioned some fundamental chemical kinetic concepts that
are important for implementing a photochemical model, as well as introduced most of
the nomenclature that will be used in Sect. 3.3 where we discuss the photochemical
model that describes the relationship between ozone and several excited state of
oxygen in the mesosphere.
3.3 Oxygen airglow photochemistry
As mentioned in Chapter 1, the current Odin satellite includes an instrument OSIRIS
onboard. The optical spectrograph (hereafter OS) routinely measures the oxygen
atmospheric band (A-band) spectra centred at 762 nm, and the infrared imager
(hereafter IRI) measures the oxygen infrared atmospheric band (IRA-band) intensity
centred at 1.27µm. In addition, the future satellite MATS will also capture the
A-band emission. Oxygen A-band and IRA-band emissions are the conventional
names for the airglow emissions by the two electronically excited states of the oxygen
molecule, O2(b1 g+) and O2(a1 g), respectively. Both of them are closely connected
to the available ozone amount in the mesosphere under sunlit conditions, since they
are the ‘by-products’ of the ozone photolysis in the Hartley band (around 310 nm
to 350 nm, see Fig. 3.4). For this reason, the observed intensities of these two
oxygen band emissions during the day can often be utilised as proxies for the ozone
density in the mesosphere (Valentine A. Yankovsky et al. 2016; Thomas et al. 1984;
M. G. Mlynczak et al. 2001; Martin G. Mlynczak et al. 2007; P. Sheese 2009). In
this section, we will investigate the most important reactions that connect ozone
and the several electronically excited states of the oxygen atom and molecule. The
addition of their vibrational-rotational sub-levels can be referred to the model in
V A Yankovsky and Manuilova (2006) and Valentine A. Yankovsky et al. (2016)
and in Paper 1. The kinetic scheme of the photochemical model considered here is
illustrated in Fig. 3.3.
The entire reaction chain starts by ozone molecules being photo-dissociated by
the solar energy in the Hartley band (see Fig. 3.4 for the spectral range)
O3 + h‹ JH≠≠æ O(1D) + O2(a1 g), (3.18)
where JH is the photolysis rate in this spectral range. While the theoretical combi-
nation of the products (an oxygen atom and a molecular oxygen) of this particular
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Figure 3.3: Scheme of kinetics that is considered in this section. Dashed-dotted
lines represent either photolysis or resonance absorption, dashed lines represent the
spontaneous de-excitation processes and solid lines represent quenching processes.
Figure 3.4: The ozone cross section in the Hartley band (200 nm to 300 nm),
Huggins bands (310 nm to 350 nm) and Chappuis bands (410 nm to 750 nm).
[Reproduced, by permission of Springer Nature, from Figure 4.35 in G.P Brasseur
and Solomon (2005)]
photochemical reaction depends on the wavelength of the incident photo energy,
O(1D) and O2(a1 g) are the most probable products and have a quantum yield of
90% based on laboratory experiment. Besides the Hartley band, other absorption
bands of ozone are in longer wavelength region, such as Huggins bands and Chappuis
bands, as shown in Fig. 3.4. Although the Huggins bands and Chappuis bands are
not in the focus on our airglow photochemistry, it is worth mentioning that they are
routinely measured by the Odin mission (more specifically, the optical spectralgraph
OSIRIS).
Another important source of the excited oxygen atom O(1D), besides the photol-
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Figure 3.5: The molecular oxygen cross section. [Reproduced, by permission of
Springer Nature, from Figure 4.30 in G.P Brasseur and Solomon (2005)]
ysis of ozone, comes from the photo-dissociation of molecular oxygen
O2 + h‹
Jsrc, JL–≠≠≠≠≠æ O+O(1D), (3.19)
where Jsrc and JL– are the photolysis rates corresponding to the Schumann-Runge
Continuum and Lyman – line, respectively (see Fig.3.5 for spectral range). Here,
chemical species without brackets denote their ground states, for instance O2 is
equivalent to O2(X3 g – ) and O is O(3P). The absorption cross section of molecular
oxygen is shown in Fig. 3.5.
The excited atomic oxygen O(1D) then either spontaneously release its energy,
or transfer its energy by quenching processes
O(1D) A1≠≠æ O+ h‹ (3.20)
O(1D) + N2,O2
kN21 , k
O2
1≠≠≠≠≠æ all products (3.21)
where subscript 1 of the reaction rate coe cients corresponds to the quenching series
represented in Fig. 3.3, likewise for the Einstein A coe cient. The superscripts
O2 and N2 denote the rate coe cients corresponding the quenching by the species.
Hence, the concentration of O(1D) can be derived by assuming the sources and the
sinks are balanced (i.e. photochemical steady state), i.e.,
[O(1D)] = („srcJsrc + „L–JL–)[O2] + „HJH [O3]
A1 +Q1
, (3.22)
where „src, „L– and „H denote the quantum yields of each of the photolysis processes,
and
Q1 = kN21 [N2] + kO21 [O2]. (3.23)
Chapter 3. Mesospheric photochemistry 31
Among the two quenching processes represented in reaction 3.21, the most
important reaction in our kinetic scheme is the collision with O2 that partially forms
the excited oxygen molecule O2(b1 g+), i.e.,
O(1D) + O2
—kO21≠≠≠æ O+O2(b1 g+), (3.24)
where — represents the fractional e ciency of this product path. Another important
source of O2(b1 g+) is the solar-excitation at the A-band wavelengths of the oxygen
molecule itself, i.e.,
O2 + h‹
gA≠≠æ O2(b1 g+), (3.25)
where gA is the A-band excitation rate. A small contribution to the production
of O2(b1 g+) is by the two-step transfer mechanism, as known as the Barth-type
mechanism, represented by (after McDade et al. (1986))
O+O+M –k
O≠≠æ O2ú +M (3.26)
O2ú +O2
“kO2ú≠≠≠æ O2(b1 +g ) + O2, (3.27)
O2ú +O2,N2,O
kN2ú , k
O2ú , kOú≠≠≠≠≠≠≠æ all products, (3.28)
O2ú Aú≠≠æ O2 + h‹, (3.29)
O2(b1 +g ) + O2,N2,O
kN22 , k
O2
2 , k
O
2≠≠≠≠≠≠≠æ quenched products, (3.30)
O2(b1 +g )
A2≠≠æ O2 + h‹, (3.31)
where – and “ represent the fractional e ciency of the three-body recombination
into the unspecified excited state O2* and from this state to O2(b1 +g ), respectively.
The subscript ú denotes the Einstein A coe cient and the quenching rate coe cients
of the unspecified excited state O2*. In photochemical equilibrium, the concentration
of O2(b1 +g ) solely resulted from the Barth-type mechanism can be written as
[O2(b1 +g )]Barth =
–kO[O]2[M]“kO2ú [O2]
(A2 +Q2) · (Aú +Qú) , (3.32)
where
Q2 = kO22 [O2] + kN22 [N2] + kO2 [O],
Qú = kO2ú [O2] + kN2ú [N2] + kOú [O].
(3.33)
However, –, “, Aú and kú are quantities that are often unknown and di cult to
measure, thus introducing empirical quenching coe cients can simplify the problem
as (D. P. Murtagh et al. 1990)
[O2(b1 +g )]Barth =
k1[O]2 [M] [O2]
(Q2 + A2) · (CO2 [O2] + CO[O]) , (3.34)
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where
CO2 = 1 +Rk
N2ú /k
O2ú
–“
,
CO = k
O
ú /k
O2ú
–“
.
(3.35)
These newly introduced empirical quenching coe cients CO2 and CO were evaluated
by rocket measurements of nightglow emissions (D. P. Murtagh et al. 1990). Although
the Barth-type mechanism is not a significant source compared to other sources to
form O2(b1 +g ), it is special in a way that, it does not involve absorption of solar
radiation, which naturally becomes the only source in the nighttime. Nevertheless,
summing up all the sources, the concentration of O2(b1 +g ) can be derived as
[O2(b1 +g )] =
—kO21 [O(1D)][O2]
A2 +Q2
+ gA[O2]
A2 +Q2
+ [O2(b1 +g )]Barth (3.36)
The quenching processes of O2(b1 +g ) upon collisions (in reaction 3.30) result in
the production of O2(a1 g), e.g.,
O2(b1 +g ) + N2,O2,O
‘kN22 , ‘k
O2
2 , ‘k
O
2≠≠≠≠≠≠≠≠æ O2(a1 g) + N2,O2,O, (3.37)
where ‘ is the fractional e ciency of the quenching processes that actually produce
O2(a1 g).
Similar to O2(b1 +g ), O2(a1 g) can also be produced by resonant absorption from
the ground state, removed by spontaneous emission and quenching processes, i.e.,
O2 + h‹
gIRA≠≠æ O2(a1 g), (3.38)
O2(a1 g) A3≠≠æ O2 + h‹, (3.39)
O2(a1 g) + N2,O2,O
kN23 , k
O2
3 , k
O
3≠≠≠≠≠≠≠æ O2 +N2,O2,O (3.40)
Together with the direct production from ozone photolysis in the Hartley band,
the concentration of O2(a1 g) under photochemical steady state assumption can be
derived as
[O2(a1 g)] =
gIRA[O2] + ‘Q2[O2(b1 +g )] + „HJH [O3]
A3 +Q3
, (3.41)
where
Q3 = kO23 [O2] + kN23 [N2] + kO3 [O]. (3.42)
In a photochemical model such as described above, the concentrations of O(1D),
O2(b1 +g ) and O2(a1 g) can be calculated, given the prescribed number density
profiles of O2, N2 and O3, as well as the temperature profile for some rate coe cients
that have dependency on the background temperature. Figure 3.6 displays the results
of the photochemical model in the altitude range of 60 km to 130 km, calculated for
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Figure 3.6: Altitude profiles of contributions from di erent sources (represented
by colours, see text) to the total productions of O(1D) (first row), O2(b1 +g )
(second row) and O2(a1 g)(third row), while panels on the left show the relative
contributions in percentage and panels on the right show the absolute contributions
in number density of the species. Note that the horizontal axes of the right column
are in logarithmic scale. Di erent line styles correspond to solar zenith angles of
30¶ (solid lines), 60¶ (dotted lines), 85¶ (dashed lines) and 90¶ (dash-dotted lines).
Background density profiles of N2, O2 and temperature profile are taken from
MSIS90 and O3 taken from CMAM climatology in January at 15¶ N latitude.
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four di erent solar zenith angle (SZA) in order to illustrate that the e ect from the
height of the sun varies between sources and in altitude. The interpretation on the
significance of SZA also depends on whether is based on percentage-wise or absolute
value. The label ‘O3’ in Fig. 3.6 indicates productions through the ozone photolysis
in the Hartley band, ‘O2’ the molecular oxygen photolysis in the Schumann-Runge
Continuum and Lyman – line, ‘Barth’ the three-body re-combination mechanism
and ‘gA’ and ‘gIRA’ the solar excitation of the oxygen in the A-band and in the
IRA-band, respectively. It can be seen that for the production of O(1D), ozone
photolysis is more important below 90 km and oxygen photolysis above 90 km. For
the productions of O2(b1 +g ) and O2(a1 g), the general picture remains similar to
O(1D), with the additional important sources from the solar excitation from the
ground state O2. The Barth-type mechanism contributes to the excited oxygen
molecules to a lesser extend in comparison to other sources.
To conclude this section, we described the general kinetic scheme of the oxygen
airglow photochemistry. Variations can be made by adding vibrational sub-levels or
having di erent assumptions on the fractional e ciencies of each path. Nevertheless,
it can be shown in all variations that ozone photolysis in the Hartley band is one of
the most significant contributors to the production of both O2(b1 +g ) and O2(a1 g)
in their (secondary) peak region in the mesosphere. For this reason, these two airglow
emissions can be used as proxies to infer the ozone density in the mesosphere during
daytime, which is di cult to measure by other types of remote sensing technique.
Chapter 4
The inversion problem
4.1 Introduction
Remote sensing is one of the most e ective ways to collect data over large areas,
allowing us to study the global atmosphere. Specifically, compared to in-situ mea-
surements in the mesosphere, typically by rocket sondes, sensing the region of interest
from a spacecraft is relatively cost e ective in a global perspective. Also, space-borne
instruments are convenient for capturing the small variability in the middle and
upper atmosphere, since the majority of the air mass is concentrated in the lower
atmosphere that will otherwise dominate the signal. However, the quantity actually
being measured is usually an indirect parameter which somehow is linked to the
desired geophysical property. A typical example in atmospheric remote sensing is
that the measured quantity is an electromagnetic signal, while the desired property
is actually the temperature or the density of the air. Thus, an inverse problem arises
when we attempt to find the best representation of the actual desired parameter.
Another example of the inverse problem arises from the viewing geometry when
we attempt to study the vertical structure of various properties of the atmosphere.
Such atmospheric sounding can be made by looking up to the sky from the ground,
looking down to the ground from space (i.e., nadir sounding) or pointing to the side
of Earth through a vertical range (i.e., limb sounding). All of the aforementioned
sounding methods collect the integrated signal along the line-of-sight (LOS). However,
the desired quantity is often the local signal at a given position, as if we would have
sent a rocket sonde to the high atmosphere. In this thesis, limb sounding is the
viewing geometry in focus, as we are sensing the mesosphere with the satellite Odin
now and with MATS in the future.
The integrated electromagnetic signal that actually reaches the instrument is
conventionally called the limb radiance, and the desired quantity to retrieve could
for example be the volume emission rate (see Fig. 4.1 for an illustration). In such
case, the inversion problem is how to ‘unravel’ the local volume emission given the
total integrated limb radiance. Additionally, in Paper 1, we also discuss a di erent
inversion problem which is to estimate the ozone density from the airglow volume
emission rate.
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Figure 4.1: A graphical illustration of the limb geometry. VER denotes the volume
emission rate, and LOS is line-of-sight.
In this chapter we will address a model based statistical approach to solve our
inverse problems (rather than data driven methods like machine learning). The theory
of how we can find the best estimates is based on a mathematical concept, that can
be applied on di erent types of inversion problems. Although di erent mathematical
approaches can be used to estimate the parameters, the physical relationship between
the measured and desired quantities must be properly prescribed. The relationships
we will consider in this thesis include: radiative transfer physics (from limb radiance to
retrieve volume emission rate of IRA-band emissions) and the airglow photochemistry
(from IRA-band emissions to retrieve ozone). However, we will not discuss these
physical relationships further in this chapter. Instead, this chapter aims to provide 1)
the basic mathematical foundation on inversion theory, more specifically the optimal
estimation method and the Levenberg-Marquardt method, and 2) some highlights of
the practical implementation in our application.
4.2 Theory of optimal estimation in Bayesian phi-
losophy
Let us begin by defining the measurement vector y and the state vector x, which
correspond to the measured and the desired quantity that we attempt to estimate,
such as limb radiance and ozone number density, respectively. The aforementioned
physical relationship, that maps from the the state vector to the measurement vector,
is the forward model F, and the relationship can be expressed as
y = F(x) + ‘, (4.1)
where ‘ is the random experimental error, e.g., that may come from the instrument’s
noise, which cannot be precisely described by F.
Even though we do not know the exact value of ‘ (otherwise we could have
corrected it in y), we can assume the error term follows a certain probability
distribution. The choice of the probability density function (pdf) depends on the
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system that we are modelling, but usually it is assumed to be a Gaussian distribution
(i.e., normal distribution), and so we will do in the rest of the thesis. The assumption
of Gaussian distribution is justified by the need of a mathematically tractable model
and being consistent with most problems in nature. In such a statistical approach,
the unknown variable x that we attempt to estimate shall also be viewed as a pdf,
i.e., as a realisation of a random variable, instead of a deterministic constant. In
other words, the representation of the optimal solution of an inversion shall tell us
the most likely x, xˆ, with an uncertainty characterised by a pdf. This is called the
statistical approach.
Furthermore, some prior information about the state xa can help to regularise the
solution to be physically reasonable. This particularly applies to an ill-pose problem,
which often is the case. Such a condition occurs when we attempt to retrieve more
parameters than we actually can based on the amount of information given by the
measurement that leads to multiple solutions, or having too much information that
leads to inconsistency (no solution), or the uncertainty of the given information is
too large that leads to a solution sensitive to noise (e.g., over fitting). This prior
knowledge that we have before the actual measurement is made is termed the a
priori (means ‘from the earlier’ in Latin). As we are following a statistical approach,
the a priori knowledge shall also be described in terms of a pdf. Bayes’ theorem
helps us to mathematically combine the a priori pdf and the measurement pdf to
find the desired a posteriori pdf (means ‘from the later’ in Latin). In other words,
the process of inversion can be seen as updating the a priori information with the
given measurements and uncertainties mapped to the state space. This is called the
Bayesian approach since its implementation is based on Bayes’ theorem.
A pdf of the Gaussian distribution is associated with two parameters: the mean
(or expectated value) µ, and the standard deviation ‡. The mean, as we can tell
from its name, is the random variable most likely to be. The standard deviation
is expressed in the form of covariance matrix which has elements of Sij = flij‡i‡j
where the correlation coe cient flij has value of between -1 and 1. In this chapter,
we use Sy, Sx and Sa to denote the covariance matrix of the measurement vector,
the estimated state vector and the a priori state vector, respectively.
In the subsequent sections, two inversion schemes that are implemented in this
thesis will be presented. One applies to a linear forward model and another one to
a non-linear forward model. The formalisation of the solutions are adopted from
Rodgers (2000).
4.2.1 Linear optimal estimation
If the measurement vector y is linearly related to the state vector x, the forward
model F can be expressed in a linear form
y = F(x) + ‘
= Kx+ ‘, (4.2)
whereK is called the weighting function, or the Jacobian, which is a matrix comprised
of all the first order partial derivatives of F(x) upon each element of x, i.e., K =
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ˆF(x)
ˆx =
ˆy
ˆx .
If we neglect the error term, an immediate solution of a pure linear inversion
problem, may seem to be
x = K≠1y = Gy (4.3)
where G is the inverse matrix of K, which compiles all the partial derivatives of
the estimated state vector xˆ upon each element of the measurement vector y, i.e.,
G = ˆxˆy . However, as we can expect, this simple inverse of the matrix K may be
impossible to compute due to e.g., rank deficiency, thus the implementation of it is
not so much practical in solving many physical problems. But this simple example is
used to illustrate the general idea of the matrix G as a generalised inverse of K, as
later we will expand its formulation to more complex formats. G is called the gain
matrix or contribution function in atmospheric remote sensing literature.
As mentioned earlier, the statistical approach is to make use of the full pdf of the
measurement, which includes both the mean y and the covariance of the measurement
Sy, such that the cost function
‰2 = (y≠Kx)TSy(y≠Kx) (4.4)
is minimised. The gain matrix and the best representation of the true state xˆ then
become (detailed algebraic derivation is referred to Kay (1993))
G = (KTS≠1y K)≠1KTS≠1y
xˆ = Gy.
(4.5)
This solution is named the weighted least square (WLS) method, which allows the
influence level to be di erent for each element in y to the estimate of the state
vector, according to the uncertainty level. If the measurement noise is uniform and
uncorrelated, then this method becomes the ordinary least square method (OLS, or
LS).
However, as we want to incorporate the prior knowledge to regularise the retrieved
quantity and prevent cases like over fitting, the pdf of the a priori, which includes
both xa and Sa, shall also be utilised in the contribution function. In such case, the
inversion can be viewed as an update from the a priori. Hence, the gain matrix G,
in this case, maps the di erence between the y vector and the modelled a priori in
measurement space to (xˆ≠ xa). The equations become
G = (KTS≠1y K+ S≠1a )≠1KTS≠1y
xˆ≠ xa = G(y≠Kxa)
(4.6)
alternatively
xˆ = xa +G(y≠Kxa) (4.7)
This solution is known as the optimal estimation method (OEM) or maximum
a posteriori method (MAP). For this method, the procedure minimises the cost
consisting of both the measurement noise and the a priori assumption, i.e.,
‰2 = (y≠Kx)TSy(y≠Kx) + (xˆ≠ xa)TSa(xˆ≠ xa). (4.8)
Chapter 4. The inversion problem 39
Now we have derived the best representation of the true state xˆ, which is
equivalent to the mean in Gaussian function. How about the standard deviation, i.e.,
the uncertainty, of the estimate? Thanks to the mathematical tractability property
of the Gaussian pdf, we can evaluate the covariance of the retrieval uncertainty based
on the measurement noise, (termed retrieval noise in Rodgers (2000)) following the
form
Sm = GSyGT . (4.9)
However, Sm is not the only component that contributes to the total error of the
inversion. If OEM/MAP is used, another important source comes from the error in
the a priori uncertainty, called the smoothing error evaluated by
Ss = (A≠ I)Sa(A≠ I)T , (4.10)
where I is the identity matrix which has the same size as Sa, and A is named the
averaging kernel,
A = GK = ˆxˆ
ˆy
ˆy
ˆx =
ˆxˆ
ˆx . (4.11)
It turns out that this A matrix gives us useful insights of the retrieval process,
which tells us how sensitive the estimation is to the true state. In an ideal case, A
would be an identity matrix I with the same size. This means that in each element
of the estimated state, the changes will reflect the changes in the corresponding
element of the true state in a ratio of one-to-one. In practice, as we have modified
the formulation of G not to be the exact inverse of K, the variable of the diagonal
elements in the averaging kernel may be ‘spread’ to the o -diagonal elements. In
fact, the spreading aspect reflects the true retrieval resolution of the retrieval being
lower than the grid spaces predefined by the state vector. Thus, the actual (e.g.,
spatial) resolution shall not be confused by the predefined grid cell size.
4.2.2 Non-linear optimal estimation
A non-linear problem is in fact the most common type of problems in practice. The
general approach to find the solution of a non-linear function is by using an iterative
method. An iterative approach means that an algorithm re-calculates the same
function with an updated input over and over again until a certain point that the
solution being found is satisfied within a certain threshold. In an iterative procedure,
the concept of the initial guess and convergence should be defined. The initial guess
is the input that is initially to be set before any action so that the computation
process can start at some point. Convergence is generally defined as the condition
when the changes of variables of interest, compared to the previous iteration, are
small enough. Usually a threshold is set as the convergence criterion to judge when
the iteration should stop.
In the case of a non-linear inversion problem, the general idea of finding the
solution is to linearise the forward model at a given state condition F(xn), e.g.,
initially F(x0). Such that at each iteration n the Jacobian matrix can be evaluated
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as (following a forward Euler method)
Kn =
F(xn + ”x)≠ F(xn)
”x , (4.12)
where ”x is the finite small perturbation introduce to compute the approximation of
the derivative.
Following the previous formulation of the MAP method, the solution found at
each iteration is
Gn = (KTnS≠1y Kn + S≠1a )≠1KTnS≠1y
xn+1 = xa +Gn[y≠ F(xn) +Kn(xn ≠ xa)].
(4.13)
This procedure is to minimise the cost function
‰2n = (y≠ F(xn))TSy(y≠ F(xn)) + (xn ≠ xa)TSa(xn ≠ xa). (4.14)
When the iteration number n æ Œ, the solution found shall be xn æ xˆ. This
method is called the Gauss-Newton method. When convergence is reached, the error
analysis and characterisation are essentially the same for the linear case based on
the Jacobian and the gain matrix at the last iteration, i.e.,
Sm = GnSyGTn ,
Ss = (An ≠ I)Sa(An ≠ I)T ,
An = GnKn.
(4.15)
By rearranging the equations for Gauss-Newton method, the solution can be
expressed by xn+1 as a departure from xn rather than xa
xn+1 = xn +H≠1[KTnS≠1y (y≠ F(xn))≠ S≠1a (xn ≠ xa)],
H = S≠1a +KTnS≠1y Kn,
(4.16)
where H is known as the Hessian and represents the second derivative of the cost
function, with the assumption that the second derivative of the forward model is
negligible. In some cases, the iteration may result in an increasing residual, i.e.,
|y ≠ F(xn)| bigger than the previous iteration. Thus, the Levenberg-Marquardt
method can be used to optimise the step size so that the cost function is ‘guaranteed’
to be minimised. This is achieved by adding a scaling term in the Hessian
H = S≠1a +KTnS≠1y Kn + “I, (4.17)
where I is an identity matrix and can be replaced by a scaling matrix D in order to
scale accordingly to the dimensions and magnitudes of the elements in the state vector.
“ is a scaling factor so that when “ æ 0 the inversion is close to the Gauss-Newton
method, and when “ æŒ the inversion is close to the gradient decent method with
a step size close to 0. Such a formulation of H indicates that there must be a value
of “ to be found so that the optimisation step is meaningful. Thus, a process to
search for a su ciently large value of “ is needed if the cost function is increasing.
To conclude this section, the statistical approach is useful in determining the
desired parameters as pdf rather than a deterministic constant. The mathematical
formulations of several well developed methods, including WLS, OEM, Gauss-Newton
and Levenberg-Marquardt are described here to treat linear and non-linear inversion
problems.
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4.3 Practical implementation
In practice, there are numerous aspects that are needed to be treated with caution
when we carry out the implementations of the statistical method presented in
the previous section. In this section, we discuss some of the highlights of these
considerations in the inversion problems included in this thesis. In particular, the
retrieval problem deals with the vertical profile of chemical species number density
which exhibit high gradients.
A priori assumption
If the retrieval is based on a high response from the information given by the
measurement, the resulting estimate of the state vector shall be, to a negligible
extent, influenced by an arbitrarily assumed a priori state xa. Typically, the a priori
state is taken from a mean value of independently measured results or model outputs
to approximate the prior knowledge about the state vector.
Once the expected value of the prior knowledge, xa, is defined, the approximation
for its standard deviation ‡a shall also be made in an appropriate manner. In our
application, the elements of the state vector are expected to have several orders of
magnitude di erence (e.g., the atmospheric number density follows approximately an
exponential function in altitude). If xa is taken from a model output which resembles
the true state reasonably well, a convenient way of defining ‡a is to choose values
that are relative to the mean. For instance, ‡a(i) = rxa(i) for the element i where r
is a factor scalar to tighten or loosen the constrains on the a priori state. In other
words, the diagonal elements of the a priori covariance matrix
diag(Sa) = (rxa)2. (4.18)
Another type of constraint is to tackle the correlation between adjacent levels
for the a priori assumption. As it is true for most of the atmospheric variables,
elements that are closely spaced are less likely to have large oscillation, as compared
to elements that are located far away from each other. Thus, the o -diagonal elements
of the a priori covariance matrix can be defined by an ad-hoc constraint, for example
Sa(i, j) = ‡a(i)‡a(j) exp(≠|i≠ j|”z
h
), (4.19)
where i, j are the element indices, ”z is the physical spacing represented by the
retrieval grid and h is the length scale which has the same unit with ”z. This process
prevents large oscillation in the retrieved solutions and thus is often termed the
smoothing process.
Relative averaging kernel
As we previously proposed that the covariance of the a priori can be represented
by a scaling factor multiplies the mean state xa, the averaging kernel can also be
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viewed in a relative term to the a priori state, Arel. This can be implemented by the
transformation from the ordinary averaging kernel A
Arel(i, j) = A(i, j)xa(j)
xa(i)
. (4.20)
The relative averaging kernel is more convenient to interpret when the state vector
is expressed in a ratio depart from the a priori state.
Iterative computation
When solving a non-linear inversion, the derivative of the forward model is evaluated
at each iteration numerically to calculate the Jacobian matrix. In practice, the small
perturbation ”x in Eq. 4.12 needs to be determined wisely to avoid any numerical
instability limited by the computation hardware. Especially when the state vector is
expected to have exponential gradient, ”x should not be a uniform vector in which
perturbations on all elements of the state vector are in the same distance. Here, a
fractional approach can resolve this issue by allowing the small perturbation scaled
with the expected state vector, e.g., ”x = 0.001xa.
Another common issue is the occurrence of non-physical values in the solution
being found, for instance, due to low signal to noise ratio. Particularly, when a
negative concentration of the certain chemical species is computed in the optimal
solution found at an iteration, this xn will be used in the next iteration for evaluating
F(xn) as well as Kn. Clearly this will introduce instability throughout the iterating
process, since the forward model is based on a physical relationship. The measure
being taken is to suppress all of the negative values occurred to be zero or a very
small positive value, and the iterative process can then continue. Other methods
include transforming the desired parameters of the inversion in a logarithmic scale.
The disadvantage is that the error analysis and characterisation of the retrieval
will all become logarithmic functions which complicates the interpretation of the
inversion result.
The iterative approach to solve non-linear functions is to find an approximate
solution step-wise until the ‘correct’ solution is found. As the iteration goes on and
on, at some point we must set a threshold to tell the algorithm that the solution being
found is good enough, or in the worst case the iteration may not even have converged
to a solution. There is no ‘best method’ on which condition should be set for the
judgement, but the condition on which iteration is stopped shall be documented in
order to be used for filtering in the later data analysis. Here are a few criteria that
have been adopted in this thesis.
Small change in x
When the solution found at the last iteration only shows a small di erence to the
one found in the previous iteration, it is said to be converged, for example,
max( |xn ≠ xn≠1|xn ) < 0.02. (4.21)
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The d2 test
Similar to the criterion for testing the change in the x vector, but now scaled by its
estimated error
Sˆ = (S≠1a +KTnS≠1y Kn)≠1
d2 = (xn ≠ xn≠1)T Sˆ(xn ≠ xn≠1).
(4.22)
The value of d2 can have a threshold of, e.g., 0.5 multiplied with the number of
elements in x, to judge convergence.
Lack of convergence
For the Levenberg-Marquardt method, the scaling parameter “ is set to ensure a
reduction of the cost function, rather than an increase. In the searching process of “,
as we will call it the sub-iteration here, the following strategy is recommended in
Rodgers (2000) and implemented in the algorithm for the ozone retrieval discussed
in Paper 1:
• Start “ from an initial value of 10
• If the cost is smaller than the previous iteration, update xn and multiply “ by
a factor of 0.1 for the next iteration
• If the cost is bigger than the previous iteration, increase “ by a factor of 10
and try again
If “ infinitely increases to a large value but the cost is still not reducing, it
might indicate that, e.g., there is a numerical problem, or the cost function has no
minimum or the problem is completely under-constrained. Thus the iteration should
be stopped.
To summarise this chapter, the mathematical formulations of several inversion
methods including WLS, OEM/MAP, Gauss-Newton, Levenberg-Marquardt and
their interpretations are discussed. The essence of the Bayesian statistical approach
is to incorporate prior knowledge about the state for regularisation. In practical
implementation of OEM/MAP (for linear problems) and Levenberg-Marquardt
methods (for non-linear problems), there are several important considerations for
the retrieval of atmospheric constituents’ concentrations which roughly follow an
exponential function in altitude.

Chapter 5
Summary of appended
publications
Paper 1
Odin-OSIRIS consists of two optically independent instruments, the optical spec-
tralgraph (OS) and the infrared imager (IRI). The latter routinely collects data
of the oxygen infrared atmospheric band (IRA-band) emissions by one of its chan-
nels. The measurement principle and the geometry are very similar to the future
mission MATS, thus the exploration of this IRI dataset certainly contributes to
the preparatory process of the MATS mission which includes testing the retrieval
algorithms, understanding the photochemical processes and possibly finding small
scale dynamical features in the mesosphere.
In Paper 1 we presented a retrieval scheme to derive the mesospheric daytime
ozone profiles from the IRI limb measurements of the IRA-band emissions (1.27µm).
The updated calibration scheme of the limb radiance data product is briefly described.
Then, the optimal estimation method (OEM) is applied in the two inversion problems,
the retrievals of volume emission rate (VER) of the O2(a1 g) and the ozone number
density profiles. For the VER retrieval, a linear forward model is used, which
neglects self-absorption of the IRA-band along the line-of-sight in the radiative
transfer modelling. For the O3 retrieval, the forward model is non-linear due to
the fact that the photochemistry model includes coe cients that depend on ozone
concentrations. Here, the iterative Levenberg-Marquardt method is applied to derive
O3 concentrations from VER of oxygen IRA band emissions.
The high performance of the retrieval scheme is illustrated by the consistency
between the IRI ozone product and two other ozone products obtained from the same
spacecraft Odin, namely SMR and OS, even though their measurement principles
are intrinsically di erent. It is also shown that the IRI ozone data has the advantage
of high along-track resolution. The zonal mean monthly average profiles of IRI ozone
are also compared with other independent ozone datasets onboard external satellites,
namely ACE-FTS and MIPAS. These results indicate that the retrieval technique
can be applied to process all the data collected throughout the 19 years of Odin
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mission, leading to a long term mesospheric ozone dataset that can be used to study
mesospheric dynamics and photochemistry.
Paper 2
The study was inspired by a previous publication by Dörnbrack et al. (2017) where
they provide clear examples of how horizontal mean flow can a ect the gravity wave
signature to appear in ground-based lidar observation. Based on this publication we
implemented the Doppler-shift into the gravity wave model for the preparation of the
MATS mission (Li 2017). However, we failed to reproduce several important features
of the wave-mean interaction (e.g. critical levels). We brought this question to
Patrick Espy and his research group in Trondheim. We also brought the discussions
directly with Andreas Dörnbrack and his research group in Oberpfa enhofen. The
results from the discussions and the main findings were then presented in 2019 at
the EGU conference and serve as the basis for this manuscript.
In Paper 2, an alternative perspective on the interpretation of a ground-based lidar
observation of a middle atmospheric gravity wave is discussed. This lidar observation
was readily shown in a previous publication by Dörnbrack et al. (2017) where it
was suggested that the recorded discontinuous pattern was possibly due to a wave
packet superimposed on another wave in the background. However, in Paper 2 we
provide evidences to show that the discontinuous pattern recorded can be explained
by the quasi-monochromatic wave under an influence of a sudden change in the
background wind shear. This interpretation is supported by the foundation of linear
wave theory, as well as the investigation on the hourly-mean wind velocity taken
from a combined product of the ECMWF reanalysis data (for lower altitudes) and
the SLICE MF-radar (for higher altitudes) within the time frame and the location
that the lidar observation was made.
In addition, this paper also attempts to bring clarity in some common nomen-
clature of di erent frequencies, that are specifically related to the Doppler-shift
e ect. We want to put attention on the analysis of the Doppler relationship, that
the ground-based frequency must be the frequency observed in the same reference
frame where the background wind velocity is recorded. Under the steady background
condition, only the intrinsic frequency of a wave will be Doppler-shifted by the wind,
rather than the ground-based frequency which is more closely linked to the source
frequency. This concept of intrinsic frequency having the wind dependency may
seem counter-intuitive as the word ‘intrinsic’ may refer to a constant property.
To conclude this study, the alternative interpretation suggests that the recorded
signature is caused by the wave-mean, instead of the wave-wave, interaction. The sim-
ple model based on linear wave theory leads us to estimate the quasi-monochromatic
wave with a phase-speed around 60ms≠1 and a travelling direction of south-south-east
or north-north-west.
Chapter 6
Outlook
In this chapter, several possible research ideas will be discussed. They include the
expansion of the current retrieval methods and atmospheric chemistry and dynamics
studies by making use of the readily retrieved datasets.
6.1 Expansion of the retrievals
Tomographic method
As it has been demonstrated that the OSIRIS-IRI imager has the advantage of high
sampling rate, a two dimensional tomographic retrieval technique can be applied
to refine the resolution in along-track horizontal direction one step further. The
main di erence to the previous 1D inversion is that, a sequence of image exposures
are used together for one inversion to retrieve a 2D atmospheric field, opposing to
the retrieval of image by image. For example, the measurement vector y contains
a number of pixels per image and b number of images, and the atmospheric state
vector x contains volume emission rate (VER) represented in a 2D grid space at
the orbital plane, with n and m numbers of grid points in vertical and horizontal
directions, respectively. Thus the inversion problem to pose can be described by the
following formulation SWWWWWWWWWWWWWU
y11
...
y1a
...
yb1
...
yba
TXXXXXXXXXXXXXV
= F(
SWWWWWWWWWWWWWU
x11
...
x1n
...
xm1
...
xmn
TXXXXXXXXXXXXXV
) +
SWWWWWWWWWWWWWU
‘11
...
‘1a
...
‘b1
...
‘ba
TXXXXXXXXXXXXXV
(6.1)
where F is the forward model that transforms the VER to the measurements by all
pixels considered.
The advantage of tomographic technique is to correctly allocate the origin of the
atmospheric signal in along-track direction. However, there are several di culties
of the tomographic retrieval, one of which is being computationally costly. As we
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can tell from the above equation, when the forward model is linearised, the Jacobian
matrix K will contain ab◊mn number of elements, and the covariance matrices Sa
and Sy will have dimensions of mn◊mn and ab◊ ab , respectively. Even though
the non-zero elements of the matrices can be stored wisely, such as in the form of
sparse matrices, the computation is still substantially increased as compared to a 1D
inversion.
Another di culty for the tomographic retrieval method, perhaps not so trivial,
comes from the scanning schedule of the Odin satellite compromised by the needs
of the other instruments onboard. Shown as an example orbit in Paper 1 Fig. 3,
the so-called mesospheric scanning mode creates data gaps up to 90 km penetrating
through the important airglow layer. These data gaps eliminate many of the images
in the orbit that can be useful for the tomographic retrieval. There are a substantial
number of orbits that have the mesospheric scanning mode in the day part. Thus
special treatments are needed for these orbits that have data gaps due to the scanning
schedule.
Otherwise, IRI data that are obtained from the normal scanning mode and, even
better, the staring mode can be readily used for the implementation of tomographic
retrieval of the VERs. The result is expected to be beneficial for studying the small
scale structures that IRI is capable to observe.
Inclusion of the IRA-band absorption
In the current retrieval scheme of the VER of O2(a1 g), absorption by O2 itself is not
considered in the radiative transfer forward model so that the inversion is simplified.
The assumption of a negligible absorption is valid for measurements that are taken
at higher than ca. 60 km line-of-sight tangent where the air is optically thin. Thus,
the retrieval only considered the IRI measurement pixels above this limit.
If the absorption is taken into account in the forward model, the retrieved VER
and consequently the ozone profiles can reach down to lower altitudes. We will
investigate methods to include this absorption in a simplified but accurate manner,
so that the retrieval can reach below 60 km where the limb radiance is taken.
Inclusion of the IRA-band nighttime VER
Currently the retrieved VER of O2(a1 g) is only available for daytime measurements,
where the solar zenith angle is lower than 90¶. The reason for this is that the linear
retrieval scheme of OEM relies on the a priori VER profile which is calculated by the
photochemistry model based on an ozone profile from a climatology (from CMAM).
At nighttime, most of the production mechanisms of O2(a1 g) are ‘switched o ’
and only the Barth-type mechanism is allowed in the photochemistry model. In
this case, an atomic oxygen profile is needed to calculated the O2(a1 g) density. In
twilight conditions, the transition between day and night will require that a little
more thought is put into the implementation of the photochemistry model, instead
of a simple ‘switch’. Due to the relatively long photochemical lifetime of O2(a1 g)
(about an hour), a time dependent model will be required.
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Once the implementation of the time dependent photochemistry model is made,
the retrieval of nighttime VER will be straight forward using the readily implemented
retrieval scheme (OEM) and the available radiance data. The atomic oxygen profiles
can then be retrieved in both day and night part of the orbit.
6.2 Mesospheric science studies
Assess O2(a1 g) lifetime
Many reaction rate coe cients that are included in the photochemistry model
described in Sect. 3.3 rely on laboratory experiments. One of these is the radiative
lifetime of O2(a1 g), i.e., the Einstein A coe cient, whose uncertainty is relatively
large (e.g., G. Mlynczak and Olander (1995) has indicated a value of 1.47◊ 10≠4 s≠1
while the value of 2.58◊ 10≠4 s≠1 has been used previously, with a factor of 1.75
di erence). This is mainly due to the long lifetime (about an hour) where laboratory-
based measurements are di cult to perform because the decay of its population may
partially be due to the collision with walls in an experimental setup. However, the
mesosphere can serve as a ‘natural laboratory’ for such a measurement on estimation
of radiative lifetime. This has been attempted in the past using ground based
observations (Pendleton et al. 1996)
An attempt to estimate the O2(a1 g) lifetime can be done by exploring the
evening twilight measurements collected by IRI imager. When sunlight is not
available for photolysis, the only source to produce O2(a1 g) is by the Barth-type
mechanism which is responsible for only 0.1% in daytime. The rest should be the
contribution by the delayed spontaneous emission which is also quenching by N2 and
O2. Each orbit that crosses the terminator around the evening twilight can help
us make a simple estimation. The remaining issue is the validity of the necessary
assumptions, e.g., the longitudinal homogeneity in O2(a1 g) density, background air
density, quenching rates etc.
Exploration of the OH channel of IRI
The IRI imager also measures the radiance of the OH airglow in the Meinel (3-1)
band. Particularly for the nighttime measurements, the airglow layer appears to
show finer structures as compared to the O2(a1 g) airglow. The smudging e ect
on fine scale structure in O2(a1 g) is mainly due the relatively long lifetime. The
short-lived OH can be used as a baseline to assess the level of smudging in O2(a1 g)
signal, as they are continuously measuring the same atmospheric volume.
Furthermore, the fine structure observed at the OH channel can readily be used
to assess the gravity wave activities in the mesosphere. The di culty lies in the
separation of the mean and the wave perturbation.
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Figure 6.1: The volume emission rate of the oxygen IRA-band emission (top)
and the ozone number density (bottom) measured in the day part of an example
orbit (orbit No. 38720). This measurement is collected on March 20th, 2008. A
large-scale feature appears from ca. 45¶ N (the beginning of the plot) to 82¶ N.
Tertiary ozone peak
The previously observed tertiary ozone peak at around 72 km is explained by the
shortage of odd-hydrogen for the catalytic destruction of odd-oxygen, while the
production of the odd-oxygen species is unchanged (Marsh, Smith, Guy Brasseur,
et al. 2001). Unlike the primary and secondary ozone layers, the occurrence of the
tertiary ozone maximum highly depends on season, latitude and altitude, according
to multiple observations and modelling studies (e.g., Marsh, Smith, and Noble 2003;
Kaufmann et al. 2003). Moreover, Degenstein et al. (2005) have demonstrated that
IRI measurements of oxygen IRA-band and OH Meinel (3-1) band are capable of
capturing the signature of the tertiary maximum. For a data visualisation of a
two dimensional orbital scan of IRI shown in Fig. 6.1, this peak appears to be a
finger-like, large-scale feature in the daytime portion of the orbit.
The daytime mesospheric ozone data product that is presented in Paper 1 can
readily serve as a tool for further investigation on the behaviour of tertiary ozone peak.
The main challenge is that the interpretation of data obtained from the Odin satellite
requires careful considerations of orbital sampling pattern in latitude, solar zenith
angle and local time. As Odin was launched in a dawn-dusk (6-18h) sun-synchronous
orbit, the local time at the tangent point is rather constant but experiences a rapid
change in the polar regions (e.g., from 6am to 6pm or vice versa). In addition,
throughout the course of the mission, the orbit has on occasions drifted to be closer
to 19h and 7h when crossing the ascending and descending node, respectively. Thus,
when averaging profiles over a long time period, the local sampling pattern due to
the satellite orbit must be carefully examined.
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6.3 The future mission MATS
As the satellite MATS is scheduled to be launched in the end of 2020, numerous
two dimensional images measuring the oxygen atmospheric band (emission from
O2(b1 g+)) will be available for analysis. After the calibration process, the limb
radiance can be inverted to VER using the retrieval scheme similar to the one
described in Paper 1. Since the photochemical lifetime of O2(b1 g+) is shorter than
O2(a1 g), finer structures due to small scale dynamics, such as gravity waves, are
expected to be captured by MATS.
As the production of O2(b1 g+) is related to the available ozone in the mesosphere
under sunlit conditions, mesospheric ozone can be retrieved by using the same forward
model as in Paper 1. During the nighttime it is the Barth-type mechanism that
is responsible for the production of O2(b1 g+), hence atomic oxygen density can
be retrieved. In addition, the two spectral passbands in the infrared region will
allow us to derive mesospheric temperature as the spectral filters are selected to
be temperature sensitive. The retrieval scheme is similar to the one described in
P. E. Sheese et al. (2010) where temperature is derived from the OSIRIS optical
spectrograph measurement on the A-band emission.
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