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Linear Stability of Schwarzschild Spacetime
Jordan Keller
In this work, we study the theory of linearized gravity and prove the linear stability of Schwarzschild
black holes as solutions of the vacuum Einstein equations. In particular, we prove that solutions to
the linearized vacuum Einstein equations centered at a Schwarzschild metric, with suitably regular
initial data, remain uniformly bounded and decay to a linearized Kerr metric on the exterior region.
Our method employs Hodge decomposition to split the solution into closed and co-closed portions,
respectively identified with even-parity and odd-parity solutions in the physics literature. For both
portions, we derive Regge-Wheeler type equations for decoupled, gauge-invariant quantities at the
level of perturbed connection coefficients. A general framework for the analysis of Regge-Wheeler
type equations is presented, identifying sufficient conditions for decay estimates. With the choice
of an appropriate gauge in each of the two portions, such decay estimates on these decoupled
quantities are used to establish decay of the linearized metric coefficients, completing the proof of
linear stability. The initial value problem is formulated on Cauchy data sets, complementing the
work of Dafermos-Holzegel-Rodnianski [6], where the linear stability of Schwarzschild is established
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The Schwarzschild spacetimes (M, gM ), parametrized by mass M , constitute the simplest family
of black hole solutions of the vacuum Einstein equations
Ric(g) = 0. (1.1)
Stability of the Schwarzschild metric as a solution to (1.1) is an issue of fundamental importance
in the study of isolated systems, with the tenability of the black hole concept, and the bizarre at-
tendant geometry, being contingent on an affirmative answer. Non-linear stability in the Minkowski
setting was established in the monumental work of Christodoulou and Klainerman [5], yet the fully
non-linear problem for the Schwarzschild spacetime remains unresolved.
A natural first step in stability analysis is the study of the scalar wave equation, regarded as
a “poor man’s” linearization of (1.1). On Schwarzschild and sub-extremal Kerr backgrounds, an
exhaustive theory is in place for scalar waves, now well-known to satisfy uniform boundedness and
decay estimates. Completed estimates first appear in the seminal works of [7] in the Schwarzschild
setting and [9] in sub-extremal Kerr setting, with contributions and refinements also appearing in
[12], [14], [3], [10], [2], [17], [22], [15].
As a next step, we treat the issue of linear stability, formulated as follows. Consider the vacuum
Einstein equhation (1.1), of which the Schwarzschild metric gM is solution. Let δg be a solution of
the linearization of the vacuum Einstein equation at Schwarzschild
δRic|gM (δg) = 0, (1.2)
1
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with δg a smooth symmetric two-tensor on the background Schwarzschild spacetime. Diffeomorphism-
invariance of the Einstein equation (1.1) implies that any smooth co-vector field X generates a pure
gauge solution piX of (1.2). Here piX is the deformation tensor of X; see Lemma 2.5. In addition,
the Schwarzschild spacetimes lie in the larger family of Kerr spacetimes, generating solutions of
(1.2) that correspond to linearized Kerr solutions. To prove the linear stability amounts to proving
that the linearized metric coefficients of δg, after being normalized by a suitable pure gauge solution
piX , decay through a suitable foliation to a linearized Kerr solution.
There are two main approaches to the perturbation problem:
1. Perturbation of metric coefficients. This approach was initiated by the seminal work of
Regge-Wheeler [21]. Using tensor spherical harmonics and a suitable gauge, the authors showed
that (1.2) splits into even-parity and odd-parity perturbations, which correspond to axial and
polar perturbations in Chandrasekhar [4]. Originally, Regge-Wheeler discovered the master Regge-
Wheeler equation for a decoupled quantity in the axial or odd-parity case; more than a decade
later, Zerilli [26] derived the eponymous equation in the polar or even-parity case. Later work by
Moncrief [18] phrased the decoupling in terms of a gauge-invariant, connection-level quantities. See
also [16], [24].
2. Perturbation in Newman-Penrose (N-P) formalism. In particular, it is known that the
extreme linearized Weyl curvature components satisfy the Teukolsky equation [23], which can be
further solved by separation of variables.
On the Schwarzschild background, there is a transformation theory, initiated by Wald [25] with
further refinements by Aksteiner et al. [1], which relates the Regge-Wheeler equation and the
Teukolsky equation. Techniques from the earlier study of the scalar wave equation carry over to
the analysis of the Regge-Wheeler equation, but not the Teukolsky equation.
Linear stability of Schwarzschild spacetime is established in [6], where the authors make use
of the aforementioned transformation theory and show that a certain second derivative of extreme
linearized Weyl curvature satisfies a Regge-Wheeler type equation with a favorable potential. A
double null gauge is imposed to derive decay of the metric perturbation modulo the Kerr pertur-
bation. The initial value problem is formulated on characteristic data sets.
Building upon joint work [11], this thesis provides a different and simpler proof of linear sta-
bility that reveals the underlying geometric structure of the vacuum Einstein equation at a more
2
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elementary level. At the heart of the analysis are gauge-invariant, connection level quantities which
satisfy Regge-Wheeler type equations with favorable potentials. With structure and analysis avail-
able at such a low level, we are able to avoid the multi-level geometric hierarchy necessary in [6].
In addition, we do not find it necessary to use a double null or N-P formalism as in [6], and are
able to formulate the initial value problem on Cauchy data sets.
A Hodge type decomposition of the space of symmetric two-tensors is adopted to study δg. The
solution δg is decomposed into the closed and co-closed portions, which generalize the even-odd or
axial-polar decompositions in physics literature, without any symmetry or mode assumptions. See
Subsection 2.2.3 and Appendix 7.
In addition, we use spherical harmonic decomposition to decompose δg according to angular
modes
δg = δg`<2 + δg`≥2; (1.3)
see Proposition 2.3.
Summarizing our results, we have the following linear stability theorem on the Schwarzschild
spacetime, stated in Theorem 1 and Theorem 2:
Theorem 1.1. Let δg be a smooth, symmetric two-tensor on the Schwarzschild spacetime, satisfying
the linearized vacuum Einstein equations (1.2).
For the δg`<2 component of δg, there exists a smooth co-vector X`<2 (unique modulo Killing
fields) on the Schwarzschild spacetime and constants c, d−1, d0, d1 such that




where K,K−1,K0,K1 are smooth symmetric two-tensors that correspond to linearized Kerr solu-
tions specified in Definition 2.4.
Theorem 1 is well-known, first appearing in the work of Zerilli [26]. See also Martel-Poisson
[16]. We provide a different proof for completeness.
Theorem 1.2. Under the same assumption for δg as in Theorem 1, and assuming moreover δg`≥2
is compactly supported away from the bifurcation sphere on the time-slice {t = 0}, there exists a
smooth co-vector X`≥2 such that





with the gauge-normalized solution δ̂g
`≥2
decaying pointwise through a suitable foliation.
For each of the closed and co-closed portions of δg`≥2, we decouple gauge-invariant quantities
satisfying Regge-Wheeler type equations (5.12, 5.15, 6.11); analysis of these Regge-Wheeler type
equations shows that each quantity decays to zero through a suitable foliation. For the sake of
simplicity, we present a general framework for the analysis of such equations in Chapter 4. The
remainder of the proof consists of the deduction of decay estimates for δg`≥2 under a suitable gauge
normalization X`≥2. Ultimately, the decay of δg`≥2 is achieved by imposing the Regge-Wheeler





2.1 The Schwarzschild Spacetime
The Schwarzschild spacetimes (M, gM ) comprise a family of static, spherically symmetric space-
times, parametrized by mass M > 0. Each such spacetime is vacuum; i.e., each metric gM satisfies
the vacuum Einstein equations (1.1).
The staticity and spherical symmetry of the Schwarzschild family are encoded in a number of
Killing fields. In particular, we have the static Killing field, denoted T , and the rotational Killing
fields, denoted Ωi, with i = 1, 2, 3. For convenience in what follows, we collect the rotation Killing
fields in the set Ω := {Ωi|i = 1, 2, 3}, and the full set of Killing fields in the set K := {T,Ω1,Ω2,Ω3}.
2.1.1 Coordinate Systems
Our results concern the Schwarzschild exterior region, up to and including the future event horizon.
In the course of our analysis, various coordinate systems will prove useful; we enumerate them below.
The Schwarzschild exterior, not including the event horizon, is covered by a coordinate patch
(t, r, θ, φ) with t ∈ R, r > 2M, (θ, φ) ∈ S2. In these standard Schwarzschild coordinates, the















αdxβ := dθ2 + sin2 θdφ2 (2.1)
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is the round metric on the unit sphere. Often we use the shorthand









Alternatively, we can cover this region with the Regge-Wheeler coordinates (t, r∗, θ, φ), with















is defined on t ∈ R, r∗ ∈ R, (θ, φ) ∈ S2. For technical reasons arising in the subsequent analysis, we
normalize r∗ by
r∗ := r + 2M ln(r − 2M)− 3M − 2M ln(M), (2.5)
so that r∗ = 0 at the photon sphere r = 3M .

















now defined for (t∗, r, θ, φ) coordinates satisfying t∗ ∈ R, r > 0, (θ, φ) ∈ S2. In contrast with the
previous two, this coordinate system covers both the exterior region and the black hole region.
Finally, we shall refer to the Eddington-Finkelstein coordinate system (u, v, θ, φ), with null









With this relation, the Schwarzschild metric takes the form




Note that each of the above coordinate systems covers only a portion of the maximally extended
Schwarzschild spacetime, globally parametrized by the Kruskal coordinates [13]. As we work only




2.1.2 Trapped Null Geodesics
In this subsection, we recount the well-known phenomenon of null geodesic trapping at the photon
sphere. Such trapping induces a degeneration in the integrated decay estimates described in Chapter
4, as demonstrated by Ralston [20].
Generally, given a Killing field Ka and a geodesic γ on a pseudo-Riemannian manifold with











In the Schwarzschild coordinates, we write
T = ∂t,
Ω1 = ∂φ,
Ω2 = − sinφ∂θ − cot θ cosφ∂φ,
Ω3 = cosφ∂θ − cot θ sinφ∂φ,










q = (r2γ˙θ)2 + cot2 θ(r2 sin2 θγ˙φ)2.







(γ˙r)2 + r2(γ˙θ)2 + r2 sin2 θ(γ˙φ)2
gives rise to a simple radial equation
r4(γ˙r)2 = r4e2 −∆(q + l21) =: R(r, e, q, l1).
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Stationary solutions (i.e. trapped null geodesics) are the solution set of the equations
R = r4e2 −∆(q + l21) = 0,
∂rR = 4r3e2 −∆r(q + l21) = 0.




(q + l21) = 0,
with roots at rtrapped = 0, 3M . In the exterior region, trapping occurs precisely at the photon
sphere r = 3M .
2.2 Linearized Gravity on Spherically Symmetric Backgrounds
2.2.1 Spherically Symmetric Spacetimes
A spherically symmetric spacetime (M, g) is one in which the group SO(3) acts by isometry. The
group orbits are spacelike round two-spheres, with the quotient Q =M/SO(3) being a Lorentzian
two-manifold. Each point on Q represents an orbit sphere, with r a positive function which repre-
sents the areal radius of orbit spheres.




αdxβ, A,B = 0, 1, α, β = 2, 3, (2.10)
with quotient metric g˜ on Q and the unit round metric on the sphere (2.1). The index notations
above are adopted throughout this work: uppercase Latin characters A,B,C, · · · = 0, 1 for quotient
indices, lowercase Greek characters α, β, γ, · · · = 2, 3 for spherical indices, and lowercase Latin
characters a, b, c, · · · = 0, 1, 2, 3 for spacetime indices.












where ΓCAB and Γ˚
γ
αβ are the Christoffel symbols of g˜AB and σ˚αβ, respectively.
In terms of these Christoffel symbols, we consider two types of differential operators, ∇˜A and
∇˚α. When applied to functions, ∇˜A and ∇˚α are just differentiation with respect to coordinate
variables xA, A = 0, 1 and xα, α = 2, 3, respectively. For co-vectors, we define
∇˜AdxB = −Γ˜BACdxC ,
∇˜Adxα = 0,
∇˚αdxB = 0,
∇˚αdxβ = −Γ˚βαγdxγ ,
(2.11)
with an obvious extension of the operators to more elaborate tensor bundles.
We use the notation ˜ and ∆˚ for the quotient d’Alembertian and the spherical Laplacian
operators. Furthermore, we denote the volume forms for the quotient space and the unit sphere by
AB and αβ, respectively.
Specializing to the Schwarzschild spacetime, the quotient metric in the coordinates x0 = t, x1 =













and the non-vanishing Christoffel symbols of the quotient metric are
Γ111 = −
M







r(r − 2M) .
For convenience in what follows, we also note that the radial function r satisfies
˜r2 = 2, ∇˜A∇˜Br = M
r2
g˜AB, |∇˜r|2 = 1− 2M
r
, ˜r = 2M
r2
(2.12)
on the Schwarzschild background.
2.2.2 The Linearized Einstein Equations
Suppose a symmetric two-tensor hab = δgab is a linear perturbation of gab. We recall that a
perturbation of the Ricci curvature δRbd satisfies
2δRbd = g
ae(∇a∇dheb +∇a∇bhed −∇d∇bhea −∇a∇ehbd). (2.13)
9
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into trace and traceless parts. The trace H is regarded as a function on M, while the traceless
part hˆαβ is a symmetric traceless two-tensor with respect to σ˚αβ. Expressed in this way, the linear






with each of hAB, hAα, H, hˆαβ depending upon all spacetime variables.





∇˜AhDB + ∇˜BhDA − ∇˜DhAB
)
− 2r−1rA∇˜B(r−2H)









+ r−2∇˜A∇˚αhBα + r−2∇˜B∇˚αhAα,
(2.16)




+ 2r−1rB∇˜AhBα + ∇˜B∇˜AhBα − 2r−2rArBhBα









2rrB∇˜AhAB + 2rArBhAB + 2r(∇˜A∇˜Br)hAB − rrA∇˜A(gCDhCD)








+ 2r−2rArAhˆαβ − 2r−1(˜r)hˆαβ − 2r−1rA∇˜Ahˆαβ − r2˜(r−2hˆαβ)
+ r−2
(






We rewrite δRαβ and δRAα in alternative forms which will be used later. For δRαβ, we find
2δRαβ =
(
2rrB∇˜AhAB + 2rArBhAB + 2r(∇˜A∇˜Br)hAB − rrA∇˜A(gCDhCD)
− r2˜(r−2H)− 2r−2H − 4rrA∇˜A(r−2H)− r−2∆˚H
)
σ˚αβ
− ∇˚α∇˚β(gCDhCD) + ∇˜A
(
∇˚αhAβ + ∇˚βhAα − r2∇˜A(r−2hˆαβ)
)







The last line in (2.18) is simplified by using
∇˚γ∇˚αhˆβγ + ∇˚γ∇˚βhˆαγ − ∆˚hˆαβ = σ˚αβ∇˚γ∇˚δhˆγδ + 2hˆαβ.
We rewrite δRAα as
2δRAα =∇˚α
(












+ 2r−2∇˚α∇˚γhAγ + 2r−2hAα.
(2.20)





= ˜hAα − ∇˜B∇˜AhBα + r−2
(
−(˜r2)hAα + (∇˜B∇˜Ar2)hBα + (∇˜Ar2)∇˜BhBα − (∇˜Br2)∇˜AhBα
)
.
In addition, we make use of the commutation formula
∇˚γ∇˚αhAγ = ∇˚α∇˚γhAγ + hAα.
2.2.3 Hodge Decomposition
In this subsection, we present a Hodge type decomposition of the components of δg (2.15) on the
spheres of symmetry. For more details, see the appendix.
Proposition 2.1. Let hAαdx
Adxα be the second component of a symmetric two-tensor δg of the
form (2.15). For each A = 0, 1, there exist functions HA and HA on M such that
hAαdx




αdxβ be the last component a symmetric two-tensor δg of the form (2.15) on M,
regarded as a traceless two-tensor in the sense that σ˚αβhˆαβ = 0. There exist functions H2, H2 on
M such that
hˆαβdx





(∇˚αγβ∇˚γH2 + ∇˚βγα∇˚γH2)]dxαdxβ. (2.22)
Proposition 2.2. Any symmetric two-tensor δg of the form (2.15) can be decomposed as δg =
h1 + h2 where
h1 = hABdx









(∇˚αγβ∇˚γH2 + ∇˚βγα∇˚γH2)dxαdxβ. (2.24)
We refer to h1 and h2 as the closed and co-closed portions, respectively. As the decomposition
above is invariant under the spacetime covariant derivative, the closed and co-closed portions are
themselves solutions of the linearized vacuum Einstein equations (1.2). Working within a linear
theory, there is no trouble in studying each of these pieces separately; we simply add the two
together to recover the original.
The closed and co-closed solutions generalize the even-parity (polar) and the odd-parity (axial)
solutions in the physics literature, respectively. Subsequently, we will refer to them as closed and
co-closed solutions, rather than adopting this older language.
2.2.4 Spherical Harmonic Decomposition
The metric perturbation is comprised of objects which can be regarded as scalar, co-vector, and
symmetric two-tensor quantities on the spheres of symmetry. In the course of this work, we find it
necessary to decompose these objects into spherical harmonics. Owing to the Hodge decomposition
of the previous subsection, wherein each of these quantities is decomposed in constituent scalar
potentials, the familiar scalar spherical harmonics are seen to underly the harmonics of each object.
The scalar spherical harmonics Y `m, indexed by integers ` ≥ 0 and |m| ≤ `, are eigenfunctions
of the spherical Laplacian, with eigenvalues −`(`+ 1). That is, the Y `m satisfy
∆˚Y `m = −`(`+ 1)Y `m (2.25)




||Y `m||L2(S2) = 1, (2.26)
the eigenfunctions Y `m form a complete, orthonormal basis of L2(S2).
For the co-vectors on the sphere, we have the closed harmonics
Y `mα := ∇˚αY `m, (2.27)
and the co-closed harmonics
X`mα := αβ∇˚βY `m. (2.28)














We note that, for the co-vectors
∆˚Y `mα = (1− `(`+ 1))Y `mα ,
∆˚X`mα = (1− `(`+ 1))X`mα ,
(2.31)
with support on ` ≥ 1. For the symmetric-two tensors, we have
∆˚Y `mαβ = (4− `(`+ 1))Y `mαβ ,
∆˚X`mαβ = (4− `(`+ 1))X`mαβ ,
(2.32)
with support on ` ≥ 2. For more details, see (A.3) and (A.4) in the appendix.
Proposition 2.3. Any symmetric two-tensor δg on a spherically symmetric spacetime can be de-
composed into δg = δg`<2 + δg`≥2 in which the components of
δg`≥2 = hABdxAdxB + 2hAαdxAdxα + hαβdxαdxβ












with respect to any function Y that is supported at ` < 2.
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Subsequently, we decompose the linear perturbation δg by
δg = δg`<2 + δg`≥2, (2.33)
with δg`<2 defined as the portion of δg supported on the spherical harmonics ` = 0, 1, and δg`≥2
defined similarly.
2.3 Linearized Kerr Solutions and Pure Gauge Solutions
2.3.1 Linearized Kerr Solutions
Considering the Boyer-Lindquist coordinates as an extension of the standard Schwarzschild coor-















We treat separately the linearized change in mass and change in angular velocity below.
2.3.1.1 Linearized Change in Mass









giving infinitesimal change in mass within the Schwarzschild family. We can verify directly that
the symmetric two-tensor hab satisfies the linearized vacuum Einstein equations (1.2). Note that
linearized Schwarzschild solutions are closed solutions, supported at the lowest harmonic ` = 0.
2.3.1.2 Linearized Change in Angular Velocity















for m = −1, 0, 1. Again, direct computation shows that hab is a solution of the linearized vacuum
Einstein equations (1.2). Such linearized Kerr solutions are co-closed solutions, supported at the
harmonic ` = 1.
Taken together, the above form the four dimensional family of linearized Kerr solutions.
14
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Definition 2.4. The linearized Kerr solutions K,K−1,K0,K1 of the linearized vacuum Einstein










βα∇˚βY 1mdxαdt,m = −1, 0, 1.
2.3.2 Pure Gauge Solutions
The following calculation lemma characterizes pure gauge solutions:
Lemma 2.5. Suppose G is a co-vector on Schwarzschild, with
G = GAdx
A + (∇˚αG2)dxα + (βα∇˚βG2)dxα. (2.37)
Then the deformation tensor of G decomposes into closed and co-closed parts, piG = pi1 +pi2, in
which
pi1 = (∇˜AGB + ∇˜BGA)dxAdxB + ∇˚α[∇˜AG2 − 2(r−1∂Ar)G2 +GA]dxAdxα




α∇˚β[∇˜AG2 − 2(r−1∂Ar)G2]dxAdxα + [∇˚αγβ∇˚γG2 + ∇˚βγα∇˚γG2]dxαdxβ. (2.39)
To ensure decay, we must exhaust all gauge freedom by fixing a gauge for both the closed and
co-closed portions above. We treat such gauge fixing, as well as an identification of the linearized
Kerr parameters, in δg`<2 in the next chapter, deferring gauge fixing of δg`≥2 until later in the
work.
15
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Chapter 3
Analysis of the Lower Harmonics and
Proof of Theorem 1
In this short chapter, we analyze the lower harmonics represented in δg`<2. With the addition of
a suitable pure gauge solution, we are able to extract the associated linearized Kerr parameters in
Definition 2.4, encoding linearized change in mass and angular velocity, and prove Theorem 1.
3.1 The ` = 0 Case
Proposition 3.1. Let δg be a smooth solution of the linearized vacuum Einstein equations (1.2)
on Schwarzschild, supported at ` = 0. Then δg is decomposable into a linearized Kerr solution and
a pure gauge solution; that is,
δg = piX + cK
for a constant c, a smooth co-vector field X, and the linearized Kerr solution K in Definition 2.4.




where hAB and H are supported at ` = 0. We eliminate the trace H and diagonalize hAB by the
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Direct calculation shows that
δg − piX′ = h∗00dt2 + h∗11dr2. (3.1)







with c¯(t) an arbitrary function of time, preserve this gauge reduction.

































The system has the general solution
h∗11 =
cr











for any constant c and an arbitrary function c(t) of t. That is,










c¯(t)dt such that c¯′(t) = c(t)2 , and letting X = X
′+ X¯, we conclude that
δg − piX = cK.
Note that we still have gauge freedom, in the form c¯(t) ≡ c¯. Such transformations correspond
to scalar multiples of the static Killing field T , with vanishing deformation tensor. Modulo these
translations, the decomposition of δg above is unique.
3.2 The ` = 1, Closed Case
Proposition 3.2. Let δg be a smooth, closed solution of the linearized vacuum Einstein equations
(1.2) on Schwarzschild, supported at ` = 1. Then δg is a pure gauge solution; that is,
δg = piX
for a smooth co-vector field X.
17
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Proof. We reduce the solution using the Chandrasekhar gauge outlined in the Section 6.3. Briefly,
we are able to choose a co-vector X ′ such that
δg − piX′ = h∗00dt2 + h∗11dr2 +H∗σ˚αβdxαdxβ
along with the initial value condition
H∗ + (r2 − 2Mr)h∗11 = 0 (3.5)
on the time-slice {t = 0}; see Lemma 6.3 for details. The residual gauge is of the form
X¯ = −r2∇˜A(r−2G)dxA + (∇˚αG)dxα, (3.6)
with


















HX¯ = −6Mr−1/2(r − 2M)1/2[c¯1p(r) + c¯2]− 2c¯1r. (3.7)
Under this gauge condition, the δR0α component of the linearized Ricci tensor gives
∂t(H
∗ + (r2 − 2Mr)h∗11) = 0,












With the initial condition (3.5), we observe that both h∗00 and h∗11 can be expressed in terms of H∗.
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= c1(θ, φ) for c1 independent of t, r
and supported at ` = 1, with general solution H∗ of the form (3.7). Taken together with the
relations between H∗ and the quotient terms h∗00 and h∗11, we are able to to account for δg − piX′
by exercising our residual gauge freedom. That is, with appropriate choices of c¯1 and c¯2 in X¯, we
define X = X ′ + X¯ such that δg = piX .
3.3 The ` = 1, Co-closed Case
Proposition 3.3. Let δg be a smooth, co-closed solution of the linearized vacuum Einstein equations
(1.2) on Schwarzschild, supported at ` = 1. Then δg is decomposable into a linearized Kerr solution
and a pure gauge solution; that is,




for constants dm, a smooth co-vector field X, and the linearized Kerr solutions Km in Definition
2.4.
Proof. Projecting to the harmonic ` = 1, the co-closed portion of δg has the form
δg = 2(βα∇˚βHA)dxαdxA,
where HA are supported at ` = 1. We reduce δg using the co-vector field X





δg − piX′ = 2(βα∇˚βH∗0)dxαdt.



















= 0, B = 0, 1.
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Therefore,
CDr4∇˜D(r−2H∗mC ) = dm,
for a constant dm. With H
∗
1 = 0, we deduce
∂r(r

















Taking X¯ with c¯′m(t) = cm(t), and letting X = X ′ + X¯, we find




Again, there is remaining gauge freedom in the form c¯(t) ≡ c¯. Such transformations correspond to
scalar multiples of the angular Killing fields Ωi, with vanishing deformation tensor. Modulo these
rotations, the decomposition of δg in the proposition is unique.
3.4 Proof of Theorem 1
Combining the propositions above, we have a proof of Theorem 1. In particular, adding the various
linearized solutions, we find that there exists a smooth co-vector X`<2 (unique modulo Killing
fields) on the Schwarzschild spacetime and constants c, d−1, d0, d1 such that




where K,K−1,K0,K1 are smooth symmetric (0, 2) tensors that correspond to linearized Kerr so-
lutions specified in Definition 2.4.
The rest of this work is concerned with the analysis of the closed and co-closed pieces of the
remainder δg`≥2.
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Chapter 4
Analysis of Regge-Wheeler Type
Equations
The remainder of this work is concerned with the higher angular modes, encoded by δg`≥2. For each
portion of δg`≥2, we decouple gauge-invariant quantities satisfying Regge-Wheeler type equations
(5.12, 5.15, 6.11), the analysis of which is the crucial ingredient in proving decay of the solution.
To eliminate redundancy, we present in this section a general theory for the analysis of such
equations, which we specialize to (5.12, 5.15, 6.11) as they arise. We consider quantities which are
scalars, co-vectors, or symmetric traceless two-tensors on the spheres of symmetry. The associated
sphere bundles, respectively referred to as L(0),L(−1), and L(−2), come equipped with projected
covariant derivative operators /∇, defined for scalars by ordinary differentiation and for co-vectors
by
/∇adxα = −Γαaγdxγ , for a = 0, 1, 2, 3,
with obvious extension to symmetric, traceless two-tensors. We denote the associated d’Alembertian
operators by
/L(−s) := /∇a /∇a, (4.1)
with s = 0, 1, 2 and the appropriate covariant derivative operator. Note that /L(0) =  is the
standard d’Alembertian operator on the Schwarzschild spacetime. In this language, we define a
solution of a Regge-Wheeler type equation as follows.
Definition 4.1. Let Ψ be a section of L(−s), for s = 0, 1, 2. We say that Ψ is a solution of a
21
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Regge-Wheeler type equation of spin +s and potential V if Ψ satisfies
/L(−s)Ψ = VΨ, (4.2)
where V is a scalar potential function.
Subsequently, we restrict our attention to radial potential functions that are increasing near the
horizon and decaying quadratically towards spatial infinity.
4.1 Poincare´ Inequality
For the bundles in question, the spectrum of the associated spherical Laplacian is given by
∆˚L(−s)Ψ = (s2 − `(`+ 1))Ψ, (4.3)
for ` ≥ s; see the earlier (2.31) and (2.32). Further supposing that ` ≥ L ≥ s, with L some least
harmonic, the identity
∆˚|Ψ|2 = 2 /˚∆L(−s)Ψ ·Ψ + 2| /˚∇Ψ|2 (4.4)









Minimally, L = s, so that ∫
S2(r)





Here we have used the notation
| /˜∇Ψ|2 = gηνgαβgγδ( /∇ηΨ)αγ( /∇νΨ)βδ (4.7)
for the angular gradient.
4.2 Stress-Energy Formalism
Associated with our wave equation is the stress-energy tensor
Tab[Ψ] := /∇aΨ · /∇bΨ−
1
2
gab( /∇cΨ · /∇cΨ + V |Ψ|2), (4.8)
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where we emphasize that
/∇aΨ · /∇bΨ = gαβgγδ( /∇aΨ)αγ( /∇bΨ)βδ,
|Ψ|2 = gαβgγδΨαγΨβδ,
and
/∇cΨ · /∇cΨ = gabgαβgγδ( /∇aΨ)αγ( /∇bΨ)βδ,
= /∇AΨ · /∇AΨ + | /˜∇Ψ|2.
Applying a vector-field multiplier Xb, we define the energy current
JXa [Ψ] := Tab[Ψ]X
b (4.9)
and the density
KX [Ψ] := ∇aJXa [Ψ] = ∇a(Tab[Ψ]Xb). (4.10)
As well, we will have occasion to use the weighted energy current
JX,ω
X

















for a suitable scalar weight-function ωX .
The current JXa [Ψ] and density K



















The stress-energy tensor Tab[Ψ] defined above has non-trivial divergence
∇aTab[Ψ] = −1
2
∇bV |Ψ|2 + /∇aΨ[ /∇a, /∇b]Ψ, (4.15)
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where we note crucially that the commutator [ /∇a, /∇b] vanishes when contracted with a multiplier
invariant under the angular Killing fields Ωi. In particular, all such multipliers considered in the
analysis below have this property.
We assume that our stress-energy tensor satisfies an integrated positive-energy condition. Namely,
for any sphere of symmetry S2(t, r) and any future-directed, timelike unit vector η in the normal
























The main idea is that the potential function V might be negative in some region of the exterior,
leading to a pointwise quantity with indeterminate sign. Use of a Poincare´ inequality of the form
(4.5) or (4.6) is needed; in this way, we are able to borrow from angular gradient terms to counteract
negative base terms. Such a circumstance arises in the analysis of the Regge-Wheeler equation
(5.12) to come.
4.3 The Killing Multiplier T
Applying the static Killing multiplier T = ∂t over the spacetime region bounded by time slices








with ηa being the appropriate unit normal.
Note that the density KT [Ψ] vanishes in this case as a consequence of V being radial, such that
(∇aTab[Ψ])T b vanishes (see (4.15)), and T being Killing, such that piT vanishes.











for all τ and τ ′.
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With our energy condition (4.16), we note that the T -energy above is non-negative, degenerating
at the event horizon.
4.4 The Red-Shift Multiplier N
The static Killing field T degenerates at the horizon, becoming null; consequently, the T -energy
defined above is degenerate and unsuited for proving boundedness and decay results up to and
including the horizon. The degeneracy in the T -energy can be rectified by recourse to the red-shift
multiplier N , introduced by Dafermos and Rodnianski in [7]. The multiplier N is strictly future-
directed time-like on the exterior, up to and on the horizon, and so yields a positive-definite energy
flux (see (4.16)) through space-like hypersurfaces. We recall the details below.
We begin on the event horizon H+, away from the bifurcation sphere. Letting Y be a null
vector transversal to the Killing field T , itself tangential on H+, we specify Y by
1. Y is future-directed, with normalization gM (Y, T ) = −2,
2. Y is invariant under T and the Ωi,
3. On H+, ∇Y Y = −σ(Y + T ), for σ ∈ R as yet unchosen.
Taking Ei as unit vectors, tangential to the spheres of symmetry, we calculate in the frame
{T, Y,E1, E2}:
∇TY =− κY,
∇Y Y =− σ(T + Y ),
∇EiY =hjiEj ,
(4.19)
with κ = 14M being the positive surface gravity on Schwarzschild spacetime, and with h
i
j being the
second fundamental form of the round sphere of radius r = 2M (recall that we work on the event
horizon) with respect to Y .
We compute
KY [Ψ] = (∇aTab[Ψ])Y b + Tab[Ψ]∇aY b
= −1
2
Y a∇aV |Ψ|2 + Tab[Ψ]∇aY b.
(4.20)
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As the potential V is assumed to be increasing near the horizon, the first term above is non-
negative. Expanding the second term with (4.19), we find

























(| /˜∇Ψ|2 + V |Ψ|2)− c(M)
(




With positive surface gravity κ and a choice of large σ, we deduce
Tab[Ψ]∇aY b ≥ c
(
| /∇Y Ψ|2 + | /∇TΨ|2 + | /˜∇Ψ|2 + V |Ψ|2
)
≥ cTab[Ψ](T + Y )a(T + Y )b, (4.22)
for c a small positive constant.
Together with the positivity of the first density term, we have the estimate
KT+Y [Ψ] = KY [Ψ] ≥ cTab[Ψ](T + Y )a(T + Y )b. (4.23)
Extending to the exterior, we construct a strictly timelike red-shift multiplier N = T + Y ,
satisfying the estimates
KN [Ψ] ≥ cJNa [Ψ]Na for 2M ≤ r ≤ r0,
JNa [Ψ]T
a ∼ JTa [Ψ]T a for r0 ≤ r ≤ R0,
|KN [Ψ]| ≤ C|JTa [Ψ]T a| for r0 ≤ r ≤ R0,
N = T for r ≥ R0,
(4.24)
with some fixed 2M < r0 < R0 <∞.





1− µ(∂t − ∂r∗). (4.25)
The extension of Y takes the form
Y = (1 + δ1(r − 2M))Yˆ + δ2(r − 2M)T, (4.26)
with suitable weights δi.
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4.5 The Morawetz Multiplier X
Following Morawetz [19], we let X = f(r)∂r∗ , with f a general radial function, and denote by ω
X
a general weight function. Using the notation ( )′ to denote differentiation by the Regge-Wheeler
coordinate r∗, we calculate the unweighted density to be




























where we have used the identity
|Ψ|2 = 2V |Ψ|2 + 2 /∇cΨ · /∇cΨ. (4.28)
Inserting the weight function








we calculate the weighted density (4.12)
KX,ω
X




















We seek a radial function f yielding a positive-definite weighted density (4.30). In all three




























and observe that the radial and angular terms in (4.30) above have non-negative sign. The co-
efficient of the base term is less straightforward, depending intimately upon the character of the
potential function. In each of the cases to be considered, we shall see that this term is also con-
trollable.
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holds, where we have integrated over the spherically symmetric spacetime region bounded by the
time-slices {t = τ ′} and {t = τ}.
We further assume that the boundary terms formed from JX,ω
X
a [Ψ]ηa (4.11) are bounded by




















































































∣∣∣ ≤ CETΨ(τ) ≤ CETΨ(τ ′), (4.34)
utilizing as well conservation of the T -energy.
Applying Stokes’ theorem, we summarize this section with the following integrated decay esti-
mate:
Lemma 4.2. Suppose Ψ is a solution of (4.2), smooth and compactly supported on the hypersurface
{t = 0}. Assume that there exists a Morawetz multiplier X such that the estimates (4.33) and (4.34)























with the spacetime term degenerating at the event horizon r = 2M , at the photon sphere r = 3M ,
and at infinity.
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4.6 The Quasi-Conformal Multiplier Z
The multiplier we make use of is the analog of the Minkowskian conformal Killing field Z [19],
defined to be




(t2 + r2∗)∂t + tr∗∂r∗ , (4.36)
in either the Eddington-Finkelstein or Regge-Wheeler coordinates. Note that we use the coordinate
normalization (2.5) for r∗.
Using the identity (4.28), we compute


































As with the X multiplier, we apply integration by parts, encoded by a weight function ωZ , to









we calculate the weighted density
KZ,ω
Z






























The first two terms in the weighted density have coefficients which are positive near the event
horizon and near infinity. For the third term, the details depend upon the equation at hand,
in particular the potential V . We assume that this third term can be controlled, such that the




[Ψ] ≥ 0 as r ≤ r0 or r ≥ R0,
|KZ,ωZ [Ψ]| ≤ Ct
(
|Ψ|2 + | /˜∇Ψ|2
)
as r0 ≤ r ≤ R0.
(4.40)
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The weighted energy can be rewritten using integration by parts. In particular, introducing the
analog of the Minkowski scaling field
S =2(t /∇t + r∗ /∇r∗) = 2(v /∇v + u /∇u), (4.45)
S =2(t /∇r∗ + r∗ /∇t) = 2(v /∇v − u /∇u), (4.46)
we rewrite the weight terms with these operators and integrate by parts with respect to the Regge-









































































































































)(∣∣∣∣12SΨ + r∗r Ψ
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∣∣∣∣12SΨ + r∗r Ψ
∣∣∣∣2 + 12
∣∣∣∣12SΨ + trΨ













∣∣∣∣12SΨ + r∗r Ψ
∣∣∣∣2 + 12
∣∣∣∣12SΨ + trΨ


















































∣∣∣∣12SΨ + r∗r Ψ
∣∣∣∣2 + 12
∣∣∣∣12SΨ + trΨ

















































Using a Poincare´ inequality of the form (4.5) or (4.6),∫
S2(r)



















we are able to control the cross-terms appearing in the last line of (4.48). We assume that this
control is adequate to yield the estimate
EZ,ω
Z
Ψ (τ) ≥ cEZΨ(τ), (4.49)
bounding the unweighted Z-energy by the weighted Z-energy.
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4.7 Bootstrapping of the X and Z Estimates
With estimates on T , N , X, and Z, we have everything we need to prove uniform decay estimates
on Ψ. To this end, we begin by applying Stokes’ theorem in the region {τ ′ ≤ t ≤ τ}, with the goal










































































































spectively. Uniform boundedness of the unweighted Z-energy is established by means of a localized
decay estimate and bootstrapping, as follows.
Lemma 4.3. Suppose Ψ is a solution of (4.2), with appropriate regularity, and let τ0 > 0 and
τ1 = 1.1τ0. Further, assume the estimates (4.40) and (4.49), and Lemma 4.2 hold. For any pair












where the constant C is independent of r′, R′, and t0.
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In the region {t = τ0} ∩ {−12τ0 ≤ r∗ ≤ 12τ0}, the Eddington-Finkelstein coordinates u and v

















where we have used (4.49) and the fact that our region is away from the event horizon. Taken


















In general, fixing a bump function χ : R 7→ R, supported in [−12 , 12 ] and with χ = 1 in
[−14 , 14 ], we define Ψ˜ to be the solution of (4.2) with initial data Ψ˜|t=τ0 = χ(r∗/τ0)Ψ|t=τ0 and
/∇T Ψ˜|t=τ0 = χ(r∗/τ0) /∇TΨ|t=τ0 . By finite speed of propagation, such a specification gives Ψ = Ψ˜































(u2 + v2)| /∇tΨ˜|2 + (u2 + v2)| /∇r∗Ψ˜|2
















































Applying Young’s inequality, the lemma is proved if we demonstrate∫

















CHAPTER 4. ANALYSIS OF REGGE-WHEELER TYPE EQUATIONS














































































































completing the proof of the lemma.
With this localized decay estimate in hand, we adapt the bootstrapping method of [7] to deduce
uniform boundedness of the weighted Z-energy, as follows.
Lemma 4.4. Suppose Ψ is a solution of the Regge-Wheeler equation (4.2), smooth and compactly
supported on {t = 0}. Further, assume the estimates (4.40) and (4.49), and Lemma 4.2 hold.
Then the weighted Z-energy associated with Ψ, EZ,ω
Z









where (m) is a multi-index of length m, we find that
EZΨ(τ) ≤ CE1[Ψ] (4.52)
for all τ ≥ 0.
Proof. Recall the fixed 2M < r0 < R0 <∞ determined in the density estimate (4.40). With such
a fixed pair (r0, R0), we take τ0 > 0 large such that |r∗(r0)|, |r∗(R0)| ≤ 0.1τ0 and set τi+1 = 1.1τi.
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In the proof, we employ a simplifying notation with respect to the angular moment operators
Ωi. Namely, when we write simply Ω, with no subscript, it is understood that summation over all
three operators is intended. Likewise, we write Ω2 and Ω3 to encode summation over all second
and third derivatives, respectively.
From (4.50), we have
EZ,ω
Z
Ψ (τi) ≤ EZ,ω
Z









ΩΨ (τi) ≤ EZ,ω
Z





























[ΩΨ] ≤ Cτ−2j EZ,ω
Z
































































where we rely upon τi = (1.1)
i−1τ0, implying in particular log τi ∼ i.
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α (τ0) + E
Z,ωZ






















Ψ (τ0) + E
Z,ωZ














The extension to all large τ ≥ τ0 is obvious, and as well for those 0 ≤ τ < τ0 in a temporally
compact region.
Having proven boundedness for all non-negative τ , we deduce
EZ,ω
Z




Ψ (0) + E
Z,ωZ














using the form of Z (4.36) on the time-slice {t = 0} to relate the Z-energies above with the
N -energies appearing in (4.51).
4.8 Uniform Decay
4.8.1 Integrated Decay
We define the family of spacelike hypersurfaces Σ˜τ by the conditions
τ = t+ 2M log(r − 2M) + c0, for r ≤ 3M,
= t−
√
r2 + 1 + c1, for r ≥ 20M,
(4.53)
with the specification in the spatially compact region 3M < r < 20M and the choice of constants
c0 and c1 made in such a way that the Eddington-Finkelstein coordinates (u, v) satisfy u, v ≥ τ on
Σ˜τ . Further, we define the N -energy on Σ˜τ by
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Theorem 4.5. Suppose Ψ satisfies the hypotheses of Lemma 4.4. Moreover, assume that Ψ satisfies
the red-shift estimates (4.24). Then Ψ satisfies the integrated decay estimate
ENΨ (Σ˜τ ) ≤ CE1[Ψ]τ−2, (4.55)
uniformly on the hypersurfaces Σ˜τ (4.53) defined above, with the initial energy E1 defined as before
(4.51).






















where we have used the uniform boundedness of the weighted Z-energy, Lemma 4.4, and the
comparison between weighted and unweighted Z-energies (4.49).






It remains to upgrade to an integrated decay estimate for the non-degenerate red-shift energy.
As the red-shift estimates (4.24) are assumed to hold, we have
KN [Ψ] ≥ cJNa [Ψ]Na, for 2M ≤ r ≤ r0,
JNa [Ψ]N
a ∼ JTa [Ψ]T a, for r0 ≤ r ≤ R0,
|KN [Ψ]| ≤ C|JTa [Ψ]T a|, for r0 ≤ r ≤ R0,
N = T, for r ≥ R0,
where 2M < r0 < R0 < ∞ can be regarded as fixed, say r0 = 3M and R0 = 10M in light of our
hypersurface definition (4.53).
In what follows, we denote by R(τ ′, τ) the spacetime region between the hypersurfaces Σ˜τ ′ and
Σ˜τ , with 0 ≤ τ ′ ≤ τ . Concretely, R(τ ′, τ) = (J+(Σ˜τ ′) \ J+(Σ˜τ )) ∩ J−(I+).

























































g(s)ds ≤ g(τ ′) + CE1[Ψ] max{τ − τ ′, 1}(τ ′)−2 (4.57)
Employing a bootstrap argument to the integral inequality above, we find g(τ) ≤ CE1[Ψ]τ−2, and
the proof is complete.
4.8.2 Pointwise Decay
The non-degerate integrated decay estimate above can be strengthened to a statement of point-
wise decay by commutation with the standard Killing fields and application of various Sobolev
embedding theorems.















on the family of hypersurfaces Σ˜τ (4.53).











≥ c ∫S2(t,r) | /∇Σ˜τΨ|2. Here | /∇Σ˜τΨ|2 is the
spatial gradient on the spacelike hypersurface Σ˜τ .
Near null infinity, recall that Σ˜τ is defined such that τ ∼ t−
√
r2 + 1, with hyperbolic geometry.
In this regime, we have on Σ˜τ
R ∼ t∂r + r∂t,
ηΣ˜τ ∼ r∂r + t∂t,
N = T = ∂t ∼ tηΣ˜τ − rR,
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| /∇Σ˜τΨ|2 + | /∇Σ˜τΩΨ|2 + | /∇Σ˜τΩ2Ψ|2
))1/2























and the decay estimate |Ψ| ≤ C√E2[Ψ]τ−1 is established.
We remark that the argument for uniform decay applies for generic families of spacelike hyper-
surfaces Σ˜τ , namely those passing through H+ away from the bifurcation sphere and asymptotic
to null infinity.
Similarly, we can show:
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through the foliation (4.53) specified above.
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In this chapter, we analyze the co-closed portion h2 (2.24) of δg
`≥2. Note that the co-closed solution
has vanishing of
hAB = 0, H = 0, (5.1)
and satisfies the divergence conditions
∇˚αhAα = 0, ∇˚α∇˚βhˆαβ = 0. (5.2)
5.1.1 The Linearized Einstein Equations
To facilitate the decoupling arguments to come, we rewrite the linearized Einstein equations as
follows:
Lemma 5.1. For a co-closed solution h2, the linearized vacuum Einstein equations take the form









+ ∇˜A∇˚γ(r−2hˆαγ) = 0,
(5.4)
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Proof. Vanishing of hAB and H reduce each of the three equations to those in hAα and hˆαβ.
With the divergence-free condition on hAα, the equation for δRAB is trivial. To rewrite δRAα,
we use (2.20), the divergence-free condition on hAα, and the background calculations (2.12). The
equation δRαβ (2.19) reduces to the desired form using the divergence conditions above and (2.12)
on Schwarzschild.
In the analysis of the co-closed solution, we find it convenient to define the spherical one-form
P = Pαdx
α := r3AB∇˜B(r−2hAα)dxα, (5.6)









We note that each of the quantities is gauge-invariant, as can be checked by direction compu-
tation of a co-closed gauge transformation (2.39).
In terms of these objects Lemma 5.1 implies that the linearized vacuum Einstein equation (2.17)
has the expression
δRAα = −r−2AB∇˜B(rPα)− r−2∇˚βQαβA = 0, (5.8)
and, for (2.18),
δRαβ = ∇˜AQαβA = 0. (5.9)




)− r−3∇˚αPβ − r−3∇˚βPα = 0. (5.10)
5.1.2 Decoupled Quantities





+ r∇˚βAB∇˜B(r−2QαβA) = 0,
− r∇˚βAB∇˜B(r−2QαβA) + r−2∇˚β∇˚αPβ + r−2∇˚β∇˚βPα = 0.





+ r−2∇˚β∇˚αPβ + r−2∇˚β∇˚βPα = 0, (5.11)
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decoupling P .
Indeed, P satisfies a spin +1 Regge-Wheeler type equation (4.2)










Next, we act on (5.8) by the operator ∇˚β. Multiplying (5.10) by r4, and applying the operator
r−2AB∇˜B to the result, we find





− r−2AB∇˜B(r∇˚αPβ)− r−2AB∇˜B(r∇˚βPα) = 0.





+ r−2∇˚β∇˚γQαγA + r−2∇˚α∇˚γQβγA = 0. (5.14)
Using the remaining equation (5.9), the component Qαβr∗ is found to decouple in the equation
(5.14). Denoting Q(−) := Qr∗ , this quantity, a traceless symmetric two-tensor on the sphere by its
definition (5.7), satisfies a spin +2 Regge-Wheeler equation (4.2)










5.2 Analysis of Q(−)
In this section, we establish decay estimates for Q(−), using the Regge-Wheeler equation framework
laid out in Chapter 4. Briefly stated, our results follow from (4.24), Lemma 4.2, (4.40), and (4.49),
concerning the multipliers N , X, and Z.
As the potential function V (−) is positive on the exterior region, the stress-energy tensor (4.8) of
Q(−) clearly satisfies the integrated energy condition (4.16); indeed, a stronger pointwise estimate
holds. It follows that the T -energy (4.17) is a conserved, non-negative definite energy degenerating
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at the horizon. Moreover, the potential V (−) increases radially near the event horizon, so that the
red-shift estimates (4.24) hold.
We also note that Q(−) satisfies the Poincare´ inequality (4.6)∫
S2(r)





The estimates on X and Z need more explanation; we present the details in the two subsections
below.
5.2.1 The X Multiplier
Referring to (4.30), we see that the base term
−Mf
r2
V (−) − 1
2
Xa∇aV (−) − 1
4
ωX = −342M
5 − 68M4r + 152M3r2 + 46M2r3 − 49Mr4 + 8r5
2r8
behaves badly, with negative values in a spatially compact region away from the photon sphere.










V (−) − 1
2

















for c a small positive constant.
Integrating over the spherically symmetric spacetime region bounded by time slices {t = τ ′}
and {t = τ}, with τ ≥ τ ′ ≥ 0, we verify that the estimate (4.33) holds.
For the boundary part, it is clear from the form of the potential that the estimates used in (4.34)
hold. Taken together, the boundary and bulk estimates combine to give the analog of Lemma 4.2
for Q(−).
5.2.2 The Z Multiplier











Za∇aV (−) = 4Mt(r − 2M)
r5
(
(2r − 8M) log r − 2M
M
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is non-negative for small and large radii. Hence the estimate (4.40) holds; indeed, a stronger
pointwise inequality is available.
For the other crucial estimate, (4.49), we simply use the Poincare´ inequality (5.17) to deduce
the comparison between weighted and unweighted Z-energies.
5.3 Analysis of P
Next, we check the very same estimates to establish decay of P . With support in ` ≥ 2, P satisfies
the Poincare´ inequality (4.5) ∫
S2(r)





This strong control of the base term by the angular gradient term allows us to overcome the neg-
ative potential W . In particular, we verify the integrated energy condition (4.16), giving positive-
definite T - and N -energies. The potential W is radially increasing near the event horizon, so the
relevant red-shift estimates (4.24) hold. However, the quantities in question are not pointwise
non-negative, so these estimates are only useful upon integration.
5.3.1 The X Multiplier
As before, we find in (4.30) positive radial and angular terms, and a badly behaved base term,








5 − 122M4r + 80M3r2 + 58M2r3 − 25Mr4 + 2r5
2r8
.




















−342M5 − 32M4r + 200M3r2 + 38M2r3 − 65Mr4 + 12r5
2r8






just as for Q(−).
Integrating over a spherically symmetric spacetime region, say {τ ′ ≤ t ≤ τ}, we apply our
Poincare´ inequality (5.19), borrow from the good angular term, and verify (4.33).
Likewise, using (5.19), estimating the boundary terms by the conserved T -energy ETP (τ) is
straightforward, verifying (4.34). Summarizing, we have the analog of Lemma 4.2.
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5.3.2 The Z Multiplier














2(r2 − 15Mr + 32M2) log r − 2M
M
− 10r2 + 77Mr − 96M2
)
only has positivity near infinity, and indeed approaches negative infinity near the event horizon.
Integrating over a spherically symmetric spacetime region and borrowing from each of the other
two terms in (4.39) (applying (5.19) yet again), we have integral positivity near both the event
horizon and near infinity. That is, we can verify (4.40).
The other essential estimate, (4.49), is verified by simple application of (5.19).
5.4 Analysis of Qt
Using the decay estimates on Q(−) and P and the linearized vacuum Einstein equations, we can
control Qt, as follows.
Recall (5.9) and (5.10):




)− 2r−3∇˚(αPβ) = 0.
Expanding and rewriting in terms of the projected covariant derivative /∇, we have the relations










We emphasize that Pα is a spherical co-vector, whereas Qαβt and Qαβr∗ are traceless symmetric
two-tensors, in the expressions above. Subsequently, we suppress the spherical indices.
Let R be the unit radial vector on Σ˜τ , where we recall the specification of Σ˜τ (4.53). As in
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such that





| /∇RQt|2 ≤ C
(
| /∇ηΣ˜τQr∗ |
2 + |Qr∗ |2 + | /˜∇P |2
)
.
Near null infinity, we have
R ∼ t∂r + r∂t,
ηΣ˜τ ∼ r∂r + t∂t,
and, again,
| /∇RQt|2 ≤ C
(
| /∇ηΣ˜τQr∗ |
2 + |Qr∗ |2 + | /˜∇P |2
)
.
Note also that the governing equations above commute with the angular Killing fields Ωi; hence
| /∇RΩ(m)Qt|2 ≤ C
(
| /∇ηΣ˜τ Ω
(m)Qr∗ |2 + |Ω(m)Qr∗ |2 + | /˜∇Ω(m)P |2
)
,
for a multi-index (m).
































Similarly, we can recover a weaker estimate with radial weight, of the sort appearing in Theorem
4.7. See the proof of Theorem 4.6 for more details.
5.5 Decay of P and Q
In this section we collect various estimates for P,Q(−), and Qt, presenting only those relevant for
our purposes. We use the notation | · |g to denote the spacetime norm.
Analysis of the decoupled quantities Q(−) and P yields the following decay estimates:
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Theorem 5.2. Suppose P and Q are defined as in (5.6) and (5.7), respectively, and satisfy the
linearized vacuum Einstein equations (5.8) and (5.9). Owing to the decoupling procedure above,
P and Q(−) satisfy the Regge-Wheeler type equations (5.12) and (5.15). Assume that P and Q
















on the family of hypersurfaces Σ˜τ (4.53).
Using Theorem 5.2, we are able to deduce pointwise decay of the remaining component Qt as
well.
Theorem 5.3. Suppose P and Q are defined as in (5.6) and (5.7), respectively, and satisfy the
linearized vacuum Einstein equations (5.8) and (5.9). Assume, moreover, that P and Q are smooth

















Near the horizon, it is possible to apply the transverse direction Yˆ := 1
1− 2M
r
(∂t − ∂r∗) (4.25) as
a multiplier to obtain further decay estimates for P . The multiplier is not Killing, but the error
terms stemming from the calculation
/L(−2)( /∇Yˆ P ) =
2(r −M)
r2












are controllable, in much the same way as in Section 3.3.4 of [8]. As a consequence, we have:
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Theorem 5.4. Suppose that P is a solution of (5.12), smooth and compactly supported on {t = 0},
with support on ` ≥ 2. Fixing a sufficiently small radius r0 (see the red-shift construction of Section
4.4), we have the decay estimate
sup
Σ˜τ∩{r≤r0}




where Yˆ is the transverse direction (4.25).
5.6 The Regge-Wheeler Gauge
To derive decay estimates on the co-closed solution h2, we impose the Regge-Wheeler gauge.
Lemma 5.5. For any h2 of the co-closed form (2.24), there is a co-vector G with piG of the co-closed
form (2.39) such that h = h2 − piG satisfies
hαβ = hˆαβ = 0.
Proof. Comparing the equations (2.24) and (2.39), we see that the co-vector field G is easily con-
structible by the choice G2 = −12H2. Indeed, such a choice exhausts our gauge freedom.
5.7 Decay of the Co-closed Solution
With the imposition of the Regge-Wheeler gauge, we are ready to state our main theorem for the
co-closed solution, on the decay of the co-closed solution.
Theorem 5.6. Suppose h2 is a co-closed solution of the linearized vacuum Einstein equations
(1.2), with support in ` ≥ 2. Further, assume that h2 is smooth and compactly supported, with
normalization
h = h2 − piG











through the decay foliation (4.53).
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Proof. In the Regge-Wheeler gauge, we need only consider the cross-terms hAα. As the hAα are















where we have used the definition of Q (5.7) and the definition of Yˆ (4.25). For r away from the




(|rQt|2g + |rQr∗ |2g)dσ˚,
with Theorems 5.2 and 5.3 yielding decay. In the remaining region, near the event horizon, we
use the linearized equation (5.8) to relate QYˆ and /∇Yˆ P , and Theorem 5.4 to deduce decay. Taken
together, we find
‖h‖2L2(S2) ≤ C(E2[Qr∗ ] + E2[P ])τ−1.
Applying the Sobolev inequality on the sphere, we get the desired pointwise bound. For the small
radii, we simply use the stronger decay, without a radial weight.
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Chapter 6
The Closed Solution
6.1 The Zerilli-Moncrief Function
The remainder of this work concerns the analysis of the closed solution h1 of δg
`≥2, primarily
accomplished by studying the Zerilli-Moncrief function. In this section, we present the well-known
decoupling of this Zerilli-Moncrief function, largely following the treatment of Martel-Poisson [16].






















it is well-known that the quantities
k˜`mAB := h˜
`m
AB − ∇˜A`mB − ∇˜B`mA , (6.3)







are gauge-invariant under gauge transformations of the closed form (2.38).
In terms of k˜`AB and K˜
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where
Λ := (`− 1)(`+ 2) + 6M
r
. (6.6)
Subsequently, for the sake of simplicity, we suppress m-dependence in the spherical harmonics.




(`− 1)(`+ 2). (6.7)
In this notation, the Zerilli-Moncrief function satisfies the well-known Zerilli equation






n2(n+ 1)r3 + 3Mn2r2 + 9M2nr + 9M3
)
. (6.9)
Note that the Zerilli equation for Z
(+)
n arises from a direct analysis of the linearized vacuum
Einstein equations. See Moncrief [18] for details.
We define an associated spacetime symmetric, traceless two-tensor Q
(+)













By direction computation, Q
(+)
n is seen to satisfy the space-time Zerilli equation






n2r2 − 2n(n− 3)Mr − 6(n− 3)M2) . (6.12)
Note that the spacetime Zerilli equation is a Regge-Wheeler type equation (4.2). Moreover,
observe that V
(+)
n → V (−), the Regge-Wheeler potential (5.15), asymptotically with increasing
harmonic number.
This second-order equation on Q
(+)
n , valid for all higher modes ` ≥ 2, is our primary tool in
analyzing the closed solution.
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6.2 Analysis of the Q
(+)
n
Following the Regge-Wheeler framework laid out in Chapter 4, we establish decay estimates for
the Q
(+)
n . As with (5.15), the potentials V
(+)
n are positive on the exterior region, so that the stress-
energy tensor satisfies the integrated energy condition (4.16). Moreover, as symmetric traceless
two-tensors, the Q
(+)
n satisfy the Poincare´ inequality (4.6)∫
S2(r)






6.2.1 The Red-Shift Multiplier N
For every n > 2, the associated potential function V
(+)
n is radially increasing near the event horizon,
such that (4.24) is trivially satisfied. Indeed, the choice of σ used in the construction of N (see
(4.19)) can be made independent of n. For the lowest angular mode n = 2, the situation is more
involved, as the potential V
(+)
2 decreases near the horizon. Noting that
KY [Q
(+)
2 ] = −
1
2
Y a∇aV (+)2 |Q(+)2 |2 + Tab[Q(+)2 ]∇aY b,
we observe that the first term, with a negative coefficient on the base, can be offset by the second
term by means of a choice of large σ (see (4.19)). Rechoosing a larger σ in this way, we have
constructed a red-shift multiplier N for which the estimates (4.24) hold for all Q
(+)
n , with constants
independent of n.
6.2.2 The Morawetz Multiplier X














− 162000M8 − 216M7(64 + 387n)r
− 108M6(−648 + 96n+ 137n2)r2 − 6M5(792− 5928n+ 468n2 + 157n3)r3
− 12M4(450 + 102n− 520n2 + 23n3)r4 + 4M3(216− 747n+ 51n2 + 107n3)r5




a positive quantity save for a spatially compact region away from the photon sphere r = 3M .
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− 32400M8 − 648M7(−60 + 29n)r
− 108M6(−192− 148n+ 37n2)r2 − 18M5(504− 608n− 88n2 + 19n3)r3
− 8M4(675 + 423n− 267n2 + 4n3)r4 + 4M3(432− 747n− 39n2 + 50n3)




positive for each harmonic. Integrating over {τ ′ ≤ t ≤ τ}, we verify that the estimate (4.33) holds,
with a constant independent of n.
For the boundary part, the presence of a positive potential allows us to easily verify that the
estimates used in (4.34) hold, again with constant independent of n. Taken together, the boundary
and bulk estimates combine to give the analog of Lemma 4.2 for the Q
(+)
n .
6.2.3 The Quasi-conformal Multiplier Z


















972M4 − 324M4n− 648M3r + 702M3nr
− 162M3n2r − 324M2nr2 + 198M2n2r2 − 24M2n3r2






108M4(−3 + n) + 18M3(6− 11n+ 3n2)r




Note that the behavior of this quantity near the event horizon and near infinity is dominated
by the logarithmic term, yielding positivity of the quantity in both regimes. Hence the estimate
(4.40) holds, with constants independent of n.
For the other crucial estimate, (4.49), we simply use the Poincare´ inequality (6.13) to deduce
the comparison between weighted and unweighted Z-energies.
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6.2.4 Estimates for Q
(+)
n
In this subsection we collect various estimates following from the vector field multiplier analysis
above. Although there are a variety of boundedness and decay estimates, we present only those
relevant for our purposes.
Theorem 6.1. Suppose Q
(+)
n is a solution of (6.11), smooth and compactly supported at {t = 0}.
Further, assume that Q
(+)
n is supported on the harmonic associated with n (6.7). Then the Z-energy
of Q
(+)





({t = τ}) ≤ CE0[Q(+)n ]. (6.17)
Moreover, Q
(+)





(Σ˜τ ) ≤ CE1[Q(+)n ]τ−2, (6.18)
and the uniform decay estimate
sup
Σ˜τ






on the family of hypersurfaces Σ˜τ (4.53). Note that the constant C can be regarded as universal,
i.e. independent of harmonic number.
In the interests of simplifying the metric-level decay estimates to come, we find it convenient
to define the symmetric, traceless two-tensor Q(+) by specifying Q := Q
(+)
nm at the harmonic pair
(n,m). Summing the energy estimates above in L2(S2), we have associated estimates for Q(+).
6.3 The Chandrasekhar Gauge
We begin by defining a constraint operator L that is related to this gauge condition.
Definition 6.2. Suppose a symmetric two-tensor h1 on Schwarzschild is of the closed form (2.23).
The constraint operator L on such a symmetric two-tensor is defined by
L(h1) = 1
2
∆˚H2 +H2 −H − (r2 − 2Mr)h11. (6.20)
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Lemma 6.3. For any h∗ of the closed form (2.23), there is a closed co-vector X such that h =
h∗ − piX is still of closed form (2.23) and satisfies
h01 = 0 and HA = 0,
as well as the initial gauge condition L(h) = 0 at t = 0.
In addition, if h∗ is supported away from the bifurcation sphere at t = 0, say in the radial region
r0 < r < R0, there exist co-vector fields XI and XII giving the same reduction and initial condition
above, with h∗−piI supported away from the bifurcation sphere 2M < r0 < r and h∗−piII supported
away from spatial infinity r < R0 <∞ at t = 0.
Proof. Let X = GAdx
A + (∇˚αG2)dxα, a closed co-vector. It follows from (2.38) that piX and
h = h∗ − piX are both of closed form. We deal with the equation HA = 0 first. From (2.38) we
deduce that GA is determined by ∇˜AG2 − 2(r−1∂Ar)G2 +GA = H∗A, or
G0 = H
∗
0 − ∂tG2 and G1 = H∗1 − ∂rG2 + 2r−1G2. (6.21)
The equation h01 = 0 is equivalent to
∂tG1 + ∂rG0 − 2Γ010G0 = h∗01.
Plugging the expressions for GA from (6.21), we deduce that
2∂t(−∂rG2 + r−1G2 + Γ010G2) = h∗01 − ∂tH∗1 − ∂rH∗0 + 2Γ010H∗0 ,
or
− 2∂t[r1/2(r − 2M)1/2∂r(r−1/2(r − 2M)−1/2G2)] = h∗01 − ∂tH∗1 − ∂rH∗0 + 2Γ010H∗0 . (6.22)
This is a hyperbolic equation for G2 which can be solved by integrating, subject to suitable initial
and boundary conditions.
Rewriting the last component of piX , we derive
L(piX) = 2G2 − 2r(∂Ar)GA − 2(r2 − 2Mr)(∂rG1 − Γ111G1)
= 2G2 − 2(r −M)G1 − 2(r2 − 2Mr)∂rG1.
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Plugging in (6.21), we obtain:
L(piX) = 2
(
r2 − 2Mr) ∂2rG2 − 2 (r − 3M) ∂rG2 + 2(1− 2Mr
)
G2
− 2(r −M)H∗1 − 2(r2 − 2Mr)∂rH∗1
= 2r2∂r[r
−1/2(r − 2M)3/2∂r(r−1/2(r − 2M)−1/2G2)]
− 2(r −M)H∗1 − 2(r2 − 2Mr)∂rH∗1 .
It suffices to solve the equation




2 −H∗ − (r2 − 2Mr)h∗11,
or
2r2∂r[r
−1/2(r − 2M)3/2∂r(r−1/2(r − 2M)−1/2G2)]





2 −H∗ − (r2 − 2Mr)h∗11
(6.23)
on the t = 0 slice, which is a second order inhomogeneous ODE. Integrating the equation from either
the event horizon or spatial infinity, we can determine mutually exclusive solutions corresponding to
co-vector fields XI and XII, with support in large radii (2M < r0 < r) and small radii (r < R0 <∞)
respectively.
The ambiguity of G2, and hence of the Chandrasekhar gauge, consists of solutions of the hy-
perbolic equation
∂t[r
1/2(r − 2M)1/2∂r(r−1/2(r − 2M)−1/2G2)] = 0, (6.24)
with the initial condition
∂r[r
−1/2(r − 2M)3/2∂r(r−1/2(r − 2M)−1/2G2)] = 0 (6.25)





s1/2(s− 2M)−3/2ds+ c2r1/2(r − 2M)1/2,
for c1 = c1(θ, φ), c2 = c2(t, θ, φ) and constant A > 2M . By choosing particular solutions corre-
sponding to either of the co-vectors XI or XII, we can resolve this ambiguity by taking the zero
solution to the homogeneous equation (6.25). We define the associated normalized solutions by
hI := h
∗ − piI, (6.26)
hII := h
∗ − piII. (6.27)
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Definition 6.4. A symmetric two-tensor h1 on Schwarzschild is said to be in the Chandrasekhar
gauge if h1 takes the form:
h1 = h00(dt)
2 + h11(dr)




and 12∆˚H2 +H2 −H − (r2 − 2Mr)h11 = 0 at t = 0.
The previous lemma tells us that we can always reduce a closed solution to Chandrasekhar gauge.
Of particular interest are the normalizations hI and hII, with support away from the bifurcation
sphere and away from spatial infinity at t = 0, respectively.
6.4 The Linearized Einstein Equations
Subsequently, we will assume a Chandrasekhar gauge has been imposed, with smooth linearized


























Decomposing into spherical harmonics (6.1), the closed solution takes the form
























defined as functions on the quotient space Q.
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With our gauge fixing and harmonic decomposition, the behavior of the closed solution is
contained in the four quotient functions N `m, L`m, T `m, and V `m. Subsequently, we will suppress
the harmonic dependence in the four functions, using simply N,L, T, and V .
Rewriting the Ricci equations in terms of Friedman substitution (6.29),




(`+ 2)(`− 1)Vt + Tt = 0, (6.31)





r(r − 2M)Tt + 2Ttr = 0, (6.32)




r(r − 2M)N −Nr −
1
2
(`+ 2)(`− 1)Vr − Tr = 0, (6.33)




r(r − 2M)N −
`(`+ 1)(`+ 2)(`− 1)
2r(r − 2M) V
−(`+ 2)(`− 1)





r(r − 2M)Tr −
2r
(r − 2M)2Ttt = 0,
(6.34)
δR00 = 0 :















Nrr − Ltt + 2Ttt = 0,
(6.35)
the trace portion of δRαβ = 0 :








`(`+ 1)(`+ 2)(`− 1)V
+ (`+ 2)(`− 1)T + (r − 2M)Lr − (r − 2M)Nr − 2(2r − 3M)Tr
− r2(r − 2M)Trr + r
3
r − 2MTtt = 0,
(6.36)
and the traceless portion of δRαβ = 0 :
−(L+N)− 2(r −M)Vr − r(r − 2M)Vrr + r
2
r − 2MVtt = 0. (6.37)
Proposition 6.5. Suppose h is a closed solution of the linearized vacuum Einstein equations,
smooth and compactly supported away from the bifurcation sphere at {t = 0}. For the normalizations
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(`+ 2)(`− 1)V + T = 0, (6.38)
Tr = −(`+ 2)(`− 1)
2r
V − 2r − 5M
r(r − 2M)T. (6.39)




(`+ 2)(`− 1)V + T = 0. (6.40)
Integrating (6.32), we deduce
Tr = −(`+ 2)(`− 1)
2r
V − 2r − 5M




with R2 an as yet unspecified radial function.
Rewriting (6.34) and (6.33) respectively, we obtain
Nr =
`(`+ 1)
2(r − 2M)N +
(`+ 2)(`− 1)(`(`+ 1)r − 2M)
4r(r − 2M) V
+
`(`+ 1)r2 − 2(`2 + `+ 3)Mr + 10M2






(`+ 2)(`− 1)Vr =− (`+ 2)(`− 1)r + 6M
r(r − 2M) N −
(`(`+ 1)(`+ 2)(`− 1))
2(r − 2M) V
+
−(`+ 2)(`− 1)r2 + 2(`2 + `− 3)Mr + 6M2
r(r − 2M)2 T
− 2r
3
(r − 2M)2Ttt −
M
r − 2MR2(r).







R2 = 0. (6.42)
Analysis of the radial ODE (6.42) and our assumption of support in large radii (hI) or small
radii (hII) yield R2(r) = 0.
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We have arrived at a situation analogous to that in Chandrasekhar [4]; namely, we have the
two fundamental equations (6.38, 6.39), and the two quotient equations
Nr =
`(`+ 1)
2(r − 2M)N +
(`+ 2)(`− 1)(`(`+ 1)r − 2M)
4r(r − 2M) V
+
`(`+ 1)r2 − 2(`2 + `+ 3)Mr + 10M2




(`+ 2)(`− 1)Vr = −(`+ 2)(`− 1)r + 6M
r(r − 2M) N −
(`(`+ 1)(`+ 2)(`− 1))
2(r − 2M) V
+
−(`+ 2)(`− 1)r2 + 2(`2 + `− 3)Mr + 6M2




Lemma 6.6. For either of the normalized solutions hI and hII, the Zerilli-Moncrief function (6.5)
takes the form













rArB k˜AB − rrA∇˜AK˜
)]
. (6.46)
In the Chandrasekhar gauge, K˜ and rArB k˜AB can be expressed in terms of L, T, V in (6.29), in
particular:
K˜ = 2T + `(`+ 1)V + 2(r − 2M)Vr,
and








Plugging these in the expression of Z(+), one checks that all Vrr and Vr terms are cancelled,
while L and Tr can be substituted using (6.38) and (6.39), respectively. Collecting the coefficients
of V and T , we arrive at (6.45).
Indeed, the decoupling of Z(+) can be verified directly using the equations above; see Chan-
drasekhar [4].
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6.5 Pullback of the Linearized Metric Coefficients
6.5.1 Linearized Metric Coefficients in Terms of Z(+)
Briefly, we describe the procedure for extending our decay estimates to the linearized metric coef-
ficients. At the outset, we assume that our closed solution h1 is smooth and compactly supported
away from the bifurcation sphere on the time-slice {t = 0}. Choosing gauge co-vectors XI and XII
so that the normalized solutions hI (6.26) and hII (6.27) are supported away from the bifurcation
sphere and spatial infinity on the time slice {t = 0}, respectively, we are able to show decay of
the resulting closed solutions in certain radial regimes. Taking an interpolation of the two gauge
choices, it remains to consider a compact radial region, wherein we lose our diagonalization but are
nontheless able to estimate the solution.
In expressing the metric-level quantities N,L, T, and V in terms of Z(+), we find it useful to
introduce the quantities









1− 2Mr′ (nr′ + 3M)
dr′, (6.47)









1− 2Mr′ (nr′ + 3M)
dr′. (6.48)
In what follows, we continue our convention of suppressing harmonic dependence. As mentioned
above, we can choose a co-vector field XI in such a way that the normalized solution hI is supported
away from the bifurcation sphere at t = 0. For such a solution, the following pullback argument
applies.
Using the expression for Z(+) in the Chandrasekhar gauge (6.45), we can rewrite the equation
(6.39) as an equation in T and Z(+). Integrating, we find
T (t, r) = − 1
r2
(nr + 3M)ΦI(t, r). (6.49)
Substituting for T in the definition of Z(+), we obtain the relation
V (t, r) =
1
r
(Z(+)(t, r) + ΦI(t, r)). (6.50)
With T and V , the algebraic equation (6.38) yields
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Finally, using (6.44),























t ΦI(t, r). (6.52)
We emphasize that the components N,L, T, V above are those associated with the hI. The
pullback is entirely analogous for components of the normalized solution hII generated by XII, with
ΦI replaced by ΦII.
6.5.2 Decay of the Φ
Having written each of the linearized metric coefficients N,L, T , and V in terms of Z(+) and the Φ,
it remains to prove decay of each. Decay of Z(+) is the subject of the previous section, and, as we
shall see, these results also lead to the decay of the Φ. Note that we suppress the m-dependence,
consistent with the estimates for the Q
(+)
n .
From the previous analysis (6.17), we know that the Z-energy of the Q
(+)
n through time-slices
is bounded. By direct computation (see (4.43)), we find
CE0[Q
(+)
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From this and the definition of the Φ, (6.47) and (6.48), we deduce the decay estimate






















































decaying through the time slices. Note that this implies decay through the foliation Σ˜τ (4.53).
6.5.3 Decay of the Linearized Metric Coefficients
We illustrate decay of the linearized metric coefficients by considering L; the argument for T and
V is entirely analogous.




















































Such an L2-estimate is also possible upon applying the angular Killing operators Ωi; that is,
an analogous estimate to (6.57) holds for ΩiL, ΩiΩjL, etc. Applying Sobolev embedding on the
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through the standard decay foliation (4.53). Decay of the components T and V is similar. Overall,

























Note that such estimates hold for either of the normalized solutions hI or hII.
The remaining component N is much less straightforward to estimate. Fixing radii 2M < r0 <
R0 < ∞, we are able to recover decay estimates for the normalized solutions in associated radial
regimes.
6.5.3.1 The region 2M < r < R0
We consider the closed solution hI (6.26) in the radial region 2M < r < R0. Rewriting the last
term in the expression for N (6.52) by bringing the partial derivatives under the integral, applying
the Zerilli equation for Z(+) (6.8), and integrating by parts, we are left with
N = −n
(



















2nr2 − 4M(−1 + n)r − 9M2
r4
. (6.63)
The expression for N clearly consists of “good” terms in the radial region with the possible
exception of the last two, as their coefficients blow up at the event horizon. We can capture the









1− 2Mr′ (r′ + 3M/n)
dr′.
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To control the model quantity, we note that Z(+) satisfies the estimate







with v+ = max{1, v}, in the region {t ≥ 0} ∩ {r ≤ R0}. For large v, this estimate follows from
the pointwise decay estimates on Q
(+)
n (6.19) and the form of the foliation (4.53). Otherwise, the
estimate reduces to a weaker statement of boundedness on the exterior region.
Recalling the form of the Regge-Wheeler coordinate r∗ (2.5), we note the comparison
cer∗/2M ≤ 1− 2M
r
≤ Cer∗/2M
holds for small radii. For a point p on the quotient space, let
t = t(p), r = r(p), r∗ = r∗(p), τ = v(p).










































where we have performed the change of variable s = t+ r′∗.
Asymptotically in τ , the function∫ τ
−∞
es/4M max{1, s}−1ds
is comparable with eτ/4Mτ−1, as can be seen by application of L’Hospital’s rule. Hence for ade-





















1− 2Mr′ (nr′ + 3M)
dr′

















for the normalized solution hI in the region 2M ≤ r ≤ R0. Indeed, the other three components
L, T, V also satisfy this improved estimate for small radii.
6.5.3.2 The region r0 < r <∞
For the large radii, we consider the solution hII. The analysis of N is much the same as the previous
subsection. In particular, we can rewrite N as
N = −n
(















1− 2Mr′ (nr′ + 3M)
dr′, (6.65)
with g defined in (6.63).
Now the only troublesome term is the last, with coefficient growing large as r approaches spatial



















Summing the spherical harmonics, we obtain a pointwise estimate for N :
sup
Σ˜τ






for the solution hII in the radial region r0 < r <∞.
6.6 The Interpolated Gauge
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In addition, we define the summation





where the sum is understood on L2(S2).












Defining the function Gˇ(t, r, θ, φ) by
Gˇ(t, r, θ, φ) := −c(t, θ, φ)
√
r2 − 2Mr, (6.69)
we construct an associated co-vector field





















Denote the deformation tensor pˇi := piXˇ . By direct computation, piXˇ is seen to be in Chan-
drasekhar gauge, with corresponding Friedman substitution quantities:































































Comparing the components of piI, piII and pˇi, we observe that pˇi = piII − piI and Xˇ = XII − XI.
Here we are just using the definition of c`m(t) and the pullbacks (6.49, 6.50, 6.51, 6.52). For any
r0 ≤ r ≤ R0, we have
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∫
S2(t,r)













≤ C(M, r0, R0)E0[Q(+)]t−2
Similarly, ∫
S2(t,r)
N [pˇi]2dσ˚ ≤ C(M, r0, R0)E0[Q(+)]t−2
∫
S2(t,r)











≤ C(M, r0, R0)E0[Q(+)]t−2
∫
S2(t,r)




≤ C(M, r0, R0)E0[Q(+)]t−2
Being defined in terms of the decaying function Gˇ, each component of Xˇ has the same type of
bound in r0 ≤ r ≤ R0 on the L2-norm on spheres as well. Hence, letting 0 ≤ η(r) ≤ 1 be a cut-off
function with η ≡ 0 as r ≤ r0 and η ≡ 1 as r ≥ R0, the deformation tensor
piη(r)Xˇ = η(r)pˇi + η
′(r)
(
dr ⊗ Xˇ + Xˇ ⊗ dr)
decays in the same fashion, in this radially compact region. Defining the interpolated co-vector
field
X := XI + η(r)Xˇ = XII + (1− η(r))XI, (6.70)
we note that
h1 − piX = hI − piηXˇ as r ≤ R0,
h1 − piX = hII − pi(1−η)Xˇ as r ≥ r0,
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such that the L2-norm on spheres of each metric component of h − piX decays through Σ˜τ . Com-
muting with the angular Killing fields Ωi and applying Sobolev embedding, as before, we have our
main theorem for closed solutions.
6.7 Decay of the Closed Solution
Theorem 6.7. Suppose h1 is a closed solution of the linearized vacuum Einstein equations (1.2),
with support in ` ≥ 2. Further, assume that h1 is smooth and compactly supported away from the
bifurcation sphere on {t = 0}. Normalizing h1 by the co-vector (6.70),
h = h1 − piX ,










through the decay foliation (4.53).
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Chapter 7
Proof of Theorem 2
In this final chapter, we combine the results of Chapters 5 and 6, on the analysis of the closed and
co-closed portions, to obtain decay estimates for a suitable normalization of δg`≥2, corresponding
to Theorem 2 in the Introduction. With the lower modes of δg`<2 accounted for in Chapter 3, the
following theorem is a statement of linear stability for the Schwarzschild spacetime.
Theorem 7.1. Suppose δg`≥2 is a solution of the linearized vacuum Einstein equations (1.2), with
support in ` ≥ 2. Moreover, assume that δg`≥2 is smooth and compactly supported away from the
bifurcation sphere on the time-slice {t = 0}. Then there exists a smooth co-vector X`≥2 such that
δg`≥2 = piX`≥2 + δ̂g
`≥2
, (7.1)
with the normalized solution δ̂g
`≥2













through the decay foliation (4.53).
Proof. We define
X`≥2 := G+X, (7.3)
with G and X co-vectors from Lemma 5.5 and (6.70), respectively imposing the Regge-Wheeler
gauge on the co-closed portion and the interpolated Chandrasekhar gauge on the closed portion.
Combining Theorems 5.6 and 6.7, the difference
δ̂g
`≥2
:= δg`≥2 − piX`≥2 (7.4)
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For more refined decay estimates of the closed and co-closed portions, we refer the reader to




[1] S. Aksteiner, L. Andersson, T. Ba¨ckdahl, A. G. Shah, and B. F. Whiting. Gauge-invariant
perturbations of Schwarzschild spacetime. arXiv preprint, 2016. arXiv.1611.08291.
[2] L. Andersson and P. Blue. Hidden symmetries and decay for the wave equation on the Kerr
spacetime. arXiv preprint, 2009. arXiv.0908.2265.
[3] P. Blue and J. Sterbenz. Uniform decay of local energy and the semi-linear wave equation on
Schwarzschild space. Comm. Math. Phys., 268(2):481–504, 2006.
[4] S. Chandrasekhar. The Mathematical Theory of Black Holes. Oxford Classic Texts in the
Physical Sciences. The Clarendon Press, Oxford University Press, New York, 1998. Reprint of
the 1992 edition.
[5] D. Christodoulou and S. Klainerman. The global nonlinear stability of the Minkowski space,
volume 41 of Princeton Mathematical Series. Princeton University Press, Princeton, NJ, 1993.
[6] M. Dafermos, G. Holzegel, and I. Rodnianski. The linear stability of the Schwarzschild solution
to gravitational perturbations. arXiV preprint, 2016. arXiv: 1601.06467.
[7] M. Dafermos and I. Rodnianski. The red-shift effect and radiation decay on black hole space-
times. Comm. Pure Appl. Math., 62(7):859–919, 2009.
[8] M. Dafermos and I. Rodnianski. Lectures on black holes and linear waves. In Evolution




[9] M. Dafermos, I. Rodnianski, and Y. Shlapentokh-Rothman. Decay for solutions of the wave
equation on Kerr exterior spacetimes III: The full subextremal case |a| < M . Ann. of Math.
(2), 183(3):787–913, 2016.
[10] F. Finster, N. Kamran, J. Smoller, and S.-T. Yau. Decay of solutions of the wave equation in
the Kerr geometry. Comm. Math. Phys., 264(2):465–503, 2006.
[11] P.-K. Hung, J. Keller, and M.-T. Wang. Linear Stability of Schwarzschild Spacetime: The
Cauchy Problem of Metric Coefficients. arXiv preprint, 2017. arXiv.1702.02843.
[12] B. S. Kay and R. M. Wald. Linear stability of Schwarzschild under perturbations which are
nonvanishing on the bifurcation 2-sphere. Classical Quantum Gravity, 4(4):893–898, 1987.
[13] M. D. Kruskal. Maximal extension of Schwarzschild metric. Phys. Rev. (2), 119:1743–1745,
1960.
[14] I.  L aba and A. Soffer. Global existence and scattering for the nonlinear Schro¨dinger equation
on Schwarzschild manifolds. Helv. Phys. Acta, 72(4):274–294, 1999.
[15] J. Luk. Improved decay for solutions to the linear wave equation on a Schwarzschild black
hole. Ann. Henri Poincare´, 11(5):805–880, 2010.
[16] K. Martel and E. Poisson. Gravitational perturbations of the Schwarzschild spacetime: a
practical covariant and gauge-invariant formalism. Phys. Rev. D (3), 71(10), 2005.
[17] J. Marzuola, J. Metcalfe, D. Tataru, and M. Tohaneanu. Strichartz estimates on Schwarzschild
black hole backgrounds. Comm. Math. Phys., 293(1):37–83, 2010.
[18] V. Moncrief. Gravitational perturbations of spherically symmetric systems. I. The exterior
problem. Ann. Physics, 88:323–342, 1974.
[19] C. S. Morawetz. The limiting amplitude principle. Comm. Pure Appl. Math., 15:349–361,
1962.




[21] T. Regge and J. A. Wheeler. Stability of a Schwarzschild singularity. Phys. Rev. (2), 108:1063–
1069, 1957.
[22] D. Tataru and M. Tohaneanu. A local energy estimate on Kerr black hole backgrounds. Int.
Math. Res. Not. IMRN, (2):248–292, 2011.
[23] S. A. Teukolsky. Perturbations of a rotating black hole. I. Fundamental equations for gravita-
tional electromagnetic and neutrino field perturbations. Astrophys. J., 185:635–647, 1973.
[24] C. V. Vishveshwara. Stability of the Schwarzschild metric. Phys. Rev., D1:2870–2879, 1970.
[25] R. M. Wald. Construction of Solutions of Gravitational, Electromagnetic, Or Other Pertur-
bation Equations from Solutions of Decoupled Equations. Phys. Rev. Lett., 41:203–206, 1978.
[26] F. J. Zerilli. Effective potential for even-parity Regge-Wheeler gravitation perturbation equa-




In this appendix, several calculations regarding symmetric traceless two-tensors on the unit sphere
are provided. The analysis carries over to functions and tensors defined on a spherically symmetric
spacetime with respect to the operator ∇˚ (2.11) and the associated Laplacian ∆˚ defined in Chapter
2.
Consider the standard unit sphere S2 with round metric σαβ and area form αβ, where u
α, α =
1, 2 is a local coordinate system on S2. We use ∇ to refer to the associated covariant derivative
operator, and ∆ to refer to the associated spherical Laplacian.
For one-forms and two-tensors on S2, the following formula holds:
(∇α∇β −∇β∇α)Tγ = δαγTβ − δβγTα,
(∇α∇β −∇β∇α)Tγη = δαγTβη − δβγTαη + δαηTγβ − δβηTγα.
(A.5)
Proposition A.2. Let Sαβ be a symmetric traceless two-tensor on S
2.




(∇βpα +∇αpβ − (∇γpγ)σαβ). (A.6)
(2) If ∇αSαβ is closed, then pα is closed and there exists a function f such that
Sαβ = ∇α∇βf − 1
2
σαβ∆f,
and ∇αSαβ = 12∇β(∆f + 2f),∇β∇αSαβ = 12∆(∆f + 2f).





and γβ∇γ∇αSαβ = 12∆(∆g + 2g).
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Proof. Since there is no harmonic one-form on S2, Hodge decomposition implies that any one-form
pβ can be written as pβ = ∇βf + γβ∇γg for two functions f and g on S2. The decomposition (A.6)
follows from a similar analysis. Taking one more derivative of (A.6), we derive
1
2
(∇α∇βpα +∇α∇αpβ −∇β∇αpα) = ∇αSαβ.
On S2, we have the curvature relation
∇α∇βpα −∇β∇αpα = pβ.
On the other hand, pβ = ∇βf + γβ∇γg implies





∇β(∆f + 2f) + γβ∇γ(∆g + 2g)
]
= ∇αSαβ.




∆(∆f + 2f) = ∇β∇αSαβ,
1
2
∆(∆g + 2g) = γβ∇γ∇αSαβ.
(A.7)
We apply the operator ∇β and ηβ∇η to both sides and obtain the desired equation (A.7). Let
Xi, i = 1, 2, 3 be the three coordinate functions for the standard embedding of S2 into R3. It is
known that they form a basis of the eigenspace of eigenvalue −2. The kernel of the operator ∆ + 2












because Sαβ is symmetric and trace-free. Therefore both f and g can be solved and the ambiguity
consists exactly of the first eigenfunctions Xi and constant functions.
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Proposition A.3. If f is an eigenfunction on S2 with ∆f = −λf , then both ∇αf and γα∇γf are
eigensections, with ∇α∇α∇βf = (−λ+ 1)∇βf and similarly.
Proof. We use the formula
∇α∇βpα −∇β∇αpα = pβ
for any one-form.
Proposition A.4. If pα is an eigensection on S
2 with ∇γ∇γpα = (−λ+1)pα, then Sαβ = 12(∇βpα+
∇αpβ − (∇γpγ)σαβ) is an eigensection and
∇γ∇γSαβ = (−λ+ 4)Sαβ.
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