INTRODUCTION
Spatial statistics is the general name given to methods of assessment of measures of concentrations or densities of objects in 2-space or 3-space. There is no inherent difference between statistical measures used for these domains and ordinary statistics applied in 1-space. Quite commonly we consider the statistics of something that is influenced by two variables, X, and Y, and perform an analysis of variance or a multiple regression analysis to sort out the proportional influences of X and Y on the variable f(X, Y). In the elementary approaches to spatial statistics that we undertake here, the problem is actually simpler, for the two or three dimensions are of the same sort, lengths in 2-space or in 3-space. Quite commonly the processes may be considered isotropic, that is, there are no biases in the processes in favor of one direction or another. Standard textbooks, e.g., those of Rogers (8) and Snedecor and Cochran (9) , give useful methods for assessing estimates of means, of testing for differences between regions, and so on, but in general do not recognize that the estimates of variance are dependent upon assuming a particular unit size in space or time.
What the standard approaches do not handle so effectively are measures of variance. There is no problem when there is only one way to examine the data, for ex-ample when the unit element is defined (e.g., the number of arms per person). But when one has to define the size of the spatial domain, as in assessing the density of stars in the sky, then the problem becomes clear: The estimate of variance is dependent upon the size of the elements used to measure the densities. The apparent variance increases as the size of the spatial elements decreases. This monotonicity in the apparent variances is inevitable whenever a domain has heterogeneous properties. What may become interesting and even insightful is that fractal relationships can often be used to describe the apparent heterogeneity over some fairly large range of element sizes. This allows for a concise description of the heterogeneity of the property.
An example has been our application to myocardial flow heterogeneities, where a simple power law relationship has proven useful (3). The general relationship found was:
where m is the mass of the tissue element used to calculate RD and m0 is the arbitrarily chosen mass for reference. The reason for calling this a fractal relationship rather than just a power law relationship is that the possible slopes of the relationship are bounded by limits, and the fractal dimension, D, gives insight into the nature of the data. In this particular case, the upper limit of D = 1.5 for the coefficient of variation of the densities (or the relative dispersion, RD, which is the standard deviation divided by the mean) represents random uncorrelated noise, and the lower limit of D = 1.0 represents uniformity of the property over all length scales. A second reason is that the fractal dimension D gives a measure of the spatial correlation between regions of defined size or separation distance. The general expression is:
where r is the traditional correlation coefficient. This was derived by van Beek et al. (11) , and we now recognize it to be general. If a fractal relationship is a reasonably good approximation, even over a decade or so, then it will prove useful in considerations of spatial functions and might be useful in provoking searches for the underlying basis for correlation; for myocardial flow heterogeneities the basis would appear to be in the fractal nature of the branching network. The goal of this paper is to give some insight into fractal variances and to illustrate the ideas expressed above, exploring them by numerical experimentation. The tests are posed by sets of data in two dimensions, where the characteristics of the data are known in advance and the degree of correlation either known or calculable. We begin with an exploration of random noise without correlation, then examine spatial functions with correlation. Finally, the topic is illustrated via an application to studies of myocardial blood flow.
METHODS
To illustrate the problem and the approach to its solution, we begin by generating a unit square surface on which are distributed points generated uniformly by the function rand(). In pseudocode this is:
An example of the result is shown in Fig. 1 . The points are not positioned uniformly, despite the fact that if enough were calculated they would approach statistical uniformity. The problem is to estimate the variance in the density of dots over the area and determine correlations or patterns, if any.
The value of the mean is known, 8,192 points per unit square. To measure the variation in local point density we might overlay grids with differently sized pixels, as in Fig. 2 . The R D for the number of points for the 4-pixel grid was 2.2%0, for the 16-pixel grid was 4.6%0, and for the 64-pixel grid was 8.9%. This was extended to finer grids. The plot of the logarithm of R D vs. the logarithm of the number of pixels is shown in Fig. 3 . The expected slope is that with each quadrupling of the number of pixels the R D should increase by a factor of two. Fitting a linear regression to the logarithms (admitting that this may not be a completely appropriate regression in view of the fact that the original data were in a linear, not logarithmic, domain as critiqued by Berkson (4)), gave an estimated slope of 0.4965. The fractal, or power law, expression is:
where N = 64 was the arbitrarily chosen reference number of pixels. The estimated fractal D was 1.4965 compared to the theoretical value of 1.5. 
RESULTS WITH NONRANDOM ARRAYS
Performing the same exercise with nonrandom arrays leads to an interesting result. Correlation between the local densities of neighbors was obtained by generating a function whose densities, while still probabilistic, were distinctly shaped over the field. Gaussian, 2-dimensional profiles resulted from generating the sum of two sets of points, each from a random number generator producing a Gaussian density function with standard deviation of 0. 5 log(N) sizes below 64 x 64 pixels, the slope of the line of RD vs. mesh size is less than for uniformly distributed data.
AN EXPLORATION OF CONTINUOUS DISTRIBUTIONS
Instead of generating the positions of points with a statistical distribution of locations in 2-space, we generated the continuous distribution shown in Fig. 6 . It has 0.5- plateau begins at the grid resolution that matches the pixel size of the original continuous distribution. The result is inevitable, namely that subdividing internally uniform units produces no increase in the apparent dispersion of the concentrations.
CONTINUOUS DISTRIBUTIONS WITH SUBUNITS CONTAINING NEGATIVELY CORRELATED SUBUNITS
In dichotomous branching systems where a parent source divides into two daughter branches, there is an opportunity for negative correlation between the daughter branches. An example is the twinkling of local flows in the microvasculature where, if the flow in the parent source is held constant but that in one daughter branch increases, then the flow in the other daughter branch must decrease. We examined a simple case of this type.
Each of the pixels of Fig. 6 was further subdivided using the pattern of 16 subunits on a square grid (Fig. 8) where the concentrations in the dark squares were set to be one eighth the mean concentration of the original, and those in the light squares were set to zero. Thus, the mean number of points in the unit square remained unchanged at 8, 192 . Again the RDs were calculated for the various grids.
The results, shown in Fig. 9 , are identical to those in Fig. 5 up through the division into 4,096 units, log (N) = 3.6. The next division into 16,384 units produces no increase in observed dispersion since each of the four quarters of Fig. 8 has the same mean as the whole square. The next division, however, shows a sudden increase in observed dispersion since the heterogeneity of the units is now revealed. As in Fig. 7 , further division of these now uniform units does not increase the observed dispersion beyond the second plateau.
The negative correlation produces a segment of the slope of log RD vs. log (N) that has a slope with a fractal dimension greater than 1.5, that is, with a fractal D greater than that of random noise. Since such possibilities for negative correlation exist in many biological situations, combinations of positively and negatively correlated features in tissue structures or functions should not be thought of as strange.
ESTIMATES OF HETEROGENEITY OF REGIONAL MYOCARDIAL BLOOD FLOWS
We reconstructed sheep hearts that had been divided into about 250 identified pieces into aggregates composed of nearest neighbors. Given these data, we could nu- log(N) merically divide the heart into 4, 8, 16, etc. sections, each composed of pieces that were originally neighbors (see Fig. 10 ). Division of the left ventricle into four regions in each of 11 hearts resulted in the highest peak distribution in Fig. 10 ; division into 192 pieces of average mass 0.22g gave the broadest, lowest peaked distribution. I 1 shows the results when the log of the RD is plotted against the log of the average piece size. (This is equivalent to Fig. 3 , realizing that decreasing piece mass is equivalent to increasing the number of pixels). The low end of the range of piece size is limited by the resolution with which the heart was originally divided, i.e. about 220 mg. The data from 10 baboon and 11 sheep hearts can be summarized by the equation:
SPATIAL CORRELATION IS CHARACTERIZED BY THE FRACTAL DIMENSION
An intriguing and useful feature of the fractal relationship is that it specifies the degree of correlation between neighbors in a spatial domain. In the preceding section, we considered the relative dispersion, or coefficient of variation, of regional flows as a one-dimensional intensity, analogous to a voltage as a function of time. It is better to consider regional flow as the intensity of a property of the myocardium in three-dimensional space, just as we would consider the water density in a cloud at different positions in a three-dimensional domain. In reconstructing the heart from the smallest pieces cut into larger and larger pieces, we were careful always to group together the nearest neighbors to form the aggregates of a larger size. When pieces of a given size are cut in half, then the increase in apparent variation will be greater when the two halves of each piece are uncorrelated than when they are correlated. Van Beek worked out a general relationship (11) for the correlation coefficient, r = 23-2D -1.
When D = 1.5, then r = 0, and when D = 1.0, r = 1, fulfilling expectations. With D = 1.2, the average for our sheep and baboon hearts, then r = 2 0.6 -1 = 1.6 -1 = 0.6, or 60%. This is the correlation between nearest neighbor voxels (volume elements) of equal volume. Because the system has statistically fractal self-similar properties, there is the same degree of correlation between adjacent 1-mm cubes as between adjacent 1-cm cubes. The correlation between voxels that are not adjacent is less; the correlation between pieces of any particular size falls off monotonically but not exponentially.
CAN WE PREDICT THE SIZE OF THE MYOCARDIAL MICROVASCULAR UNIT?
The fractal slopes differed from animal to animal, but in each set of observations it was consistent that those animals that exhibited large relative dispersion at any chosen reference size had lower fractal dimensions, slopes, than did those that had small relative dispersions at that chosen size. Preliminary evidence for a given species suggests that the family of lines might intersect at a common point. This idea was applied by Roger et al. (7) as illustrated for the sheep data in Fig. 12 .
The point of intersection is at RD = 102% at a volume element size of 75 #g. This intersection suggests that 75 #g is the size of a microvascular unit. This would suggest that these are 13 arterioles per mm 3 of tissue, in line with estimates made by others (5, 6, 1) . But an RD of 102~ is large compared to the 50~ RD seen in hamster hearts (10) using quantitative autoradiography with element sizes less than 100-cubic microns, using the "molecular microsphere" iododesmethylimipramine. For the sheep and baboons data, the 102% RD was an extrapolation from the smallest observed pieces of about 100 mg down to pieces of less than 100/~g, three orders of magnitude smaller.
Was the extrapolation simply over too large a range or is the heterogeneity less in small hearts? Van Beek et al. (11) sought to resolve this apparent disparity by developing a dichotomously branching model of the arterial system that has the appropriate relative dispersions. The heterogeneity was given by asymmetry in flow at each branch point; 3~ to 407o deviation from 50070 sufficed. The branching network has fractal characteristics, the division of flow being self-similar on scaling. This does not result in straight log-log plots as in Fig. 10 , but rather in convex-upward curves that gave a common intersection at a much lower RD, 55070, close to that of the hamsters. Analysis of autoradiographic resolution data on the larger hearts is now required to determine if their flow heterogeneity is fundamentally different than that of the smaller hamster hearts. It may be reasonable that the heterogeneity in larger hearts is greater at a given unit size than in small hearts. Since there must be a larger number of generations of branching to supply a given unit size in a large heart than in a small one.
CONCLUSION
Fractals are useful tools for examining flow heterogeneity. First, they describe flow heterogeneity over a large range of sizes of the observed tissue samples. Second, fractally branching arterial networks can explain such observed heterogeneity. Third, they predict the functional microvascular unit size. Since appropriate data have not been obtained, the extrapolation is too great to instill confidence, but it is testable by experiment.
Fractal geometry is not proven to be the basis of flow heterogeneity in the myocardium, but the use of fractal approaches provokes questions that push one to investigate more deeply.
