Managing the maintenance of a commercial vehicle fleet is an attractive application domain of ubiquitous knowledge discovery. Cost effective methods for predictive maintenance are progressively demanded in the automotive industry. The traditional diagnostic paradigm that requires human experts to define models is not scalable to today's vehicles with hundreds of computing units and thousands of control and sensor signals streaming through the on-board controller area network. A more autonomous approach must be developed.
Introduction
Modern commercial vehicles are examples of cyber-physical systems, integrating computational and physical processes. A high-end truck can have over a hundred electronic control units that continuously generate and receive large amounts of streaming data on the controller area network, both sensor and control (actuator) information. It is tempting to consider this continuous flow as a huge untapped resource for product life cycle management. The data streams should, at least to some degree, be affected by driver behavior, wear, faults, weather, and so on. The challenge is how to exploit the large quantities of data without suffocating under it.
The state-of-the-art for designing on-board diagnostics functions is to first define the faults that should be detected, then determine the most relevant signals (features) to monitor, then run a number of data logging experiments, with and without faults injected, and finally design a fault detection algorithm that can be embedded in on-board hardware. This process requires a lot of manual work by domain experts, and while it has proven successful in many cases, it is clearly not scalable. Furthermore, there is typically a frustratingly small overlap between the set of faults that was decided to monitor and the set of faults that actually occured in the field (after product release). Reviews can be found in, e.g., [14, 13, 11, 12] .
Ideally, vehicles should be able to "self-sense" their operation, capture their characteristics with generic representations, and from this learn a "self-monitoring" capability, by matching on-board behaviors to maintenance operation records. There is no lack of subjects to learn from. After all, a commercial vehicle is driven several hours per day, throughout most of the days of the year and for many years. There are also many, many similar commercial vehicles available in the world. These vehicles experience all sorts of different faults, of which many are repaired in workshops that log their repair actions in databases. Hence, this domain seems ideal for exploring ideas for designing "self-monitoring" cyber-physical systems.
We present in this paper an approach based on using simple representations of signals on-board vehicles and a generic fleet based approach to detect problems in vital systems on commercial (city) buses. The example chosen is air compressors, which supply air to e.g. the suspension, the gear box, the brakes, and doors. Compressors are examples of equipment that seldom break, replacing them is not in the standard maintenance program, but when they break the bus will not run.
The specific case we have studied is a fleet of 19 buses of the same model, driving in intercity traffic. The buses run on average 100,000 km per vehicle and year and the data have been logged on them since the fall of 2011. The data representations are transmitted to a computing center where they are compared across the fleet to find deviations. The general method, called Consensus Self-Organizing Models (COSMO) [4] , is essentially a "wisdom of the crowd" approach. It assumes that the majority of the vehicles are "healthy" and individuals deviating from the majority are labelled as potentially "faulty".
Although it may sound straightforward, a particular challenge is the lack of labeled and accurate maintenance data. There is no ground truth in normal operation data concerning how a risky or worn component looks like. The quality of the service records is also far from ideal. The service record database is designed primarily for invoicing, which means that information about parts replaced and operations performed is quite accurate, but the fact that a component was replaced does not strictly mean that is was broken. There is always the human factor; if a particular important component breaks unexpectedly a few times then this can result in an increased eagerness for checking and replacing that same component on the fleet.
In this paper we analyze Wet Tank Air Pressure signal to detect anomalies related to vehicle air system (e.g. air compressor failure, congested pipes and air leaks, etc.). We have also found, by analyzing other signals, a number of other malfunctions such as runaway cooling fan caused by ECU error, coolant leaks and jammed cylinder by analyzing other signals. A general method like COSMO can be deployed to systems with similar sensor setup and can be scaled to monitor large sensor streams for detecting deviations during normal operations, without performing component tests under expert's supervision in workshop.
The main contribution is evaluating the COSMO method by matching observed deviations against repair actions in service records automatically and calculate the Receiver Operating Characteristic (ROC) curve and the area under of curve (AUC) to assess the method.
Related Work
There is a lot of previous work on equipment monitoring, i.e. fault detection and diagnostics. Almost all monitoring in the automotive domain is either based on comparing to a reference model, or developing a pattern recognition classifier; human experts are central in both cases.
In a series of patents [8, 9, 10] , Fogelstrom describes an approach for on-board monitoring of the air pressure system on a heavy duty truck using the pressure signal from one tank. The approach builds on identifying turning points in the pressure signal, the pressure rise and discharge times between these and the frequency of the charging cycle. Different deviations match to different possible faults. This is a good example of a standard method; an expert defines the system characteristics and their allowed limits, then designs algorithms for detecting those characteristics, based on the expected faults. Similarly, the standard off-board tests of compressors require first discharging the compressor and then measuring the time it takes to reach a certain pressure (charging test, as described e.g. in a compressor trouble shooting manual [3] ).
We do not know how accurate Fogelstrom's method is or how accurate the manual off-board tests are. An evaluation of Fogelstrom's method has not been published and the results of the off-board manual tests are not disclosed in the service records.
The COSMO approach builds on autonomous novelty detection using model representations of the streaming data. Related to this is the work by Filev et al. [7, 6] , who have presented a framework for equipment monitoring that builds on dynamic Gaussian mixture model fuzzy clusters. COSMO is also similar in concept to the cognitive fault detection approach by Alippi et al. [1, 2] , who use linear models that express relationships between signals, and Chen et al. [5, 15] , who use nonlinear models. A distinction between our work and the others' is that we consider the system variability, i.e. we look at a group of similar but not identical systems.
Method
In this section we describe the consensus self-organizing method (COSMO) for deviation detection, and use the ROC curve to evaluate how well those deviations match reference repair data.
COSMO
The COSMO (Consensus Self-Organizing Models) method builds on the "wisdom of the crowds" and working in model space. First the streaming data on a group of systems are encoded into suitable models, then these models are compared between the systems. This requires a metric between models so that a (symmetric) distance matrix D with elements d i,j can be computed.
In this work we use histograms as models for the streaming data and the Hellinger distance to compare them. The z-score for an observation (histogram) m is computed as described in [16] : the row in D with the minimum sum is chosen as the most central pattern (denoted by c) and the z-score for pattern m is:
That is, the z-score for pattern m is the number of observations that are further away from the most central pattern c. This is, in essence, a p-value estimation using the empirical distribution, however, we denote this the z-score to avoid confusion with the p-values computed later. The null hypothesis is that all samples are drawn from the same distribution, and if this is true, then the z-scores should be uniformly distributed between zero and one. This null hypothesis is tested by computing the arithmetic averagez of z over some period (we use n=30 days and the histograms are computed daily) and comparing this to the expected one. We approximate the distribution of the average based on n samples with a normal distribution with mean 1 2 and variance
With this we can compute the one-sided p-value forz (we are interested in histograms that lie at the edge of the distribution, i.e. when z is smaller than expected), denoted x v (t) for the sample at time t and vehicle v. There will be as many x v (t) values as the number of times the vehicle has been polled, which could be done daily, weekly, monthly, and so on. Each value is considered an indication of the health status of the vehicle, and can be treated as a binary classification problem. A warning threshold θ is defined and values above this correspond to warnings, while values below it correspond to a healthy system. This results, for every value of θ, in two sets, one positive and one negative:
Reference Maintenance Data
The reference data for evaluating deviation detection method were generated based on manually verified, historical information available in Vehicle Service Records database and maintenance notes from the fleet operator. This database contains all documented repair actions performed in certified workshops.
In this work we focus on replacements of air compressor, since this was, in the recent years, one of the more problematic components for the fleet we are monitoring. The goal is to be able to predict, some time in advance, when the compressor is going to fail. It is an expensive component that does not break often, however, when it does, it is impossible to drive the bus and it needs to be towed. Therefore, there is a strong incentive to replace it before it fails completely, but only if the failure is imminent.
However, we do not have access to any ground truth concerning actual state of the compressor, neither when it is in operation, nor after it has been replaced. There are also no particularly good lifetime prediction models available for this component, since the actual wear it experiences depends heavily on external conditions and specific usage details. It is known that there are several failure modes, and that the early symptoms they exhibit can be very different. Instead, we need to rely on the information about repair actions that have been performed on the fleet. We focus on replacing the compressor. It occurs under two circumstances: first, when the compressor fails on the road and the vehicle is towed to the workshop for repair; second, when the workshop personnel determines that the compressor is not functioning satisfactorily and decides to replace it, usually based on an off-board diagnostic test. However, the exact outcome of this test is not recorded in the VSR database, and the results leave room for interpretation. The first case is an example of "run to failure," while the second one involves preventive maintenance based on workshop personnel judgment, making it impossible to know the remaining useful life of the component. Therefore, we introduce two fault categories: Compressor Replacement with Towing (CRwT) and Compressor Replacement in Workshop (CRiW).
There are several other faults that can manifest themselves in a similar way. The third category is repairs related to congested air pipes, congested hoses, malfunctioning regulator and malfunctioning dryer (PHRD), which can all significantly affect the air flow. The fourth category contains operations related to gearbox and air brakes (GBAB), since those two systems However, all those categories are important for evaluation of the COSMO method. The x v (t) values are a measure of abnormality of vehicle v at time t, and our goal is to evaluate how good of an indication of health status they are. However, those deviations are not tied to any single fault and can be explained by different repair actions. We evaluate how well does the set of deviation level samples x v (t), specifically the Pos v and Neg v subsets, match the reference data.
The objective of our method is to observe deviations that occur before failures. As explained above, we necessarily assume that the time of the failure corresponds to the time of the repair. Ideally, the deviations should be detected early enough so that something can be done about it. For simplicity, we assume that this period of interest is constant, and refer to it as prediction horizon (PH). For a repair action α performed on vehicle v at time τ , we define the set of samples that should be faulty as:
Furthermore, we denote by F C the set of all faulty samples for repairs from category C, by F * the set of all samples that should be faulty over all categories, and by H * the set of samples that should be healthy, i.e.:
Observe that expected healthy observations are "shared" between all fault categories, since they correspond to times when a vehicle is believed to be operating without any problem. Faulty observations, on the other hand, are assigned to specific fault categories, depending on particular repairs that were performed.
Given these definitions, the elements in the confusion matrix (i.e. true positives, false positives, true negatives and false negatives, as shown conceptually in Figure 1 ) are defined as:
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Note that FPR is independent of the fault categories and depends only on the threshold θ, whereas TPR depends on both θ and on the chosen fault category C. When evaluating the result we use the area under the ROC curve (AUC) as quality measure.
Results
Experimental results presented in this section are based on the Wet Tank Air Pressure signal collected over three years from a commercial fleet of 19 Volvo buses operated in Sweden. Date and type of repair actions were collected from manually curated vehicle service records. Figure 2 shows the test outcome X A for bus A where each sample x A (t) is a histogram of WTAP signal over day t (except for periods when data was lost). A repair of compressor replacement with towing (CRwT) category is shown with a red vertical line, while repair events belonging to the other four categories are shown with blue vertical lines. The example illustrates, using different colors, the true positive, false negative, false positive and true negative samples, given P H=60 days and θ=5 (we will use those values throughout this section). A period of two months after the compressor replacement is ignored because a brand new compressor actually behaves quite differently from "seasoned" compressors, without being broken. This is done for all compressor replacements in the data. The brand new compressor typically produces a more narrow pressure distribution and higher average pressure, but this behavior wanes in a few months.
The sharp increase from November to December 2011 is not due to a quickly deteriorating compressor but because of missing data prior to November 2011. The pressure signal deviation is consistent, however the p-value for the averagez (see Section 3.1) decreases as it is based on more and more days, until it reaches the full 30 days to compute the average over.
Compressor replacement with towing (CRwT) is a very interesting fault category since this is the only case where we have reliable ground truth. Figure 3 shows all six CRwT cases in the fleet (for buses A, B, H, I, M and O). The compressor failures and repairs are marked with red vertical lines. The COSMO method detects three out of six cases, which is quite remarkable given that the method does not build on any expert knowledge about compressors or air systems. In fact, the method can be applied to any signal (or signals) on board the vehicle without any modification.
The ROC curves in Fig. 4 (a) show the performance of the COSMO method when using daily histograms for the Wet Tank Air Pressure (WTAP) signal, for different fault categories. The corresponding AUC values are listed in Table 1 in the first column labeled "Signal" (together with estimated 95% confidence intervals). It can be clearly seen that the results for the CRwT category are better than for the others. Interestingly, the repairs in the CRiW category, the compressor replacements based on maintenance personnel judgments, are negatively correlated with deviations in the WTAP signal.
Many standard off-board tests for compressors are based on measuring the times to build up and to lose pressure. It is, therefore, expected that the changes of the WTAP signal are also interesting to monitor. Since the COSMO approach can work, without modification, on any signal, it is straightforward to use the time derivative of the WTAP signal as input. In its simplest form, it can be the difference between two consecutive signal values. Fig. 4 (b) shows the performance of the COSMO method when using the daily histograms of the WTAP signal time derivative. The corresponding AUC values are listed in Table 1 in the column "Derivative". At the 95% confidence level, only two of those values, CRiW and ALKS, are significantly different from random performance.
The deviation from the WTAP signal and its time derivative can also be combined, for example using an "OR" function (if either of the two are above the threshold θ then we flag a deviation). The ROC curves for this case are shown in Fig. 4 (c) and the AUC values are listed in the column "Combined" in Table 1 .
Conceptually, the approach using histograms and distances between histograms is an example of representing signals with probability distributions and then measuring distances between these distributions. As a reality check, we compare COSMO with an even simpler method: representing the probability distributions by their averages and standard deviations and measuring the distance between them using a Welch t-test. This yields a different distance matrix D but otherwise the deviation detection process is unchanged. The ROC curves using the WTAP signal and this t-test approach are shown in Fig. 4 (d) . The AUC values are listed in Table 1 under "T-statistics". The results from t-test are not significantly different from random guessing.
The Hellinger distance is only one of many suggested distances between histograms. The Table 2 : Area under the ROC curve, for compressor replacements (both with and without towing), when using different distance measures between histograms (with 95% confidence intervals).
choice of distance measure does not have a strong effect on the result.
Conclusion
This paper presented an evaluation of the COSMO approach [4] on the specific case of air system faults in a fleet of 19 city buses. The evaluation was based on a fixed prediction horizon (60 days) and all faults related to the air system that had occurred in the time period August 2011 -June 2014. The faults were grouped into five categories based on severity and quality of the reference data. The results showed that the COSMO approach, using histograms of a single signal (the Wet Tank Air Pressure), could detect half of the cases with a failing compressor well before the breakdown. The AUC value for the category of on-road compressor failures was 0.72 ± 0.16 (95% confidence interval). It was found that the specific distance measure used to calculate distances between the histograms did not matter very much. However, using averages and standard deviations of the same signal together with a t-test did not allow for detection of the faults.
COSMO is a generic unsupervised deviation detection method, based on the idea of "wisdom of the crowd". The approach is applicable to many domains where groups of similar individual systems are available, such as transportation systems, factory equipment or smart grid infrastructure. Furthermore, the COSMO method provides a uniform setup for monitoring different components within complex systems, particularly useful when the complete system may contain hundreds or thousands of elements and generate huge amount of data.
