Abstract. Let A belong to an automorphism group, Lie algebra, or Jordan algebra of a scalar product. When A is factored, to what extent do the factors inherit structure from A? We answer this question for the principal matrix square root, the matrix sign decomposition, and the polar decomposition. For general A, we give a simple derivation and characterization of a particular generalized polar decomposition, and we relate it to other such decompositions in the literature. Finally, we study eigendecompositions and structured singular value decompositions, considering in particular the structure in eigenvalues, eigenvectors, and singular values that persists across a wide range of scalar products.
and describe several equivalent ways to characterize them. The proofs of these equivalences have been delegated to an appendix to avoid disrupting the flow of the paper. These characterizations are essential in clarifying existing results in the literature and in formulating simple, unified assumptions on the scalar product that guarantee the existence of structured factors.
The factorizations we study are the principal square root, the matrix sign decomposition, the polar decomposition, and the generalized polar decomposition (i.e., polar decomposition with respect to a general scalar product). Our results in sections 3 and 4 show that structured principal square roots and structured factors for the matrix sign decomposition exist in arbitrary scalar product spaces. As shown in sections 5 and 6, structured polar factors are guaranteed to exist whenever the scalar product is unitary, while the generalized polar decomposition always exists in an orthosymmetric scalar product space.
Much work has been done on structured spectral decompositions, Schur-like forms, and Jordan-like canonical forms for matrices arising in the context of a specific scalar product or restricted classes of scalar products. An overall unified structured eigendecomposition theory for all scalar products appears to be difficult. However, we show in section 7 that even in an arbitrary scalar product space, the eigenvalues and eigenvectors of matrices in G, L, and J have a significant level of structure.
Finally, we discuss in section 8 the extent to which the singular values of matrices in G, L, or J are structured and survey what is known about structured singular value decompositions (SVDs).
Lemma 2.1. For real or complex bilinear forms, A ∼ A, while for sesquilinear forms, A ∼ A.
As one might expect, the adjoint has a number of properties analogous to those of transpose. The following basic properties hold for all scalar products. We omit the simple proofs.
(A + B) = A + B , (AB) = B A , (A −1 ) = (A ) −1 , (αA) = αA for bilinear forms, (αA) = αA for sesquilinear forms. Notice the absence of the involutory property (A ) = A from this list. Only a restricted class of scalar products have an involutory adjoint, as discussed in Appendix A.
Associated to each scalar product are three classes of structured matrices: the automorphisms, self-adjoint matrices, and skew-adjoint matrices. A matrix G is said to be an automorphism (or isometry) of the scalar product ·, · M if Gx, Gy M = x, y M for all x, y ∈ K n , or equivalently, Gx, y M = x, G −1 y M for all x, y ∈ K n . In terms of adjoint this corresponds to G = G −1 . Thus, the automorphism group of ·, · M is the set
Matrices S that are self-adjoint with respect to the scalar product, i.e., Sx, y M = x, Sy M for all x, y ∈ K n , form a Jordan algebra,
and matrices K that are skew-adjoint with respect to the scalar product, i.e., Kx, y M = − x, Ky M for all x, y ∈ K n , belong to the Lie algebra L, defined by
Some important instances of G, L and J are listed in Table 2 .1. G always forms a multiplicative group (indeed a Lie group), although it is not a linear subspace. By contrast, the sets L and J are linear subspaces, but they are not closed under multiplication. Instead L is closed with respect to the Lie bracket [K 1 , K 2 ] = K 1 K 2 − K 2 K 1 , while J is closed with respect to the Jordan product {S 1 , S 2 } = 1 2 (S 1 S 2 + S 2 S 1 ). Technical correctness dictates that the symbols , G, L, and J all bear the subscript M . For the sake of readability, however, we will usually suppress this subscript.
G is always closed under products and inverses, being a multiplicative group. The following closure properties of L and J will be useful; we omit the simple proofs. In general, noncommuting products retain neither L nor J structure.
Unitary and orthosymmetric scalar products.
We aim to present results on structured factorizations that use a minimum number of hypotheses on the scalar product defining the structures. As shown in the next sections, some results on structured factorizations need no assumptions on the scalar product at all, while others require at least one of the following properties:
(a) (A * At first glance there is no obvious connection or relationship among these conditions. However, it turns out that they cluster together into two groups of equivalent properties,
(a) ⇔ (b) ⇔ (c) ⇔ (d) and (e) ⇔ (e') ⇔ (f) ⇔ (g) ⇔ (h).
These equivalences are proved in Appendix A, together with the equivalence of some additional properties. We can now identify two natural classes of scalar products.
Definition 2.3. A scalar product is said to be unitary if it satisfies any one (and hence all) of the properties (a), (b), (c), (d) above.
Definition 2.4. A scalar product is said to be orthosymmetric if it satisfies any one (and hence all) of the properties (e), (e'), (f), (g), (h) above.
The name "orthosymmetric" has been adopted in Definition 2.4 because of property (h). Note that all the "classical" examples of scalar products listed in Table 2 .1 are both orthosymmetric and unitary.
We like to abbreviate property (a) by saying, "In unitary scalar products, the stars commute." This commutativity leads to another useful closure property needed for the structured polar decomposition.
Proposition 2.5. For any unitary scalar product with automorphism group G, Lie algebra L, and Jordan algebra J, we have A ∈ S ⇒ A * ∈ S, where S = G, L or J. Proof. We consider only the case when S = G, as the proof for S = L or S = J is similar. Since the stars commute in a unitary scalar product space, 
a Physicists refer to the pseudo-orthogonal group with Σ 3,1 = This result allows us to say that in a unitary scalar product space, G, L, and J are all "closed under the stars."
Structured square roots. A matrix X ∈ K
n×n such that A = X 2 is said to be a square root of A. Much is known about the existence of matrix square roots and their computation; see [4] , [21] , [26] , for example. In general, the number of square roots may be zero, finite, or infinite. When a square root does exist, the one of most significance for theory and computation is the principal square root, identified by having all its eigenvalues in the open right half-plane and denoted by A 1/2 . It is well known that A 1/2 exists if and only if A has no eigenvalues on R − := {x ∈ R : x ≤ 0}, and that A 1/2 is unique whenever it exists. If a structured matrix A has a principal square root with the same or related structure, then we can view the equation A = A 1/2 ·A 1/2 as a structured factorization. Square roots with structure related to the original matrix have been studied in, for example, [17] , [24] . In this section we address the question of whether the principal square root of a matrix in G, L, or J associated with an arbitrary scalar product is also structured. The answer will have a significant impact on many of the other structured factorizations considered in this paper. 
In section 5.2 we need to consider square roots of structured matrices that are singular and hence do not have a principal square root. These singular matrices, though, are Hermitian positive semidefinite and thus have a distinguished square root-the unique Hermitian positive semidefinite square root [25] . Note that whenever a matrix A has both a principal square root and a Hermitian positive semidefinite square root, these two roots coincide, and so without ambiguity we can use A 
Proof. Using Lemma 3.3 in place of Lemma 3.1, the proofs are all formally identical to the corresponding ones in Theorem 3.2. The only difference is that (·) 1/2 denotes the Hermitian positive semidefinite square root.
Structured matrix sign decomposition.
The matrix sign function, defined for matrices A ∈ C n×n with no pure imaginary eigenvalues, was originally introduced and developed by Roberts [47] as a tool to solve algebraic Riccati equations. In [20] , Higham extended this notion to a factorization A = SN , where S is the matrix sign of A and N := S −1 A, and showed how this "matrix sign decomposition" is closely related to the polar decomposition. The next result shows that for a matrix A structured with respect to an arbitrary scalar product, the sign factors S and N are also structured.
Theorem 4.1. Let S be the automorphism group G, the Lie algebra L, or the Jordan algebra J of an arbitrary scalar product, and suppose A ∈ K n×n has a sign decomposition A = SN . Then
Proof. In each case we focus first on the structure of the factor N and then from this deduce the structure of S, using the characterizations N = (A 2 ) 1/2 and [20] . Note that A has a matrix sign if and only if A has no eigenvalues on the imaginary axis, so that A 2 then has no zero or negative eigenvalues, and hence ( Theorem 4.1 can also be proved using globally convergent structure-preserving iterations for the matrix sign. Such iterations X k+1 = f (X k ) converge to sign(X 0 ) for any X 0 ∈ S for which sign(X 0 ) is defined, and have X k ∈ S for all k. A family of such iterations is discussed in [23] , but only in the context of preserving automorphism group structure. Two particular examples are the cubically converging
That the matrix functions f and g preserve automorphism group structure is shown in [23] and [24] , but by using Lemma 2.2 they can also be shown to preserve L and J structure. The well-known
k ) for matrix sign also preserves L and J. The existence of these structure-preserving iterations gives perhaps a more direct insight into why the sign S of a matrix A should have the same structure as A. The fact that A, S, and N all commute then implies that N ∈ J whenever A ∈ L or A ∈ J.
Structured polar decomposition.
The polar decomposition of a matrix A ∈ C n×n factors A as a product A = UH, where U is unitary and H is Hermitian positive semidefinite. The Hermitian factor is always unique, whereas the unitary factor is unique only if A is nonsingular [25] . When A is real, so are U and H. We begin by considering the polar factors of matrices belonging to automorphism groups, Lie algebras, and Jordan algebras associated with unitary scalar products, and investigate the extent to which these factors have similar structure. In section 5.2 the question of the structure of polar factors is addressed for automorphism groups of more general scalar products.
Unitary scalar products.
Several conditions equivalent to a scalar product being unitary were given in section 2.3. Two of them are key to establishing the structure of the polar factors of matrices in G, L, and J: in a unitary scalar product space, adjoint preserves both unitarity and Hermitian positive definite structure (Definition 2.3, properties (b) and (c)).
Automorphism groups.
Theorem 5.1. Suppose G is the automorphism group of a unitary scalar product, and A ∈ G. Then in the polar decomposition A = UH the factors U and H also belong to G.
Proof. The matrix A is nonsingular since A ∈ G; thus U and H exist and are unique. We have
By Definition 2.3, properties (b) and (c), U is unitary and H is Hermitian positive definite. Thus A = U − H − exhibits another polar decomposition of A. Uniqueness of polar factors implies that U = U − and H = H − ; i.e., U and H are in G. Just as for the sign function, an alternate proof of this result can be given based on the existence of globally convergent structure-preserving iterations for the unitary polar factor of matrices in automorphism groups. Details about such iterations and their theoretical and numerical properties may be found in [23] . Connections between these polar factor iterations and other matrix iterations are explored and developed further in [24] .
Note that Theorem 5.1 is known for some particular automorphism groups; for real symplectic matrices see [45] , and for real pseudo-orthogonal matrices see [50] .
Lie and Jordan algebras.
Next we consider the polar factors of matrices in Lie and Jordan algebras associated with unitary scalar products. For a matrix A in L or J, when can we expect the polar factors of A to be in L or J? An added feature of this question that was not present for matrices in automorphism groups is that elements of L and J may be singular and thus have nonunique unitary polar factors. We look first at the unitary factor in the nonsingular case.
Theorem 5.2. Suppose A is nonsingular with polar decomposition A = UH. Let S denote either the Lie algebra L or the Jordan algebra J associated with a unitary scalar product. Then A ∈ S ⇒ U ∈ S.
Proof. We prove only the case when S = L; the argument when S = J is almost identical. Since A ∈ L, A = −A and
This displays a "backwards" polar decomposition for A, since H is Hermitian positive definite and U is unitary. But for nonsingular matrices, the "forward" and "backward" unitary factors are equal [25] .
An alternative proof for Theorem 5.2 can be given using the Newton iteration
k ) for computing the unitary polar factor of the matrix X 0 . For unitary scalar products it can be shown that this iteration is structure-preserving for all nonsingular matrices in L or J. The global convergence of the iteration on nonsingular matrices then implies the desired result. More on Newton-like iterations can be found in [23] and [24] .
To handle the singular case we need the following lemma. 
is a polynomial in the unknowns a 1 , . . . , a that distinguishes the singular elements from the nonsingular elements of W; the zero set of p in K can be identified with the set of singular matrices in W. This zero set is not empty because p(0, 0, . . . , 0) = 0; thus it is either all of W (if and only if p ≡ 0), or it is a nontrivial algebraic variety in W. But nontrivial varieties are always closed and nowhere dense (in the usual Euclidean topology) and are of measure zero in W.
With this lemma we can now deal with singular matrices in L or J. It is possible that L or J may contain only singular matrices, as the lemma indicates (consider, for example, the Lie algebra of n × n skew-symmetric matrices for n odd). In such a case, L (or J) would contain no unitary matrices at all; this would be an insurmountable obstruction to the existence of a structured polar decomposition. Thus we must assume that L (or J) contains at least one nonsingular matrix.
Theorem 5.4. Let S denote either the Lie algebra L or the Jordan algebra J of a unitary scalar product, and suppose A ∈ S is a singular matrix. If S contains at least one nonsingular matrix, then there exists a polar decomposition A = UH such that U ∈ S; however, even this polar decomposition with U ∈ S need not be unique.
Proof. We consider only A ∈ L, using a limit argument based on the already established result for the nonsingular case. The proof when A ∈ J is similar.
By assumption, L contains at least one nonsingular matrix; thus by Lemma 5.3 the nonsingular matrices are dense in L. Let A n → A with A n ∈ L and A n nonsingular. By Theorem 5.2 each A n has a polar decomposition A n = U n H n with U n ∈ L. Since the unitary group is compact, we may pick a subsequence U n k that converges to a unitary U ; because L is closed, this U is also in L. Then the sequence
A n k converges, say to H. The set of Hermitian positive semidefinite matrices is also a closed set, and thus H is Hermitian positive semidefinite. Then
The nonuniqueness assertion is concretely demonstrated by Example 5.5.
Example 5.5. Consider the matrix
in the Lie algebra L of 4 × 4 real skew-symmetric matrices. For A ∈ L we have the polar decompositions
illustrating the fact that a singular A ∈ L may have polar decompositions with the unitary factor in L or not in L, as well as having more than one polar decomposi- 
* , since the stars commute in any unitary scalar product space (see Definition 2.3(a)). But A ∈ L means A = −A, and therefore
2(e). By Theorem 3.4 we then have
H = (A * A) 1/2 ∈ J.
General scalar products.
We now turn to the question of the polar factors of matrices in the automorphism group of a general scalar product. The results of section 3 on structured principal square roots allow us to give conditions under which an individual A ∈ G has both of its polar factors in G, without making any global assumption about the scalar product or the automorphism group.
Theorem 5.7. Let G be the automorphism group of an arbitrary scalar product, and suppose A ∈ G. Then the following are equivalent: 
In what follows, for any scalar product, we say that the automorphism group G "has structured polar decompositions" if for every A ∈ G we have U, H ∈ G, where A = UH is the polar decomposition of A.
Corollary 5.
8
. An automorphism group G has structured polar decompositions if and only if G is closed under conjugate transpose.
The next results identify two classes of scalar products whose automorphism groups have structured polar decompositions. Characterizing the set of all scalar products whose automorphism groups have structured polar decompositions is still an open question.
Corollary 5.9. The automorphism group of any unitary scalar product has structured polar decompositions.
Proof. This has already been proved in Theorem 5.1. But it is also a consequence of Corollary 5.8, together with the fact that G is closed under conjugate transpose when the scalar product is unitary (Proposition 2.5).
Corollary 
Our strategy will be to show that G is closed under conjugate transpose.
Complex sesquilinear forms: with a, b ∈ C and det A = +1. Hence G is far from being closed under conjugate transpose. Indeed, both A and A * belong to G only when A = ±I; therefore these are the only elements of G with structured polar decompositions.
Generalized polar decomposition.
In this section we look at a factorization that is somewhat different in nature from all the others considered in this paper. In other sections we take as starting point a matrix A in either G, L, or J of a scalar product space and then study the extent to which some standard factorization produces factors of A that are also in G, L, or J. Here we begin instead with a general matrix A ∈ K n×n and seek to decompose it as A = W S, where W is in the automorphism group and S is in the Jordan algebra of some scalar product on K n . This notion generalizes the standard polar decomposition, where the scalar product is the standard inner product x, y = x * y on C n , the automorphism group is the set of unitary matrices, and the Jordan algebra is the set of Hermitian matrices. Since there are scalar products for which the spectra of matrices in J can be arbitrary finite subsets of C (e.g., x, y = x T y on C n , with J the set of complex symmetric matrices), it is not immediately clear what might constitute an appropriate replacement for the positive semidefiniteness condition on the Hermitian factor in the usual polar decomposition. We will return to this issue after briefly surveying some of the literature on this factorization.
The idea of generalizing the polar decomposition in this way is not new; it has been studied independently by several groups of authors using various notation and terminology, and in various contexts. An extensive body of work on this topic is due to Bolshakov, Reichstein, and others, starting with [5] , [6] , and [7] , and continuing through the recent [33] and [42] . In these papers the basic setting is a scalar product space defined by a Hermitian sesquilinear form on C n , termed an "indefinite inner (or scalar) product space." Questions of existence of factorizations A = W S (W ∈ G , S ∈ J) are considered with S satisfying various types of extra conditions, and even no extra condition at all, with technical emphasis on the more difficult case when A is singular. Kintzel [33] studies the doubly structured existence question: Given two scalar products with associated groups G 1 , G 2 and Jordan algebras J 1 , J 2 , when can a matrix A be factored as A = W S with W ∈ G 1 ∩ G 2 and S ∈ J 1 ∩ J 2 ? Another recurring theme in these papers is the characterization of special classes of matrices (e.g., matrices that are normal with respect to the given scalar product) for which every A in the class can be factored as A = W S. Complementary to this work are papers of Kaplansky [31] and Ikramov [29] ; Kaplansky considers symmetric bilinear forms on K n for algebraically closed fields K, while Ikramov treats only the symplectic bilinear form on C 2n . In [27] , Horn and Merino investigate a matrix factorization which they term the Φ S -polar decomposition. Here the setting is not a scalar product space but rather the complex matrices C n×n equipped with a linear operator Φ S (A) := SA T S −1 for some fixed nonsingular symmetric or skew-symmetric S ∈ C n×n . Matrices A such that Φ S (A) = A are called Φ S -symmetric, and matrices A such that Φ S (A) = A −1 are Φ S -orthogonal. Then A is said to have a Φ S -polar decomposition if A = XY for some Φ S -orthogonal X and Φ S -symmetric Y . This way of generalizing the usual polar decomposition (on R n×n ) is easily seen to be a special case of the generalized polar decomposition in scalar product spaces described above; if M = S −1 is used to define a bilinear form x, y M = x T My on C n , then Φ S (A) is the same as the adjoint A with respect to this scalar product, and G = {Φ S -orthogonals} while J = {Φ S -symmetrics}. Horn and Merino show that for any such Φ S , every nonsingular A has a Φ S -polar decomposition, and also give necessary and sufficient conditions for a general A to have a Φ S -polar decomposition.
Yet a different approach to this factorization uses methods from Lie theory. Here the setting is a Lie group (or Lie semigroup) G equipped with an involutive homomorphism σ : G → G; i.e., σ 2 = id but σ = id. A generalized polar decomposition (or Ol'shanskii decomposition) of an element z ∈ G in this setting is a factorization z = xy, where x is an element of the fixed point set G σ = {x ∈ G : σ(x) = x} and y is an element of the anti-fixed point set G σ = {y ∈ G : σ(y) = y −1 }. See [35] for a development of the basic theory of this decomposition. A fundamental example is the group G = GL(n, R) of all nonsingular real n × n matrices with the map σ(A) = A −T . In this example G σ is the group of real orthogonal matrices and G σ is the set of all nonsingular symmetric matrices, and thus we are back to the usual notion of polar decomposition. Indeed, for any orthosymmetric scalar product on K n , the map σ(A) = A − is an involutive homomorphism on the group G = GL(n, K), with G σ = G and G σ the set of all nonsingular elements of J. A disadvantage of this Lie group setting is that singular matrices are not considered at all; however, there are compensating advantages. The most important advantage is that many more examples than just the scalar product space notion of generalized polar decomposition can be encompassed in a unified development, including both matrix groups equipped with involutions σ that do not arise from any scalar product structure, as well as nonmatrix Lie groups associated with the study of differential equations. For more on such examples and a further development of the theory, see [46] . This Lie group notion of generalized polar decomposition has also recently been exploited in [51] and [30] to develop new structure-preserving algorithms for computing the matrix exponential.
We return now to consider the question of an appropriate generalization for the positive definiteness condition on the self-adjoint (Hermitian) factor in the usual polar decomposition. Several such replacements have been suggested in the literature, but to us the simplest approach is to restrict the eigenvalues of the self-adjoint factor S ∈ J to some region of the complex plane containing the positive real axis, so as to compatibly generalize the usual positive definiteness condition. The most natural such region for the eigenvalues of S is the open right half-plane; this eigenvalue condition is concisely expressed as sign(S) = I. Bhatia [3] and Kintzel [33] 
Further justifying the choice of this particular condition is that it gives a generalized polar decomposition (GPD) that is strongly connected with the matrix sign function and the principal square root, both of which are well known to be computable by matrix iterations (see [21] and [32] ). This connection is elaborated on and expanded in [24] to show how large families of matrix iterations for the matrix sign function and the principal square root are related to each other and to iterations for the GPD with the sign(S) = I condition (see also [33] for one particular iteration from this family). One may reasonably view this GPD as the "computable" generalized polar decomposition, and thus we adopt the following definition, both for this paper and for [24] , where iterations to compute this GPD are derived and analyzed.
Definition 6.1 ("computable" GPD). Suppose K n is a scalar product space with automorphism group G and Jordan algebra J. Then for a matrix A ∈ K n×n , a generalized polar decomposition (GPD) with respect to this scalar product is a factorization A = W S, where W ∈ G, S ∈ J, and sign(S) = I.
Although the condition sign(S) = I immediately restricts us to considering only nonsingular A, it also leads to a connection between this notion of a GPD and the principal square root, as will be seen in the proof of Theorem 6.2. This theorem deals with the existence and uniqueness of a ("computable") GPD for an individual matrix, with respect to an arbitrary scalar product. 
Also we must have
But if sign(S) = I is to hold, then the only possible choice for S is the principal square root S = (A A) 1/2 , and this square root exists only if A A has no eigenvalues on R − . (⇐) By hypothesis, A A has a principal square root. Letting S = (A A) 1/2 , the condition sign(S) = I is automatically satisfied. It remains to show that S = S. Using Lemma 3.1(b) together with the assumption that (A ) = A, we have
Finally, since S 2 = A A, the uniquely defined matrix W = AS −1 satisfies
and thus W ∈ G. A matrix factorization is most useful in practice if it exists for a large set of matrices, certainly for at least an open subset of K n×n . With this in mind, we examine the two conditions in Theorem 6.2 to see which scalar products are capable of supporting a generalized polar decomposition (with or without the condition sign(S) = I) that exists on some open subset of matrices.
For any scalar product the matrix A = I produces an A A that has no eigenvalues on R − . The continuity of the eigenvalues of A A under perturbation of A then implies that there will always be some (perhaps very large) open neighborhood of the identity in K n×n where the eigenvalue condition σ(A A) ∩ R − = ∅ holds for all A in the neighborhood. Thus the eigenvalue condition on A A in Theorem 6.2 puts no constraint on which scalar products can support a useful generalized polar decomposition.
Turning next to the involutory property (A ) = A, we will see that the situation is somewhat different. For a general scalar product we can always expect there to be a large set of matrices for which (A ) = A holds, as the next result shows, but this set need not always contain an open set.
Lemma 6.3. For a scalar product space K n , (A ) = A holds for all A in the K-subalgebra of n × n matrices generated by G ∪ L ∪ J.
Proof. The straightforward proof is omitted. However, from property (e') in Definition 2.4 we know that the involutory property of adjoint holds in some open set of matrices if and only if the scalar product is orthosymmetric. Thus we are led to the following theorem. 
Thus by Lemma A.2(e) and Theorem A.5(a') we know that ·, · must be orthosymmetric. (⇐) From Theorem A.5(a), Theorem 6.2, and the earlier discussion of the spectrum of A A for A near I, we see that there is some open neighborhood of I in which every matrix A has a GPD. Theorem 6.4 provides a compelling reason why one might choose to consider only orthosymmetric scalar products when studying generalized polar decompositions of any kind, even those without the condition sign(S) = I, or those that lack uniqueness of the factorization. Furthermore, this result also clarifies the mathematical necessity of the choices of scalar product made in previous work, which might otherwise appear to be unnecessarily restrictive or motivated only by a particular application. For orthosymmetric scalar products, then, we have the following simplification of Theorem 6.2. 7. Eigenvalue and eigenvector structure. Even when no restrictions are imposed on the scalar product, matrices in the corresponding automorphism group and Lie and Jordan algebras have structure in their eigenvalues and eigenvectors. Some of this structure has been observed and exploited before, but usually in specific cases. In the context of a fixed scalar product or a restricted class of scalar products, the pursuit of spectral decompositions, Jordan canonical forms, and other condensed forms under structure-preserving similarities or general similarities has been the focus of intense study. The literature on this subject is extensive; see, for example, [1] , [2] , [12] , [15] , [18] , [36] , [38] , [40] , [41] , [44] , [43] , and the references therein.
In this section we give a simple, unified presentation of the common eigenstructure shared by matrices in G, L, or J associated with an arbitrary scalar product. Our aim is to shed light on the extent to which the structure of eigenvalues and eigenvectors is independent of the particular scalar product defining the classes G, L, and J.
Eigenvalues of automorphisms.
The determinant and eigenvalues that are possible for matrices in automorphism groups are restricted.
Proposition 7.1. Let A ∈ G. Then det A = ±1 for any bilinear form, while for sesquilinear forms | det A| = 1.
Proof. For bilinear forms, A ∈
In some automorphism groups, the determinant can be even more restricted; for example, real and complex symplectic matrices have only +1 determinant, and −1 is never realized. For a collection of proofs of this result, see [37] .
Next we turn to the pairing structure found in the eigenvalues of matrices in G. These eigenvalue pairings are illustrated in Figure 7 .1(a) and (b). Instances of Theorem 7.2 for specific automorphism groups can be found, for example, in [8] and [22] .
The automorphism group of a real bilinear form can be viewed as a restriction to real matrices of either the automorphism group of a complex bilinear form or the automorphism group of a complex sesquilinear form. Hence both eigenvalue structure results apply to real automorphisms, yielding the following corollary. Figure  7 .1(c) depicts such quartets of eigenvalues relative to the unit circle in C.
Characteristic polynomials of automorphisms.
We next describe a nice property of the characteristic polynomials of matrices in automorphism groups. For a polynomial p(x) = a n x n + a n−1 x n−1 + · · · + a 1 x + a 0 of degree n (i.e., a n = 0), we define the "reversal of p(x)" to be the polynomial revp (x) = a 0 x n + a 1 x n−1 + · · · + a n−1 x + a n , that is, the polynomial p with its coefficients in reverse order. It is easy to see that
The "conjugate of p(x)" is the polynomial p(x) = a n x n + a n−1 
is a scalar multiple of a conjugate palindromic polynomial. Proof. These results can be derived as consequences of the eigenvalue structure proved in Theorem 7.2, but we include a more direct proof here.
(a) As shown in the proof of Theorem 7.2, we have A ∼ A −1 . From Proposition 7.1 we know that det A = ±1. Thus,
Hence p A (x) is either palindromic or anti-palindromic, depending on the sign of s = (−1) n det(A).
(b) In this case we have A ∼Ā −1 and (det A) (det A) = 1 . Since det A can now have complex values other than ±1, it will not be as straightforward to see palindromicity here. We have
So if det A = ±1, then p A (x) is already conjugate palindromic or conjugate antipalindromic. But in general s := (−1) n det A = e iθ , and p A (x) itself will not usually be conjugate (anti)palindromic. However, it is always possible to "symmetrize" p A (x) by an appropriate complex scalar multiple that makes the resulting polynomial conjugate palindromic. Define q A (x) = s 1/2 p A (x) = e −iθ/2 p A (x). Then using (7.1) we get
Thus q A (x) is conjugate palindromic. On the other hand, when A ∈ J, A = A. In the bilinear case Lemma 2.1 puts no constraints on the eigenvalues. However, in the sesquilinear case we get A ∼ A, forcing the pairing λ, λ as eigenvalues of A with the same Jordan structure.
Eigenvalues of matrices in
It is well known that any finite subset of C can be realized as the spectrum of a complex symmetric matrix [25, Thm. 4.4.9] . Thus there can be no eigenvalue structure property that holds in general for Jordan algebras of all bilinear forms; this explains the "no pairing" entry in the table in Theorem 7.6. On the other hand, for certain special classes of L or J there may be additional structure in the eigenvalues for reasons other than those considered in Theorem 7.6. For example, it is known that the eigenvalues of any real or complex skew-Hamiltonian matrix all have even multiplicity [16] , [17] , [29] . This is a special case of the following result. Proof. Suppose M is the n × n matrix defining the given skew-symmetric bilinear form; note that n is even since M is nonsingular.
A as the product of two skew-symmetric matrices, the first of which is nonsingular. But any such product has an even number of m × m Jordan blocks for any eigenvalue λ, by Propositions 3 and 4 in [29] . The even multiplicity of all eigenvalues of A now follows immediately.
Eigenvector structure.
The eigenvectors of matrices in G, L, or J cannot in general be arbitrarily chosen from K n , nor can they be arbitrarily matched up with scalars in K to form eigenpairs. In this section we will see what these restrictions on eigenvectors are and how they can sometimes feed back to put extra constraints on the spectra of structured matrices.
To concisely describe the relationships among the eigenvectors and their corresponding eigenvalues, we introduce various eigenvalue "pairing functions" ℘ to sum-marize the eigenvalue structure results of Theorems 7.2 and 7.6. The function ℘ depends on the type of structured matrix under consideration, and associates to a scalar λ the eigenvalue "partner" appropriate to that structure.
Scalar product
We will also need to recall the notion of isotropic vector. A nonzero vector v in a scalar product space K n is said to be isotropic if v, v M = 0, and nonisotropic if v, v M = 0. Note that the set of all isotropic vectors in any scalar product space can be only one of the following three types: empty, all of K n \ {0}, or a nontrivial algebraic variety in K n \ {0} (and hence a set of measure zero in K n ). Then we have the following result.
Theorem 7.8. Suppose A ∈ S, where S is any one of G, L, or J for a scalar product space K n . Let x, y ∈ K n be eigenvectors for A with Ax = λx and Ay = αy.
Proof. We give the proof only for G belonging to a sesquilinear form. The arguments for the other four cases are similar. We have
Thus (λ − Thus eigenvectors of structured matrices can be nonisotropic only if their eigenvalues are on the fixed point set of the corresponding pairing function. For sesquilinear forms these fixed point sets are the unit circle for G, the imaginary axis for L, and the real axis for J. When a scalar product space contains no isotropic vectors at all, eigenvalues of structured matrices are all forced to be on these fixed point sets, constraining the eigenvalues even more than is generally the case. The simplest and best known example of this is the standard inner product x, y = x * y on C n , where G is the unitary group with all eigenvalues on the unit circle, L is the skew-Hermitian matrices with all imaginary eigenvalues, and J is the Hermitian matrices with all real eigenvalues.
Structured singular value decomposition.
The SVD is one of the most important factorizations in all of linear algebra. The SVD factors a matrix A ∈ K n×n into A = U ΣV * , where U, Σ, V ∈ K n×n , U and V are unitary, and Σ is a diagonal matrix with only nonnegative entries [19] , [25] . The factors U , Σ, and V are never unique, although uniqueness is often forced on Σ by adopting the convention that its diagonal entries are in nonincreasing order. For the structured matrices considered in this paper it is sometimes useful to relax this ordering convention or replace it by a different ordering convention.
In this section we will first discuss the extent to which the singular values of matrices in G, L, and J are structured and then survey what is known about structured SVDs.
Singular values of automorphisms.
The singular values of matrices in many (but not all) automorphism groups have a pairing structure analogous to the eigenvalue pairings described in Theorem 7.2. ] with k > 0, it can be shown that every A ∈ G has reciprocally paired singular values, but when k = 1 almost every A ∈ G fails to have a structured polar decomposition.
As an immediate consequence of Theorem 8.1 together with the results of section 5, we have the following large classes of automorphism groups in which every matrix has reciprocally paired singular values. Note that this result has previously been known for some particular groups, using different arguments in each case. For real pseudo-orthogonal matrices, see [22] ; for symplectic matrices, see [14] , [39] , [49] .
For scalar products that are neither unitary nor have M 2 = αI, the conclusion of Corollary 8. For skew-symmetric A, A * A = −AA is the product of two skew-symmetric matrices, and thus all its nonzero eigenvalues have even multiplicity [13] . Hence the nonzero singular values of A all have even multiplicity. By contrast, the set Sym(K) contains the real symmetric positive semidefinite matrices, which clearly may have arbitrary singular values.
Next we invoke the orthosymmetry of ·, · M to see that for any A ∈ S, MA is either symmetric or skew-symmetric. First, recall from property (g) in Definition 2.4 that for any bilinear orthosymmetric scalar product ·,
. By Definition 2.4 (f) we know that K n×n = L ⊕ J, and hence left multiplication by M is a bijection from K n×n to K n×n that maps L and J to Skew(K) and Sym(K). To be more precise, we have shown that
or, equivalently,
Finally, ·, · M being a unitary scalar product means that M −1 = αU for some unitary U and α > 0, by Definition 2.3, property (d). From (8.2) we can therefore conclude that the singular value structure of S is the same as that of Skew(K) or Sym(K), depending only on whether ε and κ are equal or not.
(b) For sesquilinear forms, orthosymmetry of ·, · M means that M * = γM for some |γ| = 1 (see Definition 2.4(g)). Choosing β so that β 2 = γ, an argument similar to the one in part (a) shows that for any A ∈ S, βM A is either Hermitian or skewHermitian. But the set of all skew-Hermitian matrices is i · Herm(C), where Herm(C) denotes the set of Hermitian matrices. Combining this with C n×n = L ⊕ J, we have the following analogue of (8.2):
Since ·, · M is also unitary we have M −1 = αU for some unitary U and α > 0.
Thus in all cases we have S = U · Herm(C) for some unitary U , so the singular value structure of every S is the same as that of Herm(C). But the singular values of matrices in Herm(C) are unstructured, since Herm(C) contains all real symmetric positive semidefinite matrices, which may have arbitrary singular values.
Structured SVD of automorphisms.
In this section we survey (without proof) some recent results on the structured SVD question:
For which scalar products does every matrix in the corresponding automorphism group G have a "structured" SVD, that is, an SVD U ΣV * such that U, Σ, V ∈ G?
By contrast with the other structured factorizations considered in this paper, there is as yet no unified treatment of the structured SVD question for any large class of scalar products. However, for particular scalar products there have recently been some positive results, using arguments specific to the situation in each case. The most important of these results are for the three varieties of symplectic matrices seen in 
This theorem can be found in [49] for real symplectic and conjugate symplectic matrices, in [14] for complex symplectic matrices, and with a different proof in [39] for all three types of symplectic matrices. Structure-preserving Jacobi algorithms for computing a symplectic SVD of a real or complex symplectic matrix are developed in [10] . Theorem 8.5 also has an analytic version, as shown in [39] . 
One class of automorphism groups G for which completely structured SVDs are not possible are the pseudo-orthogonal groups, also known as the Lorentz groups. The only positive diagonal matrix in these groups is the identity matrix; thus no nonorthogonal Lorentz matrix can ever have an SVD in which all three factors are in G. However, there is a closely related structured decomposition of Lorentz matrices from which the singular values and vectors can be easily read off.
Theorem 8.7 (hyperbolic CS decomposition). Let G be one of the pseudoorthogonal groups O(p, q, R); here without loss of generality we will assume that p ≤ q. Then any A ∈ G has a "hyperbolic CS decomposition"; that is, A has a factorization A = U ΣV T , where U, V, Σ ∈ G , U and V are orthogonal, and Σ has the form
Theorem 8.7 can be found in [22] , together with references to earlier work on this factorization. An equivalent result is proved in [11] and also extended to the case of a smoothly varying Lorentz matrix A(t), albeit with the restriction that the numbers s ii (t) remain distinct for all t. Note that this restriction is equivalent to assuming that the singular values of the block matrix [
can also be easily extended to the pseudo-unitary groups U (p, q, C).
Characterizing which automorphism groups G have structured SVDs and which do not, as well as which G have decompositions that are "almost" structured SVDs, e.g., structured "CS-like" decompositions, is still an open question.
Structured SVD-like decomposition in Lie and Jordan algebras.
Since L and J are not closed under multiplication, we cannot in general expect SVDs of such matrices to have all three factors in L or J. Instead we aim to find SVDlike decompositions that reflect the L/J structure of the given matrix in a manner analogous to the symmetric SVD of complex symmetric matrices [9] , also known as the Takagi factorization [25] . Let us begin by recalling this factorization and its skew-symmetric analogue. Note that Sym(K) and Skew(K) are as defined in (8.1). 
Theorem 8.9 (skew-symmetric Takagi factorization). Suppose A ∈ Skew(C). Although the skew-symmetric Takagi factorization is not literally an SVD, it is an example of something that might reasonably be termed an "SVD-like" decomposition, since the Σ-factor reveals the singular values of A in a simple and straightforward fashion. Similarly, the real case of Theorem 8.8 may be viewed as an SVD-like decomposition. Any real symmetric A may be factored as A = U ΣU T with U real orthogonal and Σ real diagonal, but in general one cannot arrange for all the entries of Σ to be nonnegative. Nevertheless the singular values of A are easily recovered from Σ by taking absolute values. It is in this sense that we seek SVD-like decompositions for matrices in L and J.
Then there exist a unitary matrix U and a block diagonal matrix
We also want a factorization that reflects the structure of the given matrix from L or J. Observe that the symmetric/skew-symmetric structure of the matrix A in the Takagi factorizations is not expressed by structure in each individual factor, but rather by the overall form of the decomposition, i.e., as a congruence of a condensed symmetric or skew-symmetric matrix. In a scalar product space the analogue of congruence is -congruence, and it is not hard to see that L and J-structure is preserved by arbitrary -congruence whenever the scalar product is orthosymmetric; that is, for S = L or J and any P ∈ K n×n , A ∈ S ⇒ P AP ∈ S. Indeed, this property gives another characterization of orthosymmetric scalar products (see Theorem A.5(f)). The next result gives a "Takagi-like" factorization for any A ∈ L or J using -congruence of matrices in L or J that are simple enough to reveal the singular values of A. Note that we consider only scalar products that are both orthosymmetric and unitary. 
From Theorems 8.8 and 8.9 there exist V unitary and Σ ∈ S such that A = V ΣV T ; this Σ is real diagonal when S = Sym(K), and block diagonal as in (8.4) when S = Skew(K). In either case, Σ reveals the singular values of A. From this factorization of A we get
where W = V T is unitary and Σ = M −1 Σ ∈ S. A similar argument also leads to a factorization A = W ΣW when ·, · M is sesquilinear. In this case, orthosymmetry means that M * = γM for some |γ| = 1. Using once again that A ∈ S ⇒ A = κA with κ = ±1, we have by (8.3) that A := √ γM A is an element of
Hence there exist a unitary V and diagonal Σ ∈ S such that A = V ΣV * . Thus
where W = V * is unitary and Σ = γ −1/2 M −1 Σ ∈ S. In both the bilinear and sesquilinear cases, the Takagi-like form A = U ΣU with U unitary is now obtained by letting U = W and using the involutory property (e) in Definition 2.4 for orthosymmetric scalar products.
Finally, we invoke the hypothesis that ·, · M is unitary to see how the factor Σ reveals the singular values of A = U ΣU . Since U is unitary, so is U by Definition 2.3(b), and thus A and Σ share the same singular values. Property (d) in Definition 2.3 gives us an α > 0 such that αM is unitary, and thus αM Σ also has the same singular values as A. But αM Σ, being a scalar multiple of Σ, is either diagonal or block diagonal of the form (8.4), and thus reveals the singular values of A.
9. Concluding remarks. This work adds to the growing literature on matrices in automorphism groups, Lie algebras, and Jordan algebras associated with a scalar product. Results on structured factorizations have been given here with as few assumptions on the scalar products as possible. One of our main contributions is the recognition that for many results the appropriate assumption is that the scalar product is either unitary or orthosymmetric, and we have given a number of different characterizations of these two classes of scalar products.
Some open questions have been identified. A major area for future work concerns the numerical computation of structured factorizations in a way that exploits-and retains, in the presence of rounding errors-the structure. Some recent work along these lines can be found in the references, but much remains to be done. Appendix A. Special classes of scalar products. Many useful properties, such as the involutory property (A ) = A, do not hold in every scalar product space. In this appendix we consider a number of such properties, including all those listed earlier in section 2.3, and show that they cluster together into two groups of equivalent properties, thereby delineating two natural classes of scalar products. We have termed these classes orthosymmetric and unitary, and believe that their identification has simplified the presentation in this paper and will also help to clarify existing results in the literature. Note that all the "classical" examples of scalar products listed in Table 2 .1 are both orthosymmetric and unitary, as will easily be seen from Theorems A.5 and A.7.
A.1. Preliminaries.
To demonstrate the equivalence of various scalar product properties, we need a flexible way to detect when a matrix A is a scalar multiple of the identity. It is well known that when A commutes with all of K n×n , then A = αI for some α ∈ K. There are many other sets besides K n×n , though, that suffice to give the same conclusion. (f) ⇒ (a): Consider S = J and B = I ∈ J. Then (f) implies that P P ∈ J for any P ∈ K n×n , and thus P P = (P P ) = (P ) P . Since P is nonsingular for any nonsingular P , we have P = (P ) for every nonsingular P . Thus by Lemma A.2(e) we have property (a'), which was previously shown to be equivalent to (a).
A.3. Unitary scalar products. Finally, we prove the equivalence of a second set of scalar product space properties. We adopt the name "unitary" for the scalar products satisfying these properties because of (b) and (e) in Theorem A.7.
Definition A.6 (unitary scalar product 
