Abstract. The product monomial crystal was defined by Kamnitzer, Tingley, Webster, Weekes, and Yacobi for any semisimple simply-laced Lie algebra g, and depends on a collection of parameters R. We show that a family of truncations of this crystal are Demazure crystals, and give a Demazure-type formula for the character of each truncation, and the crystal itself. In type A, we show the product monomial crystal is the crystal of a generalised Schur module associated to a column-convex diagram depending on R.
Introduction
Let g be a complex semisimple simply-laced Lie algebra. The aim of this paper is to study a family of finite dimensional representations of g which appear in the study of slices to Schubert varieties in the affine Grassmannian. Our main theorem provides a Demazure-type character formula for these representations. When specialised to type A, we use this to give a positive formula for characters of generalised Schur modules and an explicit construction of the crystal of a generalised Schur module. We now discuss our motivations and results in more detail.
Our first motivation comes from the representation theory of algebras which quantise slices to Schubert varieties in the affine Grassmannian. Let G be a reductive algebraic group such that g = Lie(G), with Langlands dual G ∨ . The affine Grassmannian Gr of G ∨ is a Poisson ind-variety which plays an important role in geometric representation theory (e.g. [MV07, Zhu16] ).
Gr is stratified by spherical orbits Gr = λ∈X + Gr λ , where λ ranges over the dominant weights X + of G. The closure relation on these strata is given by the positive root ordering on X + :
Gr λ = µ≤λ Gr µ . Fixing a pair µ ≤ λ in X + , consider the transversal slice W λ µ to Gr µ in Gr λ . These slices inherit a Poisson structure, and under the geometric Satake correspondence geometrise (non-canonically) weight spaces of the irreducible representation of g [BF10] .
In [KWWY14] the authors initiate a program to construct quantisations of W λ µ , and study the representation theory of the resulting algebras. These algebras are called truncated shifted Yangians and denoted Y λ µ (R). Here R ∈ Π i∈I C λi /S λi is a deformation parameter, where
Modules over truncated shifted Yangians naturally afford a highest weight theory, leading to a category O(Y λ µ (R)), which is the "algebraic category O" in the sense of [BLPW14] . This category plays an important role in the "symplectic duality" program of Braden-Licata-ProudfootWebster. In [KTW + 19] O(Y λ µ (R)) was recently used to prove the categorical symplectic duality between Nakajima quiver varieties and the slices in the affine Grassmannian.
The representation theory of Y λ µ (R) easily reduces to the case where R consists of integers satisfying certain parity conditions (see Section 3 below). It is conjectured in [KTW + 15] , and proven in [KTW + 19] , that the sum V(R) = µ O(Y λ µ (R)) carries a categorical g-action in the sense of Khovanov-Lauda and Rouquier [KL09, Rou08, KL11] . Therefore the (complexified) Grothendieck group of this category is a representation of g. This representation is our main object of study:
While it is known that for generic (respectively singular) parameters V (R) is isomorphic to a tensor product of fundamental representations (respectively a single irreducible representation), the representation V (R) in general is quite mysterious. Let B(R) be the crystal of V (R), which is called the product monomial crystal due to its realisation as a subcrystal of Nakajimas's monomial crytal [KTW + 15] . Our first main result provides an explicit character formula for the crystal B(R), in terms of multiplications by dominant weights and application of isobaric Demazure operators (Theorem 5.10).
Our proof relies on defining truncations of the crystal B(R), which are certain subsets of B(R) (Section 5.1). Each of these truncations is described globally, however we show that "nearby" truncations are related via a crystal-instrisic operation, the extension of strings. Determining a path of nearby truncations from the smallest truncation to the largest gives a Demazure character formula (Section 5.2). We also show that each truncation is a disjoint sum of Demazure crystals (Section 5.3), which is not obvious from the global description of the truncation.
As a consequence of the categorification described above, the elements of weight µ in B(R) are in bijection with the simple highest weight modules of Y λ µ (R). In fact the crystal structure provides even more refined data, for example the highest-weight elements of weight µ in the crystal correspond precisely to the finite dimensional simple Y λ µ (R)-modules [KTW + 15, Proposition 3.17]. Thus, our character formula (Theorem 5.10) provides combinatorial information about the representation theory of Y λ µ (R). Our second motivation comes from the study of generalised Schur modules. Recall that for each partition λ, there is an endofunctor on vector spaces called the Schur functor S λ , and when V is the basic representation of GL(V ) over C, the representation S λ (V ) is irreducible, of highest weight λ. The modules S λ (V ) are well-studied and are called Schur modules.
The partition λ can be thought of as a Young diagram, a configuration of boxes in the plane, or a finite subset of N×N of a special form. In fact, to any finite subset D ⊆ N×N, called a diagram, we can associate a generalised Schur functor S D , and hence a generalised Schur module S D (V ). Considerably less is known about these functors in complete generality, though there have been some combinatorics developed for the class of "percentage-avoiding" diagrams [Mag98a, RS98] .
Our second main result describes the crystal of S D in the case where D is column-convex (see Remark 6.14). More precisely, we associate a parameter R to D and prove that B(R) is the crystal of S D (Theorem 6.21). This provides a model for the crystal of S D in terms of Nakajima monomials (the other known model for this crystal is due to Laksmibai, Littelmann, and Magyar [LLM02] using Demazure operators).
To prove Theorem 6.21, we compare our character formula (Theorem 5.10) for B(R) in type A n to a character formula for S D (C n+1 ) given by Reiner and Shimozono [RS98, Theorem 23], which shows that they have the same character when n is taken large enough compared to D. We then derive some stability results for B(R) (Section 6.1), which imply that B(R) is the character of S D (C n+1 ) for any n. Theorem 6.21 implies that in type A, the category V(R) defined by the truncated shifted Yangians are categorifications of generalised Schur modules associated to column-convex diagrams.
We note that our result shows that any skew Schur module is categorified by V(R), for some R.
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Preliminaries
2.1. Crystals. Let g be a complex semisimple Lie algebra. A choice of Cartan and Borel subalgebras h ⊆ b ⊆ g determines the following data:
(1) The Dynkin diagram, a finite simple graph with vertex set I.
(2) The weight lattice P , a Z-submodule of the dual Cartan h
We recall the definition of an abstract crystal from [KS97, Section 3]. An abstract g-crystal is a set B, together with a weight function wt : B → P , and for each i ∈ I, crystal operators e i , f i : B → B ⊔ {0} and maps ε i , ϕ i : B → Z ⊔ {−∞} such that the following axioms are satisfied for each i ∈ I:
(1)
The abstract crystal B is called semi-normal [Kas03, Section 2] if for any i ∈ I and b ∈ B, we have
We say that an abstract g-crystal is simply a g-crystal if it is isomorphic (as a crystal) to the crystal basis of a U q (g)-module. The highest-weight U q (g)-module V (λ) has a crystal basis for any dominant weight λ ∈ P + , and we write B(λ) for the connected g-crystal with this highest weight.
There are two different rules for forming the tensor product of two crystals, we use the convention from [HK12] . If B 1 , B 2 are Kashiwara crystals, then their tensor product B 1 ⊗ B 2 has underlying set the Cartesian product B 1 × B 2 , with pairs of elements written b 1 ⊗ b 2 , the convention that 0 ⊗ b 2 = b 1 ⊗ 0 = 0, and maps given by
This gives the category of abstract crystals the structure of a monoidal category, with crystals forming a full monoidal subcategory.
2.2.
Multisets. We will use multisets throughout the paper. Multisets will always be denoted using boldface type, such as R, S, T, or Q. Given a set X, a multiset based in X is a function R : X → N, where we write R[x] for the value of R at x ∈ X, henceforth called the multiplicity of x in R. The support of R is the subset Supp(R) = {x ∈ X | R[x] > 0} ⊆ X, and a multiset is finite if its support is finite. Any summations or products over R are taken with multiplicity, so for example if f : X → G is a function into an abelian group (written multiplicatively) and R is a finite multiset based in X, then x∈R f (x) :
. If R and Q are multisets based in X, their multiset union is the function R + Q. We say Q is a sub-multiset of R if
for all x ∈ X, and in this case, their multiset difference is the function R − Q.
The notation we use for multisets is similar to set notation, with exponents denoting multiplicity. For example, if X = {x, y, z} is a base set, then R = {x 2 , y} denotes a multiset R based in X where x appears with multiplicity 2, and y appears with multiplicity 1 (or treating R as a function R :
Definition of the product monomial crystal
The product monomial crystal is defined as a certain subcrystal of the Nakajima monomial crystal. The Nakajima monomial crystal is not only a crystal, but also has an abelian group operation given by multiplication of monomials. The product monomial crystal will be the monomial-wise product of certain subcrystals of the Nakajima monomial crystal.
3.1. The Nakajima monomial crystal. Fix g a complex semisimple simply-laced Lie algebra and h ⊆ b ⊆ g as in Section 2.1. Fix a two-colouring I = I 0 ⊔ I 1 of the Dynkin diagram which we will use to talk about the parity of nodes: those in I 0 are even, and those in I 1 are odd. (Note that a two-colouring always exists, since I has no cycles). Write j ∼ i whenever i and j are connected in the Dynkin diagram (they will necessarily have opposite parities). Let L ⊆ I × Z be the subset of parity-respecting points:
(6) L = {(i, c) | i ∈ I, c ∈ Z, i and c have the same parity} ⊆ I × Z.
Throughout Sections 3 to 5, we will always assume that this data determined by h ⊆ b ⊆ g is fixed, and any auxiliary symbols such as I and L are determined from this data. Only in Section 6 will we need to compare product monomial crystals coming from different Lie algebras. Nakajima's monomial crystal is the set B of Laurent monomials in the variables {y i,k | (i, k) ∈ L}, which we also consider as the set of finitely supported integer-valued functions on L:
where p[i, k] denotes the exponent of y i,k in p. The set B of monomials is given the following structure of a g-crystal:
For any (i, k) ∈ L, define the auxiliary monomial z i,k of weight α i :
The crystal operators e i , f i : B → B ⊔ {0} are then defined by
Note that the k appearing above must have the same parity as i; in general, we only ever consider (i, k) pairs that belong to L. It is routine to verify that (B, wt, ε i , ϕ i , e i , f i ) is an abstract gcrystal.
Theorem 3.1 ( [Kas03, Nak02] ). The monomial crystal B is a g-crystal, in particular, the connected component generated by any highest-weight element p ∈ B is isomorphic to the connected crystal B(wt p).
Note that in Theorem 3.1, by taking all monomials on I × Z rather than L, the above definition would coincide with the monomial crystal defined in [Kas03, Section 3]. Restricting to monomials only in the variables {y i,c | (i, c) ∈ L} forms a "good" subset in the sense of [Kas03, Proposition 3.1], and hence B as it is defined above is a crystal.
To understand the crystal B more intuitively, we picture the set L as being embedded in the plane, with the vertices of the Dynkin diagram I along the horizontal axis, and the Z parameter along the vertical axis. A monomial p ∈ B is an assignment of integers to the points of L, where all but finitely many integers are zero. The statistics ϕ k i (p) and ε k i (p) are upper and lower half-column sums of this diagram, taken in column i. An example in type A 5 is shown in Fig. 1 .
Since B is a crystal, the subcrystal generated by any highest-weight element is a finite connected crystal, isomorphic to B(λ) for some λ ∈ P + . For any (i, c) ∈ L, the monomial y i,c is highest-weight of weight ̟ i , and hence the subcrystal generated by y i,c is isomorphic to the connected crystal B(̟ i ). We call subcrystals of this kind fundamental subcrystals.
Definition 3.2. Given (i, c) ∈ L, the subcrystal B(i, c) ⊆ B generated by the monomial y i,c is called the fundamental subcrystal associated to (i, c).
3.2. The product monomial crystal. The monomial crystal B comes equipped with the structure of an abelian group, where the group operation is multiplication of monomials: for p, q ∈ B, the product p · q is defined by (p · q) [ 
If X, Y ⊆ B are subsets, we define their product X · Y = {x · y | x ∈ X, y ∈ Y } as usual, and call this the monomial-wise product of subsets. This subset is closed under the crystal operators, and its only highest-weight element is y We may denote the monomials above pictorially, as in Fig. 1 :
We then obtain the following pictures for the three connected crystals B(∅), B(1, 1) and
What is interesting about the third example above is that the subset B(1, 1) · B(1, 1) is again a subcrystal of B, despite the monomial-wise product having no obvious relation to the crystal structure on B. In fact, the subset B(R) is always a subcrystal of B, justifying the name product monomial crystal. The proof of Theorem 3.5 uses an explicit isomorphism between B(R) and the crystal defined by a graded Nakajima quiver variety depending on R. The author does not know of a purely combinatorial proof. Remark 3.6. Our notation differs from [KTW + 15] , who use a collection (R i ) i∈I of multisets, where R i is a multiset based in 2Z+parity(i). To go between these notations, set
In particular, B(R) is a finite normal g-crystal. Define the dominant weight wt(R) = and that furthermore, by varying R while keeping wt R fixed, both extremes B(R) ∼ = B(wt(R)) and B(R) ∼ = (i,c)∈R B(̟ i ) can be achieved.
Example 3.7. Let g be of type A 3 , and fix wt(R) = 2̟ 2 . Then depending on R, there are three possibilities for the isomorphism class of B(R):
⊗2 .
Analysis of the product monomial crystal
In this section we give a high-level analysis of the product monomial crystal, which will lay the foundation for the more precise analysis in Section 5 leading to the character formula. The results of this section appear in [KTW + 15] , with many details omitted.
Labelling elements of B(R)
. Let R and S be finite multisets based in L, and define the auxiliary monomials
, z
It may already be clear from Example 3.4 that each monomial p ∈ B(R) may be expressed as
S . In fact, this is a much more convenient labelling for our purposes than expressing p purely in terms of the y i,k . The next lemma justifies this labelling. Proof. Uniqueness follows from the fact that the set {z i,k | (i, k) ∈ L} is linearly independent in the abelian group B, under monomial multiplication. Existence is justified in the following way: each fundamental subcrystal B(i, c) is connected, and by taking a path down from the highestweight element y i,c , it follows that any q ∈ B(i, c) is of the form q = y i,c z −1 S , for some finite multiset S. Since any p ∈ B(R) is the product of elements of the various B(i, c) for (i, c) ∈ R, the claim follows.
Remark 4.2. In type A, the S multisets arising in B(R) may be interpreted in terms of partitions "hung from pegs", with each peg corresponding to an element of R. For more details (and a picture of this), see [WWY17, Section 2.5.3]. While we do not apply this interpretation explicitly in this paper, the author found it invaluable to make the connection between B(R) and the generalised Schur modules.
4.2.
A partial order on L. From this point going forward, we will assume that the Dynkin diagram I is connected. Define a partial order ≤ L on the set L as the transitive closure of (i, c) ≤ L (i, c + 2) and (i, c) ≤ L (j, c + 1) for all j ∼ i. A good reason to introduce this order is that the fundamental subcrystals B(i, c) always "grow downwards" from the point (i, c) with respect to this partial order.
Proof. The claim is vacuous for the highest-weight element y i,c since its associated S-multiset is empty. As the crystal B(i, c) is connected, it suffices to show that the f i operators preserve the above property.
In particular, the definition of ϕ j gives that p[j, k] > 0; this inequality together with Eq. (16) then implies
, and in this case (j, k − 2) = (i, c − 2) and so the property holds. Otherwise, R[j, k] = 0 and since l∼j S[l, k − 1] is strictly positive, at least one upward neighbour of (j, k − 2) is already included in Supp S, and the claim follows by the transitivity of ≤ L .
4.3. Upward-closed sets, boundaries, and minimal elements. A subset J ⊆ L is called upward-closed if whenever x ∈ J and y ∈ L satisfy x ≤ L y, then y ∈ J. Every upward-closed set is a union of the upward-closed sets generated by its minimal elements.
For each i ∈ I, define the i-boundary of an upward-closed set J to be 
showing where the S-support of the fundamental subcrystal B(i, c) must lie. In each diagram, if we take all red circles as defining a parameter multiset R, it follows by definition of the product monomial crystal that the S-support of any monomial is contained in the union of the green regions. S ∈ B(R), its R-support is defined to be the set Supp R (p) = Supp R ∪ Supp S. Note that the Rsupport is defined in terms of the S-labelling, and can be large compared to the support of the original monomial in terms of the y i,c , as the next example shows.
Example 4.4. When R = {(1, 1), (3, 5)}, the trivial monomial 1 ∈ B(R) is expressed as y R z −1 S for S = {(1, 1), (2, 2), (3, 3)}, and so |Supp R (1)| = 4.
For a monomial p ∈ B(R), Eq. (16) shows that if p[i, k] = 0, then (i, k) is contained in the upward-closed set generated by Supp R (p). The next lemma shows that if the R-support of a monomial p extends below R itself, then p cannot be highest-weight.
Lemma 4.5. Let p ∈ B(R), and suppose that (i, k) is minimal in Supp R (p) and (i, k) / ∈ Supp R. Let n = ε i (p) and q = e n i (p) be the element at the top of p's i-string. Then n > 0, and
Corollary 4.6. If p ∈ B(R) is highest-weight, its R-support lies in the upward-closed set generated by R.
Truncations and a character formula
In this section, we define a family of subsets B(R, J) of the product monomial crystal B(R), parametrised by an upward-closed set J ⊆ L. Each subset B(R, J) is closed under the crystal raising operators (e i ) i∈I , and is a special kind of subset called a Demazure crystal (defined in Section 5.3). We show how to relate the subsets B(R, J) for varying R and J, leading to an inductive Demazure-type character formula for each B(R, J).
5.1.
Truncations defined by upward sets. We saw in Corollary 4.6 that the highest-weight elements of B(R) have R-support lying entirely within the upward-closed set generated by R. Turning this condition around, let J be the upward-closed set generated by R, and define B(R, J) to be the subset of all monomials in B(R) whose R-support is contained in J. This subset B(R, J) is closed under the crystal raising operators, and contains all highest-weight elements of B(R). It is the prototypical example of one of our truncations.
Some facts about these subsets are already clear:
(1) The subset B(R, J) contains every highest-weight element of B(R), by Corollary 4.6.
(2) The subset B(R, J) is closed under the crystal raising operators (e i ) i∈I , since each e i will either act by zero, or by removing an element from the S-multiset of a monomial. Suppose we have two upward-closed sets J, J ′ which both contain R, and differ by a single element: J ′ = J ∪ {(i, c)}. Then the two truncations defined by J and J ′ can be related by purely crystal-theoretic terms: the larger one will be the extension of i-strings of the smaller one.
Definition 5.2. Let B be a crystal, and X ⊆ B any subset. For i ∈ I, define the extension of i-strings D i X to be the subset
The operators
Lemma 5.3. Let J and J ′ be two upward-closed sets containing Supp R, which differ in a single element:
is in fact minimal in Supp R q, since both J and J ′ are upward-closed sets. Hence Lemma 4.5 gives that there is some n > 0 for which e n i (q) ∈ B(R, J). Conversely, suppose that p ∈ D i B(R, J). As (i, k) / ∈ J, we have that p[i, r] = 0 for all r ≤ k. It follows from the definition of f i that both f
The upshot of Lemma 5.3 is that although the two subsets B(R, J) and B(R, J ′ ) are defined in terms of supports of monomials, they are related via a purely crystal-theoretic means (the extension of i-strings). However, Lemma 5.3 can only be used when both the upward-closed sets J and J ′ include Supp R. The next lemma shows how to relate various parameter multisets R and R ′ , while holding the truncating set J fixed. Example 5.5. We will use the facts above to quickly compute the decomposition of the type A 3 product monomial crystal corresponding to the parameters R = {(1, 3), (3, 1), (3, 3)}.
(1) Beginning with no parameters and the upward-closed set J 1 generated by (2, 2), we have B(∅, J 1 ) = {1}, the trivial monomial. 5.2. A Demazure character formula. Recall that P ⊆ h * denotes the weight lattice associated to g. Let Z[P ] denote the group algebra of the weight lattice, written multiplicatively: e λ e µ = e λ+µ ∈ Z[P ]. For a node i of the Dynkin diagram I, the (isobaric) Demazure operator π i is the Z-linear map Denote by ch the character function, which takes a subset X ⊆ B of a g-crystal B to its character: ch(X) = x∈X e wt x ∈ Z[P ]. The following definition and theorem are originally due to Kashiwara [Kas93] : Definition 5.6. A subset X of the g-crystal B has the string property if, for every i-root string S in B, S ∩ X is one of S, ∅, or {u S }, where u S ∈ S satisfies e i (u S Figure 5 . On the left, the connected sl 3 crystal of highest-weight ̟ 1 + ̟ 2 . In the middle, a subset without the string property, and on the right a subset which does have the string property.
Theorem 5.8. [Kas93, BS17] . If X is a subset of a g-crystal B, and X satisfies the string property, then ch(D i X) = π i (ch X) for all i ∈ I.
In other words, if X is a subset of a crystal satisfying the string property, then extending i-strings of the subset X "lifts" the Demazure operator π i on the level of characters. It turns out that all of the truncations we have been considering have the string property. (This does not follow from our previous results, since even if some subset X ⊆ B has the string property, D i (X) may not).
Lemma 5.9. If J is an upward-closed set containing R, then B(R, J) has the string property.
Proof. Since B(R, J) is closed under the e i operators, it suffices to show that for any p ∈ B(R, J) (1) ch B(∅, J) = 1 for any J.
(2) Suppose J is an upward-closed set containing R, and Q lies along the boundary ∂J. Then ch B(R + Q, J) = e wt(Q) · ch B(R, J).
(3) Suppose J is an upward-closed set containing R, and
By taking J such that B(R, J) = B(R), this gives a character formula for B(R). Alternatively, by applying Corollary 5.16, we have that
for any upward-closed set J containing R.
Proof. Each rule is justified as follows:
(1) The subset B(∅, J) is the trivial monomial {1}, which has character 1.
(2) If p ∈ B is any monomial and X ⊆ B is any subset, then ch(p · X) = e wt p · ch(X). The result then follows from Lemma 5.4. Example 5.11. Take the type A 3 parameter multiset R = {(1, 3), (3, 1), (3, 3)}. As in Example 5.5, we previously determined that for J being the upward-closed set generated by (3, 1), we had the equality of sets (23) B(R, J) = y 3,1 · D 3 (y 1,3 y 3,1 · {1}).
Applying the rules in Theorem 5.10, we see that
which is most easily computed using the isomorphism
Each of e ̟1+2̟3 and e ̟1+̟2 are Demazure characters associated to the highest-weights ̟ 1 +2̟ 3 and ̟ 1 + ̟ 2 respectively, and hence we again find that
At this point we already have enough to prove the results of Section 6, however we will continue onwards and show that each truncation is actually a Demazure crystal, which both is interesting in its own right and useful since a Demazure crystal is determined (up to isomorphism) by its character.
5.3.
Truncations are Demazure crystals. Let λ be a dominant integral weight for g, and V (λ) the corresponding irreducible representation. The weights in the Weyl group orbit W · λ are called the extremal weights of V (λ), and for any extremal weight ν, the weight space V (λ) ν is one-dimensional, spanned by some vector v ν ∈ V (λ) ν . Demazure [Dem74] considered the modules V ν = U (b)v ν , which are modules for the Borel subalgebra b, rather than for g. For example, when λ ∈ P + is dominant, then V λ = V (λ) λ is one-dimensional, while V w0λ = V (λ) is the whole irreducible g-module. Demazure modules are (up to isomorphism of b-modules) parametrised by the integral weights P , rather than by the dominant integral weights P + . Demazure crystals were introduced by Kashiwara [Kas93] , as a way of lifting some of Demazure's results to the setting of crystals. Let ν ∈ P be any integral weight, then the connected Demazure crystal D(ν) of Demazure lowest weight ν is defined in the following way. Let λ ∈ W ·ν be the unique dominant weight in the Weyl group orbit of ν, and let i 1 , . . . , i l ∈ I be a reduced word such that s i1 · · · s i l λ = ν. Let b λ ∈ B(λ) denote the highest-weight element of the connected crystal B(λ), then the connected Demazure crystal D(ν) is defined as
It follows from [Kas93, Lemma 3.2.1] that the subset D(ν) is independent of the choice of reduced word. We define a Demazure crystal to be a disjoint union of connected Demazure crystals. Note that a Demazure crystal is not really a crystal, since it usually not closed under the crystal f i operators. However, it is always closed under the crystal e i operators, and isomorphisms of Demazure crystals are isomorphisms of edge-labelled graphs.
Tensor products of Demazure crystals need not be Demazure crystals, however if X is a Demazure crystal and b is a highest-weight element of any crystal, then X ⊗ {b} is always a Demazure crystal [Jos03] . We will use this fact to show that our truncations are Demazure crystals, by strengthening Lemma 5.4.
Lemma 5.12. Let J be an upward-closed set containing R, and let Q be a multiset supported along the boundary of J, so Supp Q ⊆ ∂J. Set µ = wt(Q), and write b µ ∈ B(µ) for the highest-weight element. There is a bijective, weight-preserving map
which is equivariant under the crystal raising operators, i.e. Φ(e i p) = e i (Φ(p)) for all i ∈ I.
Proof. The map is defined as a consequence of Lemma 5.4, and is bijective and weight-preserving, so all that remains to be seen is the e i -equivariance. Let us recall the rule (Eq. (5)) for applying e i to a tensor product of two crystal elements:
Fix an i ∈ I, and let (i, k) ∈ ∂J be that unique point on the boundary of J lying in column i. Let p ∈ B(R + Q, J) be arbitrary. Since the support of Q lies in ∂J, the only element of Q in column i which could have nonzero multiplicity is (i, k), where it has multiplicity Proof. We have already shown that every truncation such as B(R, J) can be built by starting with the trivial monomial {1} and repeatedly applying one of (1) The extension of i-string operators D i for i ∈ I; or (2) Multiplication by a monomial of the form y Q , for some finite multiset Q based in L.
The trivial crystal {1} is a Demazure crystal. It follows by [Kas93, Proposition 3.2.3] that the property of being a Demazure crystal is preserved under extension of i-strings, and by the main theorem of [Jos03] , the property of being a Demazure crystal is preserved under forming the tensor product with a single highest-weight element b µ for any µ ∈ P + .
This property makes the results about characters more useful, since Demazure crystals are determined (up to isomorphism of edge-labelled graphs) by their characters. The following lemma is folklore, but the author could not find a proof within the literature, so one is included here for completeness.
Lemma 5.14. The characters of nonisomorphic connected Demazure crystals form a basis for the character ring Z[P ].
Proof. A connected Demazure crystal is parametrised by a weight ν ∈ P , and its character is of the form ch D(ν) = e ν + λ>ν c ν,λ e λ . By a standard argument, the λ appearing in the sum with nonzero c ν,λ must lie in the convex hull of the orbit W · ν. Hence if Q ⊆ P is a finite, Weyl-invariant set which is "convex" (in the sense that the intersection of the convex hull of Q with P is again Q), the Z-linear map e ν → ch D(ν) is an endomorphism of Z[Q], and its matrix is upper-triangular with 1's along the diagonal. This shows that {ch D(ν) | ν ∈ Q} is a basis for Z [Q] .
Since Z[P ] is a limit of the Z[Q] for larger and larger Q, the claim follows. for any upward-closed set J containing R.
Proof. Since B(R, J) is a sum of connected Demazure crystals, the decomposition of ch B(R, J) into Demazure characters agrees with the decomposition of B(R, J) into connected components. Each Demazure character is of the form π x (e λ ), where λ is the dominant weight corresponding to the highest-weight element in the connected component, and x is some Weyl group element. By the Demazure character formula [Kas93] , π w0 (e λ ) = ch B(λ), and since π w0 = π w0 π x , the result follows.
The product monomial crystal in type A
We will show that in type A n , the product monomial crystal B(R) is isomorphic to the crystal of a generalised Schur module S D (see Sections 6.2 and 6.3), an SL n+1 module defined by a diagram D depending on R. The modules S D have a stable decomposition when D is held fixed and n is allowed to grow large, and the character of this module is given by a Demazuretype character formula [RS98, RS95] . We first show that the decomposition of B(R) has a stable decomposition as n grows large, and then compare characters to show that the stable decompositions of S D and B(R) agree. 6.1. Stability of decomposition in type A. Throughout this section, we work with product monomial crystals in different Lie types A n and A m for n = m. Multisets such as R or S will be considered to be based in
then we will say that R lives over A n . Given two finite multisets R and S living over A n , we define the Nakajima monomial
where we have included the full formula to make it clear that the z −1 S term depends on the Lie type A n , via the adjacency relationship ∼ An (so saying that v(A n , R, S) = y R z −1 S is an abuse of notation). For 1 ≤ i ≤ n, let B(A n , {(i, c)}) ⊆ B(A n ) be the fundamental subcrystal generated by v(A n , {i, c}, ∅) = y i,c ∈ B(A n ), which we previously just called B(i, c). For R living over A n , denote by B(A n , R) = (i,c)∈R B(A n , {(i, c)}) the product monomial crystal, which we previously called B(R).
We begin by showing that there are inclusions of sets between fundamental subcrystals of different Lie types, by simply copying their S-multisets.
Proof. The claim is clearly true for m = n, so suppose m > n. Directly from the definition of the monomial crystal B(A n ), we find that for p = v(A n , R, S)
Note that only the last summand changes depending on the Lie type, due to the adjacency relationship j ∼ i, and so if q = v(A m , R, S) then
Since S lives over A n , we must have S[n + 1, −] = 0, and hence ϕ
for any m ≥ n. Since the claim holds for the highest-weight elements (with S = ∅), and B(A n , R) is generated by its highest-weight element under the operators f 1 , . . . , f n , the claim follows by induction.
Lemma 6.1 showed that we can include an element of a fundamental crystal for A n into a fundamental crystal for A m , m ≥ n, just by copying the S-multiset across. By the definition of the product monomial crystal, the same is true by way of factorising each monomial into a product of monomials coming from various fundamental crystals. Hence after fixing a finite multiset R living over A n , and some m ≥ n, there is an injective map of sets
The image of Ψ n,m is precisely those monomials of B(A m , R) which are R-supported over A n .
Lemma 6.2. Let R be a parameter multiset living over A n . Then for any m ≥ n,
Proof. The claim is true for fundamental subcrystals (the case where R is a singleton multiset), since if a monomial v(A m , R, S) ∈ B(A m , R) has S living over A n , then it is generated by the highest-weight element under the operators f 1 , . . . , f n , and hence is in Im Ψ n,m by Lemma 6.1. The claim then follows for general R by factorising monomials.
If v(A n , R, S) is highest-weight, then so is v(A m , R, S), and therefore the map Ψ n,m restricts to an injection on the highest-weight elements of each crystal:
(Where for a crystal B, we write B h.w. for the subset of its highest-weight elements.) These inclusions are all compatible, in the sense that ψ m,r • ψ n,m = ψ n,r for any n ≤ m ≤ r. When R is fixed, the cardinalities of the sets B (A m , R) h.w. stabilise, and so do their weights in the sense that when written as a sum of dominant weights, the coefficients of the sum stabilise.
. Let X be the intersection of the upwardclosed set generated by R, and the downward-closed set generated by {(i, c− 2) | (i, c) ∈ Supp R}, and let n be smallest such that X ⊆ L n . Then,
(1) The inclusions ψ n,m for m ≥ n are bijections.
(2) The inclusions ψ n+1,m for m ≥ n + 1 are weight-equivariant, in the sense that if
For k ≤ n + 1, the image of the inclusion ψ k,n+1 is described purely in terms of weights:
(1) If p ∈ B(A m , R) h.w. , then by Lemma 4.3 and Corollary 4.6, we have Supp R p ⊆ X, which lives over A n . Hence by Lemma 6.2, ψ n,m is surjective. Since the decomposition of B(A n , R) is stable for large enough n, there are well-defined multiplicity coefficients {c λ R ∈ N | λ ∈ Λ} recording the multiplicity of the irreducible crystal B(A n , λ) in B(A n , R), where Λ is some set capable of indexing the dominant weights of all A n in a compatible way. A natural choice for Λ which is consistent with part (2) of Lemma 6.3 would be to take the set of finitely-supported sequences of nonnegative integers, via the embedding of an → (a 1 , . . . , a n , 0, 0, . . .) . However, the link with Schur modules associated to diagrams will be more obvious if we choose Λ to be the set of all partitions, so we briefly remind the reader how to go between partitions and weights of SL n or GL n .
A partition λ = (λ 1 ≥ · · · ≥ λ k > 0) is a weakly decreasing list of positive integers, and the length of the partition λ is ℓ(λ) = k, the length of the list. We draw partitions as Young diagrams using English notation, so that for example λ = (4, 3, 1, 1) is represented as the diagram
A partition λ of length at most n may be interpreted as a dominant weight of SL n+1 , by taking λ, α ∨ i to be the number of columns of length i, for each 1 ≤ i ≤ n. For example, the partition λ = (4, 3, 1, 1) above would represent the dominant weight ̟ 1 + 2̟ 2 + ̟ 4 of SL 5 , or of SL 6 , and so on. (We will always make it clear which weight space we are interpreting the partition in).
A partition λ of length at most n may also be interpreted as a dominant weight of GL n , by taking λ, α ∨ i to be the number of columns of length i for each 1 ≤ i ≤ n − 1, and taking the number of columns of length n to be the multiplicity of the determinant. For example, the same partition λ = (4, 3, 1, 1) would represent the weight ̟ 1 + 2̟ 2 + det of GL 4 .
We now state our definitions in terms of partitions.
Definition 6.4. Given a finite multiset R based in L ∞ 2 , let X be the intersection of the upwardclosed set generated by R, and the downward-closed set containing {(i, c − 2) | (i, c) ∈ Supp R}, and let n be smallest such that X ⊆ L n . For any m ≥ n + 1, we say that A m is stable for R, and we define the coefficients c Corollary 6.5. The decomposition of the product monomial B(A n , R) can be deduced from the stable coefficients c
where λ ′ is the partition obtained from λ by deleting columns of length n + 1.
Example 6.6. We now give a full example of how to start from the data of a finite multiset R living over A n , and find an A m stable for R, and finally how to specialise the stable coefficients c λ R back to A n . Let R = {(1, 5), (3, 1), (4, 2)}. The sets X ∩ L 4 and X are shown in green in Fig. 7 , and X satisfies X ⊆ L 5 . Hence the decomposition of B(A m , R) is stable for m ≥ 6. Using a computer, we compute the decomposition of B(A 6 , R) to be
In terms of partitions, the λ for which c λ R = 1 are (50) , and c λ R = 0 for all other partitions λ. Applying Corollary 6.5 in order to get the decomposition of B(A 4 , R), we need to throw away the partitions of length ≥ 6, and remove the remaining columns of length 5. In terms of fundamental weights, we obtain the decomposition
Remark 6.7. Most of the above discussion of stability applies to the family D n for n ≥ 4, with the Dynkin diagram labelled as Example 6.8. Let D = {(1, 1), (2, 2), (3, 2), (2, 3), (4, 3)} ⊆ Z × Z. This diagram, along with a tableau T : D → {1, 2, 3, 4, 5} is pictured in Fig. 8 . The row-stabilising subgroup R T is generated by the transposition (24), while the column-stabilising subgroup C T is generated by (23) D = {(1, 1), (2, 2), (3, 2), (2, 3), (4, 3) }, pictured as a collection of squares in the plane. We index positions in the plane like matrices, so that the first coordinate goes down the page, and the second coordinate goes right along the page. In the middle is a tableau T : D → {1, . . . , 5}, and on the right is a rearrangement of the rows and columns of D to a second diagram D ′ which is skew, of shape (3, 2, 2, 1)/(2, 1).
6.3. Schur modules associated to arbitrary diagrams. Let V be a finite-dimensional Cvector space, and D be a diagram with d boxes. The tensor power V ⊗d is naturally a (GL(V ), S d ) bimodule, and we define the generalised Schur module to be (up to isomorphism) the left GL(V )-
As a consequence of Schur-Weyl duality, the generalised Schur module decomposes as
The restriction on partitions having length at most dim V is not strictly necessary, since in this case we would have S λ (V ) = 0.
The main theorem to be shown is that in type A, the product monomial crystal is always a crystal of a generalised Schur module.
6.4. Schur and Flagged Schur modules. In order to study the characters of the Schur module S D (V ), it is convenient to introduce a more concrete definition of the Schur module (note that our previous definition was only up to isomorphism), as well as a quotient of the Schur module, called the flagged Schur module. While the Schur module is a module for the whole of GL(V ), the flagged Schur module will be a module for a Borel subgroup of GL(V ), and will only be defined when dim V is large enough compared to D. In the following discussion, we adopt the definitions from [RS99] .
For a diagram D, let col j (D) ⊆ D denote the subset of boxes in column j, and row i (D) ⊆ D denote the subset of boxes in row i. Let k (V ), T k (V ), and S k (V ) denote the exterior, tensor, and symmetric algebras of degree k of V . We define the map ψ D as the composition
where the first map is comultiplication in each exterior algebra, the second map is the natural rearrangement, and the third map is multiplication in the symmetric algebra. The Schur module Many of the results known about the generalised Schur modules S D (V ) are due to geometric constructions of this module as sections of a line bundle over a (generally singular) variety, in [Mag98a, Mag98b] . In this setting, the flagged Schur module (or its dual, the flagged Weyl module) naturally arise, and in [RS98, RS95] , a Demazure-type character formula is given for the characters of the flagged Schur modules of percentage-avoiding diagrams D. Fortunately, the diagrams we will encounter are northwest, which are automatically percentage-avoiding, and so these results apply. (A diagram D is northwest if whenever (j, k), (i, l) ∈ D with i < j and k < l, then (i, k) ∈ D). 6.5. Diagrams and multisets defined by partition sequences. It is quite awkward to directly state the map from a multiset R to a corresponding diagram D. Instead, we will define each of R and D from a common partition sequence.
Definition 6.11. A partition sequence of length r is a sequence λ = (λ Remark 6.14. All of the results of [RS98] apply to the class of column-convex diagrams, which are diagrams where the columns have no gaps: if (i 1 , j) ∈ D and (i 2 , j) ∈ D for i 1 < i 2 , then all of (i 1 , j), (i 1 + 1, j), . . . , (i 2 , j) ∈ D. We note that diagrams of the form D(λ) are always column-convex, and conversely that every column-convex diagram D is of the form D(λ) after applying a column permutation. (1) Definition 6.17. Let λ be a partition sequence of length r. Define the multiset R(λ) associated to λ and the upward-closed set J(λ) associated to λ inductively as follows:
(1) For i = 0, R(λ 0 ) = ∅, and let J(λ 0 ) be the complement of the downward-closed set generated by (1, −1).
(2) For i > 0, let J(λ i ) be the union of J(λ i−1 ) with the upward-closed set generated by (1, −2i + 1), and let R(λ i ) − R(λ i−1 ) be supported on J(λ i ) \ J(λ i−1 ) and have weight λ (i) .
Example 6.18. As in Example 6.13, let λ = (∅, (1, 1), (2, 1), (1, 1, 1, 1), (2, 1, 1)). As a sequence of weights, expressed in terms of the fundamental weights, we would instead have (0, ̟ 2 , ̟ 1 + ̟ 2 , ̟ 4 , ̟ 1 + ̟ 3 ). The multiset R(λ 5 ) is shown in Fig. 9 as the red circled points, with the differences in the truncations J i = J(λ i ) also shown. The recurrence for the characters in Lemma 6.15 and Lemma 6.20 are formally the same, but the first is a recurrence of GL(V ) characters, while the second is of SL r+1 characters. This does not pose much of a problem: we can take V = C r+1 in the first case, and restrict to the (Borel inside the) subgroup SL r+1 ⊆ GL r+1 . In other words, B(A n , R) is the crystal of the representation S D (C n+1 ).
Proof. Let f : Z[P GL r+1 ] ։ Z[P SL r+1 ] be the projection of characters associated with the inclusion SL r+1 ֒→ GL r+1 . The projection f commutes with the Demazure operators π 1 , . . . , π r , and with multiplication by the fundamental weights ̟ 1 , . . . , ̟ r . Hence by taking V = C r+1 in Lemma 6.15 and applying f , we get the same character as in Lemma 6.20, and hence To consider arbitrary n, we compare the decomposition of B(A n , R) given by Corollary 6.5 to the decomposition of S D (C n+1 ) given by Schur-Weyl duality:
where µ ′ is the partition obtained by deleting columns of length n+1. Since these decompositions are the same, the result holds.
Remark 6.22. Given any finite multiset R living over A n , after performing a vertical shift R → R ′ , (i, c) → (i+2k, c) for some k ∈ Z, we may assume that Supp R ′ is contained in the downwardclosed set generated by (1, −1). This vertical shift does not change the isomorphism class of the product monomial crystal: we have B(A n , R) ∼ = B(A n , R ′ ). It is clear from Definition 6.17 that there is a partition sequence λ such that R(λ) = R ′ , and hence by taking D = D(λ) we have from Theorem 6.21 that B(A n , R ′ ) is the crystal of the generalised Schur module S D (C n+1 ). Conversely, by Remark 6.14 any column-convex diagram D is (after rearranging columns) D(λ) for some λ, and hence Theorem 6.21 gives a positive combinatorial formula for the character of the generalised Schur module S D (C n+1 ) associated to any column-convex diagram D. By [KTW + 19] , the category O of truncated shifted Yangians provides categorifications of gmodules whose associated crystal is the product monomial crystal. Hence, by Theorem 6.21, we deduce that in type A these are categorifications of generalised Schur modules, in the columnconvex case. In particular, the truncated shifted Yangians produce (the first known) categorifications of skew Schur modules.
