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Recent results have demonstrated that samplers constructed with flow-based generative models
are a promising new approach for configuration generation in lattice field theory. In this paper,
we present a set of methods to construct flow models for targets with multiple separated modes
(i.e. theories with multiple vacua). We demonstrate the application of these methods to modeling
two-dimensional real scalar field theory in its symmetry-broken phase. In this context we investigate
the performance of different flow-based sampling algorithms, including a composite sampling algo-
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Quantum field theories (QFTs) are the mathematical
and conceptual frameworks through which we describe
particle-based theories of Nature. For example, the Stan-
dard Model of particle physics encapsulates our current
best understanding of fundamental particles and their
interactions in terms of a QFT. Deriving physical re-
sults from QFTs such as the Standard Model in many
cases requires calculations in strong-coupling regimes of
the theories, for which perturbative methods cannot be
applied. Lattice quantum field theory [1] provides a non-
perturbative approach to computing physical quantities
in this regime based on numerically evaluating path in-
tegrals, rendered finite and regularized by discretizing
the quantum fields onto a Euclidean spacetime lattice.
This method is commonly applied to determine strong
force phenomena described by Quantum Chromodynam-
ics (QCD) within the Standard Model [2–7], and also
is used in studies of beyond–Standard-Model theories [8–
11]. Lattice methods are also widely applied in condensed
matter physics to determine quantum and classical col-
lective phenomena of many degrees of freedom [12].
In both particle physics and condensed matter appli-
cations it is important to extrapolate lattice field theory
calculations to a large number of degrees of freedom (lat-
tice sites) and a long correlation length, giving access to
continuum/infinite-volume physics and physics near crit-
ical points. Calculations approaching these limits, how-
ever, have diverging computational cost due to the phe-
nomenon of “critical slowing down” in typical Markov
Chain Monte Carlo (MCMC) approaches to sampling
the path integral in these theories [13–17]. Intuitively,
this slowing down occurs for algorithms that draw suc-
cessive samples by applying close-to-local stochastic per-
turbations to previous samples; when correlation lengths
are large and there are many degrees of freedom, many
stochastic steps are required before arriving at a new in-
dependent sample. In some cases, carefully designed al-
gorithms have been shown to alleviate this growing com-
putational cost [18–36], typically by applying more non-
local stochastic updates, but such methods have not been
found for key theories including QCD.
There are growing efforts to apply machine learning
techniques to accelerate sampling for lattice field theo-
ries with the goal of enabling calculations which are cur-
rently computationally intractable [37–49]. One such ap-
proach uses flow-based models to independently sample
field configurations. In this framework, the flow model
defines a variational proposal distribution that can be
optimized to approximate the physical distribution of
interest. The flow-based MCMC algorithm developed
in Refs. [43–45] uses proposals generated by flow mod-
els with a corrective Metropolis-Hastings accept/reject
step, which grants theoretical guarantees of asymptotic
exactness in the same way that more traditional sam-
pling methods such as hybrid/Hamiltonian Monte Carlo
(HMC) [50] do.
For both traditional methods and flow-based MCMC
these guarantees of exactness are asymptotic, and in
practice a finite ensemble of samples may not be suffi-
cient to achieve a representative sampling and unbiased
results. However, as we discuss and demonstrate in this
work, traditional methods and flow-based MCMC can ex-
hibit poor sampling behavior in different ways, and can
be combined to produce efficient samplers where either
method would fail individually. Multimodal distributions
provide a clear example where this is the case, and are
the focus of this work.
In particular, finite-sample pathologies have been
demonstrated for traditional methods in cases where the
sampling algorithm remains trapped in one or several of
many modes of a multimodal distribution, such as when
“topological freezing” occurs [14, 16, 17, 51]. Meanwhile,
the efficiency of flow-based MCMC depends on how well
the model approximates the target distribution: models
that undersample particular regions of the target distri-
bution result in inefficient samplers due to long runs of
rejected proposals, requiring many proposal steps before
asymptotic convergence. When used in combination, the
two methods may correct each other’s respective deficien-
cies, with flow proposals providing rapid mixing between
modes while updates with traditional methods populate
regions undersampled by the flow model. However, this
complementarity requires flow models that sample from
all modes of the target.
In this work, we first explore and demonstrate the ca-
pacity of flow-based methods to model multimodal dis-
tributions. As a testbed, we study the particular ex-
ample of two-dimensional real scalar field theory. With
quadratic and quartic interactions, this theory has a Z2
global symmetry (negation of the field) and a correspond-
ing broken-symmetry phase for which the distribution
of fields is bimodal. Adding a linear interaction breaks
the symmetry explicitly, providing a model for the more
general case of multiple modes with different shapes and
relative weights. In either the exactly symmetric or ex-
plicitly broken case, we have a mean-field description of
the mode structure and a known operation (negation)
which moves fields between modes. As a test of generic
approaches to modeling multimodal distributions with-
out such a priori knowledge, we use flow model archi-
tectures which do not explicitly encode this mode struc-
ture. In this context, we find that training using stochas-
tic gradient descent with default hyperparameters us-
ing the “reverse KL” self-training procedure employed
in e.g. Refs. [43–45, 49] often results in “mode-collapsed”
models that sample only single modes of the distribu-
tion. We demonstrate how these mode-collapsed models
can be used to construct multimodal mixture models, as
well as several alternate training schemes that can train
multimodal models without mode collapse where, in some
cases, reverse KL self-training cannot.
We then investigate the performance of the resulting
models when used with both flow-based MCMC as well
as a composite sampling algorithm where flow-based pro-
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posals are occasionally augmented by applying updates
with HMC. While the models are good approximations of
the bulk of the bimodal target distribution, they typically
exhibit underweighting of the “inner tails” (regions of low
density between modes). For the models trained here,
we find that this underweighting can be severe enough
to compromise the pure flow-based MCMC approach,
with rare samples from the inner tails triggering catas-
trophically long runs of rejections. However, we further
demonstrate that augmenting the pure flow-based pro-
posals with HMC regulates this issue to provide an ef-
ficient sampler that outperforms HMC and gives more
reliable sampling than flow-based MCMC alone.
The rest of the paper is structured as follows. In Sec. II
we review traditional and flow-based MCMC methods,
highlighting the different sampling challenges for each
with an emphasis on how these challenges arise when
sampling from multimodal distributions. In Sec. III
we discuss composite MCMC updates and augmented
MCMC in a general framework. Sections IV and V
present a general suite of methods for constructing multi-
modal models. Specifically, Sec. IV discusses how gener-
ative mixtures may be constructed from mode-collapsed
flow models, while Sec. V discusses different ways of
training flow models that circumvent the issues of the
reverse KL self-training approach employed in previous
works. In Sec. VI, we apply these methods to construct
flow models for the example of real scalar field theory
in two dimensions. In Sec. VII, we examine the per-
formance of the resulting models when used with flow-
based MCMC and the composite algorithm, including
an asymptotic analysis of the problems that arise in flow-
based MCMC and how the composite algorithm resolves
them. In Sec. VIII, we discuss possible extensions and
alternative approaches to the methods presented in this
work. In Sec. IX we present our conclusions.
II. CHALLENGES IN SAMPLING
MULTIMODAL DISTRIBUTIONS
In field theory, expectation values of physical observ-
ables are obtained by evaluating path integrals over con-
figuration space. By discretizing quantum field theories
on a lattice in Euclidean spacetime, one can evaluate path
integrals nonperturbatively. The expectation value of an









dφ denotes the path integral over the space of
field configurations φ and SE is the Euclidean action.
With the field degrees of freedom discretized on a lattice,
this integral is finite but very high-dimensional, and can
be recast as an expectation value 〈O〉p with respect to the
distribution p(φ) = e−SE(φ)/Z, as long as SE is real. The
path integral of Eqn. (1) can then be approximated in a
systematically improvable way by computing stochastic







over N samples of field configurations φi ∼ p (i.e. drawn
from the distribution p).
In the following, we distinguish between two general
approaches to sampling high-dimensional distributions
relevant for lattice field theories:
1. Update-based sampling — sampling using MCMC,
producing each new field configuration by stochas-
tically perturbing the previous configuration in the
Markov chain. This class of samplers includes
the Metropolis-Hastings accept/reject step applied
with a proposal based on local updates [52, 53],
heat bath updates to subsets of variables [54–56],
and HMC [50].
2. Flow-based sampling — using flow-based models to
generate independent configurations distributed ac-
cording to an approximation of the desired prob-
ability density. Asymptotically unbiased esti-
mates of expectation values can be computed using
e.g. reweighting or independence Metropolis [57].
Though the latter is an MCMC sampler, we dis-
tinguish this approach from updated-based sam-
pling based on the independence of the proposed
updates.
High-dimensional multimodal distributions present
challenges to both update-based samplers and flow-based
samplers for different reasons. We explore these difficul-
ties in the following sections, and find that the distinct
challenges faced in flow-based sampling for multimodal
distributions suggest new approaches to mitigate these
challenges.
A. MCMC and the Metropolis algorithm
For many high-dimensional distributions, exact sam-
pling schemes are not known. In these cases, MCMC
provides a very general approach to drawing samples
with asymptotically correct statistics [58]. MCMC
methods implement importance sampling by construct-
ing a Markov chain of consecutive configurations
φ0, φ1, . . . , φN generated by a Markov process which sat-
isfies balance with respect to the target distribution. The
balance condition guarantees that the target distribu-
tion is fixed under the stochastic updates that define the
Markov process and, assuming ergodicity, results in sam-
ples distributed according to the target distribution in
the limit of a large number of updates [59].
Appropriate Markov processes can be conveniently
constructed using the Metropolis algorithm [52, 53]:
given the current configuration φi, one determines the
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next configuration φi+1 by proposing an update φ
′ with
(conditional) probability T (φi → φ′) and then accepting
or rejecting the proposal with probability
pacc.(φi → φ′) = min
[
1,
T (φ′ → φi)





If the proposal is accepted, the next configuration is
φi+1 = φ
′; if rejected, then the previous configuration
is repeated, φi+1 = φi. The resulting Markov process
satisfies a stronger form of balance, known as “detailed
balance”, guaranteeing the correct stationary distribu-
tion. Any method of generating proposals is acceptable
as long as it is ergodic and T (φi → φ′)/T (φ′ → φi) is
computable.
As familiar in the lattice field theory context, MCMC
algorithms require an initial thermalization or “burn-in”
period before they begin generating target-distributed
samples. In addition, a Markov chain must be suffi-
ciently long to reach the regime where expectation val-
ues evaluated over the chain converge smoothly in 1/
√
N
to their asymptotic values, i.e. that the true sampling
distributions of means over chains of length N are ap-
proximately Gaussian. Away from this regime, finite-
sample error estimates can severely underestimate the
true sampling variance, leading to unreliable results. As
discussed below, a slow approach to this smoothly con-
verging regime can be a practical issue for either update-
based or flow-based methods, especially when sampling
multimodal distributions.
B. Sampling challenges for update-based methods
In update-based sampling methods, each Markov chain
step produces a new configuration that is a perturbation
of the previous configuration. To satisfy detailed bal-
ance, these steps preferentially move towards directions
of higher probability density. When the target distri-
bution is multimodal with widely separated modes, this
approach encounters severe difficulties: regions between
modes must be traversed by the sampler to successfully
sample from all modes, but by detailed balance this can
happen only rarely when updates are local perturbations.
As modes become increasingly separated, the charac-
teristic “tunneling time” for the sampler to move from
one mode to another grows rapidly, sometimes referred
to as “freezing”. The Markov chain generated by the
sampler will not yield smoothly converging results until
many such tunneling events have occurred. This effect
thus rapidly increases the sample sizes required to obtain
unbiased results, presenting an obstacle for traditional
MCMC methods.
C. Flow models and reverse KL self-training
Flow-based models are variational ansatzë for prob-
ability distributions constructed using normalizing
flows [60–62]. Each model is a generative parametriza-
tion (i.e. exact/direct sampler) for a “model distribution”
p̃ and comprises a simple, tractably sampleable prior dis-
tribution r(z) and an invertible function or “flow”, f(z),
which maps from the latent-space variables z of the prior
distribution to the target-space variables φ of the model
distribution. Sampling proceeds simply by drawing in-
dependent samples from the prior distribution z ∼ r and
applying the flow to obtain independent samples from
the model, f(z) = φ ∼ p̃. Conservation of probability
gives the model density in terms of the prior density as
p̃(φ) = p̃(f(z)) =
∣∣∣∣det ∂f(z)∂z
∣∣∣∣−1 r(z) (4)
so we can evaluate p̃(φ) if r(z) is known and the Jacobian
determinant is practically computable. When applying f
to flow “forwards” from the prior space to the target this
expression can be used to compute the model density for
each sample as it is generated, and when applying f−1
to flow “backwards” it allows evaluation of the model
density for any given configuration, including those gen-
erated using other samplers. Flows are often built from
a sequence of simple “coupling layers” parametrized by
neural networks which each partition the variables and
transform one subset conditioned on the other; this guar-
antees invertibility and yields a simple triangular Jaco-
bian whose determinant can be computed efficiently [61].
Given a flow model sampler for a density p̃(φ), we can
obtain asymptotically correct results for observables un-
der the target density p(φ) in several ways. One ap-





such that expectation values are computed as






using model samples φi ∼ p̃. Alternately, one may use
the flow to generate proposals for the Metropolis algo-
rithm (flow-based MCMC). Because the samples drawn
from the flow are independent, the conditional proposal
density simplifies as T (φi → φ′) = p̃(φ′) and the accep-
tance rate is
















This special case is known as “independence Metropo-
lis” [57]. Unlike update-based methods where propos-
als are perturbations of previous samples, each accepted
1 Also known as “importance sampling” in the statistics literature.
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sample is a global update of the field and the only
autocorrelations in the Markov chain arise from rejec-
tions. Thus, given that flow-based samplers can be con-
structed with sufficiently well-behaved distributions of
reweighting factors, they can circumvent problems in
sampling like critical slowing down [43] and topological
freezing [44].
Many previous works using flow models [43–45, 48, 49,
63, 64] have optimized models by minimizing a stochas-
tic estimate of a modified reverse Kullback-Leibler (KL)
divergence,
L(p̃, p) = DKL(p̃||p)− logZ
=
∫
Dφ p̃(φ)(log p̃(φ)− log p(φ)− logZ)
=
∫





log p̃(φi) + S(φi), (φi ∼ p̃).
(8)
In each step of “reverse KL self-training” the loss L is
estimated by drawing a batch of configurations φi with
accompanying densities p̃(φi) from the model, comput-
ing the action of each resulting configuration to obtain
exp[−S(φi)] ∝ p(φi), then varying the model parameters
to minimize the reverse KL divergence using standard
stochastic gradient descent methods. This self-training
procedure does not require pre-generation of training
data with another sampling method, and because a new
batch is drawn for each training step, the training dataset
is effectively infinite in size. However, as discussed in
the next section, self-training procedures, and especially
those using the reverse KL loss, have inherent difficulties
in the context of multimodal distributions.
D. Sampling challenges for flow-based MCMC
If the prior distribution of a flow model has sup-
port over all field space and its flow is invertible, then
the model distribution also has support over all field
space. Flow-based MCMC therefore provides an ergodic
Markov chain step, and estimates of expectations un-
der the target are asymptotically unbiased. However,
while nonzero, the support may be arbitrarily small in
some region so that the model yields configurations from
that part of field space only rarely. This admits a
pathology where, when these regions are also severely
underweighted in the model relative to the target, esti-
mates computed using the flow-based sampler will con-
verge extremely slowly: the sampler must eventually
propose some configuration φ in this region for which
p(φ)/p̃(φ)  1, which is always accepted because this
factor saturates the acceptance probability Eqn. (3); sub-
sequent proposals to move from φ → φ′ are almost cer-
tainly rejected because this factor appears in inverse in
the acceptance probability, causing a long chain of re-
jections. Asymptotically, this yields long autocorrelation
times and poor statistical efficiency. At finite sample
sizes, as with update-based approaches failing to tun-
nel between modes, such rejection streaks can individu-
ally change observable and error estimates significantly;
if such an event can occur, the chain has not entered
the smoothly converging regime and any estimate from
it is untrustworthy. Although this problem can occur
generically, it can be especially pronounced in the con-
text of multimodal distributions, wherein flow models
can severely underweight entire modes of multimodal dis-
tributions. Using such “mode-collapsed” models with
flow-based MCMC, samples from missed modes will be
proposed only rarely, with each proposal triggering a long
rejection streak.
This is not an abstract worry: training with reverse
KL is known to experience “mode seeking” behavior [65].
The reverse KL loss consists of an entropy term p̃ log p̃
and cross-entropy p̃ log p. The dynamics of reverse KL
training cause initial overconcentration on peaks from
the cross-entropy term, until later in training when the
entropy term begins to dominate. When training a model
onto multimodal distributions, we have observed this to
manifest as a tendency for the sampler to initially col-
lapse onto a subset of modes; the later dominance of the
entropy term corresponds to the increasing relative cost
of mismodeling the inner tails between modes, which can
eventually lead to the discovery of the missed modes. The
multimodal distribution is the true minimum of the loss,
but training the system into this minimum can be diffi-
cult (requiring intractably long training times) or impos-
sible (if the training dynamics are incapable of finding the
global minimum from a local one). This is potentially an
issue for any self-training procedure: if the model never
samples from a given mode, it is not penalized for badly
mismodeling that excluded mode. Further, because logZ
and thus the exact minimum of Eqn. (8) is unknown, we
cannot detect whether a model has missed modes using
model samples alone.
This tendency to overconcentrate can be counteracted
by training using data with the mode structure in-
corporated by hand (Sec. V A), by varying the target
from unimodal to multimodal over the course of training
(Sec. V B), or by using additional regularization terms in
the loss (Sec. V C), as we explore below.
III. COMPOSITE & AUGMENTED MCMC
Any Markov process that satisfies balance with re-
spect to a target distribution is an exact sampler for
that distribution, and provides asymptotically correct re-
sults when used to produce a Markov chain. The same
holds for a Markov chain generated using multiple differ-
ent types of update intermixed. This presents an oppor-
tunity: composing Markov chain updates with comple-
mentary properties avoids pathologies of single update
types. This general principle is exploited ubiquitously to
produce more efficient MCMC samplers, most frequently
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when one update type (an “augmentation”) is mixed in
specifically to improve the performance of the primary
update type. Throughout this work we refer to this gen-
eral class of algorithms as “augmented MCMC”. In prac-
tice, these schemes typically take advantage of another
benefit afforded by composition, that not all types of up-
dates in the composition need to be ergodic individually;
for example, this is the case for methods like overrelax-
ation [66, 67], “overrelaxed HMC” as in Ref. [48], post-
hoc symmetrization of target samples, and even HMC
itself, all of which may be thought of as different special
cases of augmented MCMC.
For example, considering HMC as a sampler for the
joint distribution of fields and their conjugate momenta,
we can think of the momentum refresh between HMC
trajectories as an augmentation step which improves
the properties of the update defined by the integration
and accept/reject step.2 Without momentum refreshing,
HMC is deterministic except for the accept/reject step,
so identical configurations are proposed repeatedly until
accepted; this can trigger extremely long sequences of re-
jections if the acceptance probability is small. Mixing in
updates of the momenta results in vastly improved per-
formance, truncating these long rejection runs and more-
over often allowing HMC to move quickly out of regions
of phase space where the symplectic integrator used suf-
fers from significant integration error.
Augmented MCMC is particularly useful in the context
of multimodal distributions, where update-based MCMC
algorithms face difficulties. For example, for some theo-
ries we have sufficient knowledge of the mode structure
of the theory to implement “mode-hopping” transforma-
tions that move the field between modes. Such knowledge
could arise from a mean-field description or a sponta-
neously broken global symmetry. In these cases, we can
augment the usual updates with occasional applications
of a randomly chosen mode-hopping transformation fol-
lowed by an accept-reject step.
To define a general augmented MCMC approach, sup-
pose we have some set of volume-preserving transforma-
tions {ta} and a corresponding set of probabilities of ap-
plying each transformation ρ(ta;φ) with
∑
a ρ(ta;φ) = 1.
Every nth configuration, we propose an update to the
current configuration φ by randomly selecting a transfor-
mation t from the set {ta} with probability ρ(t;φ), then



















2 The accept/reject steps guarantee exactness if ergodicity is sat-
isfied, but without momentum refreshing this sampler will follow
the same trajectory as unrefreshed molecular dynamics, which is
not always ergodic.
The set {ta} need not include the identity and may rep-
resent a continuous set of transformations. However,
for the acceptance probability to be well-defined, the set
must include the inverse of every transformation present
and ρ(t−1; t ◦ φ) must be nonzero whenever ρ(t;φ) is.
The augmentation approach can be applied straightfor-
wardly to systems with spontaneous symmetry breaking
by selecting {ta} to be the relevant group of symmetry
transformations, in which case p(φ) = p(t ◦ φ) and pacc.
simplifies. If, in addition, ρ(ta;φ) = ρ(t
−1
a ;φ), e.g. when
all transformations are applied with equal probability,
then the proposed update is always accepted. Overre-
laxation is a specific case of this kind of update [68],
and this limiting-case algorithm used with mode-hopping
transformations was referred to as overrelaxed HMC in
Ref. [48]. In some cases3 this allows augmentation (sym-
metrization) to be applied as a postprocessing step, in
which cases the algorithm is functionally equivalent to
simple post-hoc symmetrization. If the symmetry is also
broken explicitly, these simplifications do not apply, but
the more general algorithm is still valid.
This algorithm can also be useful in cases where we
lack a symmetry description of the mode structure, but
have some other means of deriving a set of transforma-
tions relating the modes. For example, we may expect
a mean-field description, where the distribution concen-
trates about local minima of the action, to provide an
approximation of the dynamics of the theory. In this
case, the relevant transformations would be (schemati-
cally) a set of offsets ∆ relating the mean-field minima,
φ → φ + ∆. The field dependence of the probabili-
ties ρ(∆;φ) can be set to ensure that only transforma-
tions that move the system between modes are selected.
Ref. [69] proposes a version of this approach.
While most of the discussion of this section has fo-
cused on the case where one update type is supple-
mented by another, non-ergodic one, there are also ad-
vantages to composing updaters which are individually
ergodic. In Sec. VII we discuss and investigate an al-
gorithm defined by the composition of HMC and flow-
based MCMC. In different limits, this may be considered
as HMC augmented by flow-based MCMC to speed mix-
ing between modes, or as flow-based MCMC augmented
by HMC to regulate slow convergence issues. Ref. [63]
presented a version of this approach using Metropolis-
adjusted Langevin dynamics in place of HMC, dubbing
it “adaptive MCMC”.
As discussed in Sec. VI, results computed using HMC
augmented with mode-hopping transformations serve as
a benchmark for the other methods presented in the rest
of this paper. Augmented HMC is also used to generate
training data for the HMC training procedure described
in Sec. V A 1.
3 The transition function used to construct the original Markov
chain must be equivariant (as satisfied by e.g. HMC) or invariant
(e.g. flow proposals) with respect to the symmetries applied.
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IV. MIXTURE MODELS
One approach to modeling multimodal targets is to
build mixture models using other (potentially mode-
collapsed) flow models as components. Generically, addi-
tive mixture models are defined by a sampling procedure
which yields a sample drawn from one randomly selected
component model, with different probabilities of selecting
each component which may be sample-dependent. The
density of the mixture is a weighted average over the
densities of the component models, where the mixture
weights of each component are implicitly defined by the
sampling procedure.
We first discuss how mixtures can be built out of multi-
ple mode-collapsed flow models with sample-independent
mixture weights to obtain coverage over all modes, which
requires only that a flow model can be trained to sample
each mode. As discussed in the previous section, some-
times sufficient knowledge of the theory is available to
implement mode-hopping transformations. Explicitly in-
corporating this knowledge, we present two “single-model
mixture” extensions of this standard construction where
the component models only differ by composition with
different mode-hopping transformations, including one
which uses sample-dependent mixture weights to set the
relative mode weights adaptively.
A. Mixtures of multiple models
Suppose that we have a set of samplers for several dif-
ferent distributions {p̃a}a∈{1...M}; we may use these to
construct and sample from an additive mixture model.
To sample from the mixture, we choose one of the mod-
els from the set at random according to a corresponding
set of probabilities ρa normalized as
∑
a ρa = 1 and use
it to generate a sample φ. The probability of drawing φ





Given a sample φ, computing the density p̃mix(φ) requires
evaluating the density of φ under all M components. For
flow models, this is as expensive as generating a sample,
resulting in an M -fold increase in cost relative to sam-
pling from just one model. Samples drawn from a mix-
ture of models may be reweighted or used for indepen-
dence Metropolis proposals just as with samples drawn
from a single flow model.
For mixture models to effectively sample a multimodal
distribution, the models in the mixture must together
provide coverage of all modes of the target distribution.
The mixture weights are free parameters that can be
chosen to optimize statistical efficiency. This approach
can be more economical than training a single model
which samples all modes of the target. Similarly, in cases
where the modes of the target distribution are widely
separated with little density between them, a mixture of
unimodal models can provide a good approximation of
the highest-density regions. However, while a mixture
of flows trained onto single modes of a multimodal dis-
tribution will provide a good approximation of the dis-
tribution near the modes, they may underestimate the
density between modes and compromise the quality of
the model. In theories with many modes, this problem
can be alleviated by building the mixture out of models
with overlap on subsets of the modes, with appropriate
support between the captured modes. However, if the
theory considered has a large number of local minima,
e.g. θ-vacua in QCD, it might be difficult to train sepa-
rate models for each mode. Obtaining a full set of models
may require specialized training procedures to train mod-
els targeting specific modes, especially low-weight modes
that are unlikely to be found by unguided training.
B. Single-model symmetrized mixtures
Ref. [45] introduced a procedure to explicitly restore a
discrete symmetry that is not respected by a given flow
model by constructing a mixture. In this construction,
each mixture component is the same flow model p̃, com-
posed with an application of a symmetry transformation
t which acts as φ → φ′ = t ◦ φ. If {ta} is the group of
transformations associated with the symmetry (including
the identity), the probability of drawing some sample φ






p̃(t−1a ◦ φ) (11)
where the components are combined with equal weights
ρa = 1/|{ta}| to explicitly encode the symmetry. By leav-
ing these weights free to be tuned instead, this procedure
can naturally be extended to distributions described by
weakly broken symmetries, although this approach will
eventually break down when the symmetry is strongly
broken and the shapes of the modes become increasingly
dissimilar.
This construction may be applied as a postprocessing
step to flow model samples, requiring only that when
we generate each sample φ we also compute and record
p̃(t◦φ) and p(t◦φ) for all t as needed to compute p̃mix(φ),
as well as all O(t ◦ φ) for any observable of interest that
does not transform trivially.
C. Single-model adaptive mixtures
Applying the construction of the previous section
to cases where the mode weights are not guaranteed
to be equal by symmetry requires tuning the mixture
weights to match the target. We can instead define
a parameter-free construction which adaptively sets the
mixture weights based on the target density.
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In general, suppose we have a flow model and some
finite set of invertible transformations {ta} which act on
the fields as φ′a = ta ◦ φ. The adaptive mixture sampler
is defined by drawing a sample ϕ from the flow model,
computing ϕ′a = ta ◦ ϕ and the corresponding p(ϕ′a) for
each ta, then selecting the final sample φ to be one of the







choosing transitions to higher-density regions of config-






a p(ta ◦ t
−1
b ◦ φ)
∣∣∣∣det ∂(t−1b ◦ φ)∂φ
∣∣∣∣ .
(12)
This sample-dependent choice yields a tractable mixture
density only because the output sample is selected from
a deterministically related set of options, from which
it follows that for each φ we can reconstruct all possi-
ble untransformed samples that might have led to φ as
(ϕ)b = t
−1
b ◦ φ and all options in the ensuing selections
as (ϕ′a)b = ta ◦ t−1b ◦ φ. In contrast, making a sample-
dependent choice among samples drawn independently
from each component defines a mixture whose density
involves an intractable marginalization over all possible
draws and choices. As in the previous section, this con-
struction can be applied as a postprocessing step.
Specializing to the case where {ta} are a finite4 group,
Eqn. (12) simplifies to
p̃mix(φ) =
p(φ)∑
c p(tc ◦ φ)
∑
b
p̃(t−1b ◦ φ) (13)
after using group closure to relabel ta ◦ t−1b = tc, allowing
the sum in the denominator to be factorized out. The
resulting mixture model explicitly encodes the correct








for all t ∈ {ta}. In the limiting case where {ta} are a sym-
metry group of the action, p(tc ◦φ) is equal for all tc and
we recover the symmetrized mixture model of Eqn. (11).
Far from this limit, using this construction with a multi-
modal target where the modes are too dissimilarly shaped
can distort the shapes of the component distributions in
the mixture in a way that reduces overlap with the tar-
get. However, for a weakly broken symmetry where the
modes of the target are similarly shaped, adaptive mix-
tures can be applied successfully; we explore this usage
in Sec. VI C 2.
4 Finite groups are compact, and the elements of a compact group
must be volume-preserving transformations. This trivializes the
Jacobian determinant factor in Eqn. (12).
Generally, the transformations {ta} can be any invert-
ible transformations including additional flows, allowing
for adaptively weighted selection of flow models in a mix-
ture if each flow is applied to the same draw from a shared
prior distribution. This connection can be made more
clear by rewriting the Jacobian factor in Eqn. (12) as∣∣∣∣det ∂(t−1b ◦ φ)∂φ
∣∣∣∣ = ∣∣∣∣det ∂φ∂(t−1b ◦ φ)
∣∣∣∣−1 = ∣∣∣∣det ∂(tb ◦ zb)∂zb
∣∣∣∣−1
(15)
defining zb = t
−1
b ◦ φ, the draw from the shared prior
that yields φ after applying tb. This construction re-
sembles the many-to-one flows of Ref. [62], except each
flow is applied to the full latent space rather than non-
overlapping subsets. Note also that although we describe
p as the target density, the derivation does not depend
on this identification and more generally p can be any
function.
V. TRAINING MULTIMODAL FLOW
DISTRIBUTIONS
As discussed in Sec. II C, flow-based MCMC produces
asymptotically unbiased results. This guarantee is a con-
sequence of the invertibility of the models, which holds
by construction regardless of the values of the model pa-
rameters. Thus, there is no incorrect way to train a
flow model and any optimization procedure is accept-
able. This section describes a set of approaches which
exploit this freedom to more efficiently train flow models
to target multimodal distributions. All of these train-
ing methods constitute different ways to avoid the model
distribution collapsing onto a single mode (or a subset of
the modes) of the target distribution during training.
A. Forwards KL
This section describes a set of methods which use the
forwards KL divergence for the loss, rather than the re-
verse KL described in Sec. II C. The forwards KL diver-
gence is defined as an expectation value under the target
distribution, rather than the model distribution as in the
case of the reverse KL. This makes it more natural to
optimize the forwards KL divergence when given target-
distributed samples generated using some other sampling
method, whereas reverse KL is most naturally suited for
self-training. However, as we introduce below, the for-
wards KL divergence can also be employed in a self-
training scheme using reweighted samples drawn from
the model distribution. Unlike reverse KL self-training,
forwards KL self-training permits data augmentation, al-
lowing the mode structure to be incorporated into the
training data by hand, which can be done in a statisti-
cally exact way using the mixture model constructions
discussed in Sec. IV.
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1. Training with target data
Using a target-distributed dataset generated using an-
other sampling scheme, we can train the model using a













, (φi ∼ p).
(16)
Minimizing this stochastic estimator on a batch of N
samples corresponds to maximizing the model likelihood
for the batch. A perfect forwards KL training dataset
consists of independent and identically distributed sam-
ples drawn from the target distribution, with no reuse
of configurations. In lattice field theory, large datasets
of independent samples from the target distribution are
typically not available for training. However, for the sim-
ple theories considered later in this paper, it is numeri-
cally tractable to generate comprehensive datasets of the
target distribution using HMC augmented with mode-
hopping transformations as detailed in Sec. III. Thus, we
are able to use this training scheme as a benchmark for
the others described below.
Although an ideal forwards KL training dataset is
unattainable in any realistic scenario, it may be useful
to use a small dataset drawn from the target distribu-
tion for training, if this dataset has good coverage of the
various modes of the distribution. Although we do not
explore this possibility here, even with a small dataset
it may be beneficial to combine steps of forwards KL
training (recycling the training data) with steps of re-
verse KL self-training. During training, the forwards KL
steps provide a loss penalty that encourages the model to
keep support on all modes. Such a dataset can be gener-
ated in practice using schemes such as HMC with Markov
chains initialized from starting configurations near differ-
ent modes.
2. Forwards KL self-training
An alternative to forwards KL training with a dataset
sampled from the target distribution p is to use samples
from some other distribution p′ 6= p, reweighting by the


















, (φi ∼ p′).
(17)
Because there is no p′ dependence on the LHS, this es-
timator asymptotically computes the same divergence as
Eqn. (16). Note that the reweighting factors p(φi)/p
′(φi)
are not functions of the model parameters. We can use
the reweighted forwards KL divergence to define a self-
training scheme by drawing the training dataset from the
model, i.e. φ ∼ p′ = p̃. In this scheme, as far as training is
concerned it is a coincidence that p̃(φ) = p̃′(φ), and p′(φ)
is taken to be independent of the model parameters.
Training using reweighted model samples to compute
the forwards KL divergence as described above still en-
counters the difficulties associated with self-training de-
tailed in Sec. II D. However, because p′ is arbitrary and
the reweighting factors are not functions of the model
parameters, we can modify this procedure to train with
an augmented dataset with all modes represented. We
can accomplish this simply by generating our training
dataset using a mixture of the model that samples from
all modes, as described in Sec. IV. Using the mixture
model construction to generate the training dataset re-
quires additional applications of the flow to compute
p̃mix. While forwards-pass evaluation is typically a rel-
atively small cost during training, it can become signifi-
cant if the number of mixture components grows large.
In practice, one can instead try a naive data augmen-
tation scheme, i.e. simply applying a random transforma-
tion to each configuration, while using the naive model
density in the reweighting factors rather than the true
mixture density. This can be thought of as an approx-
imation of sampling from a mixture where the mixture
density is (falsely) reported as p̃mix(φ) ≈ p̃(φ) (which is
cheaper to compute). This approximation holds if either:
(1) p̃(1 ◦ φ)  p̃(ta ◦ φ) for all ta that aren’t the iden-
tity, i.e. the model is very asymmetric with respect to
the mode-hopping transformations and unlikely to draw
the transformed samples; or, (2) p̃(ta ◦ φ) ≈ p̃(tb ◦ φ)
for all a 6= b, i.e. the model is approximately symmetric.
Early in training (1) is likely to hold for any model, and
if the target distribution is approximately symmetric, (2)
is likely to hold later in training as the model distribution
begins to resemble the target. We compare the perfor-
mance of this naive augmentation scheme versus training
with mixture samples in Sec. VI C 3 below.
B. Adiabatic retraining
Distributions over field configurations in lattice QFT
generically have tunable parameters that can be used
to adjust their complexity, such as the lattice vol-
ume (i.e. the number of degrees of freedom in the dis-
cretized field) and the lattice action parameters. Previ-
ous works [45, 64] have exploited this dependence to more
easily and efficiently train models using transfer learning
or “retraining”, wherein a model trained targeting some
easier-to-approximate set of parameters is used to initial-
ize the training for harder ones, rather than training a
model for the more difficult target from a random ini-
tialization. The obvious generalization is to vary the pa-
rameters epoch-by-epoch over some trajectory through
parameter space over the course of training. In an adi-
abatic retraining scheme, we attempt to vary the target
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action parameters sufficiently slowly that the model be-
ing trained remains a good approximation of the target
distribution throughout training, even as the target dis-
tribution changes. This is possible as long as the target
distribution changes smoothly with the parameters, the
model is sufficiently expressive for all parameters along
the trajectory, and the model parameters can change
smoothly to track the changing target (or at least that
any abrupt reconfiguration is not too violent). Applied
to multimodal distributions, this method requires choos-
ing a trajectory through action parameter space which
changes the model sufficiently close to adiabatically to
train from a unimodal phase into a multimodal one.
C. Flow-distance regularization
In this section we discuss “flow-distance regulariza-
tion”, a procedure that can train models to multimodal
distributions with minimal information about the mode
structure. This is in contrast to forwards KL self-training
and adiabatic retraining, which both rely on a priori
knowledge of the mode structure: forwards KL self-
training requires a known set of transformations that
move the system between modes, and adiabatic retrain-
ing requires tunable action parameters that smoothly
change the mode structure. These methods are inap-
plicable absent this information.
The flow-distance regularizer is a term that can be
added to the loss to penalize flow functions f that trans-
form prior samples z to significantly different output sam-
ples φ. This penalty favors a flow function closer to the
identity and thus a model probability density p̃ that is
close to the prior density r. The explicit form we consider
in this work takes the form ‖φ− z‖2 so that a configura-
tion φ contributes to the loss as
L(φ, p) = log p̃(φ) + S(φ) + κg(t)‖φ− z‖2 (18)
where the L2 norm implies a sum over all degrees of free-
dom on the lattice, κ is the coupling strength of this
“locality constraint”, and the schedule g(t) is a function
of the time in training t. The schedule may be used to
slowly remove the regulator over the course of training.
If the prior distribution is sufficiently broad, i.e. has non-
trivial support where the modes of the target do, this
counters mode collapse by additionally penalizing train-
ing for moving density off a mode. Thus if the train-
ing schedule is sufficiently slow, the model will smoothly
change from a distribution similar to the prior to an ap-
proximation of the target.
Similar expressions have been defined in other stud-
ies of normalizing flow models, e.g. regularized neural
ODEs [70], based on the idea of optimal transport as
defined using the Kantorovich/Wasserstein distance [71].
Note also that flow-distance regularization resembles adi-
abatic retraining in a way that can be made precise:
the regulator may be thought of as amounting to addi-
tional terms in the action, induced by the (very compli-
cated) function of the fields defined by the identification
z = f−1(φ). These additional terms involve the parame-
ters of the model, and the regulator follows the schedule
g(t), so the regulated action changes from epoch to epoch
over training. In a loose sense, this may be thought of
as an all-purpose mode-regulating operator, applicable
to any theory without a priori knowledge of the mode
structure and whose efficacy relies only on the broadness
of the prior.
VI. MULTIMODAL MODELS FOR SCALAR
FIELD THEORY
This section describes a numerical study of the meth-
ods described above in the context of real scalar field
theory in two dimensions in its bimodal phase. After
discussing the lattice theory, we present the specifics of
our model architecture. We then present the details and
results of applying each of the methods presented above.
The discussion of model quality in this section is delib-
erately agnostic about how these multimodal models can
be used to sample from or otherwise estimate properties
of the target distribution, discussion of which is deferred
to Sec. VII.
A. Lattice scalar field theory
We consider the lattice discretization of real scalar φ4
theory in d = 2 (Euclidean spacetime) dimensions on a
lattice consisting of sites xµ = anµ, where nµ ∈ Zd and
a is the lattice spacing. Working in lattice units where














m2φ(x)2 + λφ(x)4 + αφ(x)
) (19)
where periodic boundary conditions are implied
(i.e. φ(x + L) = φ(x)), and m2 can be negative. When
α = 0, the action is invariant under a global Z2 sym-
metry corresponding to the transformation φ → −φ.
The α = 0 theory has two phases: one symmetric,
corresponding to a unimodal distribution, and one
where the global Z2 symmetry is spontaneously broken,
corresponding to a bimodal distribution. The symmetry
guarantees that the two modes have equal weights and
are the same shape. The two phases are differentiated






When α 6= 0, the global Z2 is explicitly broken. For
values of α where the explicit breaking is weak, both
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phases are still present, however in the bimodal phase
the modes have uneven relative weights and are no longer
identically shaped.
For this exploratory study, we fix the lattice geometry
to 10 × 10 and the coupling λ to 1, and vary the mode
structure by adjusting m2 and α. Figure 1 shows the
dependence of the distribution of the order parameter φ
for the set of action parameters we consider in this work
(estimated using augmented HMC, as discussed below).
B. Augmented HMC (AHMC)
The two modes of the broken phase of φ4 theory are
related by the transformation φ → −φ. Even when
α 6= 0 and the global Z2 symmetry is explicitly broken,
this transformation suffices to move the system between
modes as long as the reflected modes overlap with each
other. In this case, the augmented MCMC algorithm dis-
cussed in Sec. III consists of standard HMC transitions
mixed with proposed sign flips from the current state φi
to φ′ = −φi, which is accepted or rejected with probabil-
ity min(1, p(−φi)/p(φi)). When the global Z2 symmetry
is unbroken, this flip is always accepted; when explic-
itly broken, rejections will occur as necessary to give the
correct relative mode weights.
We use AHMC as a benchmark method to establish
ground truth results to compare with results derived from
flow-based samplers. We fix the HMC trajectory length
to 1 and the number of leapfrog steps to 10; the accep-
tance rate is 90 − 100% at all parameters we consider.
The saved configurations are separated by 10 trajectories
and a single proposed sign flip, with the frequency cho-
sen to avoid deterministically applying an even number
of signs between each retained sample in the symmetric
α = 0 case. All chains are thermalized for 1000 trajecto-
ries from a hot start. For convenience and efficiency on
GPUs, we generate independent chains of 10000 (saved)
configurations in parallel rather than running one long
chain. We find the integrated autocorrelation time in
the action is 0.5 . τ . 1 (depending on the parameters)
in units of saved configurations, indicating that residual
autocorrelations in each chain are small.
C. Flow models
For this exploratory study, we study the performance
of our training methods applied with a fixed model archi-
tecture. We use real NVP flows [43, 61] constructed from
affine coupling layers. Each coupling layer partitions the
variables by checkerboarding the sites, and updates one
parity of site conditioned on the frozen values of the other
parity; successive coupling layers update opposite-parity
sites such that all variables are updated once after two
layers. As described in Refs. [43, 61], this partitioned
updating scheme is invertible by construction and gives















































FIG. 1. Distribution of φ for (a) fixed α = 0 varying m2 and
(b) fixed m2 = −4 varying α, with each histogram estimated
using 1.28× 106 samples generated with AHMC.
the Jacobian determinant. In each coupling layer, we use
a convolutional neural network to parametrize the affine
transformation; compared with fully connected networks,
this reduces model size and encodes translational symme-
try (up to breaking by the checkerboarding).
The prior distribution used in all cases is an uncorre-
lated unit-width5 Gaussian distribution for each compo-
nent of the scalar field. Each model is constructed from
24 affine coupling layers. The networks parametrizing
each affine transformation are made of 4 convolutions
with kernel size 5, with leaky ReLU activations (with
negative slope = 0.01) after each except the last one,
which is followed by a tanh. Each network takes 1 chan-
nel as input, gives 2 channels as output, and works with
12 channels at all intermediate stages. Because we are
interested in the dynamics of different training schemes,
5 We found that the width of the Gaussian does not substantively
influence the training, as it amounts to an overall rescaling that
can be absorbed by the model weights.
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we train each model from scratch, i.e. starting from ran-
domly initialized weights (per PyTorch 1.7 defaults).
We train our models using gradient-based updates with
the Adam optimizer [72]. Any additional training meth-
ods used are noted below where relevant. In some cases,
we use gradient norm clipping to stabilize training: after
backpropagation, we measure the norm of the gradients
before passing them to the optimizer and, if the norm
exceeds some threshold value, scale all gradients down
by a constant to clip the norm to the threshold. We also
employ a step-scheduler in some cases which drops the
learning rate by a factor γ = 0.5 every n epochs (typi-
cally n = 20k). Throughout, by one epoch we mean one
gradient computation and optimizer step. We train in
32-bit precision, but sample in 64-bit precision to avoid
introducing bias due to round-off error compromising in-
vertibility. The average magnetization under the model
〈φ〉p̃ computed over each batch of training data serves as
a diagnostic of mode collapse. When 〈φ〉p̃ and the loss are
shown in training histories in the following subsections,
they are smoothed by averaging blocks of 25 epochs.
We use a stochastic estimate of the forwards KL diver-
gence to evaluate the quality of approximation of the tar-
gets by models trained and constructed by all approaches.
This metric quantifies model overlap with the target in
a way that is independent of how one uses the models
to generate target-distributed samples or otherwise com-
pute expectation values under the target. Using a batch
of target-distributed samples generated with augmented
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, (φi ∼ p) (22)
so that DKL = 0 when p = p̃. For each set of action pa-
rameters (i.e. each target distribution), we evaluate DKL
using a single shared ensemble of AHMC validation data
consisting of N = 106 samples, enabling direct compar-
isons with perfectly correlated sampling noise between
different models of the same target. We use a shared
value of Z to normalize p for each set of parameters,
computed using models trained with AHMC data and
not accounting for the error in this estimate.
During training we assess whether model quality has
converged using a finite-sample estimator of the effective










, (φi ∼ p̃) (23)
where wi ≡ p(φi)/p̃(φi). The estimator is constructed
such that the normalization of wi cancels in the ratio,
allowing evaluation using exp[−S(φ)] in place of p(φ).
Throughout this section, the ESS presented in plots
of training histories is measured every 25 epochs on a
batch of 16000 samples unless noted otherwise. We diag-
nose convergence of training based on when the envelope
of this (noisy) estimator has approximately plateaued.
In the discussion below we occasionally use this finite-
sample metric as a rough measure of the quality of over-
lap of a model on to a target. However, this measure
should be interpreted cautiously given the discussion in
Sec. VII, where we find the asymptotic ESS is near zero
for many of these models. We defer further discussion of
how different metrics of model quality relate to (problems
with) the asymptotic performance of flow-based MCMC
until Sec. VII.
In this proof of principle study, we do not perform
any systematic study of the dependence of results on the
model architecture, the random seed (which determines
both initial model parameters and the generated training
datasets), or repeatability in training. These factors rep-
resent a possibly large source of unquantified systematic
error in all presented metrics of model quality. Despite
these sources of systematic error, we are able to deter-
mine qualitative and certain quantitative features of the
results that are expected to be robust.
1. Reverse KL self-training
We first examine the behavior of reverse KL self-
training when applied to targets in the broken symmetry
phase, both to provide concrete demonstrations of the
problem of mode collapse and to establish a baseline for
the difficulty of training a model which correctly captures
the bimodal distribution of the theory of interest.
Figure 2 shows a training history for a model target-
ing m2 = −3.6 and α = 0. Figure 1a shows that the
target distribution for these parameters is bimodal but
the modes still overlap substantially. We see in the run-
ning estimate of 〈φ〉p̃ shown in Fig. 2 over the course
of training (computed on raw model outputs, without
applying reweighting or Metropolis accept/reject steps)
that the model is initially heavily biased towards one
mode, but slowly and gradually learns to evenly weight
the two modes.
In the opposing regime, Fig. 3 shows a training history
for the case where m2 = −5, where the two modes are
well-separated. The model quickly trains into a unimodal
distribution. The apparently high finite-sample ESS for
the mode-collapsed model suggests that it is a good fit to
the collapsed-upon mode. Given sufficient training, the
model may eventually have converged towards a bimodal
distribution, but it was not found to do so in the long
(though finite) training time used here.
Figure 4 presents a training history for a model tar-
geting m2 = −4 and α = 0, demonstrating interesting
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FIG. 2. Reverse KL training history exhibiting smooth ap-
proach from unimodal to bimodal, for a flow model targeting
m2 = −3.6 and α = 0, trained with batch size 16000.
FIG. 3. Reverse KL training history exhibiting mode col-
lapse, for a flow model targeting m2 = −5 and α = 0, trained
with batch size 16000. The similar values of ESS/N and 〈φ〉p̃
are coincidental.
behavior in the borderline regime between the two ex-
tremes discussed above. The model initially learns to
sample from a unimodal distribution, which can be seen
in Fig. 4 in that 〈φ〉p̃ 6= 0 at early times. However, around
epoch 15k the model begins to become sensitive to the
other mode and at epoch ≈ 22000, the model tunnels
suddenly to a bimodal distribution with 〈φ〉p̃ ≈ 0. The
loss drops as this occurs, consistent with the bimodal dis-
tribution being the true minimum of the reverse KL di-
vergence. Note that, unlike the previous cases, this train-
ing used (aggressive) gradient norm clipping; without it,
the model stochastically tunnels between unimodal and
bimodal before eventually settling into the bimodal dis-
tribution after ≈ (100− 150)× 103 epochs.
For these simple systems, we find that for α = 0 and
−m2 ≤ 4, reverse KL self-training produces a bimodal
distribution in a tractable amount of time with behavior
like that of either Fig. 2 or 4. Similarly, reverse KL train-
ing produces a bimodal distribution for all of the values
FIG. 4. Reverse KL training history exhibiting tunnel-
ing from unimodal to bimodal, for a flow model targeting
m2 = −4 and α = 0, training with batch size 16000 and using
gradient norm clipping.
of α we consider at fixed m2 = −4, likely because models
could be trained for m2 = −4 and α = 0, and the other
choices of α used here do not significantly perturb the
modal structure. We have seen that we can (slightly) ex-
tend the reach of reverse KL self-training using tools like
gradient norm clipping and decaying learning rates, so it
may be possible to push further into the broken regime
with improved training.
It is interesting to note that for α 6= 0 we observe
that the models collapse onto the lower-weight mode of
the target distribution at positive φ in early training
more frequently than physical reasoning would suggest,
in & 50% of training runs. This suggests that our archi-
tecture biases the model towards the positive-φ peak.
2. Mixture models
In order to construct a mixture model which is a good
approximation to some target distribution, we need a set
of component models which together provide good cov-
erage of the target: at least one model should have non-
trivial density everywhere the target has significant sup-
port. In the previous section we saw that reverse KL self-
training is not effective at training samplers for bimodal
distributions when the modes of the target are well-
separated. However, the apparently high finite-sample
ESS for mode-collapsed models indicate that they are
good fits to the collapsed-upon modes. They are thus
good candidates for mixture components in single-model
mixtures as described in Sec. IV.
In the symmetric α = 0 case, the two modes of the
target distribution are identically shaped, so a model
for one mode can serve equally well as a model for the
other. Thus, rather than training separate models for
each mode, we use a single model to construct a sym-
metrized mixture as discussed in Sec. IV B. The relevant
set of transformations are the global Z2 under which
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FIG. 5. Distribution of φ for samples drawn from a unimodal
model (p̃) and from a symmetrized mixture model constructed
from it (p̃
(symm)
mix ), both for m
2 = −4 and α = 0. The mixture
samples are generated by postprocessing the samples shown
for the unimodal model. Note: these histograms are com-
puted using raw model samples, and no statistical corrections
have been applied. The target distribution (p), as measured
using AHMC, is shown for comparison.
φ → φ′ = tφ with t ∈ {1,−1}. Specializing Eqn. (11)






[p̃(φ) + p̃(−φ)] . (24)
Figure 5 compares the distribution of φ from a mode-
collapsed model to the distribution for a symmetrized
mixture constructed from it; as expected, the mixture
distribution fits the peaks very well, but is undersup-
ported in the region between the modes.
For the explicitly broken α 6= 0 case, we may use a sym-
metrized mixture model without any formal issues; this
will simply result in poor overlap with the target when
the relative weights of the modes of the target are too dis-
similar. For the range of α we consider here, we observe
(cf. Fig. 1b) that while the relative weights of the modes
become increasingly tilted, the shapes of the modes re-
main similar. This can be treated with a straightforward
generalization of the symmetrized mixtures, wherein we
randomly apply a sign with probability pflip 6= 0.5. The
mixture is thus over the original flow model with weight
1 − pflip, and the flow model composed with a sign flip
with weight pflip; the mixture density is
p̃
(tune)
mix (φ) = (1− pflip)p̃(φ) + pflipp̃(−φ). (25)
We emphasize that φ in the above equation should be
read as the φ obtained after applying the random sign.
Here, pflip is a parameter which can be tuned to maxi-
mize some measure of quality of the model. We optimize
pflip by minimizing the reverse KL divergence on a fixed
sample of 106 configurations drawn from the component
model, fixing the draw used to determine whether a sign
flip is applied to each configuration.
In Sec. IV C we present a construction where the mix-
ture weights are adaptively set using information from
the target distribution rather than left as tunable pa-
rameters. Applied to the Z2 transformations relevant to
the scalar lattice theory, we can sample from an adap-
tive mixture by first drawing a sample ϕ from our flow
model, then randomly applying a minus sign with prob-
ability p(−ϕ)/[p(ϕ) + p(−ϕ)] to produce φ = ±ϕ. In
the symmetric α = 0 case where p(ϕ) = p(−ϕ) this re-
duces to a symmetrized mixture. Away from this limit,







[p̃(φ) + p̃(−φ)] . (26)
Figure 6 compares the forwards KL divergence of these
different constructions at fixed m2 = −4 varying α (all
three mixture constructions coincide when α = 0). At
lower values of α where the distribution is more symmet-
ric, all three methods perform roughly equivalently. As
α grows and the distribution becomes more asymmet-
ric, the adaptive mixtures and mixtures with tuned pflip
remain approximately the same, while the symmetrized
mixture becomes an increasingly poor approximation of
the target. Adaptive mixtures perform nearly identi-
cally with mixtures with tuned pflip, without the need
to optimize any mixture parameters. The slight peak at
αV = 0.2 is most likely a training effect. As mentioned
above, for all α we consider, reverse training eventually
finds the bimodal distribution. In fact, the models be-
gin to move towards bimodal early on, compromising the
available quality of unimodal models (cf. the drop in ESS
in Fig. 4 around epoch 10k). Further study at parame-
ters deeper in the bimodal phase could provide cleaner
results, but the relative performance of the different ap-
proaches is clear. Figure 7 compares the distributions
of φ resulting from applying the three different methods
at α = 0.8/V ; the symmetric mixture overweights the
lower peak, while adaptive mixtures and mixtures with
tuned pflip produce similar distributions with the correct
relative mode weights.
3. Forwards KL training
As discussed in Sec. V A, we can implement a self-
training scheme using the forwards KL divergence by
generating a training dataset using the model itself, then
reweighting to correct for the mismodeling of the target
distribution. This approach allows us to augment the
training data in a way is not structurally possible when
using reverse KL self-training.
We first examine the behavior of reweighted forwards
KL self-training without any augmentation of the train-
ing data. Figure 8 shows a typical training history for
this approach, applied to the parameters m2 = −5 and
α = 0 where the modes are well-separated. As with re-
verse KL self-training, the model collapses onto one of
the modes, indicating that mode collapse is a problem of
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FIG. 6. Forwards KL divergence (lower indicates better
agreement) for the three different mixture model construc-
tions described in the text, estimated using shared ensem-
bles of 106 target samples, for fixed m2 = −4 and varying
α. At each α, all three mixtures are constructed from the
same unimodal component model, obtained using reverse KL
self-training. Errors are computed by bootstrapping, and are
smaller than the markers for all points. Additional variance
due to seed dependence is not quantified.











FIG. 7. Distribution of φ for samples drawn from a unimodal
model (p̃), as well as various different mixtures constructed
from it (p̃
(...)
mix ) as described in the text, all for m
2 = −4 and
αV = 0.8. The mixture samples are generated by postprocess-
ing the samples shown for the unimodal model. Note: these
histograms are computed using raw model samples, and no
statistical corrections have been applied. The target distribu-
tion (p), as measured using AHMC, is shown for comparison.
self-training schemes in general and not a specific feature
of reverse KL self-training.
To improve over reverse KL self-training we must take
advantage of the ability to augment the training dataset,
which we do by generating each batch of training data by
constructing and sampling from a single-model mixture
using the flow model being trained. We first examine the
symmetric α = 0 case where all of the mixture construc-
tions we consider in this work are equivalent. Figure 9
shows a training history for a model trained using this
scheme, targeting m2 = −4 and α = 0. Over the course
of training, 〈φ〉p̃ ≈ 0 up to per-epoch fluctuations, in-
dicating that the model trains directly into a bimodal
distribution. This is dissimilar to the training dynam-
FIG. 8. Reweighted forward KL self-training history exhibit-
ing mode collapse, for a flow model targeting m2 = −5 and
α = 0, training with batch size 16000, using gradient norm
clipping, and with the learning rate dropping by a factor of
γ = 0.5 every 20000 epochs. The similar values of ESS/N
and 〈φ〉p̃ are coincidental.
ics observed in e.g. Fig. 4 with reverse KL self-training
at these parameters, where the model initially collapses
onto a single mode then eventually finds the bimodal dis-
tribution.
We generically observe similar training dynamics with
this scheme as with reverse KL self-training for unimodal
models, except for an extra instability that must be reg-
ulated with gradient norm clipping. The large gradients
that destabilize training and necessitate clipping likely
arise in part from batches where a single high-weight con-
figuration (like those discussed in Sec. VII) dominates the
reweighted loss estimate. We also observe that the value
of 〈φ〉p̃ for the model distributions can fluctuate at late
times, but we find that step-scheduling the learning rate
(i.e. reducing the learning rate by a factor γ = 0.5 ev-
ery 20000 epochs) regulates this effect and allows 〈φ〉p̃ to
settle to zero (or the appropriate nonzero value, in the
asymmetric α 6= 0 case).
We also test the training scheme using the naive data
augmentation described in Sec. V A, where rather than
sampling from a mixture we simply apply a random sign
flip to each configuration. In this case, the reweighting
factors use p′ = p̃ for the configurations before negation,
while log p̃ in the loss is computed after negation. We ob-
serve similar training dynamics for this scheme as when
using training data sampled from a mixture. We com-
pare models with those obtained using other forwards
KL approaches below.
To set a baseline for the self-training approaches, we
train models using data generated on-the-fly using aug-
mented HMC, providing a theoretically infinite train-
ing dataset as in self-training schemes. This training
dataset amounts to a limiting-case perfect dataset for
reweighted forwards KL self-training: all reweighting fac-
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FIG. 9. Reweighted forward KL self-training history (with
training data sampled from a mixture) exhibiting direct train-
ing to bimodal, for a flow model targeting m2 = −4 and
α = 0, training with batch size 16000, using gradient norm
clipping, and with the learning rate dropping by a factor of
γ = 0.5 every 20000 epochs.
tors are equal so no statistical power is lost, and due
to the augmentation the training data is guaranteed to
encode the appropriate relative mode weights. Specifi-
cally, for a given batch size B, we generate our training
dataset by running B completely independent AHMC
chains (taking advantage of GPU parallelism), initially
equilibrating each for 1000 trajectories. For every epoch
of training, we advance all B chains by 10 trajectories to
produce a new training dataset for each epoch. We use
identical AHMC settings as those discussed in Sec. VI B.
Autocorrelations within each chain are minimal for these
settings, so each batch of training data is approximately
independent from the last.
Figure 10 compares the forwards KL divergences for
models obtained using self-training schemes and train-
ing with AHMC data in the α = 0 case as a function of
m2. For most parameters, including those deep in the
bimodal phase, all methods perform comparably, with
self-training producing only marginally poorer models
than training with AHMC data. The approximate self-
training scheme with naive data augmentation performs
comparably to drawing training data from a mixture.
As shown in Fig. 11, we observe that the final quality
of self-trained models depends significantly on the batch
size used for training, even when training to convergence.
The dependence is weak, if present at all, for models
trained with AHMC data. It is unclear whether self-
trained model quality will converge to AHMC-trained
model quality in the limit of infinite training batch sizes.
For sufficiently large batch sizes, the naive data augmen-
tation scheme appears to produce equivalently good mod-
els as the mixture scheme. This batch size dependence
is stronger than what we have observed using reverse KL
self-training on unimodal distributions.
As discussed above, when α 6= 0 we can consider sev-
eral in-principle different mixture model constructions.
To augment the data for forwards KL self-training, we













FIG. 10. Forwards KL divergence (lower indicates better
agreement) for models trained using different versions of for-
wards KL training, estimated using shared ensembles of 106
target samples, for fixed α = 0 and varying m2. The la-
bel φ ∼ p denotes models trained using data generated by
AHMC, φ ∼ p̃(symm)mix denotes models self-trained using sam-
ples from a symmetrized mixture, and φ ∼ ±p̃ denotes models
self-trained using samples naively augmented by applying a
random sign. All models are trained with batch size 16000 and
using gradient norm clipping. Errors are computed by boot-
strapping, and are smaller than the markers for all points.
Additional variance due to seed dependence is not quantified.











p p(symm)mix ± p
FIG. 11. Forwards KL divergence as a function of batch
size for models trained using different versions of forwards
KL training for α = 0 and m2 = −4, estimated using shared
ensembles of 106 target samples. Errors are computed by
bootstrapping, and are smaller than the markers for all points.
Additional variance due to seed dependence is not quantified.
only investigate the performance of symmetrized mix-
tures (where we apply a sign to each sample with
pflip = 0.5, regardless of the relative weights of the modes
of the target) and adaptive mixtures. The mixture con-
struction with tunable pflip is difficult to apply in this
context: during training the flow models will in general
be bimodal, so pflip is not directly related to the relative
mode weights as it is with mixtures of unimodal models,
and the relative mode weights change quickly, meaning
the optimal choice of pflip depends on the current state of
the model. Exploring these complications is beyond the
scope of the present study. We also test the naive data
augmentation scheme for α 6= 0, fixing the probability of
negating each configuration to psign = 0.5 to avoid the
17













FIG. 12. Similar to Fig. 10, but with fixed m2 = −4
and varying αV . Additional variance due to seed dependence
is not quantified, but training using data from symmetrized
(φ ∼ p̃(symm)mix ) and adaptive (φ ∼ p̃
(adapt)
mix ) mixtures are iden-
tical procedures at α = 0, so the discrepancy reflects seed
dependence in that case.
same complications as in the tuned pflip mixture.
Figure 12 compares models self-trained using sym-
metrized and adaptive mixtures, along with models
trained with AHMC samples and the naive data aug-
mentation scheme, for α 6= 0. The discrepancy between
AHMC-trained results and self-trained results extends to
non-zero α. The two different mixture approaches per-
form comparably, although the results of using adaptive
mixtures have more variance, suggesting less stable train-
ing or stronger seed dependence. The success of the sym-
metrized mixture scheme implies that the loss of statisti-
cal power from reweighting to correct the mode weights is
not a large effect. The naive data augmentation scheme
performs generically worse than the mixtures (although
comparing with Fig. 12, m2 = −4 is a particularly poor
set of parameters for this scheme), and predictably pro-
duces models of increasingly poor quality as α increases
and psign = 0.5 becomes a poor approximation.
4. Adiabatic retraining & flow-distance regularization
As introduced in Secs. V B and V C, both adiabatic re-
training and flow-distance regularization can be thought
of as reverse KL self-training with an adiabatically chang-
ing the loss function, so we discuss them together.
For adiabatic retraining, we tune the action parameter
m2 over the course of training via a schedule function
g(t) ∈ [0, 1] so that the effective instantaneous φ4 action
can be explicitly written as







where SE is given by Eqn. (19). When targeting the
symmetric potentials where α = 0, the initial parameter
m20 = −3 is chosen to correspond to a unimodal distribu-
tion to serve as the starting point of the adiabatic train-
ing. For flow-distance regularization, each configuration
Method Coupling strength t1 t2 k
Adiabatic retraining m20 = −3.0 40000 120000 1
Flow-distance κ ≈ 0.1 20000 120000 1
TABLE I. Example schedule parameters for adiabatic retrain-
ing and flow-distance regularization, for parameters m2 = −4
and α = 0.
φ contributes to the loss as





where L(p̃, p) = 1N
∑
i L(φi, p) and g
′(t) ∈ [0, 1] is a
schedule function. The hyperparameter κ sets the initial
relative contributions of the regularizer term and the ac-
tion. In practice, we find that both training processes are
more stable if we take the schedule functions g(t), g′(t)
to be concave functions of t rather than linear interpola-
tions. We use the schedules





, t1 < t ≤ t2 (29)
choosing t1, t2, k appropriate to each problem. The
schedule is defined to be flat before t1 so that initially,
adiabatic retraining trains a model appropriate to the
initial parameters before beginning to interpolate, and
flow-distance regularization trains a model close to the
identity before the regulator begins to be removed.
In the symmetric case where α = 0, for m2 = −4 both
approaches successfully train bimodal flow models using
the schedule parameters in Table I. When the schedule
moves too quickly, the models tend to suddenly collapse
into a unimodal distribution during training, so increas-
ingly slow tuning is required as m2 becomes more nega-
tive. We were able to increase the reach of these training
schemes without using impractically slow schedules by
“rewinding” when mode collapse occurs by reloading a
recent checkpoint and, if necessary, lowering the learning
rate. We have had mixed success either reloading the op-
timizer state or resetting the optimizer parameters when
rewinding. Gradient norm clipping can help make train-
ing more robust against collapse but does not prevent it
entirely.
With the caveat that any interpretation based on the
finite-sample ESS estimator may be unreliable given the
slow convergence problems discussed in Sec. VII below,
we proceed with an analysis of the training dynamics of
these methods.
Figure 13 shows the training history of a model for
m2 = −4 trained using flow distance regularization with
the parameters in Table I and a decaying learning rate.
During the initial regulator-dominated part of training
when t < t1, the loss converges and the magnetization
〈φ〉p̃ goes to zero. The finite-sample ESS is near zero, in-
dicating poor overlap with the target, as expected for
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FIG. 13. Training history for flow-distance regularization,
for a flow model targeting m2 = −4 and α = 0, training with
batch size 1000. The learning rate starts from 10−3 and drops
by a factor of γ = 0.5 every 20000 epochs.
a model which has converged to a prior-like distribu-
tion. As the regulator is slowly removed, the loss changes
smoothly, the ESS increases slowly, and the magneti-
zation remains near zero, indicating that the model is
not mode collapsed. After the regulator is removed,
the envelope of the ESS is nearly flat (possibly increas-
ing slowly), indicating that the training schedule finds a
nearly converged model without additional unregulated
training. Fluctuations in 〈φ〉p̃ under additional training
are damped by the decaying learning rate.
Figure 14 shows the training history of a model for
m2 = −4 trained using adiabatic retraining with the
schedule parameters in Table I. During the initial phase
of training before t1, the model learns a nontrivial ap-
proximation of the instantaneous target with m2 = −3
as indicated by the loss and by the ESS onto the in-
stantaneous target (orange), although it has not yet
asymptotically converged before the schedule begins to
be tuned. The ESS onto the final target m2 = −4 (blue)
is near zero, as expected given the different initial and
final target distributions. As the action is tuned towards
m2 = −4, the loss changes smoothly and 〈φ〉p̃ remains
near zero up to per-epoch fluctuations, indicating that
the model does not collapse onto a single mode. Similar
to Fig. 13, the ESS onto the final target m2 = −4 in-
creases slowly as the model becomes an increasingly good
approximation of the target. The increasing variance
in the magnetization 〈φ〉p̃ and the change in ESS after
the schedule reaches m2 = −4 reflect that the interpola-
tion is not fully adiabatic, although this interpretation is
confounded by the interpolation beginning with a model
which is not asymptotically converged (i.e. stable under
further training). The apparent drop in the ESS under
additional training after the schedule reaches m2 = −4
may suggest that the scheme produces transiently better
models than can be achieved by direct training.
FIG. 14. Training history for adiabatic retraining, for α = 0
and interpolating from the initial m20 = −3 to the final tar-
get m2 = −4 as described in the text, training with batch
size 4000. In the bottom panel, “Target” indicates ESS/N
for reweighting to the final action with m2 = −4, while “In-
stant” is for reweighting to the current instantaneous action
with m2(t) as shown in the second panel. The target ESS is
evaluated on 16000 configurations every 25 epochs. The in-
stantaneous ESS is evaluated every epoch, and smoothed by
averaging over blocks of 4 epochs so that it incorporates the
same number of samples as the target ESS; the resulting met-
rics are nevertheless inequivalent and the instantaneous ESS
is expected to be more positively biased due to the smaller
sample size.
On the other hand, the finite-sample ESS onto the in-
stantaneous target in Fig. 14 changes smoothly over the
course of adiabatic retraining; the decrease reflects the
fixed architecture’s decreasing ability to represent the
increasingly complicated target. The nontrivial overlap
with all instantaneous targets throughout training sug-
gests that the initial expense of training a model from
a random initialization could be amortized over different
action parameters, which could help circumvent possi-
ble issues with the scaling of the costs of training flow
models [64].
Both schemes are applicable to explicitly broken po-
tentials with α 6= 0. Flow-distance regularization can
be used to train directly into the bimodal target just as
in the α = 0 case, although we find that for potentials
with larger tilts, the model is more likely to collapse to
unimodal and usually needs a slower schedule. For adia-
batic retraining, we observe that the particular trajectory
through action parameter space is important, specifically
that avoiding mode collapse requires training into a bi-
modal distribution before training towards a target with
explicitly broken symmetry.
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FIG. 15. Distribution of φ for models constructed using the
different approaches, for m2 = −4 and α = 0. Note: these
histograms are computed using raw samples from the model
distribution, and no statistical corrections have been applied.
The distribution of φ for the target distribution p, estimated
using AHMC, is underlaid in gray for ease of comparison.












FIG. 16. As for Fig. 15, but for m2 = −4 and α = 0.8/V .
D. Comparison
Figures 15 and 16 show the distributions of φ for α = 0
and α = 0.8/V , respectively, for models constructed us-
ing the different approaches of Secs. IV and V. As ad-
vertised above, all methods produce models that sample
from both peaks of the bimodal distribution for these two
sets of parameters. Reverse KL self-training produces
a model that severely underweights the region between
the modes in Fig. 15, but not in Fig. 16, indicating that
this is not a generic effect. Flow distance regularization
uniquely produces models that do not underweight the
inner region, suggesting that it reduces the initial over-
concentration on peaks described in Sec. II D. All other
models only mildly underweight the inner region.
Figure 17 shows the forwards KL divergences of mod-
els constructed using the various different approaches de-
scribed here. Without accounting for systematic uncer-
tainties due to differences in training details and initial-
ization dependence, we cannot robustly evaluate the rel-
ative capabilities of the different methods presented, and
being fully conservative can only state that all methods
produce bimodal models with nontrivial, roughly compa-
rable overlap with the targets. However, with this caveat
understood, we can attempt a more detailed analysis.
Although bimodal models can be obtained using re-
verse KL self-training if the modes of the target distribu-
tion are not too separated, Fig. 17a suggests that over-
lap with the target suffers as the distribution becomes
more bimodal. We can attribute the high variance in the
quality of reverse KL self-trained models in Fig. 17b to
training details and seed dependence; comparing Figs. 15
and 16, we see that different reverse KL self-training runs
yield (after training to convergence) models with differ-
ent support relative to the target in the inner tails.
Conversely, the quality of mixture models, as well as
models trained using them in the reweighted forwards KL
self-training scheme, appears to improve as the target be-
comes increasingly bimodal. Mixtures generally yield the
lowest divergence for highly bimodal symmetric targets
with m2 < −4 in Fig. 17a, and comparable performance
to the forwards KL trained models for m2 = −4 and
α 6= 0 in Fig. 17b. The reduced performance of mixtures
at m2 = −4 compared with that for more bimodal targets
is due to the lack of availability of high-overlap unimodal
models, as the models quickly begin to move towards the
bimodal distribution under reverse KL self-training at
these parameters (as seen in Fig. 4). Similarly, the coun-
terintuitive underperformance of some of the mixtures
at larger α in Fig. 17b versus reverse KL self-trained
bimodal models is due to what amounts to differences
in stopping criteria: unimodal models in the presented
mixtures are necessarily taken from earlier in reverse KL
self-training runs that eventually produce bimodal mod-
els, and comparing Figs. 5 and 7 we see that some “uni-
modal” models have more support on the missed peak
than others, indicating that some mixture components
have been trained further towards finding the bimodal
distribution.
As discussed above, for forwards KL training, we ob-
serve worse overlap with the target for self-trained mod-
els than with models trained with AHMC data. How-
ever, forwards KL self-training with mixture samples typ-
ically produces models at least as good as reverse KL
self-trained ones, and does so while training directly into
the bimodal distribution without needing to wait for the
model to stochastically tunnel to bimodal as with reverse
KL. Forwards KL self-training thus provides a reliable
means of more efficiently training bimodal distributions,
especially for highly bimodal targets where it is unclear
that reverse KL will find the bimodal distribution in any
tractable amount of time, given that we have sufficient
knowledge of the target’s mode structure to augment the
training data.
Adiabatically retrained and flow-distance regulated
models appear to have worse overlap than those pro-
duced by the other methods; however, this may be due
purely to differences in training details necessitated by
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FIG. 17. Forwards KL divergence (lower indicates better
agreement) for models constructed using the different ap-
proaches described in the text, for (a) fixed α = 0 and varying
m2 and (b) fixed m2 = −4 and varying α, estimated using
shared ensembles of 106 target-distributed samples. Errors
are computed by bootstrapping, and are smaller than the
markers for all points. Additional variance due to seed de-
pendence is not quantified. Missing points indicate that we
were unable to obtain models for those parameters using the
corresponding method.
the less-robust adiabatic training schemes, such as differ-
ences in stopping criteria as well as the rewinding pro-
cedure described above. In Fig. 17a we observe that
flow-distance regularization appears to produce models
with worse overlap as the target becomes more bimodal,
but the same is not true for adiabatic retraining. Fur-
ther investigation is required to disambiguate whether
the declining quality for flow-distance regularization is
due purely to training details, or if the initial training
targeting a (unimodal) prior-like distribution produces a
model inflexible to further training into the (bimodal)
target. Nonetheless, the practical difficulties of tuning
these methods to effectively produce bimodal distribu-
tions for this theory suggest that it may be easier to work
with other methods of producing bimodal flow models,
when they are available.
VII. SAMPLING USING MULTIMODAL
MODELS IN SCALAR FIELD THEORY
In this section, we examine the utility of the mod-
els described above in generating target-distributed sam-
ples using both flow-based MCMC and a composite
algorithm which mixes updates using HMC and flow-
based MCMC. We find that, when used with flow-based
MCMC, these models generically produce pathologically
inefficient samplers due to undersampling in the inner
tails. The way this issue arises is subtle, so we note
its effects in various direct checks of sample quality and
discuss how it can be better diagnosed using target-
distributed validation data. To demonstrate its severity,
we perform a case study of the asymptotic performance
of flow-based MCMC using an example model. Finally,
we demonstrate that the problems of flow-based MCMC
can be regulated by augmenting with HMC to produce
an efficient composite MCMC sampler.
A. Flow-based MCMC
Figure 18 shows the flow-based MCMC acceptance
rate for models constructed using the different ap-
proaches presented in this work, modeling the variance
in acceptance rate for different model-generated datasets
by applying Independence Metropolis (as described in
Sec. II C) to different bootstrap draws from a fixed sam-
ple of 106 configurations. The resulting estimates have
little error, and all models yield samplers with acceptance
rates ∼ 30% − 90%, with the acceptance rate ordering
models similarly to the forwards KL divergence in the
previous section.
Figures 19 and 20 show histograms of φ for m2 = −4
and α = 0 and 0.8/V , respectively, with each constructed
from 106 target-distributed samples generated using flow-
based MCMC with each model. All samplers correctly
reproduce the distribution under the target, especially
around the peaks. However, we generically observe large
fluctuations around the target density in the inner tails;
these fluctuations are not due to statistical limitations
in estimating histogram bin counts (compare with the
smooth outer tails at lower densities), but rather due to
large numbers of replicated samples near φ ≈ 0 arising
from long rejection runs triggered by high-weight configu-
rations. This reflects a large uncertainty in the estimated
density near φ ≈ 0 and is a symptom of the problems with
these samplers.
Figure 21 shows the results of using the various dif-
ferent models with flow-based MCMC to compute the
observables 〈φ〉p and 〈φ2〉p, compared against “ground
truth” computed using AHMC. We apply Independence
Metropolis to a sample of 106 configurations drawn from
each model to generate an ensemble of target-distributed
configurations. For both HMC samples and flow samples,
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FIG. 18. MCMC acceptance rate for models constructed us-
ing the different approaches described in the text, for (a) fixed
α = 0 and varying m2 and (b) fixed m2 = −4 and varying
α. All estimates are made on 106 model-distributed samples,
with errors computed by taking bootstrap draws from fixed
datasets and applying independence Metropolis within each.
Error bars are smaller than the markers for all points. Addi-
tional variance due to seed dependence is not quantified.
we first bin the data to remove autocorrelations6 then
bootstrap to estimate uncertainties. Most observables
computed using flow-based MCMC agree within errors
with the AHMC results (or the analytic value 〈φ〉 = 0
when α = 0) and no systematic bias is apparent.
However, a few points in Fig. 21 lie many standard
deviations away from the true values, indicating their
errors are severely underestimated. Additionally, we ob-
serve a larger-than-expected range of estimated errors
given the apparently comparable quality of these models
as measured by the forwards KL divergence and accep-
tance rate. We also obtain significantly different error
6 For flow-based samplers we use bins of size 104. For HMC we
use bins of size 103 to avoid any irregularities that might arise
because our AHMC dataset is composed of 100 ensembles of 104
configurations. Means are stable and error estimates approach
an asymptotic value under additional binning until finite-sample
effects arise.















FIG. 19. Distribution of φ for ensembles generated using
flow-based MCMC with models constructed using the differ-
ent approaches described in the text, all for m2 = −4 and
α = 0. The log distributions are offset for clarity; the hori-
zontal line of the same color indicates density 1 for the cor-
responding distribution, and lines are separated by factors of
10. The true distribution of φ, estimated using AHMC, is
shown in black behind each curve.
estimates when analyzing different samples of 106 con-
figurations drawn from the same model, indicating non-
convergence of variance estimates even for these large
sample sizes. We trace these effects to the presence or
absence in each sample set of high-weight configurations
which trigger long rejection streaks. This implies that
the Markov chains have not entered the smoothly con-
verging regime even at length 106, and thus that flow-
based MCMC converges pathologically slowly when used
with these models.
We also consider the reweighting-motivated effective













where the integral is the asymptotic value, in which sam-
ple dependence necessarily disappears and the metric re-
flects a property of the model, and the finite-sample es-
timator is evaluated for a sample of N model-distributed
configurations φi ∼ p̃ where wi = w(φi) = p(φi)/p̃(φi)
as defined in Eqn. (23). The ESS per configuration falls
between 0 and 1, achieving the maximum value of 1 for a
perfect model p̃ = p where all wi = 1. The ESS is known
to be (positively) biased for small sample sizes [75] so, in
principle, it is important to sample until the estimator
converges to obtain a meaningful metric of model qual-
ity. However, we observe large variances of ESS estimates
even when computed from samples of 106 configurations
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FIG. 20. As in Fig. 19, but for m2 = −4 and α = 0.8/V .
and, drawing different samples from the same models,
we observe significantly different estimates, again indi-
cating non-convergence. We trace this effect to the same
high-weight configurations that break convergence of er-
ror estimations; we observe individual configurations that
change the ESS by O(1) factors, as discussed further in
the next subsection.
To circumvent finite-sample limitations, we use a



















where φi ∼ p and the estimator incorporates the stochas-
tic estimator of Eqn. (22) to allow use with unnormal-
ized reweighting factors. The resulting ESS estimates for
the different models are shown in Fig. 22, measured us-
ing the same shared ensembles of 106 configurations of
target-distributed samples used for the forwards KL di-
vergence estimates in the previous section. We observe
that ESS/N ≈ 0 for most of the models. This should
not be read as a deficiency of the ESS as a metric, but
rather as a direct indication that these models will give
poor-quality results when used with reweighting or di-
rect resampling; as motivated further below, this also
diagnoses the unsuitability of these models for use with
flow-based MCMC.
The high variance in some of these target-sample ESS
estimates, as well as the analysis in the next subsection,
suggests that some or all of these estimates may still
be poorly converged. However, some features of Fig. 22
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FIG. 21. Estimates of 〈φ〉 and 〈φ2〉, computed with flow-
based MCMC using models obtained using the different ap-
proaches described in the text, for (a) fixed α = 0 varying m2
and (b) fixed m2 = −4 varying α. Observables are computed
by drawing 106 configs from each model, applying indepen-
dence Metropolis to construct a Markov chain, binning by
104, and bootstrapping to estimate the error. Markers de-
note the median over bootstraps, and error bars extend to
the 15.9th (−1σ) and 89.1th (+1σ) percentiles. Except for
〈φ〉 when α = 0, which is zero by symmetry, ground-truth
values computed on ensembles of 106 samples generated with
AHMC have been subtracted from each observable, without
accounting for the error in the AHMC estimate. Estimates
that are consistent with zero within error indicate agreement
with ground truth. Additional variance due to seed depen-
dence in training and sampling is not quantified.
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FIG. 22. ESS per configuration estimated using target-
distributed samples for models constructed using the differ-
ent approaches described in the text, for (a) fixed α = 0 and
varying m2 and (b) fixed m2 = −4 and varying α. All es-
timates are made on shared ensembles of 106 samples, and
errors are computed by bootstrapping. Markers denote the
median over bootstraps, and error bars extend to the 15.9th
(−1σ) and 89.1th (+1σ) percentiles. Additional variance due
to seed dependence in training and sampling is not quantified.
merit discussion. We see ESS/N ≈ 0 for all models with
m2 < −4.4; the large errors on some models reflect cases
where only a few high-weight samples cause the ESS to be
small, similar to what is observed using the model-sample
estimator. In many cases, forwards KL training with
AHMC data is able to produce models with nonzero ESS
where the other schemes cannot. A few models trained
using other procedures have nontrivial ESS, but there is
no pattern to this apparent success, and this could be
due to the particular target samples used for these es-
timates. In a few spot checks, we observe strong seed
dependence; for example, in Fig. 22a the model trained
with AHMC data for m2 = −4.2 has nontrivial ESS but,
as discussed further below, the model studied in the next
section (trained similarly, for the same parameters) has
ESS ≈ 0.
B. Case study: flow-based MCMC
To better understand the apparent convergence prob-
lems observed in the previous section, we perform a care-
ful study of one particular model. We find that it ex-
hibits exactly the issue discussed in Sec. II, where a rarely
sampled-from region of configuration space is also highly
underweighted in the model relative to the target, leading
to pathologically slow convergence.
The model in question was trained targeting
m2 = −4.2 and α = 0 with forwards KL training us-
ing AHMC samples; we chose a model trained with this
scheme as it produces the best bimodal models, so any
issues observed apply for best-case training. The model
discussed here is different than the one presented in
Fig. 22a, but trained identically up to the random seed.
Unlike for that model, we measure ESS ≈ 0 using the
target-sample estimator; meanwhile, the forwards KL di-
vergence and MCMC acceptance rate are lower outside
error for the present model, but closely comparable in
magnitude. This indicates that different initial weights
and different sets of training data can yield models with
drastically reduced ESS without qualitatively affecting
the forwards KL divergence or MCMC acceptance rate.
As explored below, this low observed value of the ESS sig-
nals severe problems with flow-based MCMC using this
model which are not diagnosed by the other two metrics.
For all numerics in this section, we use a single
dataset of 106 model-distributed samples drawn from
the flow model and another set of 1.28 × 106 target-
distributed samples generated with AHMC. We normal-
ize all reweighting factors w(φ) = p(φ)/p̃(φ) such that
〈w〉p̃ = 1 using the stochastic Z estimator of Eqn. (22)
evaluated on the target samples. Most of the ensu-
ing discussion is phrased in terms of the distribution of


















which contains all observable-independent information
about model quality. Although correlations between
reweighting factors and observables can further affect
the quality of specific measurements, we are interested
in model quality generically.
Figure 23 demonstrates that the large variation in
the ESS estimates derived from different model sample
datasets, as well as the low values of the ESS estimated
using target samples, are due to configurations from the
high-weight tail of the distribution of reweighting factors.
The two sets of points in the figure correspond to the es-
timate of the ESS (corresponding to reweighting from
model to target) including all samples with w ≤ wmax,
varying wmax. Considering the model-sample estimator
in isolation, as the cut wmax is increased, the ESS ap-
pears to be converging to a value ∼ 0.7 until two high-
weight “outlier” configurations significantly reduce it; the
highest-weight configuration reduces the ESS by a fac-
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FIG. 23. Running value of the ESS per configuration (for
reweighting from the model to target) computed including the
subset of configurations with w < wmax, using either model
(blue) or target (orange) samples and the corresponding esti-
mators as described in the text.
tor ∼ 2. Comparison with the target-sample estima-
tor indicates that these apparent outlier configurations
correspond to an unsampled high-weight tail of config-
urations. The discrepancy between the highest-weight
model-estimator point and the target-sample curve can
be attributed simply to coarse sampling in the tail. The
target-sample estimator smoothly approaches a near-zero
value, although undersampling in the tail suggests the
exact value estimated is unreliable, with ∼ 5 samples
accounting for the difference between 0.15 and ≈ 0.
Figure 24 confirms directly the existence of an under-
sampled high-weight tail in the distribution of reweight-
ing factors. The histogram in blue corresponds to the dis-
tribution of reweighting factors estimated directly using
model-distributed samples. The distribution of reweight-
ing factors under the model can also be obtained by
reweighting the distribution of reweighting factors under












which we apply to a histogram estimate of ρ(w) made
with target-distributed samples to produce the histogram
in orange. In Fig. 24, the reweighted histogram satisfies∫
dw ρ(w) ≈ 1, and matches well with the direct estimate
where the two both have support; however, it also reveals
a long tail of high-weight configurations which are not
sampled in 106 draws from the model.
Identifying the tail as all samples with w > 5 (cor-
responding roughly to the first outlier in Fig. 23 and
Fig. 24), Figure 25 examines where these high-weight
configurations lie with respect to the distributions of
other observables under the target. The high-weight tail
comes from regions of very low density in the model,
accounting for their infrequent sampling. As suggested
by the rejection-induced finite-sample fluctuations near
φ ≈ 0 in Figs. 19 and 20, the high-weight configurations
come from the inner tails of the bimodal distribution.
This corresponds to samples from the lower-valued tail









FIG. 24. The distribution of reweighting factors under the
model, ρ̃ = 〈δ(w−p/p̃)〉p̃, with the blue histogram made using
106 model-distributed samples and orange histogram made
using 1.28 × 106 target-distributed samples generated with
AHMC then reweighted. The two isolated “outlier” points
from Fig. 23 are visible at large w in the blue histogram.
of the distribution of φ2, explaining the more severe ef-
fect on the variance of this observable in Fig. 21, and
between different model-generated samples as discussed
above, compared with φ where duplications due to rejec-
tions enter near the midpoint of a symmetric distribution.
Due to its undersampling, we cannot tractably study
the effect of the high-weight tail by directly sampling
using flow-based MCMC. Instead, we can use target-
distributed samples to estimate the asymptotic prop-
erties of flow-based MCMC by considering the asymp-
totic behavior of the Markov process that defines it.
After equilibration, the current configuration of any
Markov chain generated using flow-based MCMC is
target-distributed, and proposed updates are indepen-
dent model-distributed configurations. Proposals are ac-
cepted with probability






≡ A(w → w′) (34)
so the asymptotic acceptance rate is





dwdw′ ρ(w)A(w → w′)ρ̃(w′)
(35)
where in the second line we use that the acceptance rate
is a function of w and w′ only to rewrite the expression in
terms of the distributions of reweighting factors. Evalu-
ating this expression using target samples for the expec-
tation over p, and model samples for the expectation over
p̃, we find estimates consistent with the acceptance rates
obtained by directly sampling using flow-based MCMC,
as expected given that the high-weight tails comprise a
small fraction of the mass of p.7
7 We would expect a large correction for a mode-collapsed model


















FIG. 25. Distributions of log p̃, φ, and φ2 under the target p. The blue lines include all data, while the orange lines show the
undersampled tail and include only configurations with w > 5, corresponding roughly to where the model distribution (with
106 samples) cuts off in Fig. 24 and where the two “outlier” points sit in Fig. 23. The additional spines on the x axes indicate
the extent of the insets.
We can extend this reasoning to estimate the asymp-
totic distribution of rejection runs and thus the autocor-
relation time. We relegate the derivation to Appendix A,
and summarize the results here: in terms of the “accep-
tance rate out of a configuration” with weight w,
A(w → p̃) =
∫
dw′A(w → w′)ρ̃(w′) (36)
the asymptotic acceptance rate is
A(p→ p̃) =
∫
dwρ(w)A(w → p̃) (37)
and the length r of the rejection run following the initial
acceptance of a configuration with weight w is (geomet-
rically) distributed as
p(r|w) = A(w → p̃) [1−A(w → p̃)]r (38)








which is directly and trivially related to the rejection-run





Applying these expressions in Fig. 26, we find imme-
diately that the asymptotic autocorrelation time either
diverges or is too long to estimate even using target sam-
ples. Using model samples to estimate A(w → p̃) as a
function of w and applying them to a histogram esti-
mate of ρ(w), we see that the integrand of the asymp-
totic acceptance rate has little mass present in the tail
beyond w ∼ 5, as expected given the consistent direct
and asymptotic estimates of the acceptance rate. How-






5 0 5 10 15 20
log w
10 3R
FIG. 26. Top panel: distribution of reweighting factors under
the target, ρ(w) = 〈δ(w − p/q)〉p, estimated using 1.28× 106
samples generated using AHMC. Bottom panels: integrands
constructed from the distribution of reweighting factors as
described in the text. Integrating over the second panel will
yield the asymptotic acceptance rate, while integrating over
the third panel gives the integrated autocorrelation time up
to an offset of +1/2 as described in the text.
grows as w increases, and because the variables of the
theory are not compact, there is in principle no upper
bound on the maximum w. Due to this lack of an upper
bound we cannot conclude that the autocorrelation time
diverges, as it is possible that the integrand turns over
at even higher w; however, even if this is the case, the
sampler is clearly pathological. By comparison, the auto-
correlation time measured on ensembles generated using
flow-based MCMC with this model is only O(1), even on
datasets of O(106) samples.
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C. Discussion: performance metrics for flow-based
MCMC
The failure of the forwards KL divergence and MCMC
acceptance rate to diagnose the pathology explored in
the previous subsection indicates that they are unsuit-
able metrics of the quality of models for use with flow-
based MCMC. These metrics fail because the problems
with flow-based MCMC are caused by poor modeling
in low-density regions. The forwards KL divergence,∫
dφ p(φ) logw(φ), is insensitive to these regions: the
weight p is small therein, and the logarithm damps the
effect of large w. The acceptance rate provides only a
lower bound on the autocorrelation time [43], and this
bound is particularly weak when the sampler may un-
dergo long runs of rejections, as observed here. To illus-
trate: a Markov chain in which every other proposal is
accepted has a much shorter autocorrelation time than
one where half of the samples are replicates due to a sin-
gle long rejection run, even though both chains have a
50% acceptance rate. The acceptance rate also fails to
qualitatively penalize mode-collapsed models: for a sym-
metric bimodal system, the finite-sample acceptance rate
will tend to be overestimated only by a factor of 2 versus
the asymptotic one, as the rejections that populate the
missed mode can only make up half of the total samples.
A low divergence and high acceptance rate are necessary,
but insufficient.
The ESS is more useful for this purpose, but must
be interpreted carefully when evaluated using model-
distributed samples in direct studies. Unlike the other
metrics, the ESS penalizes models with broad distribu-
tions of reweighting factors that, as discussed above, lead
to long MCMC autocorrelation times: high-weight con-
figurations contribute more to the sum in the denomi-
nator of Eqn. (30) than the one in the numerator, while
low-weight configurations contribute little to either but
decrease the ESS via the 1/N factor. Similar argu-
ments apply for Eqn. (31). The ESS also distinguishes
mode-collapsed models from non-pathological ones, as
the denominator clearly becomes large when w(φ)  1
over some mode of the target. In practice, the ESS is
a more useful metric, especially when measured with
target-distributed validation data; we found that high
variance in the ESS estimated with model samples indi-
cated low asymptotic ESS as estimated with target sam-
ples, and that this indicated problems with the models
for use with flow-based MCMC. Low observed values of
the ESS should be taken seriously, even if the MCMC
acceptance rate is high.
D. Case study: mixing flow-based MCMC and
HMC
As motivated in Sec. III, composing different MCMC
updates can produce samplers with better properties
than either type of update alone. Specifically, we consider









FIG. 27. Effect of different numbers of HMC steps nH on a
distribution of 800 samples from the underweighted tail with
w & 5. Histograms for nH 6= 0 include a marginalization over
100 different HMC chains out of each configuration.
a Markov chain constructed by alternating nF flow-based
MCMC updates with nH trajectories of HMC. Each type
of update is applied completely independently and ends
in its own Metropolis test, so neither algorithm needs any
modification to use the two in combination.
In this scheme, the limit nH  nF corresponds to
augmented HMC as discussed in Sec. VI B, except the
augmentation step is a learned flow-based MCMC pro-
posal rather than some mode-hopping transformation
constructed by hand. As long as the flow model sam-
ples from all modes and has a nontrivial acceptance
rate, this augmentation solves the problem of freezing
in HMC. While this is not useful when simpler mode-
hopping transformations are known, it may be possi-
ble to train multimodal flow models in the more general
case (using e.g. flow-distance regularization) to provide
machine-learned augmentation steps. However, in this
case mixing of the Markov chain is primarily driven by
HMC, and any critical slowing down beyond freezing will
not be alleviated.
More interestingly, we can consider the regime where
nF > nH = 1, i.e. flow-based MCMC augmented with oc-
casional applications of HMC. In the last section we saw
that the asymptotic performance of purely flow-based up-
dating with these models is compromised by long rejec-
tion runs triggered when high-weight configurations are
accepted. Mixing in occasional HMC updates must solve
this problem, as long rejection streaks will be terminated
after enough HMC steps occur to move the chain to a
better-modeled part of configuration space. The practi-
cal question to answer is thus how many HMC updates
must be applied with what frequency to regulate the
long rejection runs. Figure 27 demonstrates that (for
the HMC parameters we consider in this paper) even a
single HMC step moves the bulk of the tail samples with
w & 5 to smaller reweighting factors.
Asymptotic analysis of the behavior of the compos-
ite algorithm is complicated by the need to marginal-
ize over all possible momentum draws as well as HMC’s
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dependence on the previous configuration, which means
that the distribution of reweighting factors no longer
captures all information about overall sampling perfor-
mance. However, we can make estimates by consider-
ing the asymptotics of flow proposals made on top of
fixed HMC evolutions. Between HMC steps, proposals
are made completely independently to update a fixed
configuration. We can model the distribution of rejec-
tion run lengths under the composite algorithm, starting









where A(t) is a time-dependent acceptance rate out
of the configuration. Before the first HMC step,
A(t) = A(φ0 → p̃) as in the pure-flow case; after the first
HMC step, A(t) = A(φ1 → p̃) where φ1 is the evolved
configuration. We have made explicit the dependence on
the (infinite) set of momentum fields Π drawn for use
in all ensuing HMC steps, which must be marginalized
over to quantify asymptotic sampling performance. In
practice we compute this distribution for a fixed HMC
chain beginning with φ0, and marginalize by including
estimates made using 100 different chains with different
seeds. After 100 trajectories the unnormalized geometric
distributions are zero within numerical precision, even
for nF = 1, indicating that expectations computed using
the truncated distributions are converged and accurate.
The results, shown in Fig. 28, demonstrate that even
infrequent HMC steps will truncate long rejection runs.
In the purely flow-based MCMC limit nF =∞, the typ-
ical run length following the tail samples is ∼ 103, but
the longest is ∼ 108. A single HMC step per thousand
flow steps, nF = 1000, does not change the typical run
length appreciably, but does truncate the maximum run
length to ∼ 104, indicating that the neighborhoods of
high-weight configurations are not extensive (as would be
the case with a mode-collapsed model). As the frequency
of HMC steps increases, the maximum escape time out
of the tail configurations decreases progressively, and the
shape of the distribution changes more substantially.
The HMC updates must move configurations into the
undersampled regions of configuration space to compen-
sate for the truncation of the rejection runs that would
have otherwise populated them. However, as shown in
Fig. 29, while the HMC augmentation introduces high-
weight configurations more frequently in a relative sense,
this happens only infrequently in an absolute sense. Us-
ing our target-distributed ensemble of 1.28 × 106 con-
figurations, we estimate that only ∼ 0.05% of the mass
of p is in the high-weight tail where w > 5. We apply
1000 HMC updates to each of these configurations, gen-
erating an ensemble of Markov chains. Updating one
target-distributed ensemble with HMC yields another,
but will move some fraction of the original ensemble into
the tail and some fraction out. We find that each HMC
update moves ∼ .03% of p into the tail, which corre-
sponds roughly to the probability that an HMC augmen-
tation step will introduce a high-weight configuration.
Subsequent updates rapidly move these configurations
back out of the tail, as shown in Fig. 29 and similarly
demonstrated in Fig. 28.
These results demonstrate that augmenting flow-based
MCMC with occasional HMC updates regulate the issues
arising in flow-based MCMC, providing a sampler with
all the advantages of independence Metropolis without
the risk of slow convergence. This yields a qualitative ad-
vantage over traditional algorithms in cases where freez-
ing occurs. A more quantitative comparison of the rel-
ative performance of HMC and the composite algorithm
is application-dependent and beyond the scope of this
exploratory study. The performance of the composite al-
gorithm depends not only on the model, but also on the
tuning of the HMC augmentation step, whose optimal
parameters depend on the structure of the lattice theory
as well as the model being augmented.
VIII. EXTENSIONS & OTHER APPROACHES
A. Constructing multimodal models
In this work we demonstrate basic applications of the
methods described in Secs. IV and V to training bimodal
models for real scalar φ4 theory in two dimensions. The
results of this study suggest some obvious extensions,
listed below.
Adiabatic retraining and flow-distance regularization
may each be used in combination with forwards KL self-
training, rather than with reverse KL self-training. More
generally, each of these procedures may be considered as
a deformation of the target, and so may be used with any
training procedure.
Flow-distance regularization and (to a lesser extent)
adiabatic retraining require careful design of a schedule
to avoid mode collapse. Schedulers designed to detect
and prevent mode-collapse can make these methods more
practical to apply, but require an investigation of metrics
to anticipate mode collapse during training.
As demonstrated in Sec. VI C 3, forwards KL self-
training can be made to work with a naive data augmen-
tation scheme instead of the more-principled approach of
generating training data using a mixture model. Naive
data augmentation could allow application of forwards
KL self-training to learning distributions with extended
modes that arise due to spontaneous breaking of a contin-
uous symmetry, as symmetrized mixture model densities
are intractable to evaluate in this case. The alternative,
training with mixtures symmetrized over discrete approx-
imations of the group, does not encode the full symmetry
in the data and scales poorly with the group dimension.
Self-training with the reweighted forwards KL diver-
gence is generically more expensive than reverse KL self-
training, and especially so when training samples are
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FIG. 28. Distribution of expected number of rejections following configurations from the undersampled tail with w & 5, for a
Markov chain evolved by alternating nF flow-based MCMC proposals with single HMC trajectories. The escape time metric
counts either a flow proposal or an HMC trajectory as one step. The distribution corresponds to
∑
r rp(r|φ), where p(r|φ) is
as in Eqn. 41, computed as described in the text for 800 different tail samples φ, and marginalized over 100 different HMC
chains run out of each sample and over all different delays before the first HMC step occurs (i.e. after 0 . . . nF flow proposals,
with even weight). Each dashed vertical line indicates the largest value for the distribution shown in the same color.












FIG. 29. Time for HMC updates to move out of the high-
weight tail (where w > 5) after first entering it, computed as
described in the text. The dashed line indicates the fraction
of p in the high-weight tail, ∼ 0.05%. At zero HMC steps,
the value indicates the fraction of p which one HMC update
newly moves into the high weight tail, ∼ .03%, which decays
as HMC moves these configurations back out of the tail. The
solid line denotes the median fraction, while the band spans
the 1st to 99th percentiles.
drawn from a mixture. However, we observed that bi-
modal models are typically stable against mode collapse
under reverse KL self-training. This suggests using for-
wards KL self-training only early in training, switching
to reverse KL after circumventing the regime where mode
collapse may occur.
The forwards KL self-training scheme presented in this
paper allows for data augmentation in combination with
self-training generically, which may have useful applica-
tions other than putting in mode structures by hand.
This study considered only the reverse KL and
forwards KL divergences (and simple generalizations
thereof) as losses. As noted in Ref. [76], the reverse KL
divergence is an integral over p̃ log p̃/p, so the loss is only
sensitive to large discrepancies between p̃ and p when p̃
is not small. A similar argument with p̃ → p applies
for using the forwards KL divergence as a loss. At finite
sample sizes, this problem manifests as poorly resolved
contributions to the gradients from rarely sampled re-
gions, making it difficult for any training scheme using
KL divergences as losses to achieve accurate modeling of
those regions. As discussed in Sec. VII B (see Fig. 25),
problematic high-weight configurations arise from mis-
modeling in exactly these low-density regions. Further,
as noted by Ref. [64], the mode-seeking effect of reverse
KL self-training tends to produce models which under-
sample from the tails of distributions. Training with dif-
ferent losses may be able to produce models with better-
behaved distributions of reweighting factors. Similarly,
it may be possible to use self-training schemes which
produce additional samples from underweighted regions
(as data augmentation with the forwards KL self-training
procedure does for the different modes in this work).
Mixtures are a common prescription for smoothing
out pathological reweighting factor distributions [77]. In
this work we constructed symmetrized mixtures over the
global Z2 symmetry of the target, which is not a sym-
metry of our model architecture. We considered only
mixtures constructed with mode-collapsed unimodal flow
models, but the resulting models compared well with
truly bimodal flow models, and our results suggested
some of these mixtures had nontrivial ESS where bi-
modal flow models failed. Applying the symmetrized
mixture construction to bimodal flow models trained us-
ing the other methods may help regulate the distribution
of reweighting factors and provide models that can be
used with flow-based MCMC. There are additional sym-
metries that could be exploited in this manner, like the
Z2 subgroup of translational symmetries broken by the
checkerboard masking used in our coupling layers.
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The methods described here are based on training a
general flow model, but one can also consider using archi-
tectures specialized to learning a particular mode struc-
ture. Although not possible for general multimodal dis-
tributions, in the special case where a spontaneously
broken global symmetry gives rise to the multimodal
structure, symmetry-invariant models constructed us-
ing equivariant flows identically model all modes and
thus are not susceptible to mode collapse. To this end,
Ref. [48] used Z2-equivariant flows and Ref. [64] used
nearly-invariant flows to successfully model the multi-
modal phase of the same theory considered here. Fur-
ther investigation is warranted, especially for the case of
targets with extended modes.
Affine architectures have been shown to produce poor
representations of bimodal distributions when used with
unimodal priors [78], an effect related to the flow’s in-
ability to change the topology of the prior distribution
[79]. Thus, flow models built upon multimodal priors
may provide better performance.
B. Flow-based sampling & inference
In this work we considered the performance of
flow-based MCMC, reweighting, and the composite
flow/HMC sampling algorithm. However, these are only
a few means of inferring properties of the target distri-
bution using flow models, and the broader class of flow-
based approaches to sampling and inference remains yet
to be explored. We list some interesting options below.
Ref. [76] encountered similar problems with high-
weight configurations as seen in this study. Rather than
augmenting flow-based MCMC steps with HMC, that
work regulated the effect of high-weight configurations
using augmented MCMC (as described in Sec. III) to
propose updates by transformations which are symme-
tries of the target, but not the model, with the reasoning
that all configurations in the symmetry orbit are unlikely
to be high-weight. This method can be used in combi-
nation with or instead of the HMC augmentation used
here, although it is unclear whether this approach would
be as helpful for the translationally symmetric architec-
tures considered in this work. This provides a less expen-
sive alternative to constructing mixtures over the same
symmetry groups, which require evaluation of the model
for all configurations in the symmetry orbit, rather than
possibly only a randomly chosen subset.
Defensive mixtures [80] provide another means of in-
corporating target samples, wherein samples are drawn
stochastically from either the model distribution or from
the target (necessitating a separate reservoir of target-
distributed samples generated with e.g. HMC). This
approach directly clips the distribution of reweight-
ing factors, imposing a maximum w even for non-
compact variables. Unfortunately, this construction re-
quires evaluating the normalized normalized target den-
sity p = exp[−S]/Z, which is not generally possible in
the lattice field theory context. However, it may be pos-
sible to use flow-based stochastic estimators of Z [48]
to estimate w for use with reweighting; further work
is required to determine the conditions for exactness
of this approach. It is unclear whether an approach
based on stochastic Z estimation can be reconciled with
MCMC sampling algorithms like the pseudo-marginal
method [81].
Stochastic normalizing flows [78] generalize fully deter-
ministic coupling layers to stochastically sampled con-
ditional distributions, while still admitting exact and
tractable computation of importance weights. It may
be possible to use this framework to incorporate updates
with (or inspired by) traditional MCMC algorithms di-
rectly into the models, rather than using them to aug-
ment deterministic flow proposals as done in this work.
Validated variational inference [82] may provide an al-
ternative to MCMC or reweighting, where error estimates
from sampling statistics are augmented with systematic
errors provided by formal bounds on discrepancies be-
tween expectations under different distributions. In this
framework, these explicit error bounds may be directly
related to distances between distributions and can be for-
mally incorporated into the variational inference work-
flow. This can be achieved by using a distance mea-
sure that incorporates an underlying metric in the space
of probability measures, e.g. integral probability metrics
[83], or by bounding such a distance with a linear com-
bination of scale invariant α-divergences. The latter is
achievable without considerable computational overhead
beyond what is normally necessary in variational infer-
ence contexts.
It may be possible to improve upon reweighting us-
ing recent developments in stabilizing importance ra-
tios, e.g. by fitting tails with generalized Pareto distri-
butions [84]. Such approaches may also provide new di-
agnostics of model quality based on the reliability of the
importance weight.
IX. CONCLUSION
In this work, we present a set of methods for construct-
ing and training flow models for multimodal distributions
in lattice field theory, and demonstrated their application
to the bimodal distributions that arise in the Z2-broken
phase of real scalar field theory. The different approaches
each solve the problem of mode collapse; however, which
method is most suitable necessarily depends on the par-
ticular target.
For example, mixture models and data-augmented for-
wards KL self-training are simple to use, but require sig-
nificant a priori knowledge about the mode structure of
the distribution of interest. Without a complete set of
mode-hopping transformations, mixtures constructed out
of a single flow model and forwards KL self-training as
described here are inapplicable. Further, if the mode-
mixing transformations are not approximate symmetries
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as they are in the numerical study of this work, these
methods may not perform as well as observed here. Mix-
tures constructed out of multiple different flow models are
applicable, but still require knowledge of the mode struc-
ture to guarantee coverage of all modes. These methods
are useful for constructing samplers, but not useful for
investigating unknown distributions.
In contrast, the adiabatic retraining and flow-distance
regularization methods are more difficult to apply, in-
volving devising and testing different training schedules.
Unlike in the example considered here, mode structures
cannot always be easily controlled by adjusting action
parameters, so employing adiabatic retraining may re-
quire devising regulating operators to add to the action.
However, in principle, these methods require no a priori
knowledge of the mode structure, and it may be possible
to use them to investigate unknown mode structures.
We find that the flow models obtained using our vari-
ous methods can be used to construct efficient samplers
when employed with a composite algorithm which inter-
leaves occasional HMC updates into flow-based MCMC,
although they are unsuitable for use as samplers with
flow-based MCMC alone. The problems with flow-based
MCMC caused by undersampled high-weight tails in
these models are not obvious when directly sampling
and required target-distributed validation data gener-
ated with augmented HMC to diagnose and an asymp-
totic analysis to understand. These problems are not
identified by either the forwards KL divergence or the
flow-based MCMC acceptance rate, which are insensi-
tive to small undersampled regions. The ESS is sensi-
tive to these regions, but their effect manifests indirectly
in model-sample estimators. Further work on diagnos-
tics and metrics of model quality for flow-based MCMC
is necessary, especially ones that do not require target
samples. Similarly, although we demonstrate that the
composite sampling algorithm can solve the problems
of flow-based MCMC with high-weight configurations,
it is unclear how to (tractably) quantify the asymptotic
performance of the resulting samplers. Further analysis
of this algorithm, and ideally metrics of model quality
specifically for this application of flow models, will be
necessary.
It should be noted that the high-weight tails which ex-
ist in our models are not necessarily a generic feature of
flow-based models. We identify two features of our study
as likely exacerbators of this problem: non-compactness
and affine architectures. Real scalar field theory has non-
compact variables, and so the reweighting factors are un-
bounded; by contrast, theories with compact variables
are guaranteed to have a maximum w, so high-weight
tails are naturally regulated, and the possible divergence
of the flow-based MCMC integrated autocorrelation time
observed in Sec. VII B cannot occur. Since we observe
undersampled high-weight tails nearly ubiquitously, for
all the methods considered, it may also be the case that
the (fixed) affine architecture we consider here may be
insufficiently expressive to capture the bimodal distribu-
tion. The problem could be a consequence of the non-
universality of individual affine coupling layers, which
cannot produce multimodal conditional distributions in
isolation [85].
In summary, the results presented in this work show
that multimodal lattice field theory distributions are not
an obstacle to flow-based methods. Simultaneously, this
study demonstrates that not all flow-based approaches to
inference are equivalent, and problems with one approach
do not mean all others must fail. There is a broad class of
methods to be explored, each with their own advantages,
disadvantages, and scaling properties; it remains an open
question which will be most useful for lattice field theory.
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Appendix A: Asymptotic analysis of flow-based
MCMC autocorrelations
Because each proposal in a flow-based MCMC chain is
completely independent of any previous proposal and of
the current state of the chain, the acceptance rate given
that the current configuration is φi (the “acceptance rate
out of φi”) is always
ai ≡ a(φi) = A(φi → p̃) =
∫
dφ′ A(φi → φ′)p̃(φ′)
= a(wi) = A(wi → p̃) =
∫
dw′ A(wi → w′)ρ̃(w′).
(A1)
This value is independent of how many updates have been
proposed and can be thought of as a property of a config-
uration or, as emphasized in the second line, as a function
of the weight of the current configuration wi. In terms of






Because each proposal is independent, the number of
rejections following the initial acceptance of φi is geomet-
rically distributed, i.e.
pi(r) ≡ p(r|φi) = p(r|wi) = ai [1− ai]r (A3)
where r is the number of rejections before a new con-
figuration is accepted (such that r = 0 means the next
proposal is accepted). The expected number of rejections
following the initial acceptance of φi is thus





















Ri, (φi ∼ p) .
(A5)
Using the distributions of rejection runs following indi-
vidual configurations p(r|φ), we can write an expression




























ai pi(r) , (φi ∼ p) .
(A6)
In the first line, the factor 1/(1 +R(φ)) compensates for
the difference in counting between p(φ), which encodes
every appearance of φ including duplications due to rejec-
tions, versus the counting of rejection runs following each
initial acceptance of φ. The integral in the denominator
of the first line normalizes p(r) such that
∑
r p(r) = 1,
and in the second line we recognize using Eqn. (A4) that
this integral is simply the asymptotic acceptance rate A.
Note that 〈R〉p is different from the average rejection run
length, which can be computed straightforwardly from
Eqn. (A6) as
∑
r rp(r) = (1−A)/A.
We can write an asymptotic estimator for the rejection-
run autocorrelation function ptrej = ρ(t)/ρ(0) = AC(t)


























where the factor of the acceptance rate A fixes over-
counting of rejection runs (for a sample of N there
are AN newly accepted configurations, each of which
is followed by r ≥ 0 rejections), and we see in the
second line that we recover the intuitive expression
AC(t) = 〈[1−A(φ→ p̃)]t〉φ∼p. From this we can com-


























where we have used that
∑
t p(t|φi) = 1. We see from
Eqn. (A8) that the integrated autocorrelation time is di-
rectly and trivially related to 〈R〉p.
