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The volume of gas contained within a silicic magma, dissolved and subsequently
exsolved, greatly inﬂuences the behaviour of a volcano. There is a marked contrast
between the behaviour of a volcano “open” to degassing, compared to one which is
“closed”. It is, therefore, essential to understand the entire degassing process of gas
transport, storage and loss.
The particular focus of this study is the eﬀect diﬀerent permeabilities and pressure
gradients within a volcanic ediﬁce have on the degree and pattern of the gas velocity.
Gas loss is modelled numerically in two- and three-dimensions using a ﬁnite element
approach. By combining the time-dependent continuity equation and Darcy’s law,
a partial diﬀerential equation is derived and solved for the pressure. The associ-
ated pressure gradient is used in Darcy’s law to determine the corresponding gas
velocity distribution. The momentum equation is also used to determine the surface
displacement pattern resulting from the movement and storage of gas within the
system.
The model framework is applied to numerous volcanic scenarios including cracks and
sealing within the dome structure and shear fractures at the margin between the con-
duit and country rock. Two case studies are investigated: Ash venting at Soufrière
Hills volcano in March 2012, and persistent, repetitive ring-shaped degassing at San-
tiaguito. Quantitative estimates regarding gas emissions and deformation provide
the link to constraining observations.
The results show the country rock and dome are important and it is the relative
permeabilities, rather than the actual values which determine the pressurisation.
A decrease of just two orders of magnitude in the surrounding permeability could
switch behaviour from eﬀusive to explosive. For eﬃcient gas storage within a vol-
cano, a high permeability is required to hold the gas, whilst a low permeability is
necessary to trap it. From the modelled surface displacement patterns and gas emis-
sions at the surface, it may be possible to track the migration of large volumes of gas,
particularly if used in conjunction with real-time monitoring of active volcanoes.
vii
Notation and Abbreviations
Nomenclature for the modelling
A m2 Surface area
x, y m Horizontal spatial coordinate
z m Vertical spatial coordinate
ρ kgm−3 Gas density
ρS kgm
−3 Gas density at start
ρE kgm
−3 Gas density at end
ρr 2500 kgm
−3 Rock density
V m Total displacement
u, v, w m Directional components of the displacement
C Elasticity tensor
nex wt.% Exsolved gas
ntot wt.% Total gas
g 9.81 ms−2 Acceleration due to gravity
Fv N Vector force




−3s Mass source term
M 0.018 kgmol−1 Molecular mass
k m2 Permeability
φ Porosity
P Pa Gas pressure
Patm 0.1× 106 Pa Atmospheric pressure
Plith Pa Lithostatic pressure
ΔP Pa Pressure change
∇P Pam−1 Pressure gradient
ν 0.25 Poisson’s ratio
K 4.1× 10−6 Pa− 12 Solubility constant (H2O in silicic magma)
 Strain tensor
x, xy, xz... Components of strain tensor
σ Pa Stress tensor
viii
Conventions ix
σx, σy, σz Pa Components of normal stress
τxy, τxz, τyx... Pa Components of shear stress
T 1123 K Temperature
t s Time
u ms−1 Gas velocity
μ 1.5× 10−5 Pas Gas viscosity
V m3 Volume
w m Width
E 10 GPa Young’s modulus
Glossary
Closed System Degassing Exsolution occurs, but exsolved gas is trapped
within the melt.
Open System Degassing Exsolved gas is lost shortly after exsolution.
Equilibrium State The point where all domains within the model have
reached stability and no further changes to the re-
sults will be observed unless an additional change
in the conditions is imposed, assuming a constant
supply of gas from depth.
Permeability (Darcian) A measure of the ease at which ﬂuid is transmitted
through a material. Often calculated using Darcy’s
law.
Poisson’s Ratio The ratio (between -1 and 0.5) of the strain in the
applied direction to that perpendicular. An in-
compressible material has a Poisson’s ratio of 0.5.
Porosity The percentage of void spaces vs. bulk volume of
a porous media.
Strain A measure of the deformation in response to an
applied stress.
Stress The force per unit area applied to an object which
may experience strain.
Normal Stress Component of stress perpendicular to the plane.
Shear Stress Component of stress parallel to the plane.
Young’s Modulus Indicates the stiﬀness of an elastic material (ratio
of stress to strain).
Abbreviations
CAD Computer Aided Design
x Conventions
COSPEC Correlation Spectroscopy
DEM Digital Elevation Model
EDM Electronic Distance Meter
FDM Finite Diﬀerence Method
FEM Finite Element Method
FTIR Fourier Transform InfraRed
FVM Finite Volume Method
FZ Fracture Zone
GPS Global Positioning System
IDOAS Imaging Diﬀerential Optical Absorption Spec-
troscopy
InSAR Interferometric Synthetic Aperture Radar
m.a.s.l. Metres Above Sea Level
MultiGAS Multisensor Gas Analyzer System
MVO Montserrat Volcano Observatory
SHV Soufrière Hills volcano
TOMS Total Ozone Mapping Spectrometer
(V)LP (Very) Long Period earthquakes
VT Volcano-Tectonic earthquakes
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Chapter 1
Introduction
The total volume of gas in a magma, dissolved and subsequently exsolved, greatly
inﬂuences the degree of explosiveness of a given volcano (e.g. Sparks, 2003a, Gonner-
mann and Manga, 2007). There are marked switches in behaviour of silicic volcanic
systems between an open system where gas is free to escape, and a closed system
in which the gas is conﬁned. Consequently this results in changes in eruption style
from generally eﬀusive dome building type to explosive type (e.g. Eichelberger et al.,
1986, Sparks, 2003a, Gonnermann and Manga, 2007, Cashman and Sparks, 2013).
It is therefore essential to understand degassing to determine how gas may be stored
and subsequently lost and where. Integral to this is the variation in permeability
within the volcanic system and how this relates to the pressurisation (e.g. Eichel-
berger et al., 1986, Bernard et al., 2007, Bouvet de Maisonneuve et al., 2009).
As stated by Jaupart and Allègre (1991) the ability for a silicic volcanic system to
degas is directly tied to the availability of degassing pathways and the existence of
a driving pressure. Such conditions have been investigated by a number of studies,
many of which have derived models incorporating Darcy’s law, including the per-
meable foam model of Taylor et al. (1983) and Eichelberger et al. (1986), expanded
further by the addition of horizontal degassing through the conduit walls (Jaupart
and Allègre, 1991).
1.1 Degassing pathways
Degassing pathways have previously been investigated and researchers have identi-
ﬁed the existence of a number of degassing routes. These include vertically through
the conduit (e.g. Eichelberger et al., 1986) or along the conduit-wall margin (e.g.
Tuﬀen et al., 2003), and horizontally through the conduit wall (e.g. Jaupart and
Allègre, 1991). In addition, gas exits the volcano in diﬀerent ways from violent
plinian or vulcanian eruptions to high velocity fumaroles and less obvious diﬀuse
1
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gas emissions.
1.1.1 Permeable foam model
Taylor et al. (1983) noted a marked depletion in volatile contents between pumices
(3.1 wt.%) and lava obsidians (0.1 - 0.3 wt.%) in samples taken from various Western
USA volcanoes. They hypothesised the reduced volatile content within the obsidian
samples was a result of open-system degassing permitting the volatiles to freely exit
the magma via degassing pathways. In contrast, the higher volatile contents evi-
dent within the pumice represented a more closed system behaviour where the gas
is conﬁned and unable to escape. Moreover, in the case of the pumice deposits from
explosive eruptions, Taylor et al. (1983) suggested that the bulk of the degassing oc-
curred during the eruption sequence itself, because they showed the magma erupted
from the vent was successively depleted in volatiles. They further concluded this
volatile loss must have occurred prior to ejection from the conduit and was there-
fore not a consequence of explosive fragmentation. Due to the limited time scales
available for degassing to occur in this situation, they suggested the only viable
mechanism was that the magma had developed the state of a permeable magmatic
foam.
This permeable foam model was further expanded by Eichelberger et al. (1986) via
an investigation of rocks from the Obsidian Dome (Inyo Dome Chain, California).
They again found evidence for decreased volatile content in the lava ﬂow deposits
compared to the postulated content of the host magma, thereby supporting un-
hindered degassing on ascent. The calculated initial water content by Eichelberger
et al. (1986) was partially based on the presence of the hydrous mineral hornblende
and its stability conditions, suggesting an initial content of 2− 3 wt.% decreasing to
around 0.1 wt.% upon extrusion. They postulated the degassing process began with
exsolution of volatiles, forming bubbles. Suﬃcient volumes of these interacting bub-
bles would generate permeability and permit volatile transfer and thus allow a large
gas loss. Eichelberger et al. (1986) further suggest that once gas ﬂow is achieved,
volatiles may be lost through fracturing and a tephra-ﬁlled funnel structure which, in
the case of the Obsidian Dome, is believed to extend from 500 m depth, and thought
to have been created during the initial explosive phase of an eruption. Eichelberger
et al. (1986) determined that if this tephra-ﬁlled funnel was generated during an
explosive eruption, this would create the required high permeability to permit later
eﬀusive lava emission. However, they also state that given enough time, this perme-
able tephra would solidify, thus reverting back to a more “closed” system behaviour,
therefore triggering more violent activity to resume. Eichelberger et al. (1986) sug-
gests a magma may become a foam when the volume of gas present reaches 60 %,
3 Chapter 1: Introduction
whilst 70− 75 % is normally attributed to magma fragmentation (Woods, 1995).
Eichelberger et al. (1986) used Darcy’s law to model the gas loss through this per-
meable foam and showed that if degassing occurs freely within the system, the
magma expansion seen in explosive deposits cannot be attained.
Friedman (1989) believes the initial water content for Obsidian Dome was no greater
than 0.3 wt.% rather than the 2− 3 wt.% quoted by Eichelberger et al. (1986).
Friedman (1989) suggests the evidence supporting a more hydrous melt is actually
a consequence of melt contamination through interaction with groundwater. A
further objection made by Friedman (1989) is that no textural evidence has been
found supporting the permeable foam model. This has been countered by Westrich
and Eichelberger (1994) whose laboratory experiments clarify that no ﬁeld evidence
remains of the permeable foam hypothesis due to the lithostatic pressure overbearing
the bubble internal pressure, leading to bubble collapse. However, Stasiuk et al.
(1996) have since found possible permeable foam structures in their examination
of Mule Creek (New Mexico). Thirdly, the main objection of Friedman (1989) is
that degassing acts to increase the magma viscosity, thus the degree of gas loss
proposed would increase the viscosity thereby seriously aﬀecting eruption behaviour
and consequently result in the permeable foam erupting as a spine.
Fink et al. (1992) suggest an alternative to the permeable foam model, whereby
degassing occurs in three stages: initially, degassing within the magma chamber as
a closed system, where exsolution and bubble growth occurs; secondly, degassing on
ascent, although there is some doubt as to the mechanism; and thirdly movement
away from the vent promoting vesiculation resulting in further degassing post erup-
tion. The main point of contention between the two models is in the permeable foam
model, Westrich and Eichelberger (1994) believe the extruded magma is signiﬁcantly
degassed prior to eruption, whilst the model of Fink et al. (1992) suggests further
degassing occurs after magma extrusion, suggesting there is insuﬃcient time during
the eruption for full degassing to occur. However, the velocity of magma decreases
next to the wall rocks, potentially providing a mechanism, within the time frame,
for degassing to occur (Rust et al., 2004).
Currently, there is no conclusive evidence to discount either theory, and it may be
possible for both to be applicable, but under diﬀerent circumstances.
1.1.2 Degassing through the conduit walls
Jaupart and Allègre (1991) developed the ideas for the permeable foam model and
added that gas may be lost laterally through permeable conduit walls. They pro-
posed the permeable foam may move the gas from the centre of the conduit towards
the walls allowing escape through the country rock. The volume of gas lost to the
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country rock is thought to be a function of chamber and wall rock pressure. De-
creasing eruption rate with time reduces the pressure and correspondingly increases
the volume of gas which may be lost. However, silicic volcanic eruptions commonly
begin a phase of activity with explosive behaviour, later becoming eﬀusive. Jaupart
and Allègre (1991) disagree with the assumption made in the model of Eichelberger
et al. (1986) that a horizontal driving pressure of 10 MPa is required to move the
gas to the conduit walls.
For degassing through the conduit walls to occur, a viable pathway must exist.
Heiken et al. (1988) drilled into the conduit of the Obsidian Dome and encountered
near horizontal fractures inﬁlled with pyroclastic material (tuﬃsite veins) juxta-
posed with the conduit and rhyolitic dykes. These tuﬃsite veins have been encoun-
tered elsewhere, including Soufrière Hills (Montserrat) and Lascar (Chile) volcanoes
(Sparks, 1997). The generation of these fractures has been attributed to hydrofrac-
turing resulting from high ﬂuid pressures (Heiken et al., 1988, Sparks, 1997). The
presence of radial dykes originating from the Inyo Dome volcanic conduit suggest a
higher magmatic pressure and thus providing the required driving pressure to force
gas from the system (Heiken et al., 1988).
Further evidence for degassing through the conduit walls comes from Mule Creek
(New Mexico), a 20-21 Ma fossilised volcanic vent exposed in a 300-350 m high ﬁeld
outcrop (Stasiuk et al., 1996, Ratté, 2004). This volcanic system is believed to have
extruded magma of silicic-intermediate composition and provides unhindered obser-
vations of inside the shallow conduit and dome. Field evidence has suggested an
initial explosive phase (depositing rhyolitic pumice), followed later by more eﬀusive
dome building activity, analogous with the 1980 Mount St. Helens (USA) eruption
(Stasiuk et al., 1996). The water content of the magma prior to eruption has been
estimated from melt inclusions at a minimum of 2.5 − 3 wt.%. However, there is
evidence for variable gas loss within the upper vent, with a higher concentration
of vesicles (20 − 40 vol.%) decreasing to 0 vol.% at the vent margins. In addition,
an increase in vesiculation with decreasing depth is also visible, with 20 vol.% at
300 m rising to 40 vol.% at 200 m depth below the rim, which may be accounted
for by bubble growth through decompression and coalescence (Stasiuk et al., 1996).
The decrease in bubble content outwards from the centre of the vent has been sug-
gested as proof of open system degassing with volatile loss being most eﬃcient at
the conduit walls (Stasiuk et al., 1996). This could be vertically along the mar-
gin between the magma conduit and the wall-rocks, or laterally through the walls
themselves. Stasiuk et al. (1996) suggested degassing was eﬃcient in this region due
to a slow ascent rate coupled with friction-induced shearing resulting in elongated,
overlapping pores, that enhance the permeability and thus generate degassing path-
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ways. Stasiuk et al. (1996) have also found evidence for areas exhibiting a permeable
foam-like appearance, thus potentially supporting the hypothetical permeable foam
model of Taylor et al. (1983). However, there is some disagreement whereby the
model predicted 60% porosity for permeability to be suﬃcient for degassing, whilst
ﬁeld evidence suggests the shearing-induced permeability may enhance gas ﬂow and
therefore reduce the required porosity (Stasiuk et al., 1996).
Throughout the contact between the conduit and country rock there are a number
of tuﬃsite veins running approximately perpendicular to the conduit, similar to
those found by Heiken et al. (1988). Stasiuk et al. (1996) believe these were formed
during the actual eruption and may represent a lateral degassing route. There are
also a number of potentially syn-eruptive microbreccia-ﬁlled veins, breccia pipes and
rhyolitic dykes, all of which are believed to represent degassing routes during magma
ascent (Stasiuk et al., 1996, Ratté, 2004). By comparing the estimated pre-eruptive
volatile contents with ﬁeld measurements, Stasiuk et al. (1996) have suggested more
than 50 % degassing occurred at depths greater than 350 m, although this cannot
be corroborated as there is no known ﬁeld exposure of this depth (Stasiuk et al.,
1996, Ratté, 2004).
Tuﬃsite veins have been found to be common features in a wide range of volcanic
environments from basaltic to rhyolitic composition (Tuﬀen et al., 2003, Noguchi
et al., 2008). Tuﬃsites are ash-ﬁlled fractures which may increase both the perme-
ability and porosity of the volcanic ediﬁce in which they are found (Castro et al.,
2012, Kolzenburg et al., 2012). The eﬀect of tuﬃsite veins on permeability is only
evident down to approximately 2 km depth, below which the increasing pressure
may result in compaction and sealing of the degassing pathways (Kolzenburg et al.,
2012). Tuﬀen et al. (2003) proposed that the tuﬃsite veins in the rhyolitic con-
duit of the Torfajökull volcano (Iceland) may represent repeated episodes of magma
fracturing and healing. Additionally, they suggest this magma fracturing may be a
viable mechanism for the generation of hybrid and long-period earthquakes. This
is supported by Neuberg et al. (2006) who show that a non-destructive, repetitive
and stationary source is required to explain the low-frequency seismicity at Soufrière
Hills volcano (Montserrat). Consequently Neuberg et al. (2006) believe this source
is brittle failure located at the point at which the magma changes from a ductile to
a brittle state.
1.1.3 Surface gas emissions
Other than during explosive eruptions, there are two main types of surface gas emis-
sion: fumarolic and diﬀuse. Fumaroles are the most studied form of surface gas loss
from volcanoes (Berlo et al., 2013), and represent focussed degassing through regions
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of high permeability, such as cracks. These cracks are formed due to mechanisms
such as cooling and contraction of the dome structure, ﬂuid pressure, weakened
regions, shear zones and local tectonics (e.g. Heiken et al., 1988, Sparks, 1997,
Giammanco et al., 1998, Edmonds et al., 2003a, Sparks, 2003a). Gas emissions at
summit fumaroles are dominated by volatile species such as H2O, CO2, SO2 and HCl
(Delmelle and Stix, 2000, Williams-Jones et al., 2000). Fluctuating gas emissions
from fumaroles can be important indicators for the state of the volcanic interior.
For example, decreased SO2 emissions have been noted prior to lava extrusion and
explosive events at Soufrière Hills volcano (Edmonds et al., 2003b). Such decreases
in SO2 are attributed to sealing of the upper conduit and dome (Edmonds et al.,
2003b).
Diﬀuse emissions represent the gas lost from the volcano ﬂanks. These emissions
are often overlooked in preference of the more prominent emissions of the dome and
surrounding summit. However, the presence of such emissions provides supporting
evidence for gas loss through the conduit walls into the surrounding ediﬁce or country
rock. Diﬀuse emissions tend to be dominated by volatile species such as CO2, He
and Rn (Delmelle and Stix, 2000, Williams-Jones et al., 2000). Signiﬁcant studies
have been performed in an attempt to determine the nature of CO2 emissions from
Mt Etna, Sicily (e.g. Allard et al., 1991, Giammanco et al., 1998, Bonforte et al.,
2013). They found the volume of gas emitted from the ﬂanks of Mt Etna was similar
to the volume of gas emitted from the main crater plume. Additionally, due to the
gas chemistry, they determined that the source of this diﬀuse ﬂank degassing was
magmatic. Many of the anomalously high concentrations of CO2 measured within
the soil of the volcano’s ﬂanks were located over fracture zones (Allard et al., 1991).
This is corroborated by data from Giammanco et al. (1998) which shows that whilst
the majority of faults on Mt Etna diﬀusively emit anomalously high volumes of
CO2, only around half of eruptive ﬁssures show this elevated CO2. Giammanco
et al. (1998) suggested this is because faults and fractures are created tectonically
and may be sites of higher permeability, which provide a degassing route for volatiles
exsolved deeper within the system, whilst eruptive ﬁssures may become sealed over
time due to crystallising magma.
Similarly, Williams-Jones et al. (2000) have investigated diﬀuse degassing on the
Arenal, Poás (Costa Rica) and Galeras (Colombia) volcanoes. They discovered dif-
ferent volatiles were predominantly emitted from the volcanic vents (SO2, HCl, CO2
and H2O) compared to the diﬀuse ﬂank emissions (He, Rn and CO2). Williams-
Jones et al. (2000) also comment that the state of the soil on the ﬂanks plays an
important role in allowing gas to escape. If the soil is well-developed with large
quantities of clays and organic-rich material (usually common near the base of the
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volcanic ediﬁce), this permits better storage of volatiles potentially leading to seal-
ing. Contrastingly, soil located at higher levels on the volcano tended to consist of
unconsolidated pyroclastic material, providing good drainage and permitting mois-
ture to escape leading to dry material that provides an unrestricted path for escaping
gases (Williams-Jones et al., 2000). However, this simplistic view may be compli-
cated by the observation that the upper ﬂanks are more likely impermeable to gas
loss due to the deposition of young lavas, whilst lower down the ﬂanks, gases may
take advantage of the prevalence of faults and fractures (Williams-Jones et al., 2000).
Williams-Jones et al. (2000) suggest diﬀuse ﬂank degassing is strongly controlled by
the presence of faults and fractures, the hydrothermal system, soil quality, the age of
lava deposits and the regional tectonic structure. Heiligmann et al. (1997) observed
increases in soil diﬀuse ﬂank degassing on Galeras prior to the onset of tornillos
(a type of long-period seismic signal) and suggest the concentration of diﬀuse ﬂank
degassing may be used as an indicator for the pressurisation of the system.
1.1.4 Sealing degassing pathways
The permeability of a system may be hampered by a variety of processes, for example
gas loss, foam collapse, melt crystallisation, deposition of hydrothermal minerals and
subsidence (which may be a consequence of degassing) resulting in the closure of
fractures (e.g. Sparks and Pinkerton, 1978, Matthews et al., 1997, Cashman and
Blundy, 2000). In response to an andesitic melt being supersaturated with water
and other volatiles, it begins to crystallise. As water exsolves from the melt it raises
the temperature required for the magma to remain liquid (liquidus temperature)
and induces the crystallisation of mineral phases such as hornblende, plagioclase,
magnetite and pyroxene (Cashman and Blundy, 2000). The deposition of minerals
resulting in sealing is temperature and pressure dependent. For example, decreased
temperatures trigger the deposition of sulphur which aids the sealing process at
shallow levels (Harris et al., 2012). The transfer of volatiles through degassing
pathways such as fractures is also thought to aid the sealing process due to the
redistribution of silica and the formation of silica polymorphs such as cristobalite
(Horwell et al., 2013). Horwell et al. (2013) suggest as little at 5−10 wt.% cristobalite
has the potential to reduce the permeability by a factor of 2 to 10 within the dome.
Cristobalite in volcanic environments can contribute up to 15 wt.% within the pore
spaces, fractures and groundmass (Murphy et al., 2000, Horwell et al., 2013). Baxter
et al. (1999) has suggested two mechanisms for the formation of cristobalite in
volcanic systems: devitriﬁcation of the groundmass glass (crystallisation of glass
during slow cooling), and vapour-phase crystallisation (elements carried in solution
within the vapour phase, which crystallise during cooling) (Baxter et al., 1999).
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Sparks (1997) presents results from models for two diﬀerent mechanisms for de-
gassing induced pressurisation in the upper parts of volcanic systems. The ﬁrst, is
magma viscosity which may be dramatically increased due to degassing and crystalli-
sation (Sparks, 1997). For example a degassed dacitic magma can have a viscosity
seven orders of magnitude greater than the same containing 5 wt.% H2O (Sparks,
1997). Due to the greater resistance to ﬂow, this increase in viscosity leads to pres-
surisation, which may force gas into the low pressure environment of the surrounding
wall-rocks (Sparks, 1997). The second mechanism is microlite crystallisation. As
suggested by Sparks and Pinkerton (1978), the process of magma ascending and
degassing results in under-cooling of the melt, thus triggering the production of mi-
crolites, particularly at the conduit walls, due to the lower temperature. This is
thought to be especially eﬀective at depths of less than 2 km representing the upper
parts of most volcanic conduits (Sparks, 1997). Under-cooling is essential before
microlite crystallisation can occur (Sparks and Pinkerton, 1978, Sparks, 1997). This
can lead to a rapid change in permeability - a high permeability due to volatile
exsolution is countered by a corresponding decrease in permeability due to microlite
crystallisation (Sparks, 1997). Consequently, the associated increase in microlite
content may convert a volcanic system to closed behaviour, but with continual exso-
lution, thus triggering pressurisation and potentially causing increased dome growth
or explosive activity (Sparks, 1997). This view is supported by observations made
on Lascar volcano, in which a dome building phase switched to explosive behaviour
shortly after the ﬂux of gas through fumaroles decreased (Matthews et al., 1997).
Observations at Lascar volcano suggest cyclic behaviour, with a dome building phase
followed by fracture closure due to dome subsidence and decreased degassing. This
allows pressurisation which is subsequently released during an explosive eruption,
reopening degassing pathways and triggering a return to the eﬀusive, dome building
state and the commencement of a new cycle (Matthews et al., 1997).
In March 2004, a vulcanian explosive event occurred on Soufrière Hills volcano
during a period when there was no active magma extrusion (Green and Neuberg,
2005, Linde et al., 2010). This event generated an eruption column which reached
approximately 6 km into the atmosphere. It has been suggested that such a high
eruption column and other similar gas expulsions post-dome collapse and during
eruptions, are evidence for gas storage at shallow depths (approximately 300 m)
within the volcanic ediﬁce (Edmonds et al., 2003b, Green and Neuberg, 2005, Herd
et al., 2005, Jousset et al., 2013).
Sealing the system by decreasing the permeability within certain regions will induce
the gas to switch between degassing pathways. When one degassing pathway is
sealed, an alternative, if it exists, will be sought (Harris et al., 2012).
9 Chapter 1: Introduction
1.2 Physical Properties
1.2.1 Darcian permeability and porosity measurements
A signiﬁcant requirement for this ﬁeld of research is the ability to adequately de-
scribe the variables involved, one of the most important of which, being the per-
meability. Currently, there are no real time measurements for permeabilities inside
the active conduit and immediate surroundings. However, there are numerous ex-
amples of permeability and porosity measurements for quenched post-eruptive and
synthetic materials (Figure 1.1). The majority of measurements for volcanic rocks
have yielded permeabilities within the range of 10−16 to 10−10 m2. Data provided
by Eichelberger et al. (1986) show a trend of increasing permeability with increasing
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Figure 1.1: Compilation of published Darcian permeabilities and porosities for a
variety of volcanic rocks. The plot shows there is not a simple relationship between
permeability and porosity. The lines represent example empirical formulae describ-
ing the relationship between permeability and porosity as derived by Mueller et al.
(2005) for AU and AL the upper and lower limits for eﬀusive rocks, respectively,
and Aex for explosive rocks; and Klug and Cashman (1996) (B). None of these for-
mulae completely ﬁt all the data. The data are subdivided according to volcano in
Figure 1.2.
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Figure 1.2: Darcian permeabilities and porosities measured for volcanic and exper-
imental materials ordered according to volcano. The graph has been loosely subdi-
vided into three regions representing measurements for blocks and bombs, pumice
and lapilli, and experimental products. The data sources for each volcano are in-
dicated: (1) Bernard et al. (2007), (2) Bouvet de Maisonneuve et al. (2009), (3)
Eichelberger et al. (1986), (4) Gaunt et al. (2012), (5) Jouniaux et al. (2000), (6)
Klug and Cashman (1996), (7) Melnik and Sparks (2002), (8) Mueller et al. (2005),
(9) Mueller et al. (2008), (10) Okumura et al. (2009), (11) Okumura et al. (2012),
(12) Platz et al. (2007), (13) Polacci et al. (2014), (14) Rust and Cashman (2004),
(15) Saar and Manga (1999), (16) Tait et al. (1998), (17) Takeuchi et al. (2005),
(18) Takeuchi et al. (2008), (19) Takeuchi et al. (2009), (20) Wright and Cashman
(2013), (21) Wright et al. (2006a), (22) Yokoyama and Takeuchi (2009).
of permeabilities are possible for the same porosity. It is generally accepted that
degassed obsidian type rocks form in an open system and have a very low perme-
ability, whilst the very high permeability of pumice samples is thought to be formed
by rapid ejection from a closed system. The question is how useful is either rock
formation for determining the permeability inside the volcano? Obsidian has a low
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permeability on formation because all the gas has escaped, suggesting a viable de-
gassing pathway (permeability) must have existed. However, its low permeability on
formation would have resulted in sealing, if it formed inside the system. Similarly,
pumice has a very high permeability because gas has continued to exsolve in a region
of the volcano devoid of eﬃcient degassing pathways. Continued expansion of the
bubbles, and consequently the magma, led to fragmentation and explosive eruption.
Many studies have measured the permeability in diﬀerent orientations within sam-
ples and discovered strong anisotropy (e.g. Tait et al., 1998, Wright et al., 2006a,
2009, Bernard et al., 2007, Bouvet de Maisonneuve et al., 2009, Wright and Cashman,
2013). In the case of Bernard et al. (2007), the orientation of the sample produced
permeability variations between 28 and 162 %, relative to its mean permeability.
Permeability measurements from Mount St Helens have identiﬁed ﬁve distinct layers
within the structure of extruded dome spines which have been classiﬁed, from outer
to inner, as fault gouge, cataclastic breccia, sheared dacite, ﬂow-banded dacite and
massive dacite (Gaunt et al., 2011, 2012). Gaunt et al. (2012) discovered a strong
anisotropy within the outer fault gouge where the permeability parallel to spine ex-
trusion was two orders of magnitude greater than that perpendicular. Furthermore,
they showed that between December 2004 and December 2005, the permeability of
the Mount St Helens dome decreased by approximately two orders of magnitude.
Attempts have been made to apply an empirical power-law relationship between the
permeability (k) and porosity (φ) (Klug and Cashman, 1996, Rust and Cashman,
2004, Mueller et al., 2005). For example, Equation 1.1,
k = cφn (1.1)
where c is a constant of proportionality and n is between 3.0 − 3.8 (Daines, 2000,
Mueller et al., 2005). Klug and Cashman (1996) found their data to lie between
two curves deﬁned by n = 3.5 with c = 10−18 (upper) and c = 4× 10−20 (lower).
They also deﬁne a mean curve for their data as c = 2× 10−19 m2. In contrast, the
data for the eﬀusive products of Mueller et al. (2005) is bounded by curves with
c = 1× 10−17 for n = 3.8 (upper) and n = 3 (lower).
However, Mueller et al. (2005) ﬁnd their data for explosive products is best described
using the percolation theory using equation 1.2 for the porosity φ, critical porosity
(percolation threshold) φcr = 30, β = 2 and empirical constant, χ = 1× 10−16 and
χ = 8× 10−15 for the upper and lower bounds respectively.
k = χ(φ− φcr)β (1.2)
The percolation theory states that a certain porosity is required before connected
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pores span across the entire sample and the sample attains permeability (Sahimi,
1994). The standard theory is based around the randomised placement of equally
sized spheres within a sample and according to Sahimi (1994), a porosity of 28.5 %
would be required for such a sample to attain permeability. Following this, many
magma permeability studies have similarly used a critical porosity value of 30%
for both basaltic and silicic magmas (e.g. Candela, 1991, Saar and Manga, 1999,
Mueller et al., 2005, Giachetti and Gonnerman, 2013). Whilst the eﬀects of bubble
elongation (e.g. Garboczi et al., 1995) and magma crystallisation (e.g Walsh and
Saar, 2008) may act to reduce the critical porosity required, it has been suggested
that increasing the magma viscosity would require an increased critical porosity
(Cashman and Sparks, 2013). Decompression experiments (e.g. Takeuchi et al.,
2005, 2008, 2009) have deduced a value of at least 65% porosity is required. This is
further corroborated by measurements of silicic pumice which often have porosities
exceeding 70 % (e.g Klug and Cashman, 1996, Mueller et al., 2005, Wright et al.,
2009). Consequently, Rust and Cashman (2011) suggest a porosity of at least 70 % is
required before permeability is attained. However, magma fragmentation is believed
to occur at around 70 %, so these samples may be recording this state rather than
the point at which permeability is attained. The presence of pumice suggests that
volatile exsolution has occurred but the gas has not been permitted to escape due to
some region of impermeability within the system. As noted by Rust and Cashman
(2011), the discrepancy between the standard percolation theory and measurements
of volcanic samples shows that the theory is insuﬃcient in accounting for all the
factors aﬀecting the porosity and permeability relationship in volcanic systems. Such
factors include magma ascent rate, melt viscosity, crystallisation and shear stresses
(Rust and Cashman, 2011).
As the measurements have shown (Figures 1.1 and 1.2), the relationship between
permeability and porosity is not simple. Wright et al. (2009) conclude the complex
relationship between the permeability and porosity reﬂects diﬀerences in composi-
tion and eruption style. Furthermore, sample sizes are small (e.g. 23 - 50 mm cores
(Jouniaux et al., 2000, Rust and Cashman, 2004, Platz et al., 2007, Wright et al.,
2009, Gaunt et al., 2012)) and isolated, post eruptive samples with often no context
as to where they were situated within the system prior to eruption, nor what changes
they may have undergone syn- and post-eruption, particularly if the samples were
erupted explosively. Furthermore, alterations to the samples may occur between
extrusion and collection. For example, Vallance et al. (2008) show signiﬁcant alter-
ation to the outer gouge surface of a spine extruded from Mount St. Helens. The
sample sizes are ﬁnite and so provide limited information as to the spatial variation
in the permeability and porosity.
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The permeability within the volcanic conduit depends on factors such as bubble
size and shape, bubble connectivity, magma crystallisation and magma ascent rate.
Bubble elongation, due to friction-induced shear at the conduit margins and due
to the magma ﬂow, may result in an increase in permeability, particularly in the
elongation direction (e.g. Blower, 2001, Okumura et al., 2009, 2013). Okumura
et al. (2009) has quantiﬁed the shear eﬀects on permeability by calculating that for
ﬂowing rhyolitic magma with a water content of 5 wt.%, shear-induced deformation
at the conduit-wall margin would generate a permeability greater than 10−12 m2 at
depths of several kilometres. Bouvet de Maisonneuve et al. (2009) have presented
contrasting styles of elongated porosity development dependent on conditions within
the conduit. They show that simple shear, resulting from an ascent rate increase
towards the centre of the conduit, results in elongate pores at the conduit margins.
In contrast, pure shear, resulting from increasing ascent rate due to the eﬀects of gas
bubble expansion, would lead to increasing elongation with decreasing depth and
towards the conduit centre (Bouvet de Maisonneuve et al., 2009). These are very dif-
ferent scenarios, dramatically altering the permeability-porosity relationship at the
same location within the conduit. It is likely that both simple and pure shear occur
within the same volcanic system thus increasing the complexity (Bouvet de Maison-
neuve et al., 2009). Contrastingly, when magma ascends slowly and therefore no
shear develops, even with high porosity, the permeability may be signiﬁcantly lower
(Sparks, 2003a, Okumura et al., 2012). However, it has been suggested by Llewellin
(2007) that the expansion of vesiculating magma coupled with bubble growth may
decrease the distance between neighbouring bubbles. This could potentially allow
the bubbles to connect and greatly enhance permeability, particularly perpendicular
to the magma ﬂow direction - the direction of minimum extension. However, this
theory would rely on the bubbles retaining their sphericity implying that little or no
shear eﬀects from magma motion would be involved. As the pressure and tempera-
ture change, melt begins to crystallise. This is triggered by volatile exsolution and
such crystallisation increases the permeability in speciﬁc regions, by decreasing the
volume of melt in which bubbles may form and move (Blower, 2001, Sparks, 2003a,
Clarke et al., 2007, Lensky et al., 2008), provided the crystallinity is suﬃciently
high (Okumura et al., 2012). However, this is countered by the model of Massol and
Jaupart (2009) which shows increased microlite crystallisation increases the magma
viscosity, inhibiting bubble growth.
Permeabilities from Geochemistry
Geochemistry can reveal important insights into the gas storage, gas transport and
permeability conditions at depth. In particular the proportions of 226Ra and 210Pb in
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volcanic products may be measured. 226Ra has a half-life (t 1
2
) of 1599 years, and
decays to create 222Rn (t 1
2
= 3.8 days), which in turn decays to 210Pb (t 1
2
=
22.6 days) (Berlo et al., 2006, Kayzar et al., 2009). However, 222Rn separates from
the melt into the gas phase when the dominant volcanic volatiles (including H2O)
exsolve (Berlo et al., 2006). Consequently, due to the mobilisation of 222Rn with
volatiles and its short half-life, the remaining proportions of 226Ra and 210Pb can be
used to infer the gas storage/transport conditions. If there is an excess of 226Ra over
210Pb, this suggests gas loss because the 222Rn which creates 210Pb has been lost. In
contrast, if there is an excess of 210Pb over 226Ra, this implies gas storage because
the 222Rn (along with the gas) has been trapped, or its velocity slowed signiﬁcantly
(Berlo et al., 2006). Consequently, the ratio between these two isotopes can be used
to infer the average permeability conditions using Darcy’s law by determining the
permeability required to allow the gas and 222Rn to escape in less than 3.8 days
(Berlo et al., 2006). Berlo et al. (2006) used this calculation on eruption products
during the 1980-1986 eruption of Mount St Helens, a period with an excess of 226Ra,
to estimate a magma permeability of 10−15 - 10−10 m2 is required for the rapid
gas loss, dependent upon the distance from source to surface. Similarly, Kayzar
et al. (2009) measured the ratio of 226Ra to 210Pb and hypothesised the excess of
210Pb implied a permeable body of volatile-rich melt at depth under Mt. Pinatubo.
However, they admit there is no physical evidence for the existence of this.
1.2.2 Rock mechanics and the failure criterion
Rheology describes the manner in which a material deforms in response to an im-
posed stress, and is controlled by the magma viscosity (Cashman and Sparks, 2013).
In turn, this is dependent upon the magma composition, temperature, crystallisation
and exsolution (Sparks, 1997, Cashman and Blundy, 2000, Cashman and Sparks,
2013, de’ Michieli Vitturi et al., 2010, Schneider et al., 2012). Viscosity increases
with crystallisation (Spera, 2000, Cashman and Sparks, 2013), but decreases with
temperature (Spera, 2000, Llewellin et al., 2002). The eﬀect of exsolution is depen-
dent upon the nature of the bubbles - small bubbles at low strain rates increases
the viscosity, whilst large bubbles at higher strain rates decreases the viscosity of
the magma (Llewellin and Manga, 2005, Cashman and Sparks, 2013). In volcanic
systems, the viscosity of magma can cover an extremely wide range from 100 to
1014 Pas (Sparks, 2003b, Cashman and Sparks, 2013), which can result in strong
heterogeneity within the volcano.
Deformation behaviour may be described as Newtonian (e.g. water, silicate melts),
pseudoplastic (e.g. ice), dilatant (e.g. wet sand) or Bingham (e.g. toothpaste)
(Mader et al., 2013). A pure silicate melt will display Newtonian behaviour, but
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under high strain rates, this behaviour will become non-Newtonian (Dingwell, 1998).
Lavallée et al. (2007) suggests this transition occurs at yield stresses of a few kPa
and crystallinity in excess of 30%.
There are three modes of stress: shear, tension and compression. At high strain
rates, in response to an imposed shear or tension, materials will deform in a brittle,
rather than ductile manner (e.g. Gonnermann and Manga, 2007). However, failure
of rocks generally occurs by tension due to the lower tensile strength (Benson et al.,
2012). The tensile strength of volcanic rocks has been estimated as up to 10 MPa
(e.g. Alidibirov and Dingwell, 1996, Sparks, 1997, Voight et al., 1999, Hale, 2008,
Massol and Jaupart, 2009).
In order for failure to occur, the exerted stress must exceed the yield strength of the
magma and the wall-rocks (Melnik and Sparks, 1999). Melnik and Sparks (2002)
suggest if large overpressures develop at shallow depths within the conduit (up to
a few hundred metres depth), this may exceed the tensile strength of the magma
resulting in a switch in eruption style between eﬀusive and explosive. The strength
of rock varies greatly with depth, such that overpressures up to 20 MPa may be
possible within the chamber, but overpressures of only 5 MPa could exceed the
yield strength closer to the surface (Sparks, 1997).
Rock failure does not necessarily culminate in an explosive eruption. Evidence for
non-explosive brittle failure comes from the presence of tuﬃsites (Tuﬀen et al., 2003,
Noguchi et al., 2008, Castro et al., 2012, Kolzenburg et al., 2012) (Section 1.1.2),
and shear fractures up the conduit-wall margin (Tuﬀen et al., 2003, Bluth and Rose,
2004, Neuberg et al., 2006, Holland et al., 2011, Pallister et al., 2013) (Section 1.3.3).
1.2.3 Volatile contents of magmas
The most common volatiles in magma are H2O, CO2, S-species, Cl and F (e.g.
Wallace, 2001). The original volatile contents of a magma may be approximated
through petrological and geochemical studies of the eruption products (e.g. Taylor
et al., 1983, Cashman and Blundy, 2000, Savov et al., 2008). For example, by the
analysis of rhyolitic glass inclusions within erupted andesite, the H2O content of
the Soufrière Hills magma, prior to eruption, has been estimated at 4− 5 wt.% at
5 − 6 km depth (Barclay et al., 1998). The point at which gas begins to exsolve
from a silicic magma is strongly controlled by the pressure of the system and may be
approximated by Henry’s solubility laws: Equation 1.3 (for H2O) and Equation 1.4
(for CO2) where the pressure, P , is in MPa and n in wt.% of dissolved gas (Burnham,
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n = 0.0023P (1.4)
An alternative method for calculating the solubility, which also considers the tem-
perature, is VolatileCalc (Newman and Lowenstern, 2002). Figure 1.3 compares
the solubility of H2O as calculated by Henry’s law (Equation 1.3) to that derived
from VolatileCalc . The solubility of H2O in rhyolite increases with pressure
and decreases with temperature. At pressures of < 50 MPa of the three tempera-
tures plotted, the solubility calculated with Henry’s law has the best agreement with
VolatileCalc with a temperature of 700 oC. However, at higher pressures, the
solubility as calculated by the two methods deviates signiﬁcantly, with Henry’s law
predicting a markedly lower solubility than VolatileCalc . Furthermore, neither
of these methods account for the interactions occurring with the presence of multiple
volatile phases.
A multi-volatile system is very complex and the point at which particular volatiles
exsolve is dependent upon their solubility with respect to pressure, temperature,
magma composition and the exsolved vapour phase composition (e.g. Papale, 1999,
Newman and Lowenstern, 2002, Liu et al., 2005). For example, CO2 being less
soluble than H2O begins to exsolve at higher pressures deeper within the system
(Holloway, 1976, Newman et al., 1988, Dixon et al., 1995, Newman and Lowenstern,
2002). Multi-volatile systems are more complex because the presence of additional
volatiles aﬀects the solubility of H2O. For example, Papale (1999) showed that the
presence of CO2, even in small quantities, results in an increase in the saturation
pressure. Therefore H2O will begin to exsolve at greater depths than if CO2 was
absent. Holloway (1976) showed the solubility of CO2 increases with H2O content,
but decreases with the addition of other volatiles such as CH4 or CO. Furthermore,
as the least soluble volatile phase begins to exsolve to form bubbles, it forces other
volatile phases to diﬀuse into these bubbles (Holloway, 1976). This occurs even if
the saturation point for these other phases has not been reached (Holloway, 1976).
1.3 Volcanic monitoring
It is currently estimated that 600 million people are at direct risk from volcanic
eruptions (Sparks et al., 2013). Today, casualties from volcanic activity are generally
low compared to other natural disasters. However, there are some notable examples
within the last century with signiﬁcant death tolls. For example: 1902 eruption of
Mont Pelée (30,000 fatalities) (Heilprin, 1903); 1985 eruption of Nevado del Ruíz
(23,000 fatalities) (Tilling, 1989, Voight, 1990). It is thanks to pioneers such as T.
A. Jaggar, Jr and F. Omori who realised that in order to prevent such death tolls
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from continuing, permanent observatories were required to study active volcanoes
(Tilling, 1989). Consequently the ﬁrst “tronometer” (seismometer) was designed and
deployed on Usu volcano, Japan and Kilauea, Hawaii to detect volcanic seismicity
(Tilling, 1989), and monitoring began at observatories such as at Asama volcano
(1911) and the Hawaiian Volcano Observatory in 1912 (Jaggar, 1956, Tilling, 1989).
Unfortunately, today there are still many active volcanoes that are not monitored
or have only basic monitoring equipment installed (Sparks et al., 2012). The success
of volcano monitoring was conﬁrmed by the 2010 eruption of Merapi (Indonesia), in
which real time monitoring and consequent timely action by the authorities saved
up to 20,000 lives (Surono et al., 2012).
Throughout the history of volcanological studies, scientists have strived to develop
and utilise diﬀerent techniques to aid in the monitoring of the contemporary activity
of volcanoes, from measuring the volatile output to the interpretation of seismic
signals and surface displacement patterns.
1.3.1 Measuring gas emissions
The traditional method for measuring gas emissions is via direct measurements of
volcanic fumaroles by means of “Giggenbach bottles”, a 1970’s Werner Giggenbach
invention (Giggenbach, 1975, Stix and Gaonac’h, 2000) based on that used by Robert
W. Bunsen in the 1800’s. Despite the inherent dangers, logistical problems and the





































Figure 1.3: A comparison between the dissolved H2O content as calculated by
Henry’s law (Equation 1.3) to that by VolatileCalc for three diﬀerent temper-
atures (Newman and Lowenstern, 2002). (b) shows the ﬁrst 200 MPa from (a) in
more detail. Of the three temperatures, the best agreement with Henry’s law, at
lower pressure (< 50 MPa) is with VolatileCalc at 700oC.
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for example at the beginning of the current eruption of Soufrière Hills (Hammouya
et al., 1998) and on the Italian volcanoes, Etna, Stromboli and Vulcano (Aiuppa
et al., 2005). Other examples of the use of direct sampling techniques include So-
corro Island, Mexico (Taran et al., 2010), Erta Ale, Afar, Ethiopia (Zelenski et al.,
2013), Volcá de Colima, Mexico (Taran et al., 2002) and Merapi, Indonesia (Surono
et al., 2012). However, research has been striving to ﬁnd alternative, remote meth-
ods capable of producing spatially and temporally comprehensive autonomous mea-
surements of degassing at volcanoes. A variety of ground-, air- and satellite-based
methods have, and are being used to monitor gas emission from numerous volcanoes
around the world.
In the 1960’s, COSPEC (Correlation Spectroscopy) was developed, which looks at
the absorption of SO2 by ultra-violet radiation (Casadevall et al., 1984). Although
originally created to analyse industrial pollution (Caltabiano et al., 1994), volcanolo-
gists were quick to see the potential in such a system for SO2 monitoring at volcanoes
(Stoiber and Jepsen, 1973). Consequently, COSPEC has been used on numerous
volcanoes including, but not limited to, Soufrière Hills (Young et al., 1998, Watson
et al., 2000, Gardner and White, 2002, Edmonds et al., 2003b), Mount Redoubt
(Alaska) (Hobbs et al., 1991), Mount Etna (Sicily) (Allard et al., 1991, Caltabiano
et al., 1994), Colima (Mexico) (Casadevall et al., 1984), and Popocatépetl (Mexico)
(Delgado-Granados et al., 2001). In the late 1970’s, the satellite based Total Ozone
Mapping Spectrometer (TOMS) was launched providing measurements of SO2 in
the stratosphere (Stix and Gaonac’h, 2000). The limitation of both COSPEC and
TOMS is that they measure the SO2 absorption of UV radiation and are there-
fore not capable of detecting other gases such as H2O,CO2,H2S,HCl,HF. Hence,
since the 1990’s many scientists have been investigating the use of infrared tech-
niques such as Open-Path Fourier Transform InfraRed (FTIR) Spectroscopy which
has been used to analyse the ratio between SO2 and HCl (Edmonds et al., 2002,
Christopher et al., 2010, Oppenheimer et al., 2002).
Two permanent UV Scanning Spectrometers (Scanspec) have been installed on
Montserrat to monitor the SO2 emission rates autonomously during daylight hours
(08:00 to 16:00). This provides a UV spectrum approximately every 5 seconds, sup-
plying data for very short-term variations, and relaying it to the MVO (Montserrat
Volcano Observatory) (Edmonds et al., 2003a, Christopher et al., 2010). A further
technique is Imaging Diﬀerential Optical Absorption Spectroscopy (IDOAS) which
was ﬁrst used on Mount Etna in 2003 and allows two-dimensional measurements of
gases and provides a spectrum every 15 minutes (Bobrowski et al., 2006).
The accurate measurement of the two most abundant volcanic volatiles (H2O and
CO2) is complicated by the concentrations of these two species within the atmo-
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sphere. Researchers have attempted to overcome this by decreasing the distance
between the sensor and emission source (e.g. Shinohara, 2005, Gerlach et al., 1997).
Gerlach et al. (1997) employed a method of cross-sectional proﬁling by ﬂying through
the Popocatépetl volcanic plume with air-based instruments. However this method
is very limited both temporally and spatially, and very dependent upon the volcanic
activity - it may only be used in ash-free plumes. Shinohara (2005) developed a
portable autonomous sensor package (MultiGAS - Multisensor Gas Analyzer Sys-
tem) capable of measuring numerous volatile species including H2O, CO2 and SO2.
The system has since been successfully deployed on numerous volcanoes including
Tarumae, Tokachi and Meakan (Japan) (Shinohara, 2005); Mt. Etna (Italy) (Aiuppa
et al., 2006); Stromboli (Italy) (Aiuppa et al., 2010); Gorely (Kamchatka) (Aiuppa
et al., 2012); Soufrière Hills (Montserrat) (Edmonds et al., 2010).
Although considerable progress has been made, weather, volcanic activity and sys-
tem failures still hamper eﬀorts for reliable, continuous coverage.
The excess sulphur problem
The composition of gas emissions at the surface may vary signiﬁcantly from that of
the magma. Reasons for this include interaction with hydrothermal ﬂuids (Moretti
et al., 2013), multiple magma storage chambers (e.g. Edmonds et al., 2001, Moretti
et al., 2013) and volatiles exsolving under diﬀerent conditions at depth and therefore
exploiting diﬀerent escape pathways (e.g. Papale, 1999, Newman and Lowenstern,
2002, Liu et al., 2005).
Through measuring emissions of sulphur-bearing volatiles, it has been determined
that more sulphur is emitted from volcanoes (irrespective of magma composition
- basaltic to rhyolitic) than the chemistry of the magma suggests. This diﬀerence
is often in the range of ten times or more (Wallace, 2001). This phenomenon is
commonly known as the “excess sulphur problem” (e.g. Delgado-Granados et al.,
2001, Sharma et al., 2004, Edmonds, 2008, Edmonds et al., 2010, Surono et al., 2012)
and many hypotheses have been proposed to explain it. These include excess vapour
before eruption (Wallace and Gerlach, 1994), continuous degassing of unerupted
magma (Rose et al., 1982), the breakdown of sulphur-bearing species (anhydrite
dissolution) (Devine et al., 1984) and the interaction between maﬁc magma and the
native silicic magma at depth (Barclay et al., 1998, Murphy et al., 2000, Di Muro
et al., 2008, Roberge et al., 2009).
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1.3.2 Volcano deformation
Changes in surface displacement, potentially inducing cycles of inﬂation and deﬂa-
tion at volcanic sites, can yield important information regarding the internal work-
ings of an active volcano. There are now many techniques which may be utilised in
the monitoring of ground deformation at volcanic sites, including cGPS (continuous
Global Positioning System) (e.g. Mattioli et al., 1998, Shepherd et al., 1998, Nor-
ton et al., 2002, Wadge et al., 2006, Palano et al., 2012), InSAR (Interferometric
Synthetic Aperture Radar) (e.g. Wadge et al., 2006, Bonforte et al., 2011, 2013),
Electronic Distance Meter (EDM) measurements (e.g. Jackson et al., 1998, Nor-
ton et al., 2002, Ramírez-Ruiz et al., 2002, Surono et al., 2012) and tiltmeters (e.g.
Norton et al., 2002, Surono et al., 2012). However, displacement measurements in
volcanic environments can be problematic due to vegetation cover (InSAR), atmo-
spheric moisture (InSAR) and volcanic activity destroying equipment (e.g. Wadge
et al., 2006). Despite this, displacement measurements at Montserrat have identiﬁed
diﬀerent types of vertical and radial ground motion: near- (due to shallow processes
within the dome and upper conduit, including pressurisation due to magma or gas,
and gravitational collapse (Wadge et al., 2006)) and far-ﬁeld (several kilometres from
the dome) motion and cooling-induced contraction of pyroclastic ﬂow deposits (e.g.
Jackson et al., 1998, Shepherd et al., 1998, Norton et al., 2002, Wadge et al., 2006).
Bonforte et al. (2011, 2013) investigated the anomalously high levels of CO2 in the
soil on the ﬂanks of Mt. Etna and through the use of InSAR they have proposed a
link between diﬀuse soil emissions, the behaviour of tectonic faults and changes in
ground displacement.
At the onset of the ongoing eruption episode of Soufrière Hills in 1995, Gardner
and White (2002) observed a link between surface displacement, SO2 emissions and
hybrid earthquakes. Similarly, prior to the 1997 dome collapse of Soufrière Hills,
Watson et al. (2000) observed that tilt cycle peaks correlated with increases in both
SO2 emissions and the frequency of hybrid earthquakes.
At volcanic sites, most of the large surface displacements are conﬁned to the near-
ﬁeld. However, measurable surface displacements have been detected 8 km distant
from the dome at Soufrière Hills (Norton et al., 2002).
Surface displacement at active volcanoes is often found to be cyclic, with inﬂation
prior to eruption (explosive or eﬀusive) with pressurisation, and deﬂation as the
pressure decreases (e.g. Denlinger and Hoblitt, 1999, Voight et al., 1999, Lensky
et al., 2008, Odbert et al., 2014). Surface displacement measurements are generally
mm to cm-scale. For example, between January 1998 and December 1999, vertical
displacements, measured by cGPS, at Soufrière Hills volcano were up to ±6 cm at
500 m distance from the dome, coinciding with a period of intermittent explosive
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activity but very little dome building Norton et al. (2002). Similarly, up to ≈ 3 cm of
subsidence was measured at the volcano by cGPS, accompanying increased volcanic
activity during December 2008 - January 2009 (Hautmann et al., 2013). However,
20− 50 cm surface uplift in the centre of the dome accompanies repetitive eruption
events at Santiaguito (Johnson et al., 2008). 1 cm uplift was detected at Akutan
volcano (Alaska) in the early part of 2008, which did not precede an eruption event
(Ji and Herring, 2011). Localised subsidence of up to 10 cm at Akutan volcano in
1992-93 and 1996-8 has been attributed to fumarolic degassing and the associated
depressurisation (Lu et al., 2000).
1.3.3 Volcanic seismicity
There are diﬀerent types of seismic events which occur in association with volcanic
activity from high freqency Volcano-Tectonic (VT), low frequency long period and
hybrid events to surface signals such as rockfalls (e.g. Lahr et al., 1994, Neuberg,
2000, Collier et al., 2006, Collier and Neuberg, 2006). Low frequency volcanic events
are deﬁned as having a dominant frequency between 0.2 and 5 Hz (Ferrazzini and
Aki, 1987, Chouet, 1988, Jousset et al., 2013) and generally originate at depths of less
than 1.5 km below the surface of the dome (Chouet, 1996, Neuberg, 2000). Although
they have been proposed as potential precursors to dome collapses and vulcanian
explosions (Chouet, 1996, Voight et al., 1999, Neuberg, 2000), the trigger mechanism
for these seismic events remains poorly understood. Many studies have proposed
that the generation of such events is related to a resonating system of ﬂuid within
the solid material of the volcanic ediﬁce (e.g. Ferrazzini and Aki, 1987, Neuberg and
O’Gorman, 2002). Two models for the generation of the low frequency resonance of
the long period events are the ﬂuid-driven crack model, where gas release results in
dome and conduit crack resonance (e.g. Chouet, 1986, 1988, Gil Cruz and Chouet,
1997) and the resonating crack model (due to the interaction between magma and
volatiles) (e.g. Neuberg, 2000). In both cases, the low frequencies of these events is
attributed to gas-induced attenuation. Gil Cruz and Chouet (1997) have studied the
long-period events for Galeras volcano (Colombia) and comment that they appear to
be accompanied by bursts of gas emission through cracks in the dome. A third model,
magma “wagging”, was proposed by Jellinek and Bercovici (2011) and involves the
magma oscillating against a surrounding highly porous zone of sheared bubbles.
These models only help to explain the frequencies of the seismic events, and not the
actual trigger mechanism. More recently, Massol and Jaupart (2009), Thomas and
Neuberg (2012) have proposed these events occur due to brittle failure related to
changes in the conduit geometry.
VLP (Very Long Period) seismic signals have frequencies less than 0.2 Hz (Jousset
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et al., 2013). Jousset et al. (2013) analysed these seismic signals related to the
2010 eruption of Merapi and subdivided them into two classes; ﬁrstly, a long signal
duration representing the ascent of magma and secondly, a shorter signal duration
proposed to represent gas loss. This second type was found to be located on the
southern ﬂank of the volcano, which was also the site of maximum surface inﬂation
(up to 10 cm/day (Jousset et al., 2013)). Consequently, these shorter duration
signals are thought to represent the migration of gas within the volcanic ediﬁce
(Jousset et al., 2013).
Edmonds et al. (2002) have provided evidence of a possible link between surface
rockfall events and gas emissions at Soufrière Hills. They observed spikes in the
ratios of HCl : SO2 measured using FTIR of up to 6.8 during September 2000 (or
approximately SO2 ﬂux: 2000 td−1 and HCl ﬂux: 13000 td−1) coincident with a
period of intense rockfall activity possibly linked with magma extrusion (Edmonds
et al., 2002). This increase in degassing may in part be related to the release of gas
isolated inside pores and fractures. Considering ratios as low as 0.77 had previously
been measured (August, 2000), this is a substantial increase reinforcing the idea for
diﬀerent mechanisms that allow the release of diﬀerent gas species. Young et al.
(2003) suggest the cyclic SO2 ﬂux from Soufrière Hills corresponds to cyclic LP
events, conﬁrmed by the 1997-1999 activity. However, Edmonds et al. (2003b) have
determined there is no such correlation with the swarms of 2001. Furthermore,
hybrid swarms have been detected in the build-up to dome building activity and
this has corresponded with a decrease in SO2 ﬂux (Edmonds et al., 2003b). A large
decrease in SO2 has been detected after dome collapse events. For example, after the
dome collapses of 1998 and 2001 at Soufrière Hills, SO2 peaked immediately after the
event and also several days later, which did not coincide with any seismic activity
(Edmonds et al., 2003b). This may reﬂect the renewed openness of the system,
or seismic activity releasing trapped gas. During August to October 2001, SO2
measurements at Soufrière Hills revealed a correlation between gas peaks, rockfall
and pyroclastic ﬂow events, but not with long-period and hybrid events (Edmonds
et al., 2003b). A hypothetical two-dimensional ﬂow model was proposed by Neuberg
et al. (2006) which included consideration of gas loss and friction-controlled slip.
The model implies the generation of low frequency events correlates with a zone
of brittle failure of the melt. The model also provides a potential mechanism for
the generation of fracturing lining the conduit walls, whereby the magma undergoes
brittle failure and the resultant fractures are transported up the conduit via magma
ascent.
Prior to the 1992 eruption of Galeras, COSPEC measurements observed a signif-
icant decrease in the output of SO2 concurrent with an increase in low-frequency
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seismicity. Post-eruption, this seismicity ceased and was consequently attributed to
sealing-induced pressurisation of the system (Delmelle and Stix, 2000).
1.4 Key aims of the research
There are various theories of how gas may move through a volcanic system, and
numerous surface measurements for gas emissions and surface displacements. This
work aims to link the interior of the volcanic system (conduit, wall rocks and dome)
with these surface observations. In particular, this research aims to investigate
the link between permeability variations, gas behaviour, pressurisation and surface
displacement.
Key points of interest in this study include:
• What is the impact of varying permeabilities at shallow levels within the vol-
cano, and how does this aﬀect the gas behaviour and pressurisation?
• How does the gas behaviour change in response to permeability changes with
time?
• How do the permeability changes inferred from seismicity change the condi-
tions of gas storage and release?
• Where may volcanic volatiles be stored and how are they released?
• How may the presence of volcanic volatiles aﬀect the surface displacement?
• Can the model results be compared to real observations to further the under-
standing of internal permeabilities and pressures of silicic volcanoes?
1.5 Overview of the Thesis
Chapter 2 outlines the equations used to model the gas and the resulting displace-
ment, and the method used to solve these equations. Details regarding the devel-
opment of the geometries and the associated mesh are also included. Chapter 3
describes a simplistic “principal block” model and investigates the inﬂuence perme-
ability has on the ﬁnal results. This model is extended to include time dependency
in order to model the eﬀects of unloading on the system (Chapter 4). Chapters 5,
6 and 7 use a combination of ﬂuid ﬂow and displacement modelling to investigate
several volcanological phenomena including brittle failure of the magma, sealing the
dome and dome cracks.
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Chapter 8 shows a more realistic model based upon the topography of Soufrière
Hills. The model investigates how diﬀerent permeability conditions aﬀect a model
in which gas is stored at shallow levels within the dome before being released by a
fracture zone. The realistic model permits gas emissions and displacement patterns
to be plotted on the surface of the topography to give an accurate view of where
observations may be expected on a real volcano if the scenario was to occur. Chap-
ter 9 extends this to investigate the implications of altering the fracture zone size,
gradient and anisotropic permeability in the conduit, and the eﬀects of a diﬀerent
topography.
In Chapter 10, the modelling assumptions outlined in Chapter 2 are revisited and
their impact assessed, before the method is applied to two speciﬁc case studies.
Namely, an ash venting event at Soufrière Hills volcano during a period of no active
extrusion, and ring-shaped degassing at Santiaguito.
Chapter 11 presents the implications of the results and how this may aid our un-
derstanding of degassing processes and the role of permeability.
Finally, there are four appendices. Appendix A provides some analytical solutions
to aid in the validation of the method used. Appendix B assesses the validity of
Darcy’s law to determine the range over which the method is valid. The impact
of the assumptions of ideality and a constant viscosity are assessed in Appendix C.




From the literature reviewed in Chapter 1, there are numerous studies on perme-
ability measurements of volcanic materials (e.g. Eichelberger et al., 1986, Klug and
Cashman, 1996, Melnik and Sparks, 2002), gas emissions (e.g. Edmonds et al., 2002,
2003a, Shinohara, 2005) and surface displacement (e.g. Norton et al., 2002, Wadge
et al., 2006). However, there is a gap with respect to 2D and 3D gas ﬂow within the
interior of a volcano with respect to the permeability and how the presence or loss of
stored gas aﬀects the pressurisation, and in turn, the surface displacement. In par-
ticular, the eﬀects of diﬀering permeability are uncertain and the ability to visualise
the resulting gas behaviour within the internal volcanic structures would be advan-
tageous. Furthermore, the implications of the temporal evolution of permeability
changes is also lacking.
A ﬁrst step to understanding the interaction between the permeability and gas pres-
sure distribution within a volcanic ediﬁce is based on Darcy’s law and is presented
in Section 2.1. This method aims to investigate the impact of permeability and
pressurisation on the gas ﬂow and surface displacement. In this chapter, the use of
Darcy’s law in previous volcanological studies is outlined, before deriving the equa-
tions and presenting the software used to solve for gas pressure and gas velocity
given a certain permeability distribution.
2.1 Darcy’s law and its use in Volcanology
Darcy’s law (2.1) was derived by Henry Darcy in 1856, for calculating the ﬂow of








for the ﬂow rate (Q), permeability (k), cross-sectional area (A), pressure loss (ΔP )
and distance over which the pressure changes (l). An adapted version of Darcy’s law
(2.2) was used by Eichelberger et al. (1986) to model gas escape from a permeable






for the porosity (φ), pore velocity (velocity divided by porosity) (u), permeability





in the x direction.
Despite its origin in hydrogeology, Darcy’s law has become a useful relationship for
calculating the permeability of volcanic samples (e.g. Eichelberger et al., 1986, Rust
and Cashman, 2004, Takeuchi et al., 2005, 2008, 2009, Okumura et al., 2009, 2012,
Yokoyama and Takeuchi, 2009) and also modelling the movement of gas through a
volcanic system (e.g. Eichelberger et al., 1986, Candela, 1991, Jaupart and Allègre,
1991, Woods and Koyaguchi, 1994, Klug and Cashman, 1996, Melnik and Sparks,
1999, Edmonds et al., 2003b, Gonnermann and Manga, 2005, Ida, 2007, Lensky
et al., 2008, Collombet, 2009, Hicks et al., 2009, de’ Michieli Vitturi et al., 2010,
2013, Kozono and Koyaguchi, 2010, Matsushima, 2011, Rust and Cashman, 2011,
Scharﬀ et al., 2014, Schneider et al., 2012). Some of these studies used the modiﬁed
form, the Forchheimer equation (2.3) which accounts for a non-linear relationship
between the gas ﬂux and pressure gradient (e.g. Rust and Cashman, 2004, Wright
et al., 2006a,b, Takeuchi et al., 2008, Bouvet de Maisonneuve et al., 2009, Okumura






for the pressure gradient (∇P ), gas viscosity (μ), gas density (ρ), Darcian perme-
ability (k) and inertial permeability (kf ) (e.g. Takeuchi et al., 2009).
Darcy’s law is used within this study, due to the limited data available for inertial
permeabilities and because turbulence would act to decrease velocities. Darcy’s law,
therefore, provides an upper limit. However, a comparison between Darcy’s law and
the Forchheimer equation is presented in Appendix B.
2.2 Equations
Gas pressure, gas velocity and the resulting displacement are modelled numerically
in two and three dimensions using a ﬁnite element approach. The modelling will be
performed for a stationary system (with results showing the equilibrium state) or
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time dependent to show the systems reaction to change.
2.2.1 Modelling the gas loss
Darcy’s law relates the ﬂuid velocity (u) to the permeability (k) of the material and
the pressure (P ). The permeability is a measure of the ease with which a material
(e.g. volcanic rock/magma) may transmit ﬂuids (e.g. volcanic gas (H2O)). In order
to describe the gas loss from a static magma, the equations for Darcy’s law (2.4)
u = −k
μ
(∇P + ρg∇z) (2.4)
and the continuity equation (2.5)
∂
∂t
(ρφ) +∇ · (ρu) = Qm (2.5)
are amalgamated to derive a partial diﬀerential equation (PDE) (2.6) which is solved
for the pressure (P ).
∂
∂t







The associated pressure gradient (∇P ) is used within Darcy’s law (Equation 2.4)
to obtain the gas velocity (u). The ideal gas law (Equation 2.7) is used to calculate





for the molecular mass (M), ideal gas constant (R), temperature (T ) and pressure
(P ). From the ideal gas law, the gas density varies with pressure, hence the gas is
compressible. In most cases in this modelling, the mass source term (Qm) from the
continuity equation (2.5) is set to 0, i.e. mass is conserved (mass in the system is
always constant so the rate of loss equals the rate of gain). One exception to this
is for the inclusion of added mass due to exsolved gas during a dome collapse in
Chapter 4.
The porosity (φ) and permeability (k) are tensors describing the ability for a material
to transmit ﬂuid in diﬀerent directions, whilst the density (ρ) and the dynamic
viscosity (μ) describe the properties of the exsolved volcanic gas. The resulting
pressure (P ) and gas velocity (u) describe the pressure and motion of this volcanic
gas.
§2.2 Equations 28
2.2.2 Modelling the displacement
Modelling the displacement resulting from the presence of gas within the volcano is
achieved through the Momentum Equation (2.8), based on Newton’s second law of




−∇ · σ = FV (2.8)
where ρr is the rock density, t is time, σ the stress tensor and FV a vector force.
When a force (stress) is applied to a material it responds through deformation
(strain). This strain can be either brittle or ductile dependent upon the material
and environmental properties. The Cauchy stress tensor (σ) consists of a sequence
of normal (σx, σy, σz) and shear (τxy, τyx, τxz, τzx, τyz, τzy) stresses as shown in
Equation 2.9. The Cauchy stress tensor links the strain tensor () and the volcanic








σ = C− P I (2.10)
where I is the identity matrix, and C is the elasticity tensor which is a function of
the elastic moduli: Young’s modulus (E) and Poisson’s ratio (ν) (2.11). Young’s
modulus represents the stiﬀness of an elastic medium (ratio of stress to strain), whilst
Poisson’s ratio is the ratio of the strain in the applied direction to that perpendicular.
C =
E
(1 + ν)(1− 2ν)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1− ν ν ν 0 0 0
ν 1− ν ν 0 0 0















The strain tensor () is dependent upon the displacement vector (V) and may be
expressed as Equation 2.12 where the displacement gradient is calculated with re-
spect to the material coordinates according to Equation 2.13. In these equations, u,





























Alternatively, the strain tensor may be expressed as individual components (2.14)



















































2.2.3 Coupling the equations for ﬂuid ﬂow and displacement
In order to model both the gas ﬂow and the resulting displacement, the equations
for both are coupled and solved together such that for every time-step the result
from each equation is linked to the other.
2.3 Model assumptions
The modelling focuses on the role of permeability and how changes to the perme-
ability may aﬀect the state of the volcanic system based upon internal pressurisation
and surface gas loss and displacement. Following Section 2.2, pressurisation and gas
behaviour are calculated using Darcy’s law and the resulting surface displacement
is derived from the momentum equation. However, a number of restrictions are
applied to the modelling which are itemized here. Further discussions relating to
the choice of the parameters are discussed in the relevant parts of section 2.4.
• Only one gas is modelled - therefore, H2O is simulated because it is the most
abundant volatile in volcanic systems
• Usually, each domain is set to a single “bulk” permeability, representing the
average for that region. Hence smaller scale structures either enhancing or
inhibiting degassing are generally ignored, unless they are the subject of a
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particular model investigation, e.g. fracture zones (Chapter 5), sealing (Chap-
ter 6) and cracks (Chapter 7). However, models with permeability anisotropy
or gradients in the conduit are discussed in Chapter 9.
• The magma is static, therefore the models represent a volcano in a state of
quiescence which has ceased erupting material, but still has the potential to
degas.
• The method assumes gas saturation within all the domains, i.e. all empty pore
spaces are ﬁlled with volcanic gas.
• Gas is continuously supplied through the boundary conditions.
• A constant temperature of 850 oC is assumed. However, the implications of
varying the temperature are discussed in Appendix C.
• Gas viscosity is set to the constant value of 1.5× 10−5 Pas (Appendix C).
• The gas density is calculated according to the ideal gas law, rather than the
true behaviour of H2O (Appendix C).
• Only single values for Young’s modulus and Poisson’s ratio are used.
• The domains in each model are fully coupled. The impact of de-coupling the
conduit and wall-rocks is investigated in Appendix D.
• Inertial eﬀects are neglected. The impact of the inertial eﬀects are investigated
in Appendix B.
The impact of these assumptions will be explored in Section 10.1.
2.4 Solving using the ﬁnite element method
The equations in Section 2.2 are solved for stationary and time dependent prob-
lems using Comsol Multiphysics R©1 which utilises a ﬁnite element method. Comsol
MultiphysicsR© is a commercial simulation platform providing a variety of compre-
hensive tools for deﬁning and solving models. The particular forte of the program is
the ability to incorporate many diﬀerent physics equations into a single multiphys-
ical model. This software is particularly useful for this project as it provides the
1More details regarding the software and packages used may be found in the Comsol
Multiphysics R© Reference Manual, Subsurface Flow Module User’s Guide and Structural
Mechanics Module User’s Guide.
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interface and tools for solving the model without the requirement of ﬁrst program-
ming the interface or solver. Consequently this research can focus on the wide range
of geometric and physical parameters aﬀecting the simulations.
The ﬁnite element method (FEM) is a numerical method of solving a problem. In
contrast to analytical models (Appendix A) which solve the exact equations for
the entire domain space, the FEM solves the problem for particular points (nodes)
within the domain space, determined by a mesh. Between these points, the result
is interpolated to derive the solution for the entire domain space. Consequently the
FEM provides an approximate solution to a problem. However, it is particularly
useful for complex problems where an analytical solution is not possible either due
to the geometry or the physics. A number of steps are required in order to derive a
solution by FEM:
1. Problem formulation;
2. Design and creation of geometry;
3. Discretising the geometry by means of a mesh;
4. Specifying the constraints of the model in terms of material properties, physics
and boundary conditions;
5. Solving the problem;
6. Postprocessing.
Similar numerical techniques for solving PDEs include ﬁnite diﬀerence (FDM) and
ﬁnite volume (FVM). The three methods diﬀer in the manner in which the equations
are discretised. FDM uses the diﬀerential (strong) form, whilst FVM and FEM use
the integral (weak) form of the governing equations (Peiró and Sherwin, 2005). FDM
is reliant on a structured mesh and is therefore only suitable for simple (block)
geometries (Peiró and Sherwin, 2005). Due to the use of the weak form of the
governing PDE, FVM and FEM are more suited to more complex geometries in
two- or three-dimensions (Peiró and Sherwin, 2005). In FEM, the nodes on which
the variables are computed are located at the vertices of each element, whilst in the
FVM, the variables are averaged over control volumes which surround each node
(Versteeg and Malalasekera, 2007). Consequently, FEM has a greater accuracy than
FVM, although it is more computationally intensive. Therefore, FEM is used here
over the FDM and FVM methods because it can handle more complex geometries
and will provide a better approximation to the solution of a problem. In the following
sections, the six steps to deriving a solution using the ﬁnite element method are
described in detail.
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2.4.1 Problem formulation
The ﬁrst step to any modelling endeavour is to clearly deﬁne the problem to be
solved. This involves outlining the purpose of that model. In this work, the basic
aim is to determine the eﬀect of changing the permeability on the behaviour of
volcanic systems. From this basic principle, more complex models can be designed to
investigate particular scenarios. Once the scenario is clearly deﬁned, an appropriate
geometry may be designed and the relevant constraints deﬁned.
2.4.2 Geometry creation
Comsol Multiphysics R© provides a comprehensive set of CAD (Computer-Aided De-
sign) tools for the creation of 2D and 3D geometries from simple blocks to complex
geometries representing topography. For the simplest geometries, standard geo-
metric shapes may be combined and modiﬁed to derive the required conﬁguration.
However, for more complex geometries requiring precise topographic features, para-
metric surfaces are used which take input from interpolation functions. Interpolation
functions construct a curve or surface based upon an input of discrete data points.
This is particularly useful when using topographic data which is often in the form of
discrete data points described by the spatial coordinates of x, y and z. By importing
topographic data as an interpolation function, this data can then be utilised during
geometry creation. This key feature enables the incorporation of elevation data for
creating more accurate topography for modelling real volcanoes such as Soufrière
Hills. Furthermore two sets of data can be incorporated to distinguish between the
diﬀering surfaces of the country rock and dome. For example, the models in Chap-
ters 8 and 9 use topography data provided by Wadge et al. (2009) for 12 July 2003
and 1 August 2005 which represent the topographic surfaces before and after the
major dome collapse. However, the accuracy of modelling such complex surfaces is
dependent upon the mesh quality and resolution.
2.4.3 Meshing
Meshing is integral to the ﬁnite element method and involves discretisation of the
geometry into smaller entities. This mesh consists of a number of shapes (elements)
and vertices (nodes) (Figure 2.1). The nodes are the points in the domain for which
the value of the variable is explicitly calculated. At all non-nodal points, the solution
is approximated via interpolation functions. For 2D geometries, the domains are
discretised into triangular, quadrilateral or mapped elements to create the mesh
(Figure 2.2). In the case of 3D geometries, these elements may be tetrahedral,
hexahedral, prism or pyramid shaped. Consequently, these simple shapes can only
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approximate complex boundaries, and the accuracy increases with decreasing mesh
element size (Figure 2.3). However, the greater the number of elements in a ﬁner
mesh, the more computing power and time is required to solve the model.
Meshing complex 3D shapes requires a number of considerations. For example which
part of the model is most important and therefore requires the highest mesh quality?
In this modelling, this will usually be the region of the conduit and dome and their
surroundings. The furthest extents are potentially less important and so a lower
quality mesh could be used to reduce the size of the model. A simple 2D shape
could consist of less than 500-1000 elements, whilst a complex 3D geometry may
require more than 50,000 elements. The number of elements also impacts upon the
solution time. A stationary 2D model with 500 elements will take seconds to solve,
whilst, a more complex 3D model with time dependency and more than 50,000
will take hours to days to solve, dependent upon the time step and the modelled
duration.
Mesh quality is dependent upon the size variation. Provided the elements are uni-
form in size, the greater the number of elements, the higher the mesh quality. How-
ever, a large variation in element size leads to a poor quality mesh. The ﬁner the
mesh, the more accurately a complex geometry can by discretised.
When meshing, very narrow regions can cause the greatest problems in terms of
quality and resolution. One method of reducing the number of elements in this case
is to use a swept mesh which replicates the mesh from a source face and extends it




Figure 2.1: Simple example showing a triangular mesh element with three num-
bered nodes. The variable is calculated explicitly at each node, and interpolated
between the nodes. Due to the three nodes, for one dependent variable, there are
three degrees-of-freedom which are required to fully describe the variable within this
domain of interest. Adapted from Hutton (2004).
2.4.4 Specifying the constraints
The boundary conditions and material properties associated with the governing
PDE’s provide the constraints allowing the problem to be solved. The boundary
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(a) Triangular (b) Quadrilateral
(c) Mapped
Figure 2.2: Examples of diﬀerent 2D mesh types. The triangular mesh example has
more mesh elements (192) than the other 2 examples (quadrilateral: 103, mapped:
136) and for this geometric shape, the mesh quality decreases from triangular to
quadrilateral to mapped.
(a) Extremely coarse (b) Moderate
Figure 2.3: Examples of two diﬀerent triangular mesh resolutions for a circular
problem. The extremely coarse mesh provides a very poor representation of the semi-
circular shape, whilst a moderate mesh provides a good approximation. Extremely
coarse: 14 elements; normal: 265 elements
conditions describe the constraints on the ﬁnite geometry to simulate the input
from the exterior (unmodelled) regions, whilst the material properties describe the
components of the domain.
2.4.5 Boundary and domain conditions
Figure 2.4 illustrates a general conﬁguration for a simplistic 2D model, showing the
diﬀerent domains and the boundaries. Table 2.1 outlines the domain and boundary
conditions set for calculating the gas ﬂow and the resulting displacement. For the
ﬂuid ﬂow modelling, the boundaries are set to lithostatic pressure (Plith = Patm +
ρrgz), for atmospheric pressure (Patm = 0.1 MPa), rock density (ρr), acceleration
due to gravity (g) and depth (z). Pressure (P ) is applied to the exterior boundaries
35 Chapter 2: Method
of the model by simply setting the speciﬁed value (P = P0).
Boundary conditions for the displacement modelling are set to either free, ﬁxed
(v = 0) or roller (n · v = 0). A roller boundary speciﬁes that the normal (n)
to the direction of maximum displacement is 0, whilst slip can occur in the other
directions. As the models are ﬁnite in their extent, this condition approximates a
non-ﬁnite model, i.e. it simulates the presence of more material beyond the boundary
acting to contain the lateral displacement.
Permeability
Measurements of permeability for natural and experimental results have yielded a
range of values from 10−16 to 10−10 m2 (Section 1.2.1). Hence, the majority of per-
meability values chosen in the modelling are within this range, with extremes used
when necessary. Other models have also been consistent within this range. For
example Edmonds et al. (2003b) used a simple form of Darcy’s law to model a 1D
system with upper conduit and dome permeabilities between 10−12 and 10−9 m2.
In contrast, Voight and Elsworth (2000) assumed a permeability of 10−15 m2 to
model the relationship between gas pressure and dome failure. Furthermore, Mel-
nik and Sparks (2002) use a range between 10−16 and 10−12 m2 in their conduit
ﬂow model. However, whilst the permeability of materials at the surface is well
documented, the permeabilities within the volcanic interior remain uncertain. The
































Figure 2.4: General model conﬁguration showing the diﬀerent domains and bound-
ary types. These are set for the conditions according to Table 2.1.
§2.4 Solving using the ﬁnite element method 36
Gas Flow Displacement
Domains (All)
matrix rock permeability (k) matrix density (ρr)
matrix rock porosity (φ) matrix Young’s modulus (E)
volcanic gas density (ρ) matrix Poisson’s ratio (ν)







s Base Exterior lithostatic pressure (Plith) ﬁxed
Lateral Exterior lithostatic pressure (Plith) roller
Top Exterior atmospheric pressure (Patm) free
Interior N/A N/A
Table 2.1: Settings for the domain and boundaries for calculating the gas ﬂow
and the resulting displacement. The matrix properties are applied for each of the
structural components of the volcano: conduit, wall-rock, dome.
degassing pathways. If a high number of fractures and connected bubble pathways
are simulated, a higher average “bulk” permeability will be required.
In the majority of models, particularly for Chapters 4-7, the high permeability of
10−10 m2 is set for the conduit to derive an upper limit. Furthermore, for scenarios
where only one model is presented, this is an extreme example where the model
shows the maximum eﬀect. Consequently, very low permeabilities are used for sealed
regions, and very high permeabilities are used for fractures.
In all models, except Chapter 9, the permeability is set to an isotropic (scalar) value
to represent the bulk permeability of a particular domain. However, in Section 9.2,
the eﬀect of a gradient or anisotropic permeability in the conduit is investigated.








To impose a permeability change in time, smoothed step functions are coupled
with a single or nested conditional (if) statement (Equation 2.17), for example
Equation 2.18:
k = if (location < value, then(statement), else(statement)) (2.17)
k = if (z < step1(t), step2(t), k0) (2.18)
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where k is the permeability, z depth and k0 the initial permeability. In this case,
step1(t) is a smoothed step function describing the depth over which the change in
permeability occurs and at what time this happens, whilst step2(t) describes the
change in permeability in terms of the initial value, end value and the duration over
which the change occurs. Step functions describe the path of a variable between two
values. The step function can be a sharp transition, or may be smoothed.
Porosity
From the equations in Section 2.2, porosity has no eﬀect on the equilibrium result
- it only impacts upon the time dependent response. The values used in the time
dependency simulate a general value dependent upon the permeability of that do-
main, e.g. less permeable regions are simulated with a lower porosity. Because the
porosity has such a limited eﬀect on the results (when using Darcy’s law), processes
such as gas storage and loss are described in the text in terms of permeability.
Elastic Moduli
The deformation response of a material is largely dependent upon the elastic moduli,
which in this modelling, are Young’s modulus and Poisson’s ratio. Young’s modulus
represents the stiﬀness of an elastic material, whilst Poisson’s ratio is the ratio of the
strain in the applied direction to that perpendicular. As either value increases, the
resulting displacement decreases. A Poisson’s ratio of 0.25 has been used often in
displacement modelling (e.g. Voight et al., 2010a, Chardot et al., 2010, Hautmann
et al., 2013, 2014). The range of values for Young’s modulus vary from 3− 100 GPa
(e.g. Voight and Elsworth, 2000, Voight et al., 2010a, Chardot et al., 2010, Wadge
et al., 2006, Hautmann et al., 2013, 2014, Kendrick et al., 2013). A constant value
is used for all domains in the model, therefore, the eﬀect of the Young’s modulus
is predictable: if 10 GPa gives a displacement of 1 m, 1 GPa and 100 GPa would
give displacements of 10 m and 0.1 m, respectively. Therefore, the displacement is
inversely proportional to the Young’s modulus.
Here, the models are created assuming a static modulus with a Young’s modulus of
10 GPa and Poisson’s ratio of 0.25.
Additional variables and constants
Additional terms used in the modelling include rock density, temperature, gas den-
sity and gas viscosity. The rock density (ρr) is used within the calculation for litho-
static pressure for the boundary conditions. Other studies have used a range of den-
sities for intermediate to silicic magma (Andesite - Rhyolite) from 2000−2800 kgm−3
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(e.g. Eichelberger et al., 1986, Wadge et al., 2006, Hale et al., 2009a, Wright and
Cashman, 2013). Here, a mid-range value of 2500 kgm−3 is chosen. The density
is strongly dependent upon the porosity, with the greater the percentage of pore
spaces, the lower the density. Decreasing this density in response to an increase in
porosity would lead to a corresponding decrease in the pressure pattern and vice
versa.
The gas density is derived from the ideal gas law (Equation 2.7) using a constant
temperature of 1123 K (Melnik and Sparks, 1999, de’ Michieli Vitturi et al., 2010).
Following conduit ﬂow models (e.g. Melnik and Sparks, 1999, Collombet, 2009, de’
Michieli Vitturi et al., 2010, Schneider et al., 2012), the gas viscosity is given a
constant value of 1.5× 10−5 Pas.
Time durations
Throughout this modelling, changes to the state of the volcanic system are imposed
over diﬀerent time durations. These times reﬂect particular examples which are
described in the text related to the speciﬁc model. However, the imposed durations
can be scaled up or down to suit any scenario.
2.4.6 Solving the problem
What does Comsol Multiphysics R© solve?
As with any technique for solving using the FEM, Comsol Multiphysics R© solves
the weak formulation of the partial diﬀerential equations. As an example, here the
stationary, one-dimensional, form of Darcy’s law (Equation 2.19) is converted into
















= N0 on ΓN
P = P0 on ΓR
(2.19)
where Ω is the domain, and ΓN and ΓR are the Neumann and Dirichlet boundary
conditions, respectively. Whilst a Dirichlet boundary condition speciﬁes the exact
value for the boundary, a Neumann condition speciﬁes the the value of its derivative.
In the case of Darcy’s law, the Dirichlet boundary condition is used to set boundaries
to pressure and the Neumann boundary condition is used to specify the velocity.
In this study, all external boundaries are set to pressure, therefore, only Dirichlet
boundary conditions are used. However the Neumann condition is documented here
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for completeness. The weak formulation may be derived by ﬁrstly multiplying the










































Therefore, the weak formulation of Darcy’s law according to Equation 2.19, may be





















λ = 0 (2.22)
In Comsol Multiphysics R©, this weak form equation, in addition to the Dirichlet
boundary condition (P = P0), is solved.
The test function
The test function λ represents a class of functions which are deﬁned by the Lagrange
shape functions. These shape functions describe the manner in which the solution
is interpolated over each element, between the nodes. The choice of shape function
is dependent upon the problem to be solved and the order of accuracy required. For
the three nodal example shown in Figure 2.5a, the value of the variable ϕ for every
non-nodal point (x, y) is calculated according to Equation 2.23 (Hutton, 2004).
ϕ(x, y) = ϑ1(x, y)ϕ1 + ϑ2(x, y)ϕ2 + ϑ3(x, y)ϕ3 (2.23)
ϕ1, ϕ2, ϕ3 represent the value of the variable solved for at each node, whilst ϑ1, ϑ2, ϑ3
represent the shape functions which interpolate the value at the nodes for every
other point (x, y) within the domain (Hutton, 2004). The number of nodes on each
element is determined by the discretisation order. The order of the shape function
is determined by the number of nodes around each element. For example, a triangle
with a linear discretisation order has a node at each vertex of that shape (Figure 2.5).
However, a quadratic discretisation adds an extra node midway between each vertex,
and cubic two nodes between each vertex and one in the centre (Hutton, 2004).
Following Equation 2.23 for linear elements, for any number of nodes around a
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(a) Linear (b) Quadratic (c) Cubic
Figure 2.5: Comparison of the number of nodes allocated to each triangular mesh
element dependent upon the discretisation order. A higher order increases the accu-
racy of the model because it increases the number of actual solutions and decreases
the region over which interpolation must be used. However, increasing the number
of nodes also increases the solution time. Adapted from Hutton (2004).





Basis functions represent simple functions which may be added together to derive the
form of a curve when the exact characteristics of that curve are unknown. In FEM,
basis functions are required to describe the nature of the interpolation between the
nodes. For linear triangular mesh elements in FEM, the Lagrange shape functions
are used and have the following basis:
Φ(0, 0) = 1− ζ1 − ζ2
Φ(1, 0) = ζ1
Φ(0, 1) = ζ2
and for quadratic triangular mesh elements:
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Φ(0, 0) = (1− ζ1 − ζ2)(1− 2ζ1 − 2ζ2)
Φ(0.5, 0) = 4ζ1(1− ζ1 − ζ2)
Φ(1, 0) = ζ1(2ζ1 − 1)
Φ(0, 0.5) = 4ζ2(1− ζ1 − ζ2)
Φ(0.5, 0.5) = 4ζ1ζ2
Φ(0, 1) = ζ2(2ζ2 − 1)
These Lagrange shape functions are used to deﬁne the test function polynomials.
2.4.7 Study types and solver settings
Comsol Multiphysics R© provides a comprehensive set of study types and solver set-
tings for deriving the result. The study type determines between stationary or a
time dependent solution, whilst the solver settings control the manner in which that
study is solved.
Study types
There are three study types which are employed in this method, namely, station-
ary, time dependent and parametric. Stationary studies generate the equilibrium
result for a given set of domain and boundary conditions. An equilibrium result is
deﬁned as the point at which all domains within the model have reached stability
and no further changes to the results will be observed unless an additional change
in the conditions is imposed. In all the modelling scenarios, this is the ﬁrst study
type undertaken as it provides information about a quiescent volcanic system and
therefore provides a viable starting point for additional temporal modelling. Time
dependent solvers are used to calculate the time dependent progression of the sim-
ulated volcanic system in response to a change of state, for example permeability.
Parametric studies are invaluable for the calculation of multiple solutions with in-
cremental variations to a parameter. This is used extensively in Chapters 3, 8 and 9
where numerous model runs are generated for one geometry, but for slightly diﬀerent
permeability conditions. In this study, this is particularly useful because the perme-
ability conditions in real-time for volcanic systems is poorly understood. Therefore,
this provides data as to how small variations may inﬂuence the state. This also pro-
vides a quick method for identifying scenarios of particular interest requiring further
investigation or models which may be grouped according to similar behaviour.
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Solver settings
For each of the study types used within the modelling, there are solver settings
which control the manner in which the problem is solved. A number of settings may
be adjusted to improve the accuracy of the result and are described in Table 2.2.
Careful consideration over the choice in time-step is essential in this modelling. The
time-step needs to be small enough to accurately model the changes imposed. A
time-step is ﬁne enough when a ﬁner time-step will yield no change to the ﬁnal
results. If the time-step is too large, important detail will be lost, especially if a
change is occurring over a short time period (shorter than the time-step) and the
results will be inaccurate. However, there is also an important choice between the
resolution of the model and the time required to solve the model.
2.4.8 Postprocessing of results
Comsol Multiphysics R© provides numerous tools for analysing the results after a
model run. In particular results may be plotted in 1D, 2D or 3D dependent upon
the dimension of the model and the scope of interest. For example 1D plots may
be used to investigate the progression of a variable, such as pressure, through time
at a particular geometric point or domain within the model. 2D cross sections
allow inspection of the interior conditions of the models, whilst 3D plots allow the
representation of surface results depicted on the actual 3D topography to show, for
example, the location of surface gas emissions or change in displacement.
Variable change
A useful plot is the change in a particular variable (e.g. pressure or displacement)
in response to a change within the system and is created by subtracting the result
at a certain point in time (for example at time 0) from subsequent times. Hence,
this provides valuable information as to how much that variable has changed and
the location over a speciﬁed time period. This is especially useful if the change is
so small as to be masked by a dominant background state.
Average values
The average value for a particular domain is particularly useful for comparing results
for large numbers of models, for example Chapters 3, 8 and 9. It is especially useful
as an indicator of pressurisation or gas velocity, permitting easy comparison between
models with diﬀerent permeabilities. In Comsol Multiphysics R©, the average value is
calculated by integrating the variable of interest over the surface (or domain) and
dividing by the total area (or volume) of that surface (or domain).
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Setting Description
Time The start time, end time and the time step size between
them.
Time stepping Reﬁnement over the time step chosen. Here there are
choices between free, intermediate or strict control over
the time step chosen.
Physics selection In a model with multiple physics, for example, Darcy’s
law and solid mechanics, it can be speciﬁed whether the
model should be solved for both sets of equations, si-
multaneously, or for just one. This can be particularly
useful to check the result of one physics environment
before the second is introduced.
Mesh selection It is possible to create multiple mesh sequences for a
particular geometry. For complex geometries, it can
be diﬃcult to create the optimised mesh for the prob-
lem. Therefore, it is useful to create diﬀerent meshes
and solve for each to determine the best setup for the
problem.
Initial conditions This provides a starting point from which the ﬁnal re-
sult for the study type can be calculated. For a station-
ary study, this would be lithostatic pressure, whilst for
a time dependent study, an equilibrium solution from
a previously solved study would be used.
Solver type MUMPS, PARDISO or SPOOLES. All solver types
use the method, and will result in the same end re-
sult. However, they vary in how they utilise the avail-
able computational capabilities. MUMPS is used in
this study as it is fast and provides facilities for multi-
core and cluster computing to enable eﬃcient solving
of more computationally large simulations.
Results whilst solving This forces Comsol Multiphysics R© to display plots in
the required dimension during solving. This is particu-
larly useful for diagnosing problems in time dependent
simulations.
Method and termination Contains a variety of settings which determine the
point at which a computation will terminate. The set-
tings may be adjusted to aid with convergence prob-
lems arising from the complexity of certain simulations.
For example, the Jacobian Update can be changed
from “Minimal” to “On every iteration” which increases
the stability for nonlinear problems. Other settings to
avoid convergence problems are the maximum number
of iterations and the tolerance factor.
Table 2.2: A description of the most important solver settings provided by Comsol
MultiphysicsR©.
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Gas storage and loss
Pressurisation above lithostatic pressure indicates the presence of gas within the
system. This can represent temporal gas storage, where the region always contains
gas but it can still be lost at the surface, or permanent storage due to low surrounding
permeabilities preventing gas migration. This storage is permanent until a change
occurs within the system and the gas is released.





In 3D models, the surface gas emission rate is approximated by Equation 2.26:
ρAAu (2.26)
Gas is stored within the porosity, therefore it is acknowledged that porosity has an
important role in gas storage. However, the permeability controls the migration
of gas from one region to another, and this work is primarily concerned with how
changing degassing pathways aﬀect the processes of gas storage and loss. There-
fore, these processes will be described relative to the permeability, rather than the
porosity.
2.5 Summary
In this work, Darcy’s law and the continuity equation are combined to investigate the
gas ﬂow with respect to changes in permeability and pressure, and the momentum
equation is used to model the associated displacement. These equations are coupled
and solved using a ﬁnite element method within Comsol MultiphysicsR©. To derive
a solution, the method requires a number of steps including, problem formulation;
geometry creation and design; meshing; specifying the constraints; solving and post-
processing. A variety of tools are utilised in each stage which have been documented
in this chapter.
The aim of this modelling is to investigate the impacts of permeability on the be-
haviour of volcanic systems. Consequently a number of assumptions have been
made regarding the additional variables used. The impact of these assumptions of
the results will be assessed later in Chapter 10.1.
This method will be used to model a variety of scenarios beginning with a simple
2D stationary model investigating the eﬀect of permeability on the gas pressure and
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velocity. This is followed in subsequent chapters by more complex models looking at
diﬀerent volcanological phenomena and how they aﬀect the system. In Chapters 8
and 9 3D models are used in an attempt to simulate surface observations. Finally,
in Chapter 10, the method is used to model two speciﬁc case studies for Soufrière
Hills and Santiaguito.
Chapter 3
The Conceptual Basic Model
This chapter illustrates some of the fundamental patterns in the results which may
be obtained using the method described in Chapter 2. In particular, the inﬂuence
diﬀerent permeabilities have on a stationary volcanic system is investigated. A
stationary system is deﬁned as representing an equilibrium state of the volcanic
system dependent upon the current permeability and pressure conditions applied.
3.1 The principal block model
Simple “block-style” models represent a simpliﬁed concept of a volcanic system at
shallow depths. They encompass a central magma-ﬁlled block (“conduit”), sur-
rounded on either side by the “wall-rocks” of the volcanic ediﬁce and topped by
an overburden (“lava dome”) (Figure 3.1). Each domain is set to a speciﬁc per-
meability, and lithostatic pressure is applied to the exterior boundaries, as shown
Overburden 
Wall-rock







Figure 3.1: Setup for the principal block model with a central conduit surrounded
by wall-rocks and topped by an overburden.
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previously in Figure 2.4. The 2D models shown here are created using cartesian
coordinates, therefore simulating a dyke.
In order to determine how diﬀerent permeabilities aﬀect the model results, a sys-
tematic parameter variation is carried out. Following the results obtained by perme-
ability studies (e.g. Eichelberger et al., 1986, Klug and Cashman, 1996, Melnik and
Sparks, 2002, Mueller et al., 2005, 2008), the permeability of each domain is varied
within the range 10−16 to 10−8 m2 in 102 increments, providing a catalogue of 125
stationary models. For each model, the average pressure and average gas velocity
are plotted for the three domains comprising the volcanic system (conduit, dome
and wall-rocks) (Figure 3.2).
These graphs (Figure 3.2) show signiﬁcant variation in the pressurisation and gas
velocity between the models, and both are extremely sensitive to changes in per-
meability within each domain. The pressure within the conduit increases with de-
creasing dome and wall-rock permeability because gas becomes conﬁned. However,
as the conduit permeability decreases, the wall-rock and dome have less of an im-
pact in pressurising the conduit. Similarly, the gas velocity within the conduit de-
creases with decreasing conduit permeability. However, for both properties within
the conduit, the dome has a greater inﬂuence than the wall-rock. As an example,
for a conduit permeability of 10−8 m2 the conduit pressure increases with decreasing
dome permeability, but there is little change as the wall-rock permeability decreases.
The pressurisation behaviour of the wall-rocks is very similar to that of the volcanic
conduit, but lower in magnitude. The pressure in the wall-rocks decreases slightly
with decreasing conduit permeability. However, the dome permeability appears to
have the largest impact, as a decreasing dome permeability acts to conﬁne the gas
within the wall-rocks. For the gas velocity within the wall-rock, only the wall-rock
permeability appears to have any eﬀect. The pressurisation within the dome is
signiﬁcantly lower than that in either the conduit or wall-rocks, due to the lower
lithostatic load. Decreasing the dome permeability increases the pressure in all do-
mains. The highest dome pressure occurs with a high conduit permeability (10−8 to
10−12 m2), a lower wall-rock permeability and a low dome permeability, for example
models 23 (conduit: 10−8 m2, wall-rock: 10−12 m2 and dome: 10−16 m2) and 24
(conduit: 10−8 m2, wall-rock: 10−14 m2 and dome: 10−16 m2). For a high conduit
permeability, a very high or very low wall-rock permeability results in a decreased
dome pressure. If the wall-rock permeability is high, it does not act to conﬁne the
gas within the conduit, resulting in an overall lower pressurisation within the entire
system. If the wall-rock has a very low permeability it conﬁnes the gas within the
conduit, resulting in a localised dome pressurisation and therefore a lower overall
average dome pressure. The gas velocity within the dome decreases with decreas-



















































Figure 3.2: Average pressure (top) and gas velocity (bottom) for the conduit, dome
and wall-rocks in each model. For each conduit permeability, there are ﬁve dome
permeabilities and for each dome permeability, there are ﬁve wall-rock permeabili-
ties. All permeabilities decrease from left to right by 102 decrements from 10−8 to
10−16m2. The numbered models are used as examples to show important features.
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ing dome permeability but neither the wall-rock nor the conduit seem to have a
signiﬁcant impact.
With respect to the pressure spatial patterns, the models may be divided into six
groupings, examples of which are shown in Figure 3.31. The permeability condi-
tions for each of the six example models is provided in Table 3.1. The changes
in pressure are due to the permeability variations between each domain. However,
these groupings are very broad and there are changes in the degree of pressurisation
within each group dependent upon the permeabilities chosen. Furthermore, they do
not take into account variations in gas velocity. Figure 3.4 shows the overpressure
imposed by the gas, by subtracting the lithostatic pressure. Similar to the pressure
patterns, these gas overpressure plots (Figure 3.4) show distinct variations across
the six groupings, and help to identify which model conﬁgurations are more prone
to pressurisation.
Table 3.2 and Figure 3.5 summarise the permeability conditions which result in the
diﬀerent pressure patterns characteristic of each group. All the models in Groups 1,
2 and 3 show very little variation in pressure across the model runs, with only a slight
variation in Group 1 occurring if the conduit and dome have the same permeability.
In this case, there is a slight increase in pressure at the contact between the conduit
and dome. However, in the case of Groups 4, 5 and 6, there is a marked increase
in pressurisation when the conduit is several orders of magnitude more permeable
than the surrounding wall-rocks and lava dome.
Model Conduit (m2) Wall-rocks (m2) Overburden (m2)
Group 1 (33) 10−10 10−12 10−10
Group 2 (63) 10−12 10−12 10−12
Group 3 (92) 10−14 10−10 10−14
Group 4 (44) 10−10 10−14 10−14
Group 5 (39) 10−10 10−14 10−12
Group 6 (43) 10−10 10−12 10−14
Table 3.1: Permeability conditions for the six example models shown in Figures 3.3
and 3.4.
1The pressure results for all 125 models may be viewed on the accompanying DVD.
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Group 4 Group 5 Group 6
Figure 3.3: Examples from the six groups identiﬁed from the pressure pattern results.
Models 33, 63, 92, 44, 39 and 43, respectively.














Group 4 Group 5 Group 6
Figure 3.4: Gas overpressure derived, by subtracting the lithostatic pressure, for the
6 examples in Figure 3.3.
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Group Relative Permeability (k)
1
The dome and conduit permeabilities are equal, with a lower wall-rock
k, or
The conduit and wall-rocks have equal k, with a higher dome k, or
Dome k > conduit k > wall-rocks k, or
Dome k > wall-rock k > conduit k.
A high dome permeability
2
All domains have equal k, or
The wall-rock and dome have equal k, with a lower k in the conduit.
No variation or less permeable interior
3
The wall-rock and conduit have equal k, with a lower dome k, or
The dome and conduit have equal k, with a higher wall-rock k, or
Wall-rock k > conduit k > dome k, or
Wall-rock k > dome k > conduit k.
Higher wall-rock permeability
4 The wall-rock and dome have equal k, with a higher conduit k.
More permeable conduit
5 Conduit k > dome k > wall-rock k.
More permeable conduit
6 Conduit k > wall-rock k > dome k.
More permeable conduit
Table 3.2: Permeability (k) criteria for the six groups. A more permeable conduit
is the key parameter for groups 4-6. The main controlling factor determining the
group behaviour is shown in italics.
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The main controlling factor causing the pressure pattern of Group 1 is the higher
dome permeability leaving the gas in the underlying domains unconﬁned, conse-
quently leading to a very low pressurisation. Group 2 shows a low pressurisation
which is only slightly higher than that of the background lithostatic pressure. This
is derived either when all the domains have the same permeability or else the con-
duit has a lower permeability, with the wall-rock and dome permeability equal. The
important factor controlling Group 3 is the higher wall-rock permeability. Group 4
shows a very high pressurisation because the conduit has the highest permeability,
but it is conﬁned by the lower permeabilities of the wall-rock and overlying dome. In
both Groups 5 and 6 the conduit is again the most permeable. However, in Group
5 the dome permeability is greater than that of the wall-rocks, consequently leading
to a very localised pressure pattern within the dome. In contrast, the permeability
of the dome is lower than that of the wall-rocks in Group 6 and acts to conﬁne both
the conduit and the wall-rock.
Groups 1 and 2 show only low levels of pressurisation and, in their current states,
are unlikely to inhibit gas motion. However, Groups 3 - 6 show more extreme pres-
surisation patterns and are consequently more likely to result in explosive volcanic
eruptions.
Figure 3.6 shows the vertical pressure proﬁles for the models in Figures 3.3 and 3.4.
They highlight the pressure variation present in the selected examples. Groups 1
and 2 show very little change from lithostatic pressure (linear increase from 0.1 −
32 MPa). Whilst 3 - 6 show increasing pressurisation within the conduit compared
to the lithostatic pressure of the far wall-rock. In particular, Groups 4 - 6 show a
very little change in pressure with decreasing depth within the conduit and sections
of the wall-rocks immediately adjacent. Furthermore, this high pressure within the
conduit may drive the gas towards the wall-rock.
3.2 Conduit gas velocity and pressure development
Here, gas velocity and pressurisation changes are investigated when the conduit is
surrounded by wall-rocks and a dome having equal permeability. Figure 3.7a shows
the sensitivity of the conduit gas velocity to the model permeabilities. The conduit
gas velocity decreases with decreasing permeability, regardless of whether the less
permeable region is the conduit or the wall-rocks and dome. For high conduit
permeabilities, gas velocity is controlled by the wall-rock and dome permeability,
whilst for low conduit permeabilities, velocity is controlled by the low-permeability
conduit. The conduit permeability appears to be the dominant controller, with the
surrounding ediﬁce permeability playing a secondary role.






















































Group 4 Group 5 Group 6
Figure 3.6: Vertical pressure proﬁles for the models in Figures 3.3 and 3.4. The
proﬁles are taken at 100 m intervals from the centre of the conduit at 0 m. The
boundary between the wall-rock and the overburden is marked at 300 m depth. Data
plotted for the example models: 33, 63, 92, 44, 39 and 43, respectively.
The pressurisation is most strongly controlled by relative, rather than actual, per-
meabilities within the model (Figure 3.7b and c). The lowest conduit pressurisation
occurs when the conduit permeability is lower than or equal to that of the sur-
rounding wall-rocks and dome. However, once the conduit permeability exceeds
that of the surroundings, the pressure increases sharply and reaches a maximum
once the surrounding permeability is approximately four orders of magnitude lower.
Decreasing the wall-rock and dome permeability further, leads to no change in the
pressurisation. For example, for a conduit permeability of 10−10 m2 the pressure is
lowest with a surrounding permeability of 10−8 m2 with a value of 22.7 MPa, in-
creasing to 31.7 MPa once the surrounding permeability drops to 10−14 m2. The
pressure remains at this level even when the wall-rock and dome permeability is de-












































































(c) Average ediﬁce pressure
Figure 3.7: Average conduit gas velocity (a), conduit pressure (b), and ediﬁce (wall-
rocks and dome) pressure (c) against wall-rock/dome permeability for diﬀerent con-
duit permeabilities.
creased to 10−18 m2. Consequently, pressurisation is dependent upon the diﬀerence
in permeability between the conduit and the surrounding ediﬁce, whilst gas velocity
is more strongly controlled by the actual permeability values.
Figures 3.8 and 3.9 show pressures and gas velocities respectively, for the models
with a conduit permeability of 10−10 m2 and decreasing wall-rock and dome perme-
abilities. The decrease in permeability within the wall-rocks and dome could result
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from sealing the degassing pathways (Section 1.1.4). The pressure patterns show (a)
and (b) are members of Group 2 (from Figure 3.5, Table 3.2), whereas (c) - (f) are
from Group 4. The lower surrounding permeabilities in (c) - (f) act to conﬁne the
gas within the conduit leading to pressurisation and a maximum gas overpressure
of ≈ 20 MPa. Such a high gas overpressure will exceed the tensile strength of the
magma and wall-rocks at this depth, resulting in failure (Sparks, 1997). This is a
stark reminder that a volcanic system, that initially appears harmless in terms of
pressurisation, can quite easily become unpredictable and prone to violent eruptive
behaviour.









(d) 10−14 m2 (e) 10−16 m2 (f) 10−18 m2
Figure 3.8: Pressure plots where the conduit has a permeability of 10−10 m2 for dif-
ferent ediﬁce (wall-rock and dome) permeabilities. (a) and (b) show patterns consis-
tent with Group 2 (from Figure 3.5, Table 3.2), whereas (c)-(f) represent Group 4.
Whilst the ediﬁce permeability is equal to or greater than the conduit permeability,
the ediﬁce gas velocity is greater. However, once the ediﬁce is less permeable than
the conduit, the conduit is the region of greatest gas velocity. (f) shows downward
ﬂow due to the high conduit permeability and pressure, surrounded by a very low
permeability preventing gas escape from the conduit. The arrows represent the gas
velocity on a logarithmic scale, but due to the large velocity diﬀerences between the
models, the arrow colouration is on diﬀerent scales, increasing from black to white.
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10−8 m2 10−10 m2 10−12 m2
Vgas (C) 1.3× 10−1 ms−1 1.3× 10−1 ms−1 3.5× 10−2 ms−1
Vgas (E) 1.7× 101 ms−1 1.7× 10−1 ms−1 2.1× 10−3 ms−1
10−14 m2 10−16 m2 10−18 m2
Vgas (C) 4.9× 10−4 ms−1 4.4× 10−6 ms−1 1.2× 10−6 ms−1
Vgas (E) 2.4× 10−5 ms−1 2.4× 10−7 ms−1 2.4× 10−9 ms−1
104.0Gas Velocity (ms-1)4.0e-14
Figure 3.9: Gas velocity plots, on a logarithmic scale, where the conduit has a
permeability of 10−10 m2 for diﬀerent ediﬁce permeabilities. The average gas velocity
in the conduit and ediﬁce are quoted as Vgas (C) and Vgas (E), respectively. The
arrows also represent the gas velocity on a logarithmic scale. However, due to the
large velocity diﬀerences between the models, the arrow colouration is on diﬀerent
scales, increasing from black to white.
3.3 Summary
This simplistic 2D model highlights the action of Darcy’s law where permeability,
pressurisation and gas velocity are strongly linked. The resulting gas ﬂow and
pressure distribution are highly dependent upon the relative permeabilities within
the volcanic system and may be extremely sensitive to seemingly small changes.
If the conduit has a lower permeability than the surroundings, the gas within is
not conﬁned, leading to little or no pressurisation. However, if either the conduit
or wall-rock have a higher permeability than the dome, the dome acts to conﬁne
the gas leading to pressurisation. The greatest pressurisation is seen when the gas
within a highly permeable conduit is conﬁned by very low permeability wall-rock
and dome (seal/plug). Furthermore, this pressurisation permits greater gas storage
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at shallow depths which could be released after removal of the overburden (dome
collapse event).
Groups 1 and 2 represent a volcano which can freely degas and any eruptive activity
occurring as eﬀusive dome building because the overpressure is not high enough to
trigger an explosive eruption. In contrast Groups 3 - 6 represent volcanic systems
which are becoming increasingly sealed leading to decreased degassing at the sur-
face, increasing internal gas overpressures (above the tensile strength of the conduit
and wall-rocks), and would likely lead to an explosive eruption. However, as the
models have shown, a volcano can easily change behaviour, from unpressurised to
pressurised, by decreasing the ediﬁce permeability by as little as two orders of mag-
nitude. Following the experiments of Moore et al. (1994), Edmonds et al. (2003b)
suggest a greater permeability decrease of three orders of magnitude could occur
over a time period of as little as 2-6 days, giving little warning. This switch in
behaviour would be indicated by decreased surface gas emissions in accordance with
those measured prior to explosive events at Soufrière Hills (Edmonds et al., 2003b)
and Merapi (Surono et al., 2012).
In subsequent chapters, time dependency is used to investigate the response to
permeability variations. The eﬀects on surface displacement are also considered in
order to model speciﬁc scenarios found at diﬀerent volcanoes.
Chapter 4
A Time-Dependent Example - “Dome
Collapse”
Dome collapse events are regular occurrences on active silicic volcanoes and can have
profound implications for populations in the vicinity. They involve either partial or
complete removal of the lava dome material and a corresponding unloading and
decompression of the conduit and surrounding country rock. Examples of trigger
mechanisms for dome collapses include seismicity, pressurisation, lava extrusion,
instability of the growing dome and heavy rainfall (e.g. Voight and Elsworth, 2000,
Watts et al., 2002, Williamson et al., 2010, Wadge et al., 2014).
The largest recorded dome collapse on Soufrière Hills volcano occurred on 12-13
July 2003 and involved the removal of 210 × 106 m3 (Edmonds and Herd, 2005,
Herd et al., 2005, Edmonds et al., 2006, Voight et al., 2006) (Figure 4.1), 80 % of
which was removed in about 2.6 hours (Herd et al., 2005). Associated with the dome
collapse was a 15km high ash cloud and an emission of 100±30 kt SO2 (Herd et al.,
2005). On 20 May 2006, a similar dome collapse event removed 115×106 m3 of dome
material with 85% removed within 35 minutes (Troﬁmovs et al., 2012). This was a
smaller dome collapse than that of the July 2003 event, but the resulting ash cloud
reached 17 km into the atmosphere with the volume of SO2 estimated at 200 kt -
twice that of the previous event (MVO, 2006, Loughlin et al., 2010).
Figure 4.2 shows photographs, before and after the large 2010 dome collapse of
the Merapi lava dome. The eruption cloud reached elevations of up to 17 km and
emitted ≈ 440 kt SO2 (Surono et al., 2012).
It has been suggested that such high eruption clouds and other gas expulsions after
dome collapse events are evidence for gas storage at shallow depths of ≈ 300m within
the volcanic ediﬁce (Edmonds et al., 2003b, Green and Neuberg, 2005, Herd et al.,
2005, Jousset et al., 2013).
Dome collapse events are particularly dangerous due to the generation of pyroclas-
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(a) 31 May 2003 (Before) (b) 12 August 2003 (After)
Figure 4.1: Photographs showing the Soufrière Hills volcano lava dome, taken from
Windy Hill, before and after the July 2003 dome collapse (Mattioli et al., 2004).
(a) September 2010 (Before) (b) June 2011 (After)
Figure 4.2: Before and after the 2010 dome collapse of Merapi lava dome (Surono
et al., 2012).
tic ﬂows. The situation at Soufrière Hills is made even more precarious due to the
proximity of seawater (Edmonds and Herd, 2005). During the 2003 event, hot pyro-
clastics interacted with colder sea water to create a base surge which subsequently
travelled up to 4 km inland and aﬀected an area of 7 km2, thereby devastating a
much larger area than the original dome collapse (Edmonds and Herd, 2005).
Whilst a dome collapse comprises a large number of complex physical processes, for
example changes to the internal stress, fragmentation wave and ejection of volcanic
material (Fowler et al., 2010), only the aspect of unloading and decompression on
the resident magma is within the scope of this study.
4.1 An unloading event
An unloading event is modelled using a simplistic 2D “block-style” model (Fig-
ure 4.3), similar to those in Chapter 3, with the permeability in the conduit ex-
61 Chapter 4: A Time-Dependent Example - “Dome Collapse”
ceeding that of the surrounding wall-rock and overburden (Table 4.1). Following
the observations of decreased gas emissions prior to large dome collapse events,
implying reducing permeability (Edmonds et al., 2003b, Surono et al., 2012), the
overburden is “sealed” with a low permeability. The unloading occurs over a period
of 20 minutes with the “removal” of 300 m of dome which is crudely simulated by
increasing the permeability of the overburden through time from 10−16 to 10−6 m21.
This permeability increase represents the increase in free-space post dome-collapse
and is suﬃciently high to result in atmospheric pressure throughout the overburden
domain. Concurrently, the lithostatic pressure along the boundaries is decreased by
7.46 MPa (equivalent to a load of 300 m) to simulate the diminished load.
Overburden 
Wall-rock







Figure 4.3: Setup for the unloading event with a central conduit surrounded by





Conduit 10−10 - 0.3
Ediﬁce 10−12 - 0.3
Overburden 10−16 10−6 0.3
Table 4.1: Permeability and porosity conditions for the Unloading Model. High
permeabilities are set to the conduit and ediﬁce, with a very low permeability over-
burden. This results in a high initial pressurisation.
1Other attempts to simulate a dome collapse include neglecting the dome domain and
controlling the base dome pressure boundary condition; or using a moving boundary to de-
crease the domain thickness. However, the presented method of increasing the permeability
is the easiest method and less prone to solution problems.
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(c) Time = 2 hrs (Post-
Collapse)
(d) Time = 14 hrs (Post-
Collapse Equilibrium)
Figure 4.4: Dome collapse model where the conduit has a permeability of 10−10 m2,
wall-rocks and dome of 10−16 m2. The arrows show the gas velocity direction and
magnitude on a logarithmic scale from 3.14× 10−7 to 15.2 ms−1 (black to white).
Figure 4.4a shows the initial pressure, prior to the collapse. This represents a mem-
ber of Group 6 from Chapter 3. The low permeability overburden induces pres-
surisation of the system. The dome collapse event results in decompression of the
underlying material, most rapidly within the conduit region of highest permeability
(Figure 4.4b). Figure 4.4c shows the state of the system after 2 hours. The model
predicts a signiﬁcant time lag for the pressure and gas velocity within the ediﬁce to
resume an “equilibrium state” after the dome collapse (Figure 4.4d).
Figure 4.5 shows a time history for the duration of the dome collapse and shortly
after. This plot shows data for three points within the model, located at the base
of the dome, centre of the conduit and within the ediﬁce. The pressure for the
base of the dome is controlled by the decrease in permeability imposed to simulate
the collapse. The pressure within the conduit begins to reduce seconds after the
onset of the collapse, and continues to decrease sharply. In contrast, it takes several
minutes for the pressure within the remaining ediﬁce to respond to the unloading.













Centre of conduit (0, -800)
Wall-rock(300, -800)




Figure 4.5: Time sequence for the dome collapse model. Data taken for the centre
of the conduit, base of the dome and within the ediﬁce, the locations of which are
shown (inset). Exsolution of stored gas would occur as soon as the pressure decreases
- most rapidly within the domains of the conduit and dome.
Once it commences, the rate of declining pressure within the ediﬁce is slower than
in the conduit. Exsolution of stored dissolved gas would commence as soon as
depressurisation begins.
The highest gas velocity recorded for this model occurred 10 minutes after the onset
of the collapse, with a peak gas velocity of 90 ms−1. After this peak, the gas velocity
drops to 8− 15 ms−1. Because the degassing pathway in this instance is the entire
width of the conduit, such high gas velocities would result in turbulent ﬂow, which
is beyond the scope of this model (Appendix B).
Using the solubility law, a decrease in average conduit pressure of 14 MPa in this
model during the “dome collapse” event corresponds to an increase of gas (due to
exsolution) of 1.5 wt% or ≈ 40 kgm−3. Consequently, a source term (Equations 4.1




∇ · (∇nexρr) = Qm (4.1)
nex = ntot −K
√
P (4.2)



















Figure 4.6: The diﬀerence in average pressure for each domain with the source term
compared to without. The total gas content used is 7 wt.%.
generated by the dome collapse event itself last approximately 1200 seconds, which
corresponds to the duration over which the unloading event is modelled. However,
the greatest change occurs in just 125 seconds. The diﬀerence is relative to the
change in pressure across each domain. Consequently, the overburden experiences
the greatest change, followed by the conduit.
4.2 Summary
This is a very simplistic approach to modelling an unloading event in 2D and con-
sequently neglects many of the eﬀects which occur during a dome collapse. The
“collapse” of the dome is crudely simulated as an increase in the permeability, whilst
in reality the material is removed. Furthermore, the change in lithostatic load along
the boundary conditions should be calculated based upon the response time of the
material and should not be imposed, as it is in this study. However, the model
serves as a good example for modelling the gas ﬂow in time and consequently will
lead to more complex temporal models in forthcoming chapters. Furthermore, it
highlights that the time a region takes to respond is dependent upon its perme-
ability. The greater the permeability, the faster the domain responds to the change.
Consequently, events such as dome collapses continue to exert changes even after the
dramatic visible eﬀects have ceased. This model also serve to highlight the results
must be analysed in conjunction with the validity of Darcy’s law (Appendix B). In
particular, the high gas velocities generated within the conduit indicate turbulent
ﬂow, which is beyond the scope of Darcy’s law. However, Darcy’s law, modelling
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laminar ﬂow, indicates the maximum gas velocity for a given scenario, which is still
a useful indicator providing an upper limit for gas emissions.
In Chapter 5 the implications of brittle failure are investigated before looking at
sealing gas escape routes at shallow levels in Chapter 6.
Chapter 5
Gas Escape Through Fracture Zones
Several studies link gas escape to fracture zones that are generated by brittle failure
of the magma. Tuﬀen et al. (2003) propose a mechanism whereby stress accumu-
lation in a viscoelastic magma leads to the generation of fractures through which
gas can escape. Neuberg et al. (2006) relate the generation of low frequency earth-
quakes at Soufrière Hills to brittle failure along the conduit-wall boundary as the
magma ascends. Lavallée et al. (2008, 2011) show that although the formation of
fracture zones do not necessarily lead to accelerated ascent rate, the acceleration of
ascent (and strain) rate does result in the formation of fractures. According to these
studies, brittle failure in magma as it ascends will produce a system of cracks in a
fracture zone along the conduit wall which will act as gas escape routes, resulting
in an increase in the permeability within these regions. These shear fractures are
thought to be associated with ring-shaped degassing at volcanoes such as Santia-
guito (Bluth and Rose, 2004, Holland et al., 2011), and degassing around spines at
Mt. St Helens (Gaunt et al., 2011, 2012, Pallister et al., 2013).
The purpose of this chapter is to investigate the eﬀects of these fracture zones on the
degassing of active volcanic systems by increasing the permeability at the margin
between the conduit and wall-rocks. Finally, deformation modelling is used to show
how the presence of fracture zones may impact surface displacement.
5.1 Fracturing of the conduit-wall boundary
A simplistic “block-style” model is used with a central conduit, adjacent to wall-rocks
(Figure 5.1) with two 10 m wide domains representing narrow zones on either side of
the conduit, where an increasing permeability is modelled due to the development
of a propagating fracture zone. The permeability of the conduit is higher than
that of the wall-rocks and initially the “fracture zones” have a very low permeability,
simulating the case where they may be sealed (Table 5.1). The fractures are modelled
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as an increase in permeability from 10−16 to 10−6 m2.
In the ﬁrst part of this chapter several models are run with this conﬁguration, but
for diﬀerent fracture behaviours: instantaneous up the entire conduit-wall boundary;
propagating upwards; upward propagating but progressively resealed; and down-
wards propagating. The starting equilibrium position for each model run is shown
in Figure 5.2. Initially, the pressure distribution and gas behaviour are determined
by the lithostatic pressure and variation in permeability. The lower permeability of



















Figure 5.1: Setup for the brittle failure model showing the location of the conduit,
wall-rocks and fracture zones. The geometry is very similar to that used previously
in Chapters 3 and 4, however it has been modiﬁed to include a spine and two fracture





Conduit 10−10 - 0.5
Wall-rocks 10−12 - 0.1
Fracture zones 10−16 10−6 0.3
Table 5.1: Permeability and porosity values for the gas escape through fracture
zones model. The conduit and wall-rocks are simulated with high permeabilities,
whilst the fractures zones are initially sealed. A high post-fracturing permeability
of 10−6 m2 provides an upper limit for the scenario.
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Pressure Gas overpressure
0.1e6 3.7e7(Pa) 0 8.9e6(Pa)
Figure 5.2: Initial equilibrium pressure and gas overpressure for the model. Gas
velocity arrows increase logarithmically between 3.9×10−7 and 0.3 ms−1 from black
to white.
5.1.1 Instantaneous fracturing
In this ﬁrst example, the fracturing is “instantaneous” up the entire length of the
conduit-wall margin. Figure 5.3 shows the pressure, pressure change and gas over-
pressure results for the model at two time-steps: immediately after fracturing and
the end equilibrium position. Once the fracturing occurs, there is a small decrease
in average pressure within the conduit of 0.5 MPa. However, the conduit rapidly
repressurises and returns to a level 0.002 MPa higher than the initial. The average
pressure within the wall-rocks rises by 1 MPa as the gas is permitted to escape
horizontally through the wall-rocks. Due to the lower wall-rock permeability, the
wall-rocks are much slower to respond than the more permeable conduit. The main
degassing route has become the fractures which provide an unrestricted escape path
to the surface. However, the average pressure within the fractures has also risen by
1.3 MPa due to the surrounding low permeabilities.
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0.1e6 3.7e7(Pa) -0.9e6 4.0e6(Pa) 0.0 8.9e6(Pa)
Figure 5.3: Pressure, pressure change and gas overpressure for instantaneous frac-
ture of the conduit-wall margin. The “instantaneous” fracturing is modelled with a
duration of 100 seconds, however, it takes the model 13 hours to reach equilibrium.
Gas velocity arrows within the conduit and wall-rocks increase on a logarithmic scale
between 8.8× 10−4 and 0.3 ms−1 from black to white.
5.1.2 Propagating shear fractures
These fracture zones have been suggested, by Neuberg et al. (2006), as a potential
trigger mechanism for low frequency earthquakes. However, fractures which are
generated instantaneously up the length of the conduit-wall margin to the surface
are unlikely to generate the localised depth signals observed. Consequently, in this
second example, the fracturing begins at a depth of 1500 m and propagates vertically
to the surface over an arbitrary period of 100 minutes.
The pressure, pressure change and gas overpressure results are shown in Figure 5.4.
In Figure 5.4a, fracturing of the conduit-wall margin has begun and the fractures
extend to 700 m depth. In response to this brittle failure, the pressure has increased
through the conduit and corresponding wall margin where the fractures have devel-
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0.1e6 3.7e7(Pa) -4.9e6 1.5e7(Pa) 0 1.9e7(Pa)
Figure 5.4: Brittle failure model, where a system of fractures propagates up the mar-
gin from 1500 m depth to the surface. The conduit has a permeability of 10−10 m2,
the wall-rocks of 10−12 m2. The fractures are simulated by increasing the perme-
ability of two narrow zones at the conduit margin from 10−16 to 10−6 m2. Three
diﬀerent time-steps are shown from the temporal model: a. where the system of
fractures has propagated upwards 800 m to a depth of 700 m; b. the fracture zone
has reached the surface; c. the system has resumed equilibrium. There is no change
to the pressure along the boundary condition, therefore the equilibrium position is
the same as that for Figure 5.3. Gas velocity arrows within the conduit and wall-
rocks increase logarithmically from black to white with a range of 8.7 × 10−4 and
0.3 ms−1.
71 Chapter 5: Gas Escape Through Fracture Zones
oped. However, the greatest pressure increase is seen within the fractures and the
wall-rock immediately adjacent (Figure 5.5). In the conduit, the greatest pressurisa-
tion is seen where the top of the fracture is located, and it decreases away from this
point, vertically, in both directions. However, in the fractures and wall-rocks, the
greatest pressurisation is also seen at the top of the fracture and decreases gradu-
ally below. This pressurisation is the result of the highly permeable fractures being
capped by unfractured, and therefore lower permeability, material above. Conse-
quently, this could provide a suitable environment for the storage of considerable
volumes of gas. There is no pressurisation of the fractures and wall-rocks seen above
the fracture’s extent. The fracture development prompts a more vigorous horizontal
gas ﬂow along the wall margin. Furthermore, the fracturing has resulted in a marked
change in the gas velocity pattern within the conduit. The high pressure region of
the conduit shows only a very low gas velocity due to the low pressure gradient. In
contrast, the higher pressure gradient at shallower depths within the conduit (before
fracturing) forces a much higher gas velocity towards the surface.
When the fractures reach the surface (Figure 5.4b), the conduit rapidly depres-
surises close to lithostatic. This would be accompanied by a rapid expulsion of
the stored gas. In contrast, the wall-rocks are much slower to respond due to the
lower permeability. Figure 5.4c shows the system once equilibrium has been re-
sumed, approximately 4 hours after the fracture zone reached the surface. Whereas
the propagating fracture zone is an eﬀective mechanism for degassing the conduit
and wall margins, on attaining equilibrium the system maintains higher pressure at
Permeability Pressure Pressure Change Gas Overpressure
-16 -6(Log10(m2)) 1.5e7 3.7e7(Pa) -4.5e6 1.5e7(Pa) 0 1.9e7(Pa)
Figure 5.5: Close up images of Figure 5.4a, when the fractures are located between
1500 and 700 m depth, showing the relationship between the top of the fracture,
the pressure, gas overpressure and change in pressure. The greatest pressurisation
is seen at the top extent of the fractures. Whilst a high pressure is maintained
within the conduit, the unfractured conduit-wall margin shows depressurisation.
The greatest change in pressure in response to the fracturing occurs within the
fractures themselves, due to the high permeability being conﬁned by the surrounding
low permeabilities.
§5.1 Fracturing of the conduit-wall boundary 72
shallow depths. This increase in pressure is located within the wall-rocks due to the
higher permeability of the fracture zones no longer conﬁning the gas to the conduit,
and permits some horizontal gas ﬂow to the wall-rocks. Increasing the pressure
within the wall-rocks, increases the capacity for gas storage (compared to the initial
state of the system).
Halting the fractures
If the propagation of fractures is halted part-way up the conduit, pressurisation
continues and accumulates around the fracture margin (Figure 5.6). Following the
model of Neuberg et al. (2006), this does not necessarily increase the potential for
further failure, because in their model the formation of shear fractures is triggered
by the ascending magma rather than variations in the gas pressure (Holland et al.,
2011). However, it may be possible that if a critical gas pressure (exceeding the
yield strength of the rock (Section 1.2.2)) is reached, fragmentation could occur.
In Figure 5.6 the fracture tops are located 500 m below the surface and show be-
haviour in accordance with Figure 5.4a. Figures 5.6b and c show the pressurisation
if the fractures cease to propagate and remain at 500 m below the surface. Whilst,
the region of greatest pressure is the conduit, in response to the halted fractures, the
conduit shows very little change in pressurisation. In contrast, the fractures them-
selves show the greatest change in pressure over the entire duration of the model
(Figure 5.7a). However, the regions of greatest pressure increase, relative to the
halted fractures, are the wall-rocks (Figure 5.7b). The location of greatest pressuri-
sation in response to the halted fractures is within the fractures at 450 m below the
surface (50 m above the top of the fracture (Figure 5.8)). Pressurisation within the
wall-rocks is widespread, whereas the conduit shows only limited response. Overall,
halting the fractures results in greater pressurisation than if the fractures continue
propagating. This is because, in the latter, the ediﬁce does not have suﬃcient time
to fully equilibrate until the fractures have reached the surface. Whilst the pres-
sure conditions within the conduit respond rapidly to the pause, the ediﬁce takes
a further 1.5 hours to react due to the relatively low permeability. Furthermore,
the model does not fully reach equilibrium until approximately 14 hours after the
fractures are halted.
Brittle failure can occur when the exerted pressure exceeds the yield strength of the
rock (Section 1.2.2). Consequently, whether fractures can reasonably halt, as in this
scenario, is dependent upon the gas overpressure reached and the yield strength. The
modelled scenario, with fractures increasing in permeability from 10−16 to 10−6 m2
maintains gas overpressures in excess of 20 MPa. This is signiﬁcantly higher than
the yield strength of 5 MPa suggested by Sparks (1997). This suggests the modelled
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0.1e6 3.7e7(Pa) -1.8e4 1.7e7(Pa) 0 2.4e7(Pa)
Figure 5.6: Pressure and pressure change with respect to the state of the system at
time 9700 seconds for the brittle failure model where the failure is halted and held.
Gas velocity arrow range (logarithmic): 2.8× 10−6 to 0.7 ms−1.








































Figure 5.7: (a) Average pressure for the three domains and (b) the change in average
pressure relative to time 9700 s, when the fractures have been halted. The fractures
show the greatest pressure change across the entire model duration (a). The con-
duit also shows a signiﬁcant change, although it shows very little change once the
fractures have been halted (b). However, the wall-rocks show the greatest pressure































(-30, -450)(0, -450) (-100, -450)
Figure 5.8: (a) Pressure for three points in the model and (b) the change in average
pressure relative to time 9700 s, when the fractures have halted. The greatest
pressurisation relative to the time when the fractures are halted is 50 m above the
top of the fractures.
scenario is too pressurised to permit the fracture zones to halt. However, the gas
overpressure could be reduced by decreasing the permeability contrast, and restrict-
ing the gas supply. For example, running the same model, but with the fractures
modelled as an increase in permeability from 10−12 m2 (wall-rock k) to 10−10 m2
(conduit k), reduces the gas overpressure to less than 10 MPa.
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5.1.3 Resealing the fractures
Figure 5.9 shows a similar model to that in Figure 5.4, except the fractures prop-
agate upwards between 1200 m depth and the surface, and are gradually resealed.
In Figure 5.9a, the fractures extend between 1200 and 700 m depth. Related to this
fracturing, is an increase in the pressure within the conduit and adjacent wall-rocks,
but also a slight depressurisation at deeper depths because the gas is no longer
conﬁned by the impermeable conduit margin. However, the pressurisation is not
as signiﬁcant as that seen in Figure 5.4a, where the fractures are not resealed. In
Figure 5.9b the fracture zone is located between 1200 and 200 m depth. Similar
to 5.9a, the pressure gradient is very low within the conduit and consequently,
there is depressurisation deeper in the conduit, but pressurisation occurs at shal-
lower levels associated with the fracturing. When the fractures reach the surface
(Figure 5.9c) there is instantaneous depressurisation down the conduit and fracture
zones. The fractures only extend between 500 m depth to the surface because the
fractures have begun to reseal at depth. Figure 5.9d has the fractures extending
between 200 m and the surface. Once the fractures have completely resealed, the
model resumes its original equilibrium position (Figure 5.2). This model shows that
if the low permeability conduit-wall boundary remains unfractured at depth, the
conduit, immediately adjacent, depressurises as the gas stored is able to escape via
the fractures above. This depressurisation is greatest immediately above the base of
the fractures. However, once the fractures begin to reseal at depth, pressurisation
occurs at depth, because gas is becoming conﬁned to the conduit again.
Figure 5.10 investigates how changing the fracture permeability aﬀects the gas over-
pressure. Results are plotted for ﬁve diﬀerent fracture permeabilities ranging from
10−6 to 10−14 m2. For a very high fracture permeability (10−6 or 10−8 m2) the
maximum gas overpressure increases with fracture length. Once the fractures begin
to reseal, the pressure remains high before dropping sharply as the fractures reach
shallower depths. The decrease in pressure is greater within the fractures and con-
duit, due to the higher permeability releasing the gas more readily. For a fracture
permeability of 10−12 m2 which is the same as that in the wall-rocks, the results
show depressurisation within the fractures and conduit, but pressurisation within
the wall-rocks as the gas which has been conﬁned to the conduit is permitted to exit
into the adjacent wall-rocks. Once the fractures reach the surface, the pressure in all
domains gradually returns to the original level. When the fracture permeability is
10−14 m2, the pressure within the fractures and conduit decreases by 0.2 MPa once
fracturing begins, before increasing to the original level once the fractures reseal.
In contrast, fracturing results in an increase in the wall-rock pressure by 0.3 MPa,
which decreases once the fractures reseal.
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-0.8e6 3.7e7(Pa) -2.1e7 1.3e7(Pa) -1.4e7 1.8e7(Pa)
Figure 5.9: Brittle failure model similar to ﬁgure 5.4, but fractures begin at 1200
m, propagate upwards and are progressively resealed. The location of the fracture
zone is indicated in each plot. Gas velocity arrows are on a logarithmic scale and
range within the conduit and wall-rocks: 6.5× 10−8 - 0.5 ms−1 from black to white.






































0 800Fracture Length (m) 4000 10000Time (s)
Wall-rocks:

























Figure 5.10: Maximum gas overpressure against fracture length (left) and time
(right) for the fractures (top), conduit (middle) and wall-rocks (bottom) for diﬀerent
fracture permeabilities (10−6 to 10−14 m2). The permeability of the wall-rocks is
10−12 m2. The ﬁlled symbols represent when the fractures are increasing in length,
whilst the unﬁlled symbols show the fractures decreasing due to resealing.







































0 800Fracture Length (m) 4000 10000Time (s)
Wall-rocks:




















Maximum Fracture Length (m):
(a)
870685470
Maximum Fracture Length (m):
(b)
Figure 5.11: Maximum gas overpressure against fracture length (left) and time
(right) for the fractures (top), conduit (middle) and wall-rocks (bottom) for diﬀerent
maximum fracture lengths. The ﬁlled symbols represent when the fractures are
increasing in length, whilst the unﬁlled symbols show the fractures decreasing due
to resealing. R1, R2 and R3 represent the resealing times for 470, 685 and 870 m
respectively.
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Figure 5.11 shows how changing the time between fracturing and resealing, and
therefore the maximum fracture length, aﬀects the maximum gas overpressure reached
within the three domains. The results plotted are for models with a fracture perme-
ability of 10−6 m2. In all three domains, the maximum gas overpressure increases
with fracture length. Accordingly, once the fractures reach the surface the depres-
surisation also increases with fracture length. The greater the fracture length, the
more gas can be accommodated within the higher permeability, and conﬁned by the
lower permeability of the surroundings.
5.1.4 Fractures propagating downwards
In Figure 5.12, the system of fractures propagates downwards from the surface to a
depth of 1500 m, simulating an event where fracturing is initiated by cooling and
contraction, and continues to depth. Signiﬁcant depth penetration by this mecha-
nism is unlikely, however, this is the opposite situation to that seen in Figure 5.4
and serves as an end-member comparison. Again, the fractures develop over a time
period of 100 minutes, and after 50 minutes the fractures have propagated down to a
depth of 800 m (Figure 5.12a). In contrast with Figure 5.4, a rapid depressurisation
of the conduit coincident with the fracturing is evident. The wall margins also show
depressurisation, but respond at a decreased rate due to a lower permeability. The
very high permeability of the fractures permits depressurisation down the conduit
and wall margins providing a mechanism for gas exsolution and escape. The high
pressure gradient within the conduit results in the highest gas velocity below the
fracture zone. Figure 5.12b shows the system after the fractures have reached 1500 m
depth, at which point, the lithostatic pressure on the boundaries interacts with the
high permeability of the fractures. This results in a dramatic re-pressurisation of
the conduit. In contrast, the wall margins retain a lower pressure and take a further
4 hours to resume equilibrium (Figure 5.12c).
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0.1e6 3.7e7(Pa) -2.6e7 8.2e6(Pa) -1.9e7 1.3e7(Pa)
Figure 5.12: Brittle failure model where the fractures propagate downwards. The
conduit has a permeability of 10−10 m2, the wall-rocks of 10−12 m2. The fractures
are simulated by increasing the permeability of two narrow zones from 10−16 to
10−6 m2. The model is represented by three snap-shot images: a. the system of
fractures has propagated downwards to a depth of 800 m; b. fractures have reached
a depth of 1500 m; c. equilibrium has been re-established. Re-pressurisation occurs
in this model due to the unchanged pressure condition on the boundaries. Within
the conduit and wall-rocks, the gas velocity arrows increase logarithmically between
8.8× 10−4 and 0.3 ms−1 (black to white).
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5.2 Brittle failure and resulting surface displace-
ment
Finally, deformation modelling is incorporated within a model similar to Figure 5.4
(where the fractures propagate vertically but are not resealed), in order to investigate
the changes induced by brittle failure at the conduit margin. As before, the model
consists of a central conduit, but here it leads to a “spine” (Figure 5.13). Again,
there are two “fracture zones” either side, at the conduit-wall boundary, where the
permeability is increased from the base to the surface over a time period of 100
minutes (Table 5.2). The results are initially described for increasing the fracture
zone permeability from 10−14 to 10−8 m2, however, the results for diﬀerent initial































Figure 5.13: Setup for modelling brittle failure with surface displacement. A more
realistic geometry representing a volcanic ediﬁce is used to investigate the change in





Conduit 10−10 - 0.5
Wall-rocks 10−12 - 0.3
Spine 10−12 - 0.3
Fracture zones 10−14 10−8 0.3
Table 5.2: Permeability and porosity values for the brittle model with surface dis-
placement. Additional models are run with diﬀerent fracture zone permeabilities
- initial (t1) 10−12, 10−14, 10−16 m2; end (t2) 10−6, 10−8, 10−10 m2. However, the
model where the fracture zones increase from 10−14 to 10−8 m2 is described in detail
because it represents the intermediate model for the set.
Overall, the pressure results (Figure 5.14) agree with those discussed previously in
Section 5.1.2, with pressurisation as the fractures ascend, leading to depressurisa-
































0.1e6 2.5e7(Pa) -8.2e6 2.2e7(Pa) -2.9e5 2.3e7(Pa)
Figure 5.14: The pressure, pressure change and gas overpressure within the system at
diﬀerent times representing diﬀerent fracture extents (indicated): (a) no fractures,
(b) fractures between −1000 and −500 m, (c) −1000 to −210 m, (d) −1000 to
−20 m, (e) −1000 to 0 m and (f) end equilibrium with fractures still present.
tion once they reach the surface. Initially, however, the greatest gas overpressure is
centred on the base of the spine. This is because the spine, modelled as less perme-
able, acts to conﬁne gas to the more permeable conduit. This remains the location
of the highest gas overpressure, until the fractures have ascended above the base of
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the spine. In this case, the greatest gas overpressure is located at the top of the
fractures.
Concurrent with the pressurisation, there is a corresponding inﬂation at the surface,
most notable immediately above the conduit and fracture zones, but also evident on
the wall-rocks of the volcano (Figure 5.15). The greatest surface displacement is seen
directly above the spine and fracture zones. For the current fracture permeability
conditions (10−14 to 10−8 m2), the model predicts 27 cm surface displacement when
the fractures are located just below the surface (Figure 5.15d). This lies within the
range of surface uplift (20−50 cm) observed at Santiaguito during repeated vulcanian
explosions (Johnson et al., 2008), which are thought to be related to shear fractures
along the conduit-wall margin (Bluth and Rose, 2004). Once the fractures reach the
surface, there is rapid depressurisation and the surface displacement drops to 3.4 cm
below the initial level (Figure 5.15f). The degree of surface displacement seen across
the ediﬁce decreases with increasing distance from the centre. However, the model
still predicts a maximum inﬂation of 1.7 cm on the mid wall-rock, which decreases
0 1.2Displacement (m)
(a) Before Fracturing
-1.4e-3 2.1e-2Displacement change (m)
(b) 1000 - 500 m
-1.6e-3 7.5e-2Displacement change (m)
(c) 1000 - 210 m
0 2.7e-1Displacement change (m)
(d) 1000 - 10 m
-1.9e-4 7.2e-2Displacement change (m)
(e) 1000 - 0 m
-3.4e-2 6.4e-4Displacement change (m)
(f) End Equilibrium
Figure 5.15: The displacement change in response to brittle failure along the conduit-
wall margin. (a) shows the total displacement of the initial system in equilibrium,
before the fracturing has begun. (b)-(f) show the displacement change with respect
to (a).
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gradually to approximately 0.7 cm below the initial.
Figures 5.16 and 5.17 show the pressure change and displacement change respec-
tively for 9 models with diﬀerent start and end fracture permeabilities. The initial
fracture permeability ranges from 10−12 to 10−16 m2 and the ﬁnal ranges between
10−6 and 10−10 m2.
Figure 5.16 plots the average pressure change for each of the domains in the model
runs. In response to fracturing, the conduit is the ﬁrst domain to experience signif-
icant pressurisation. The spine is the domain which sees the greatest pressurisation
(almost 1.2 MPa), although pressurisation here only begins once the fractures reach
the base of the spine. However, all domains show pressurisation in response to the
fracturing and rapid depressurisation once the fractures reach the surface, except
when the ﬁnal fracture permeability is 10−10 m2. These models show signiﬁcantly
diﬀerent pressurisation patterns because a fracture permeability of 10−10 m2 is the
same permeability as the conduit. Hence, the conduit is eﬀectively widened by
the fracturing. This results in depressurisation in the conduit concurrent with the
fracturing. The other three domains (spine, fractures and wall-rocks) all show pres-
surisation, although signiﬁcantly less than the other models, except for 10−16 to
10−10 m2 which experiences depressurisation in the spine once the fractures reach
the spine base. For starting fracture permeabilities of 10−14 and 10−16 m2, the wall-
rock experiences pressurisation, which continues, albeit at a slower rate, even once
the fractures reach the surface. This suggests that in these models, instead of the
gas being lost, much of it is redistributed into the wall-rock structure.
The nature of the pressure change is echoed by the displacement change results. In
Figure 5.17, the results are plotted for three points within the model: (0, 0) top
of the conduit; (500, 0) top right wall-rock; (980, -430) mid right wall-rock. For
all three points, the greatest surface inﬂation is seen when the fractures increase
in permeability from 10−16 to 10−6 m2. This is because the low initial fracture
permeability leads to the greatest pressurisation and consequently, has the great-
est potential for gas storage. As the initial permeability increases, the maximum
inﬂation reached decreases. When the end fracture permeability is 10−10 m2, it is
the same as for the conduit and results in a markedly diﬀerent surface displacement
pattern. For an initial fracture permeability of 10−12 m2, there is still deﬂation seen
throughout once the fractures reach the surface. However, when the initial fracture
permeability is 10−16 or 10−14 m2, the fractures intersecting with the surface result
in continued surface inﬂation in the wall-rocks. This is due to pressurisation of the
wall-rock by increasing the permeability of the fracture zones to that of the con-
duit. This eﬀectively widens the conduit and encourages lateral gas ﬂow towards
the wall-rock.

















































































































































Figure 5.16: Pressure change graphs for each domain for diﬀerent start and end
fracture permeabilities. The conduit is the ﬁrst domain to experience any pressure
change. The region of greatest pressure change is the spine, although this is the last
domain to begin pressurising.












































































































































Figure 5.17: Displacement change for three points within the model: (0, 0) top of
the conduit; (500, 0) top right wall-rock; (980, -430) mid right wall-rock, for diﬀerent
start and end fracture permeabilities. The graphs on the right concentrate just on
the inﬂation and subsequent deﬂation seen in each model.
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Figure 5.18 shows that the displacement change at the surface is directly related to
the depth to which the fractures reach below the surface. The longer the fractures,
and therefore the shallower the depth of their extent, the greater the surface up-
lift. If the fractures do not reach the surface, the uplift continues before levelling
oﬀ. Subsidence only occurs if the fractures reach all the way to the surface. This
variation in displacement pattern with changing fracture depths suggests that this
could potentially be used to interpret volcanological observations to determine the

























































































(0, 0) (500, 0) (980, -430)
(f) Locations of coordinates
Figure 5.18: Displacement change graphs for the top of the spine (0,0), top corner
(500, 0) and the middle of the right wall-rock edge (980, -430), for the original
model with fracture permeability increasing from 10−14 to 10−8 m2. The shallower
the fractures reach, the greater the surface displacement.
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model runs, the top of the spine experiences signiﬁcantly more surface displace-
ment than the wall-rocks, although the diﬀerence decreases with decreasing fracture
length. Longer fractures can accommodate more gas, which is subsequently conﬁned
by the surrounding low permeabilities leading to pressurisation. Furthermore, this
pressurisation enhances the potential for gas storage.
5.3 Summary
The fracture depths chosen in this chapter range between 1500 and 1000 m depth.
However, in reality their location will be determined by the point at which the
magma alters from deforming in a ductile, to a brittle manner (glass transition).
This is dependent upon magma temperature, viscosity and stress, which is cur-
rently beyond the scope of the model. Once the fracture zones reach the surface,
gas velocity within the highly permeable fracture zones increases dramatically, (in
some cases beyond the validity of Darcy’s law - Appendix B). However, the models
are useful for showing the pressurisation and gas behaviour prior to the fractures
reaching the surface.
The results show that as the fractures develop at depth, the higher permeability
results in pressurisation due to the unfractured material above. This contrast in
permeabilities and resulting pressurisation provides a suitable environment for gas
storage, which is subsequently lost if the fractures reach the surface.
The comparison between the two directions in which fracture zones develop shows
very diﬀering behaviour. Ascending magma which triggers shear fractures propagat-
ing upward leads to pressurisation of the magma conduit and gas storage prior to ex-
plosive release. In contrast, downwards propagation of the fracture zones promotes
depressurisation, gas exsolution and gentle degassing. Furthermore, the fracture
length is integral in determining the intensity of these opposing behaviours.
The degree of surface displacement seen in response to fracturing is dependent upon
the location of the fractures, length and permeability. The shorter and deeper the
fractures, the less displacement can be seen at the surface. Similarly, the shorter
the fractures and the lower the permeability, the lower the pressurisation resulting
in decreased surface displacement. Diﬀerent regions of the ediﬁce surface respond
at diﬀerent rates to the fracturing. This could be used to infer the permeability
conditions within the ediﬁce and the nature of fracture zones at depth.
In the next chapter, storage of gas due to regions of low permeability surrounding
high permeability is explored further, in particular for the dome.
Chapter 6
Sealing the Volcano
Processes which decrease the permeability may have a profound impact on a volcanic
system. The permeability of the volcanic system may be decreased by a variety
of processes including gas loss, foam collapse, melt crystallisation, hydrothermal
mineralisation and compaction (e.g. Sparks and Pinkerton, 1978, Matthews et al.,
1997, Cashman and Blundy, 2000, Quane et al., 2009). All these processes result in
sealing the volcano to gas escape. Consequently, gas is conﬁned and, as discussed
previously, this can lead to pressurisation (Chapter 3) and explosive volcanic activity,
if the imposed stress exceeds the yield strength (Section 1.2.2).
Here, the impact of sealing within the dome is modelled through the introduction of
low permeability regions within the dome structure. The surface displacement due
to this sealing is also modelled.
6.1 Decreasing the permeability
The model depicted in Figure 6.1 represents an approximation of a dome with a
central magma-ﬁlled conduit, surrounded by a layered “talus slope” and overlain by
a “spine”. Initially all regions of the talus slope and spine have the same permeability,
although lower than that of the conduit (Table 6.1). Rapid sealing of the system is
simulated using a smoothed step function to decrease the permeability of the spine
and embedded talus slope layers from 10−12 m2 to 10−16 m2 over a time period of
20 minutes. Such a short timescale is in accordance with those measured by Quane
et al. (2009) for compaction induced sealing in pyroclastic deposits.
The pressure, pressure change and gas overpressure results are shown in Figures 6.2,
6.3 and 6.4, respectively. Initially, Figure 6.2a shows the pressure distribution domi-
nated by the permeability-controlled lithostatic pressure, with the greatest gas over-
pressure (Figure 6.4a) centred on the base of the spine. This is because the spine
has a lower permeability than the more permeable conduit. Sealing the speciﬁed
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Figure 6.1: Setup for model investigating sealing within the dome. The geometry
chosen here represents a general geometry shape which could be applied to both the





Conduit 10−10 - 0.5
Ediﬁce 10−12 - 0.3
Sealed Ediﬁce 10−12 10−16 0.3
Spine 10−12 10−16 0.3
Table 6.1: Permeability and porosity conditions for the Sealing Gas Escape Routes
Model. Initially, all domains are highly permeable, although, the conduit is more
permeable than the surrounding ediﬁce and spine. Sealing is simulated by decreasing
the permeability in the sealed ediﬁce and spine to the very low value of 10−16 m2.
regions (spine and talus sealed layers) results in signiﬁcant alteration to the pressure
pattern (Figure 6.2b). All the regions “below” the talus sealed layers exhibit pres-
surisation. Furthermore, gas is channelled around the impermeable spine, diverted
by the impermeable layers in the talus and drawn towards the margin between the
spine and talus slope. The greatest pressurisation is located at the margin between
the spine and talus in addition to along the margin between the inner talus and
sealed layers (Figure 6.3). In contrast, the outer talus sees signiﬁcant depressuri-
sation because the sealed regions prevent outwards gas loss. Consequently once
sealing has occurred, the outer talus becomes a region void of gas. This model
takes approximately 24 hours to respond to the change in permeability and reach an
equilibrium state. However, in reality this will depend upon the time taken to seal
the gas pathways, which in turn is strongly dependent upon the sealing mechanism.
For example, compaction may be rapid (Quane et al., 2009), but mineralisation will
take considerably longer than 20 minutes.
Figure 6.5 is a summary of the maximum gas overpressure against the thickness of
the sealed layer. Several model runs were computed whereby the spine parameters


























Figure 6.2: Model to investigate sealing of the system. The images present the
pressure at two snapshots in equilibrium, (a) before and (b) after sealing. The
conduit has a permeability of 10−10 m2 and initially, all other regions are 10−12 m2.
After sealing, the spine and sealed talus layers have a permeability of 10−16 m2. The
arrows represent the gas velocity and increase logarithmically from black to white
between 9.1× 10−8 and 2.7× 10−2 ms−1.
-1.1e7 1.2e7(Pa)
Figure 6.3: Pressure change in response to sealing the dome. The greatest pressuri-
sation is seen at the boundary between the spine and talus as well as at the margin
between the inner talus and the sealed region. In contrast, the outer talus is a region
of signiﬁcant depressurisation.
were kept constant, but the thickness of the two sealed layers within the dome were
varied between 0.01 and 200 m. The plot shows that the overpressure increases as the
thickness of the sealed layers is increased from 0.01 to 10 m. The gas overpressure


























Figure 6.4: The start and end gas overpressure results. Sealing results in a dramatic




















Sealed Layer Thickness (m)
Figure 6.5: Maximum overpressure versus thickness of the sealed layers. The spine
thickness remains constant, whilst the thickness of the two sealed layers within the
dome are modiﬁed, from 0.01 to 200 m.
then stabilises at a value of approximately 17.5 MPa and any further increase in
the thickness of the sealed layers has only limited inﬂuence on the gas overpressure.
However, the ability for a layer of 1 cm thickness to resist such pressurisation (≈
12 MPa) is questionable.
Figure 6.6 shows the total displacement and displacement change in response to
the sealing event. In accordance with the pressure response, sealing results in a
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0 1.6(m) -0.07 0.31(m)
Figure 6.6: Initial and end equilibrium displacement. Displacement change is shown
on the right.
maximum surface uplift above the spine of 31 cm. The degree of displacement seen
at the surface decreases away from the centre. Furthermore, the model predicts a
deﬂation of 7 cm on the lower ﬂanks.
6.2 Summary
Sealing has a profound impact upon a volcanic system. In particular, sealing results
in pressurisation by conﬁning the gas. Furthermore, this pressurisation forces more
gas back into solution enhancing the ability to store gas at shallow levels. This is
particularly important for explaining the large volumes of gas which are lost following
large dome collapse events. This model predicted a pressure increase of 10 MPa at
shallow levels which increases the amount of gas which may be dissolved in the melt
by up to 1 wt.%. Furthermore, the localised gas overpressure (up to 12 MPa, which
exceeds the yield strength of most rocks (Sparks, 1997) (Section 1.2.2)) seen at the
margins of the sealed regions shows how pressurisation can build up and culminate
in an explosive eruption.
The evidence for sealing at active volcanoes would be decreased gas emissions (Ed-
monds et al., 2003b, Surono et al., 2012), with potentially localised gas emissions
at the boundaries between diﬀerent permeabilities, such as the margin between the
spine and surrounding talus. As seen in Chapter 5, the presence of shear fractures at
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the conduit-wall boundary represents an important degassing route. Complete seal-
ing of this pathway may depend upon a complex interplay between upward magma
motion and expansion keeping the fractures open, and diﬀerent sealing processes.
The eﬀects of sealing a volcanic system are explored further in Chapter 8. However,
the way in which cracks within the dome structure may help to reduce the pressure
is investigated in the next chapter.
Chapter 7
Cracked Dome
Cracks within the structure of a volcano are a potential degassing route and are
intimately linked to the creation of fumaroles (Figure 7.1). They may vary in size
from micro-fractures to large vents or ﬁssures several metres across. Such cracks
may be created by a variety of mechanisms including cooling and contraction of the
dome structure, ﬂuid pressure, weakened regions, shear zones and local tectonics
(e.g. Heiken et al., 1988, Sparks, 1997, Giammanco et al., 1998, Edmonds et al.,
2003a, Sparks, 2003a). The location and extent of these fractures may be highly
variable and dependent upon the host rock properties and mechanism of fracture
creation.
The models in this chapter simulate fractures on the surface of the volcanic dome
and investigate how the presence of cracks aﬀect the pressurisation and degassing
behaviour. Furthermore, displacement modelling is used to show how cracks may






Figure 7.1: Examples of fumaroles from active volcanoes. (a) The western ﬂank
of Fourpeak volcano, Alaska (Source: Read (2006), Alaska Volcano Observa-
tory (USGS)). (b) Fossa Crater, Vulcano, Aeolian Islands, measuring approxi-
mately 10 cm across. Signiﬁcant sulphur mineralisation is visible, highlighting how
cracks/ﬁssures may become progressively sealed over time. (Source: Alean (2007)).
(c) Scientists sampling fumarolic gases from Mount Baker, Washington (Source:
Chadwick (1981), Cascades Volcano Observatory (USGS)).
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7.1 Crack formation
Degassing through the lava dome is investigated by the introduction of “cracks” mod-
elled as narrow zones of high permeability penetrating the volcanic dome structure.
Permeabilities within the conduit, wall-rocks and bulk of the dome are constant,
with the conduit simulated as the most permeable at 10−10 m2 (Table 7.1). Two
cracks are simulated by increasing the permeability from that of the dome (10−14 m2)
to 10−8 m2 via a smoothed step function. In this scenario, the cracks are modelled
as an increase in permeability rather than with atmospheric pressure in order to
account for the presence of debris within the cracks. The aim of this model is to
assess the impact of such cracks on the overall pressure and gas ﬂow within a vol-
canic ediﬁce. Two diﬀerent models are used to show how varying the depth of crack
penetration, relative to a gas storage region, aﬀects the results (Figure 7.2). In
both models the smallest crack is “Crack 1”. However, in Model 1, the largest crack
(“Crack 2”) extends through the dome and into the wall-rock. In comparison, this
larger crack extends through the wall-rock to intersect the conduit in Model 2.
Figures 7.3, 7.4 and 7.5 show results for the pressure, pressure change and gas over-
pressure at diﬀerent times for the two models. Initially, the pressure is controlled by
the lithostatic pressure and the variations in permeability resulting in the highest
pressure located within the conduit, where gas is conﬁned by the surrounding lower
permeabilities. Figure 7.5 illustrates that the highest gas overpressure is initially
at the top of the conduit, where it meets the dome. Once the crack develops, the
high permeability cracks become regions of very low pressure and act to draw the
gas from the ediﬁce. However, in Model 1, the inﬂuence of the cracks is limited





Conduit 10−10 - 0.5
Wall-rocks 10−14 - 0.1
Dome 10−14 - 0.1
Cracks 10−14 10−8 0.8
Table 7.1: Permeability and porosity values for the cracked dome model. A high
permeability is set to the conduit, but lower permeabilities in the wall-rocks and
dome to simulate pressurisation which could induce crack formation in the dome
structure, due to the associated surface displacement. The cracks are simulated by
increasing the permeability from 10−14 m2 to 10−8 m2. This is suﬃcient to provide
a viable exit route for gas, but simulates that the cracks may still contain inﬁll.



















Figure 7.2: Setup for the two cracked dome models. The only diﬀerence is the depth
of Crack 2.
crease of 1.7 × 104 Pa. In contrast, in Model 2, all domains experience signiﬁcant
depressurisation in response to the largest crack which reaches the conduit. In this
second model, the conduit experiences depressurisation of 9.6 MPa. The inﬂuence
of the smallest crack in both models is limited to only the crack itself and the area
immediately surrounding it.
The area of the volcano aﬀected by the cracks varies between the two scenarios.
In Model 2, depressurisation occurs throughout all domains, whilst in Model 1, the
depressurisation is restricted to the right wall-rock and dome (Figure 7.4). However,
whilst Model 2 shows the greatest area aﬀected, Model 1 shows the greatest magni-
tude of pressure change, located at the base of Crack 2 with a decrease of 24 MPa.
Figure 7.5 demonstrates that even after crack development, the region of highest gas
overpressure in Model 1 remains largely unchanged, suggesting the cracks in this
scenario are ineﬀective at extracting the stored gas from the system. Furthermore,
a very high pressure is maintained around the base of Crack 2 (Figure 7.3), which
would likely result in crack closure. Contrastingly, the eﬀect of Crack 2 in Model 2
is so extreme that much of the stored gas is removed.
Figure 7.6 shows the average pressure change for each of the four main domains (left
and right wall-rocks, dome and conduit). In Model 1, the left wall-rock (furthest
from Crack 2) decreases in pressure by only 0.1 MPa. The right wall-rock and
dome, however, gradually depressurise by approximately 3.4 MPa. In Model 2, all
domains experience signiﬁcant depressurisation, but, the wall-rocks and dome are
much slower to reach their new equilibrium level, than the more permeable conduit,
due to their lower permeability. After the conduit, the dome depressurises the
most followed by the right and then the left wall-rocks. In Model 1, the conduit
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Figure 7.3: Pressure for two temporal cracked dome models, showing the initial
crack-free systems and the dome with cracks after 18 hrs and the end equilibrium.
Arrows show the gas behaviour on a logarithmic scale increasing from black to white
(Model 1: 9.9× 10−6 to 0.2 ms−1; Model 2: 6.7× 10−6 to 4.1 ms−1).
depressurisation occurs very slowly over approximately 6 days, whilst in Model 2,
the much greater pressure decrease occurs over less than 60 minutes, suggesting not
only more complete degassing, but also a more rapid emission, which is demonstrated
by the gas velocity plots in Figure 7.7. This contrast in conduit equilibrium times
is directly related to the penetration depth of Crack 2. The crack intersecting the
conduit in Model 2 allows the gas to rapidly escape the system, resulting in the
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Figure 7.4: Pressure change for the two models in response to crack development.
Whilst Model 1 shows the greatest pressure change, Model 2 shows the largest area
aﬀected. There is little change to the conduit pressure in Model 1, whilst Model 2
shows signiﬁcant depressurisation.
decrease in pressure. However, in Model 1, the gas is still conﬁned to the conduit
by the surrounding low permeability ediﬁce. Consequently, the cracks have only a
limited ability to provide an outlet for the gas.
The equilibrium time against ediﬁce permeability for a conduit permeability of
10−10 m2 is shown in Figure 7.8. The main diﬀerence between the two models
is in Model 2, the conduit reaches equilibrium very rapidly (less than 3 hours) re-
gardless of the ediﬁce permeability. In contrast, in Model 1, the conduit equilibrates
at a similar rate to the rest of the ediﬁce. With wall-rock and dome permeabilities of
10−14 m2, Model 1 predicts a duration of 28 days to reach equilibrium in all domains.
However, with the conduit and cracks unchanged at 10−10 and 10−8 m2 respectively,
increasing the ediﬁce permeability by two orders of magnitude to 10−12 m2 decreases
this time to 12 hours.
Figure 7.9 illustrates there is also variation in the starting pressure and the degree of
pressure change dependent upon the ediﬁce permeability. The average pressure, at
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Figure 7.5: Gas Overpressure for the two models in response to crack development.
Initially, the greatest gas overpressure is at the top of the conduit in contact with the
less permeable dome. Once the fractures have been created, Model 1 maintains this
region of high gas overpressure, whereas the depressurisation through the largest
crack in Model 2 removes it.
the start, for each domain is the same for the two models, such that the pressure in
each domain increases with decreasing ediﬁce permeability. This is because the high
permeability conduit is conﬁned by the lower surrounding permeabilities. However,
once the ediﬁce permeability reaches three orders of magnitude higher than that of
the conduit (10−10m2), the average pressure in all domains plateaus, and any further
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decrease in ediﬁce permeability does not alter the pressure.
In Model 1, the depressurisation for the conduit and left wall-rock decreases with
decreasing ediﬁce permeability, whereas the right wall-rock and dome increase. In
Model 2, the depressurisation increases in all domains with decreasing ediﬁce per-
meability. The inﬂuence of decreasing the ediﬁce permeability is two fold. Firstly, it
encourages gas to be stored within the conduit, but also restricts the transfer of gas.
Hence, the pressure change is greater for lower ediﬁce permeabilities because the
interior pressure is higher and there is more gas available to extract. However, the
lower permeability decreases the gas velocity resulting in greater equilibrium times.
Additionally, in Model 1 the decreasing ediﬁce permeability particularly aﬀects the
pressure change in the conduit and left wall-rock, because the gas is unable to trans-
fer to the cracks. In both cases, there is no further deviation in the pressure change
for ediﬁce permeabilities less than 10−14 m2. An ediﬁce permeability of 10−10 m2
represents the special case where the conduit and ediﬁce are equally permeable and
in which case there is no contrast in the permeability to aid the storage of gas. Con-





































































Left Wall-rock Dome ConduitRight Wall-rock
Figure 7.6: Average pressure change within the domains in each model. The ﬁrst
10000 seconds of the conduit pressure change is also shown (bottom). The conduit
in Model 2 undergoes the greater pressure change, and also attains its equilibrium
far quicker than in Model 2.
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sequently, the pressure change in these cases, in response to the crack development,
is low in all domains.


























Figure 7.7: Gas velocity, on a logarithmic scale, for the two cracked dome models.
Model 2 shows the greatest gas velocity in response to the crack development. There
is also a marked contrast in gas velocity within the conduit above and below the
point of contact with the crack.



























Left Wall-rock Dome Conduit Right Wall-rock
Figure 7.8: The approximate equilibrium times for the four domains in each model
dependent upon ediﬁce (wall-rocks and dome) permeability and assuming a conduit
permeability of 10−10 m2. The conduit domain takes signiﬁcantly less time to reach











































Figure 7.9: Pressure at the start (top) and pressure change at the end (bottom),
relative to the start equilibrium, for each domain in the two models. At the start,
the pressure in the left and right wall-rocks is equal. In all domains, the cracks
result in a decrease in pressure (negative pressure change) regardless of the ediﬁce
permeability. The most notable diﬀerence is the greater pressure change evident in
Model 2.
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7.2 Deforming the cracks
The previous section illustrated how cracks within the dome may be viable degassing
routes under the right conditions. In particular, unless the cracks are extensive
enough (such as Crack 2 in Model 2), they may be unable to aid in the complete
removal of large volumes of gas from the volcanic interior. Thus, without a viable exit
route, gas may continue to accumulate resulting in continued pressurisation. This
section investigates how this pressurisation may aﬀect the cracks at the surface.
The previous model is extended to explore the complex interactions that occur within
a volcanic system containing multiple cracks, and in particular how these cracks may
alter the displacement pattern in response to pressurisation. This pressurisation is
induced by increasing the conduit permeability by four orders of magnitude from
10−14 to 10−10 m2 (Table 7.2). In reality, this increase in permeability may be
achieved due to increased bubble connectivity in response to continued diﬀusion and
coalescence, following the “magma foam” hypothesis of Eichelberger et al. (1986).
An alternative method of pressurisation in the model would be to decrease the
surrounding permeabilities (wall-rock and dome) to simulate sealing.
Here, the model contains nine cracks of varying width and depth (Figure 7.10).
The change in surface crack width is determined by measuring the displacement
change of the left and right points where each crack intersects the surface. The new
coordinates for those points can then be interpolated using the displacement change
in the x and z directions and the diﬀerence compared to their initial location of
those points determined. The results for two models (3 and 4) are shown with the
only diﬀerence being the presence of Crack 8 in Model 3.
Figures 7.11 and 7.12 show the pressure and pressure change for the two models.
Initially, all the domains have the same permeability (10−14 m2) and therefore, the
pressure is controlled by lithostatic pressure and the presence of the cracks. The
cracks act to decrease the overall pressurisation within the volcano. Consequently,
the shallower regions of Model 3 (dome and upper conduit) are less pressurised than





Conduit 10−14 10−10 0.3
Wall-rocks 10−14 - 0.3
Dome 10−14 - 0.3
Table 7.2: Permeability and porosity values for the crack widening models.













Figure 7.10: Geometry for the model with a central conduit surrounded by wall-
rocks and overlain by a cracked dome. The locations of the nine cracks are indicated.
Crack 8 is present in Model 3 but absent from Model 4. The conﬁguration of this
model in terms of crack location and extent is arbitrary and represents an extreme
example.






















Figure 7.11: Start and end equilibrium pressure for the two models. The presence
of Crack 8 in Model 3 has a big impact on the pressure, both at the start and the
end. The extent of this crack acts to shield the right-hand portion of the dome from
the high pressure of the conduit.
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Model 3 Model 4
-7.7e5 2.0e7(Pa) -8.0e5 1.4e7(Pa)
Figure 7.12: The end-equilibrium pressure change for the two models. Both models
result in pressurisation, particularly at the top of the conduit due to the increased
conduit permeability. The model predicts that Crack 8 acts to restrict the pressure
to the conduit and immediate surroundings, whilst in Model 4, the greatest pressure
change is lower, although a greater portion of the dome is aﬀected. However, if this
large crack were modelled as in-ﬁlled, the pressure would aﬀect a larger region.
low indicating the volcanic systems are in a degassed state and there is no stored
gas present (Figure 7.13). However, once the conduit permeability is increased
(simulating a “magma foam”), there is marked pressurisation particularly within
the conduit. The increased conduit permeability surrounded by the less permeable
ediﬁce results in gas storage, despite the presence of the cracks within the dome.
This is similar to Model 1 from Section 7.1 where the shallower cracks were unable
to prevent gas storage at depth. The lack of Crack 8 and the subsequent increased
volume of intact dome in Model 4 provides a greater storage capacity for the gas,
and consequently results in a more extensive region of pressurisation. However, the
greatest pressure change occurs at the top of the conduit creating the site of greatest
gas overpressure.
The gas velocity is presented in Figure 7.14 and, initially, there are very few dif-
ferences between the two models. The greatest gas velocity in both cases is con-
centrated around the margins of the cracks, particularly at their deepest extent.
However, the surface of the dome where there is a large distance between neigh-
bouring cracks (both at the surface and at depth) also shows a high gas velocity. In
contrast, sections of the dome where the distance between the cracks, particularly
at the base, is small show very low gas velocities, suggesting the majority of the
gas in these instances is lost through the cracks. However, gas may be lost from
other, less fractured, regions provided the pressure gradient and permeability are
suﬃciently high. On increasing the conduit permeability, there is a marked increase
§7.2 Deforming the cracks 108






















Figure 7.13: Gas overpressure for the start and end equilibrium positions of each
model. Initially, the low gas overpressure suggests there is very little gas stored
anywhere within the volcanic system. The greatest gas overpressure in response to
the increased conduit permeability in each case is located at the top of the conduit.
Consequently, this is the region of greatest gas storage. However, in Model 4, the
higher gas overpressure in the right side of the dome also accommodates gas in
storage. The deeper the crack, the lower the gas overpressure, showing these cracks
are more eﬃcient at extracting the gas, due to the greater pressure gradient.
in gas velocity, particularly within the conduit, but also throughout the dome, es-
pecially the region of dome above the conduit. This suggests the gas is being forced
predominantly vertically through the dome, rather than horizontally through the
country rock.
The greater initial pressurisation in Model 4 results in this model showing the great-
est initial surface displacement (Figure 7.15). Furthermore, the lack of Crack 8 in
Model 4 results in a diﬀerent displacement behaviour, both initially and for the
temporal response to the inﬂux of gas within the conduit. Initially, the surface of
Model 3 has the greatest surface uplift above and to the left of the conduit (around
Cracks 2-5). In contrast, in Model 4, the greatest surface uplift is above and to
the right of the conduit (around Cracks 6-7). On pressurisation, the greatest dis-
placement change in Model 3 is located to the left of Crack 8. In contrast, in Model
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Figure 7.14: The gas velocity patterns for the two models are very similar, with the
greatest gas velocities within the high permeability conduit, and around the crack
margins. Portions of the dome between cracks which are located close together show
much slower gas velocities. This is particularly noticeable between Cracks 1-2 and
2-3. Gas velocity is shown on a logarithmic scale.
4, the greatest displacement change occurs between Cracks 1 and 2, with a sec-
ond, smaller, displacement change to the left of Crack 7. This diﬀering behaviour is
dependent upon the size and extent of the cracks and their proximity to the pressuri-
sation source. Consequently, it may be possible to infer the location and depth of
these features particularly if used in conjunction with gas measurements. However,
it should be noted, these simulations are restricted to two-dimensions. Extending
the problem to 3D may limit the displacement of the cracks, dependent upon their
lateral extent.
In response to pressurisation of the volcano, the cracks all show diﬀerent behaviour
- some expand whilst others contract (Figure 7.16). The diﬀerences are dependent
upon factors such as location relative to the conduit, depth, initial width, and are
further complicated by the presence and impact of additional cracks. Cracks 1 and 9
show very similar contraction behaviour between the two models. However, the lack
of Crack 8 in Model 4 results in markedly diﬀering crack displacement in response to
the pressurisation. Crack 8 in Model 3 shows the greatest crack expansion, followed
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Figure 7.15: Total displacement at the start (top) and the displacement change at
the end (bottom). Model 3 initially shows the least displacement, due to the lower
initial pressure.
by Crack 2 and 3. In Model 4, Crack 2 expands the most, followed by Cracks 3 and
7. In Model 3, Cracks 1 and 8 show the greatest change in surface displacement,
with 1 narrowing, and 8 widening. However, whilst Crack 1 continues to decrease
in width until a new equilibrium width is reached, Crack 8 initially expands, before
narrowing slightly. Similarly, Cracks 3 and 7 initially narrow before expanding
(rapidly in the case of 3).
This change in crack width behaviour may be illustrated more clearly in Figure 7.17,
where arrows are used to show the magnitude and direction of the displacement. In
Model 3 (7.17a), Cracks 2-7 show displacement away from Crack 8, resulting in
expansion of this crack. In contrast, in Model 4, the displacement is away from
Cracks 2 and 7 resulting in the opening of these cracks, and the closure of others.
For comparison, four other models are included to show the changing displacement






























































(c) Diﬀerence (Model 4 - Model 3)
Figure 7.16: Change in width of the nine cracks in (a) the original model (Model
3), (b) the model run without crack 8 (Model 4) and (c) the diﬀerence between the
two models.
patterns dependent upon the cracks present: Model 3 with narrower cracks (Model
3N), a crack-less dome (Model 5) and the two models from Section 7.1 (Models 1
and 2). Model 3N shows very similar behaviour to that of the original Model 3, with
the overall change in displacement away from Crack 8. The magnitudes are the same,
the only diﬀerence is the direction. Model 5 shows the displacement change pattern
when there are no cracks present is radial around the conduit, with the displacement
change above the conduit being vertical, and getting progressively shallower down
the ﬂanks of the dome. The ﬁrst two-crack model (Model 1) shows the two cracks
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(a) Model 3 (b) Model 4
(c) Narrow Cracks (Model 3N) (d) No Cracks (Model 5)
(e) 2 Cracks (Model 1) (f) 2 Cracks (Model 2)
Figure 7.17: Arrows illustrating the magnitude and direction of displacement relative
to the starting displacement for the cracks. Magnitudes across all models range
between 4− 528 mm. The left, right and end points of each crack are coloured red,
blue and black, respectively. Grey arrows represent the displacement change at the
arrow locations when the cracks are not present in that particular model.
widening in response to the pressurisation. Model 2 shows dramatically diﬀerent
behaviour from all the other ﬁve models. Although all the arrows show very small
magnitudes (mm rather than cm as in the other models), they all point inwards,
113 Chapter 7: Cracked Dome
showing deﬂation of the dome rather than expansion. This would seem counter-
intuitive. However, as shown in the previous section, Crack 2 intersecting with the
conduit readily permits gas present within the conduit to escape. Furthermore, the
high permeability conduit acts to draw gas from the surrounding wall-rocks and
dome to exit via this crack, consequently resulting in depressurisation and deﬂation.
In all the models, the greatest displacement occurs directly above the conduit, with
the lower ﬂanks of the dome showing decreasing displacement change in response
to the pressurisation. Therefore, in response to an event, some cracks would open,
whilst others close. This would be observed as a change in fumarolic activity with
widening cracks potentially permitting a greater gas emission, provided they are in
proximity to a region of gas storage. In contrast, gas emissions may cease in other
regions of the dome. Therefore, by using both surface displacement and surface gas
emissions, the type of event, the location of its source and the properties of the
cracks can be inferred.
7.3 Summary
The initial state of the volcano, and subsequent changes, are strongly dependent
upon the presence or creation of cracks. Each crack plays a role in determining
this behaviour, and removing even one single crack may result in a dramatic change
in the response of the pressurisation, gas storage, gas loss and surface displace-
ment. If all the surface cracks and other surface features are known, mapped (in
a very high resolution DEM) and monitored, the cracks and their behaviour (crack
narrowing/widening and the volume of gas lost) could be used to infer the interior
conditions. For example, the widening of many cracks implies pressurisation and gas
storage. Whereas if the cracks show narrowing, this may suggest depressurisation.
However, the situation is made more complex by the cracks interacting. One crack
widening in response to pressurisation, inevitably results in the closure of another.
Using this behaviour and the crack’s location, it may be possible to infer the depth
of the surface features and the location of the pressurisation source.
This model may be used to simulate changes in the behaviour of crack dimensions
with respect to changes to the internal pressurisation of the volcano. If a high
resolution topographic proﬁle or thermal images could be obtained for a volcano,
containing the characteristics of cracks (and other features) present, the changes in
behaviour of those cracks could be modelled using this method.
Cracks which are “ﬁlled” by a permeability show only expansion because this method
models the domains as connected, rather than as separate entities, which interact
but also act independently.
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The main purpose of the models to this point has been to demonstrate the use of
the method and its viability as a technique to aid our understanding of volcanic phe-
nomena. In subsequent chapters, the modelling is taken further to look at particular
volcanoes in three dimensions in an attempt to appreciate some of the observations
seen, such as gas volumes released and where, and surface displacement measure-
ments.
Chapter 8
Gas Storage and Release in 3D
Models created in 3D provide a means of directly comparing the interior conditions
of the volcano with the surface expression in terms of gas loss and displacement
change. In turn these surface results may be compared with real gas emission and
displacement measurements at active volcanoes. Creating models in 3D rather than
2D axi-symmetric removes the necessity for the model to exhibit rotational symme-
try. Consequently, analysis of real volcanoes with their innate irregularities of shape
is possible. Realistic 3D models of volcanoes are made possible by topographic re-
search such as that by Wadge et al. (2009) providing high resolution DEM’s (Digital
Elevation Models).
This model looks at sealing within the dome of a 3D volcanic ediﬁce and the devel-
opment of a localised fracture zone within that sealed region. Such sealing may be
the result of processes such as melt crystallisation, degassing, hydrothermal miner-
alisation and subsidence (e.g. Sparks and Pinkerton, 1978, Matthews et al., 1997,
Cashman and Blundy, 2000) which result in a decrease in the permeability within the
region. Fracturing may subsequently occur due to pressurisation, erosion, cooling
and contraction, shear zones and local tectonics (e.g. Heiken et al., 1988, Sparks,
1997, Giammanco et al., 1998, Edmonds et al., 2003a, Sparks, 2003a). This is a
useful starting model for coupling ﬂuid ﬂow and the resulting displacement in three-
dimensions and investigating the role of permeability.
8.1 Model Setup
The geometry (Figure 8.1) is created using two sets of topographic data from Wadge
et al. (2009). The data for 1 August 2005 (the start of the 2005-2006 dome growth)
is used to approximate the topography of the crater and surrounding country rock
whilst the data for 12 July 2003 (the end of the 1999-2003 dome growth) is used for
the surface of the dome. Furthermore, the dome surface is modiﬁed to approximate
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Figure 8.1: The model setup showing (a) 3D representation with important locations
on Soufrière Hills marked. (b) Plan view illustrating the location and orientation of
the two cross sections used to display the results and the position of the imposed
2010 collapse scar. (c) Examples of cross sections through the conduit (left) and
through the FZ (right), indicating the domains modelled.
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the scar that was created during the partial collapse event of 11 February 2010.
Into this geometry is added a cylinder of radius 25 m to represent the conduit.
For simplicity, a spine is not included and the dome is crudely sealed through the
insertion of a hemispherical shell with radius 250 m and shell thickness 50 m. The
portion of dome inside this shell is denoted as the “core”, whilst the low permeability
shell is referred to as the “carapace”. This is consistent with the dome morphology
suggested by Herd et al. (2005) (via photographic images during dome growth) and
modelled by Hale (2008), Hale et al. (2009a,b) for the dome structure of Soufrière
Hills in 2005-06. They assumed the core was intact and malleable, surrounded by
a carapace of degassed material. The remaining dome is referred to as the “dome
talus”.
In order to trigger a degassing event, there is a localised increase in permeability
within a region of the carapace. This “fracture zone” (FZ) is intended to represent
a fracture density increase, rather than a single fracture and is imposed over a time
period of 20 minutes. It measures 11880 m2 on the core expanding to 30750 m2 at
the surface of the carapace. This is a large region to fail, however in Section 9.1 the
results for smaller FZ are analysed. The FZ is restricted to the region of the carapace
and therefore does not reach the surface, rather, it is capped by the overlying dome
talus material.
This model combines an approximation of the current topography of Soufrière Hills
volcano with the interior conditions as envisioned by Herd et al. (2005) for 2005-06.
However, more realistic models for the state of the volcano in 2005-06 and 2012 are
presented in Chapters 9.3 and 10.2, respectively.
8.2 Permeability variation and implications
This model provides a good platform for investigating how changes to the perme-
ability of the volcano inﬂuences the outcome. To that end, a systematic parameter
variation is run for the permeability values listed in Table 8.1. Through the inclu-
sion of three diﬀerent FZ permeabilities, this generates a catalogue of 72 starting
(pre-fracturing) and 216 end-equilibrium (post-fracturing) solutions. The conduit
and core are modelled as regions of most gas and highest permeability, whilst the
carapace is simulated as a “sealed” region. Therefore the permeability must be less
than or equal to that of the conduit and core. Two values are chosen for the country
rock - to represent an “open” and “closed” state. A similar choice was made for the
dome talus. However, a higher permeability of 10−14 m2 was chosen to show a higher
permeability than the country rock where the permeability may be limited due to
the eﬀects of compaction.
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Domain Permeability (m2)
Conduit 10−10, 10−12, 10−14
Carapace 10−14, 10−16
Country rock 10−12, 10−16
Core 10−10, 10−12, 10−14
Dome talus 10−12, 10−14
Fracture zone (FZ) 10−10, 10−12, 10−14
Table 8.1: Permeability values chosen for each domain in the model. See Figure 8.1
for the location of each domain listed.
8.2.1 Pressure
There are great variations in the initial pressurisation of each domain dependent
upon the permeabilities chosen, not only for a particular domain, but also of the
surrounding domains (Figure 8.2). However, for the 72 variations modelled, the
conduit, core and carapace show similar patterns, as do the country rock and dome
talus. This suggests changes in the permeability conditions aﬀect the domains in the
same way. Important points of note from Figure 8.2 are labelled and summarised in
Table 8.2. Eight example models are also marked which will be discussed in detail
in Section 8.4.
The conduit is always the region of highest gas pressure due to its location and
permeability relative to its surroundings. The greatest conduit pressure occurs for
high conduit permeabilities, but low surrounding permeabilities (C and G) because
the gas is conﬁned to the conduit and has no escape route, thus increasing its
pressure. Consequently, these models also show low dome talus and country rock
average pressures, because these domains are essentially devoid of gas. Furthermore,
if the core is also highly permeable (10−10 or 10−12 m2), the core and carapace
pressures also increase with increasing conduit permeability, because the conduit
supplies the core with gas which is subsequently sealed by the low permeability of
the carapace. However, if the conduit is more permeable than the core, the core itself
acts like a seal resulting in pressurisation of the conduit, but conversely, a decreased
pressure within the core itself (e.g. 21 - 24, 29, 30). This is because gas penetration
into the core is limited, so there may be gas present at the base of the core, but
absent from the remaining domain resulting in a decreased overall pressure. This
sealing eﬀect of the core increases with increasing permeability diﬀerence between
the core and conduit. Furthermore, the less gas present within the core, due to
a decreasing permeability, the lower the carapace average pressure (23, 24). An
average core pressure which is very close to that of the conduit shows a highly
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Figure 8.2: The average gas pressure within each domain for the initial state of
the models. The permeability for each domain decreases from left to right (dark to
light), with the values as listed in Table 8.2. Letters A-N are described in Table 8.2.
The labelled models (1, 2, 12, 19, 26, 39, 47, 58) are example models which
are described in detail in Section 8.4. Arrows indicate the direction of decreasing
permeability.


















High conduit k results in higher conduit pressure. Core and cara-
pace pressures decrease with decreasing core k, but this does not
signiﬁcantly increase the conduit pressure because the gas can es-
cape the conduit via the permeable country rock.
B Pressure in all three domains is lower than A due to the decreasedconduit k.
C
High conduit k is conﬁned by a low country rock k. Increase in
pressure with decreasing core k. The average core and carapace
pressures decrease dramatically with decreasing core k.
D Moderate conduit k only showing signiﬁcant pressurisation once theconduit is more permeable than the core (29, 30).
E
Low core and carapace pressures due to decreased conduit k. As the
conduit k decreases, it contains less gas, and so the core pressure
drops. Lower pressure than B because the lower country rock k
does not supply additional gas.
F Similar conduit pressure to A and B but decreasing the core k doesnot signiﬁcantly aﬀect the core and carapace pressurisation.
G
High conduit pressure is not altered by decreasing the core k, but
a very low core permeability decreases the core and carapace pres-
sures.
H
Similar conduit pressurisation behaviour as D, but increased due to
lower carapace k. Simultaneous decrease of the core and carapace
pressures due to the decreased core k.

















J High country rock and dome talus pressurisation. Large decreasein pressure for high dome talus k.
K Dramatic decrease in pressure due to decreased country rock k con-taining less gas. Slight increase in pressure for a high conduit k.
M
Similar pattern to J, although the country rock pressure is higher
(up to 104 Pa), whilst the dome talus pressure is lower (up to 6 ×
105 Pa) due to decreased carapace k.
N
Similar low pressures as L, due to the low permeabilities in the
carapace and country rock preventing gas penetrating the country
rock and dome talus.
Table 8.2: Explanation for the main points of interest in Figure 8.2, where k is the
permeability.
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pressurised volcanic interior due to a higher permeability in these two domains
coupled with a low country rock and carapace permeability (55 - 58).
The lowest pressure in all domains occurs when the country rock and conduit are at
their least permeable, whilst the carapace is its most permeable (31 - 36). The low
permeabilities in the country rock and conduit suggest there is little volcanic gas and
any gas present is not conﬁned by the equal permeability in the carapace. Decreasing
the carapace permeability similarly gives very low pressures in each domain (67 -
72), but they are higher than in 31 - 36. This variation occurs because the less
permeable the carapace, relative to the underlying material, the more strongly any
gas present is conﬁned to the interior, but because the rest of the volcanic interior
also has low permeabilities, there is little gas to conﬁne.
Whilst the greatest conduit pressure occurs with the highest conduit permeability,
coupled with the lowest carapace and country rock permeabilities (55 - 60), the
highest core average pressure occurs in 55 - 58. 59 and 60 have lower core pressures
than 55 - 58 because they have a lower core permeability and thus contain less gas to
be conﬁned by the less permeable carapace. Decreasing the dome talus permeability
also increases the conduit and core average pressures. This is further ampliﬁed for
high country rock permeabilities (even numbered models between 2 - 18 and 38 -
54). Whilst a high country rock permeability permits gas to escape laterally from
the conduit, a low dome talus acts to conﬁne this gas charged country rock, resulting
in pressurisation. In contrast, decreasing the carapace permeability has a greater
conﬁning inﬂuence on the conduit and core if the country rock permeability is low.
An impermeable country rock prevents lateral gas escape, which combined with the
lack of a vertical degassing route, results in pressurisation of the interior domains
(25 - 28 are less pressurised than 61 - 64).
For a high country rock permeability, decreasing the carapace permeability has
little impact on the conduit pressure because gas can still escape to the country
rock. However, the core pressure increases, because the core is surrounded by the
carapace (core pressure is higher in 42 than 6).
The average pressurisation of the country rock and dome talus are both most
strongly controlled by their own combined permeabilities. When the country rock
has the higher permeability of 10−12 m2, the dome talus permeability has an inﬂu-
ence, such that the greater the dome talus permeability, the lower the gas pressure
(1 is less pressurised than 2). For the lower country rock permeability, this inﬂu-
ence of the dome talus is still present, but far less prominent. A permeable country
rock permits gas to escape from the interior conduit, which is conﬁned by a low
permeability dome talus which restricts gas escape to the atmosphere. However, for
a low country rock permeability, if the conduit and carapace are their most perme-
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able (10−10 and 10−14 m2, respectively), there is an increase in the dome talus and
country rock pressures (19, 21 have higher pressures than 55, 57). This is because
the high interior pressure forces gas to “leak” through the carapace into the dome
talus, thus increasing its average gas pressure.
8.2.2 Pressure change
The end equilibrium pressure change for each domain in the model is shown in
Figure 8.3 and the main features are summarised in Table 8.3. The pressure change is
similar in the core, carapace, conduit and country rock and all show depressurisation.
In contrast, whilst some models also show depressurisation in the dome talus, many
show pressurisation. In all models, the more permeable the FZ, the greater the
pressure change. Furthermore, the lowest FZ permeability (10−14 m2) only has an
eﬀect when the carapace and country rock have the lowest permeability of 10−16 m2.
The greatest depressurisation occurs in models 19, 55, 57, 61 - 64. These models
all have a high permeability within the conduit and core, but low permeabilities
within the country rock. Initially, as shown previously, this resulted in high interior
pressurisation within the conduit, core and carapace. Consequently, the generation
of the FZ has permitted the stored gas to escape, resulting in a decrease in pressure.
In these models, the core and carapace show the greatest pressure loss, with the
conduit showing less. Therefore, the core has lost a large volume of gas due to its
proximity to the FZ. However, the conduit has lost less gas due to its depth and
distance from the FZ and also because it continues to receive additional gas from
depth. The country rock shows the least depressurisation because it also showed
the least average pressure initially, as its low permeability could not accommodate
signiﬁcant volumes of gas. However, it is important to note that not all models
which initially showed high pressures result in signiﬁcant depressurisation. Some
models retain their stored gas despite the increased permeability of the FZ (23, 24,
29, 30), whilst others only show minor pressure decreases (56, 58). Those models
retaining their gas have a high permeability conduit, but a low permeability core.
This core acts to restrict the gas to the conduit, which is also conﬁned laterally due
to the low country rock permeability. Consequently, the FZ within the carapace fails
to provide a degassing route for the gas trapped within the conduit. Furthermore,
despite having a high permeability within the conduit and core, some models (20,
22, 56, 58) only partially decrease in pressure due to the low permeability within
the dome talus which acts to restrict the motion of gas.
The pressure change in the dome talus is signiﬁcantly diﬀerent to that of the other
domains, with some models showing pressurisation. This is particularly noticeable in
models 55 - 58, but also present to a lesser degree in models with a high permeability


















































































































Cor Car DT CRCon FZ
Figure 8.3: The diﬀerence between the end and start gas pressure results for each
model for the diﬀerent FZ permeabilities (10−10, 10−12 and 10−14 m2). Arrows in-
dicate the direction of decreasing permeability. For Core (Cor), Carapace (Car),
Conduit (Con), Dome Talus (DT) and Country Rock (CR). See Figure 8.2 for the
legend on the diﬀerent domain permeabilities.













Small change in pressure because carapace and country rock k are
at their highest. Decreases with decreasing core, but little change
with decreasing conduit k.
B Large pressure decrease because a low country rock and carapace kis combined with a high interior k.
C Very small depressurisation due to the lowest country rock andconduit k.
D Large depressurisation due to high conduit, and core k conﬁned bya low country rock k. A high dome k aids gas escape.
E An FZ of 10
−14m2 only has a signiﬁcant eﬀect on the pressurisation
when the carapace and country rock are both 10−16 m2.
F
The largest depressurisation of the two domains. This is seen for
the conduit k of 10−12 m2, a high core k (10−10 and 10−12 m2)
and low dome talus and country rock k. A moderate conduit k
would add to the initial pressurisation but also act to conﬁne the
gas within the core slightly.






H Similar depressurisation as B, but much less.
I No appreciable depressurisation due to a low conduit and countryrock k.
J
Greatest depressurisation seen in the conduit (diﬀerent model to
the maximum core depressurisation F). Occurs with the highest
conduit, core and dome talus k, when all other domains are lowest.
K Similar to F, but changing the dome talus k has less impact.

















M Small change in pressure due to high k exterior.
N Large decrease in country rock pressurisation, similar to B and H.
O Decrease in dome talus pressure with low dome talus k due to highconduit and core k with low country rock k.
P Similar country rock behaviour as M. Increase in dome talus pres-sure due to high country rock and low carapace k.
Q Greatest decrease in country rock pressure, due to high conduit,and low country rock and carapace, but high dome talus k.
R
Greatest increase in dome talus pressure, due to high conduit, and
low country rock, carapace and dome talus k. Pressure change
decreases with decreasing core permeability.
S Decrease in pressurisation in both domains, similar to F and K.
T Little change in pressure in both domains due to low k in conduit,country rock and carapace.
Table 8.3: Explanation for the main features of interest in the pressure change results
relating to Figure 8.3
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country rock, but low permeability dome talus (2, 4, 8, 10, 14, 16, 38, 40, 44, 46,
50, 52). This pressure increase suggests the dome talus is restricting the motion of
gas which has been lost by other domains. Models 55 - 58 show the greatest initial
interior pressure, but the lowest dome talus pressure. Consequently, these volcanic
systems consist of a highly gas-charged interior, but a largely degassed dome talus
slope. The low permeability of the country rock and carapace prevents gas from
escaping until the FZ develops. Once this new degassing route is created, some
gas escapes from the pressurised interior, providing gas to the dome talus, thus
increasing its average gas pressure.
8.2.3 Gas velocity
Initially, the strongest controllers determining the maximum surface gas velocity are
the country rock and dome talus permeabilities (Figure 8.4, Table 8.4). The more
permeable the country rock and dome talus, the greater the surface gas velocity
(e.g. 1 and 37). This is because at the start of each model, the conduit and core are
capped by the lower carapace permeability. Consequently, gas must move laterally
through the country rock in order to escape. Furthermore, a high dome talus per-
meability is required to permit this gas to then readily escape to the atmosphere.
Moreover, the greater the conduit permeability, the greater the surface gas velocity,
because the higher permeability generates a greater gas pressure gradient pushing
the gas outwards. In general, the core permeability has little noticeable impact
upon the initial surface gas velocity due to the surrounding low permeability of the
carapace. However, when the country rock has a low permeability, and the conduit,
carapace and dome talus are at their most permeable (10−10, 10−14 and 10−12 m2, re-
spectively), the gas velocity does increase with increasing core permeability because
the gas is forced vertically (19 and 21).
The maximum increase in gas velocity at the end equilibrium is dependent upon
the initial pressure and the pressure change in response to the FZ, which in turn,
is dependent upon the permeability conditions. Therefore, this end equilibrium
surface gas velocity increase reﬂects, not only the internal pressurisation, but also
the ease and eﬃciency with which stored gas is lost. Models which were previously
more pressurised can result in a lower end equilibrium velocity because more gas has
been lost, and therefore, their end pressurisation is lower (e.g. Model 1 is initially
less pressurised than 19, but results in a higher end equilibrium gas velocity). The
gas velocity would be higher immediately after the formation of the FZ, when the
pressure gradient is highest, but steadily reduces as gas is lost. There is only a
signiﬁcant increase in the gas velocity if the dome talus has the higher permeability
of 10−12 m2. Consequently, models with a lower dome talus permeability remain
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internally pressurised and do not lose signiﬁcant volumes of gas. The end surface
gas velocity also increases with increasing conduit and core permeabilities, because
high internal permeabilities provide eﬃcient gas storage which can subsequently be
tapped once the FZ provides an outlet for gas.
8.2.4 Displacement
The initial maximum surface displacement for each model (Figure 8.5, Table 8.5)
follows a pattern very similar to that of the initial gas pressure in the country
rock and dome talus (Figure 8.2). Consequently, the surface displacement is highly
dependent upon the permeability of these two domains such that the greater the
country rock and the lower the dome talus permeability, the greater the surface
displacement in response to the presence of volcanic gas. Due to their relative size
and location, the conduit and core domains play a secondary role, resulting in small
increases to the maximum surface displacement with increasing permeability.
Figure 8.5 also shows the change in surface displacement for each model run, deﬁned
as the maximum change in surface uplift and the maximum surface deﬂation. All
models are dominated by either deﬂation or inﬂation in response to the FZ. The
dominance of deﬂation or inﬂation is strongly dependent upon the dome talus per-
meability. For the higher dome talus permeability (odd numbered models) deﬂation
is dominant. In contrast, for a low dome talus permeability, inﬂation usually domi-
nates. The exception to this rule is when the carapace and country rock both have
the low permeability of 10−16 m2. In which case, these models (59 - 72) show deﬂa-
tion which is relative to the depressurisation in response to the FZ. In turn this is
dependent upon the diﬀerence between the interior (conduit and core) and exterior
(country rock and dome) permeabilities: the more permeable the interior and dome
talus, and the more impermeable the country rock, the greater the deﬂation.
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Figure 8.4: Maximum surface gas velocity at the start and surface gas velocity
change at the end for each model with the three diﬀerent FZ permeabilities. See
Figure 8.2 for the legend.


















A High gas velocity due to high country rock k. Slightly higher forthe highest conduit k.
B Decreasing initial gas velocity due to low country rock k and de-creasing conduit and core k.
C Very low gas velocities for low conduit and country rock k.
D
Similar gas velocities to A. Decreased carapace k has limited inﬂu-
ence because gas escapes from the conduit laterally via the more
permeable country rock.





















F Decreasing change in gas velocity with decreasing core k.
G Decreasing change in gas velocity with decreasing conduit k.
H
Greatest increase in gas velocity corresponds with the the greatest
conduit depressurisation (Figure 8.3) in response to the FZ (Model
55).
I
Only a small change in end gas velocity due to models having the
greatest core depressurisation (Figure 8.3). The gas velocity in-
crease is less than in H due to the lower conduit k, which resulted
in a lower initial pressurisation (Figure 8.2).
J Little change in gas velocity due to the low k throughout.
Table 8.4: Explanation for points labelled in Figure 8.4 regarding the surface gas
velocity at the start and end of each model.































































































Figure 8.5: The maximum initial surface displacement and the displacement change
in terms of uplift and subsidence for each model at the three FZ permeabilities.
Labels are explained in Table 8.5. See Figure 8.2 for the legend.





















A High surface displacement, decreasing greatly due to dome talus k.Slight decrease for decreasing conduit or core k.
B Decreasing surface displacement due to low country rock k anddecreasing k in all other domains.
C Similar surface displacement to A, but core permeability has lessinﬂuence.


















Uplift with a low dome talus k. Uplift decreases with core k, but
little change with conduit k.
F Decreasing surface uplift with decreasing core k. Models also showdeﬂation.
G No appreciable uplift. Corresponds with the models showing theleast change in pressure (Figure 8.3).
H Similar to E, but uplift is greater due to the high interior k and thelow dome talus k.
I
Highest surface uplift due to the highest conduit and core k sur-
rounded by low k. When the FZ occurs, the stored gas is released
into the FZ but remains conﬁned due to the low dome k.


















K Deﬂation decreases with decreasing core k.
L Large deﬂation due to a corresponding high depressurisation.Stored gas is released.
M Similar to K. The higher country rock k prevents initial pressuri-sation, so there is less stored gas to release.
N Large subsidence due to large conduit and core depressurisation.
O Largest deﬂation corresponds with models showing the largest coredepressurisation.
P
All models with a carapace and country rock k of 10−16 m2 show
subsidence. The degree of which is dependent upon the depressuri-
sation in response to the FZ.
Table 8.5: Explanation for features shown in Figure 8.5 for the initial surface dis-
placement and ﬁnal displacement change.
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8.3 Groups with similar displacement behaviour
By analysing the graphs and the model results1 there are large variations depen-
dent upon the permeability conditions. Chapter 3 showed pressurisation is strongly
controlled by the interior permeabilities and this model behaves in a similar way.
There is a strong relationship between pressure change and displacement change.
Consequently, the 72 models may be subdivided into groups of similar behaviour in
response to the FZ. This is illustrated and described in Figure 8.6 and Table 8.6,
respectively. Whilst inspection of the model images indicates some groups show
similar starting pressures (1, 2B, 3, 4B, 4C), there are large variations in the initial
pressure in other groups (2A, 4A, 4D). Consequently, it is the response which deter-
mines the group, rather than the initial conditions. However, some common factors
must exist before these models can respond in a similar way. The groupings are
based entirely upon patterns, rather than magnitude.
Group 1 is characterised by a small, localised uplift with a subsidence to the NE.
Groups 2A and 2B are very similar with a localised (relative) uplift with a large
subsidence to the SW. However, they are separated due to the relative magnitudes
between the positive and negative displacement. The large subsidence is located over
the core/carapace and represents the volume of gas which has been lost from the
core. Group 3 comprises two models (56 and 58), and shows comparable degrees
of uplift (NE) and subsidence (SW). Groups 4A - 4D are all similar as they are
dominated by subsidence, although the size and character of this deﬂation is what
categorises them into separate groups. Group 4A shows the smallest subsidence
which is due to limited gas loss from the low permeability of the core. Group 4B
shows a larger subsidence, as more gas is lost from a larger volume of core. Group
4C is very similar to 2A, but has been separated due to the greater deﬂation relative
to the inﬂation (Figure 8.7). Finally, Group 4D shows the most extensive deﬂation
with little evidence for uplift in the ﬁnal equilibrium result (Figure 8.7).
8.4 Example Models
Eight models are chosen to illustrate the pressure and displacement response which
characterises the groups in Figure 8.6 and Table 8.6. The permeability conditions
for these models are shown in Figure 8.8, with the models ordered by group rather
than model number. The initial permeability conditions are shown through two
cross sections: through the conduit (x = 850 m), and through the FZ (x = 1100 m)
1Cross sections showing the pressure and the change in pressure along with surface
plots showing the change in displacement, for the 72 models with a FZ permeability of
10−10 m2, are contained within the accompanying DVD.
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Relative permeability Domains unchanged
1
Carapace = core = dome talus = 10−14 m2, AND
country rock = 10−12 m2.
Carapace, country rock,
core, dome talus
Country rock is more permeable than the bulk dome.
2A
Carapace = dome talus = 10−14 m2, AND country




Country rock = 10−12 m2, AND dome talus =
10−14 m2, AND core = 10−10 or 10−12 m2. Country rock, dome talus
More permeable conduit and core conﬁned by less permeable dome.
3
Carapace = country rock = 10−16 m2, AND dome
talus = 10−14 m2, AND conduit = 10−10 m2.
Carapace, country rock,
conduit, dome talus
Conduit and core are signiﬁcantly more permeable than the surroundings.
4A
Carapace = core = 10−14 m2 AND country rock =
dome talus = 10−12 m2, OR
Core
Carapace = core = 10−14 m2 AND country rock =
10−16 m2, OR
Carapace = 10−16 m2 AND country rock =
10−12 m2 AND core = 10−14 m2.
4B Country rock = core = dome talus = 10−12 m2. Country rock, core, dometalus
4C
Country rock = dome talus = 10−12 m2 AND core
= 10−10 m2.
Country rock, core, dome
talus
4D
Carapace = 10−14 m2 AND Country rock =
10−16 m2 AND dome talus = 10−12 m2 AND core
= 10−10 OR 10−12 m2, OR Country rock
Carapace = Country rock = 10−16 m2 AND IF
conduit = 10−10 m2 AND dome talus = 10−14 m2
THEN core = 10−14 m2
Lower permeability surroundings conﬁning a more permeable interior.
Table 8.6: Permeability criteria determining which model displays which displace-
ment behaviour due to the FZ. See Figure 8.6.











Subsidence affecting large area,
but lower magnitude
Figure 8.7: The diﬀerences between Groups 2A, 4C and 4D are subtle, but are due
to the relative distributions of subsidence and uplift.
(Figure 8.8). However, only the end permeabilities through the FZ are shown be-
cause there is no change in the cross section through the conduit. The models chosen
show a good variation in permeability conditions across each of the ﬁve domains.
The FZ is the same, at 10−10 m2, in each case to ensure the maximum response. The
permeability relationships described here are unique to the example models chosen,
and not necessarily representative of the group as a whole.
8.4.1 Example Models: Pressure
The initial gas pressure and pressure change at the end are shown in Figures 8.9
and 8.10, respectively. Whilst the initial pressurisation is not representative of the
group as a whole, it is included to show how the pressure relates to the permeability
conditions set. Models 58 and 19 show the greatest initial pressurisation within
the conduit and core due to the low country rock and carapace permeabilities. This
low country rock permeability prevents gas escaping laterally from the conduit. In
Model 12, the three domains of the dome have the same permeability, which is lower
than that in the underlying country rock and conduit, which are also equal. This
conﬁguration permits free sharing of gas between the conduit and country rock,
but this gas is restricted from exiting due to the low overall dome permeability.
In Models 26 and 2, the carapace and the dome talus permeabilities are equal,
and consequently, the dome talus itself acts to pressurise the system. Model 47
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Figure 8.8: Permeability conditions for the two cross sections at the start, and
through the failure at the end (x = 1100m). The models are listed according to
group number (in brackets).
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has equal permeability in all the domains of the conduit, country rock and dome
talus, however a lower permeability within the core, which is “sealed” by a more
impermeable carapace. Therefore, the gas pressure is low in the majority of the
conduit and country rock, because the gas can freely escape via the dome. However,
any gas present within the core is restricted, leading to pressurisation. Models 39
and 1 are very similar to this, but due to the more permeable conduit and core,
more gas is contained within the interior leading to a greater pressurisation, not
only in the core, but also in the vicinity of the conduit.
Based upon the initial pressure results (Figure 8.9), many of the systems modelled
would be prone to failure within the core and carapace regions of the dome. Models
2, 47, 39 and 1 all experience gas overpressures of at least 10 MPa in the region of
the core. Whilst, Models 58 and 19 have gas overpressures in excess of 20 MPa. In
all these cases, such high overpressures exceeds the yield strength of 5 MPa estimated
by Sparks (1997).
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Start Pressure










Figure 8.9: The initial gas pressure, with the permeability conditions from Figure 8.8
shown for reference.
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End Pressure Change

























Figure 8.10: The end pressure change relative to the initial pressurisation shown in
Figure 8.9. All models show a pressure change in the vicinity of the FZ. 2A, 3, 4C
and 4D also show a signiﬁcant decrease in pressure within the core.
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8.4.2 Example Models: Pressure Change
All models show both pressurisation and depressurisation in response to the FZ
(Figure 8.10). The pressurisation is because the high permeability of the imposed
FZ is still overlain by the lower permeability of the dome talus. However, the size,
location and magnitude of the depressurisation is related to the interior permeability
conditions. A more permeable core allows more gas to exit from the volcano resulting
in greater depressurisation (26, 1). This is further enhanced if the conduit is also
permeable, but the country rock is not (19). However, a low core permeability
means gas is only lost from the region immediately adjacent to the FZ (12, 47).
The change in average pressure in each domain in response to the FZ shows it takes
considerable time to adapt to the FZ (Figures 8.11 and 8.12). In all models, except
1 and 19, the region of the FZ shows the greatest pressure change, due to the change
in permeability. In the case of 1 and 19, the depressurisation is greatest in the core
due to the high initial pressurisation and the eﬃciency with which the stored gas
is subsequently lost. Models 58, 2 and 26 all show pressurisation which is retained
due to the FZ becoming a viable gas storage region due to the less permeable dome
talus. 39 and 47 show similar patterns of deﬂation because the FZ provides an
exit route for the stored gas due to the permeable dome talus. However, models 19
and 1 show very diﬀerent behaviour from the other six models, as the FZ initially
pressurises, reaching a peak approximately 500 seconds post FZ, due to the time
taken for the FZ permeability to reach a similar magnitude to that of the core. The
average pressure then gradually decreases as gas is lost to the atmosphere.
The core average gas pressure decreases in all the example models, although the
magnitude varies widely. Some models also show depressurisation within the cara-
pace (12, 47, 1 and 19), due to the decreased volume of stored gas exerting less
pressure upon the sealed carapace. 2 shows a very rapid initial decrease in the
core average pressure, although this is only by 0.175 MPa, reaching a peak at ap-
proximately 300 s post initiation of the FZ. This pressure then gradually increases
to a new level 0.1 MPa lower than the initial. Furthermore, the carapace average
pressure increases in this model.
In models 1 and 19, the conduit also experiences depressurisation, although of a
lower magnitude to that of the core. This shows gas is being lost from the conduit,
but with a constant gas supply, it cannot fully depressurise.
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Country RockDome TalusConduit CarapaceCore
FZ
Figure 8.11: The average pressure change within each domain for all the example
models. The pressure change in the FZ is shown in Figure 8.12.































Figure 8.12: Pressure change in the FZ for each example model.
8.4.3 Example Models: Surface gas emissions
The surface gas velocity is shown in Figure 8.13 for the start and end equilibrium
situations. The most striking observation is all the models with a high permeability
country rock result in extensive gas emissions on the volcano ﬂanks (12, 2, 47,
39 and 1). Despite the sealing by the carapace, gas can escape laterally via the
country rock to exit from the dome talus, particularly where the dome talus is thin.
However, when the country rock has a very low permeability (26, 58, 19), these
peripheral gas emissions are not present.
The three models where the carapace and dome talus have the same permeability
(12, 26, 2) already show a localised gas emission above the FZ at the start. Due to
the presence of the scar in this region, the dome talus is modelled as very thin, and
thus the core is very close to the surface. Consequently, the pressure gradient is such
that a localised gas emission occurs, although with very slow velocities. Following
the FZ, all models show this localised gas emission (or it is increased). However, the
gas velocities vary between the models due to the interior permeability conditions
and resulting pressure gradient.
All models reach a maximum gas emission velocity shortly after the FZ, because
this is when the interior pressurisation is greatest (Figure 8.14). However, the gas
velocity gradually decreases as the interior pressurisation decreases. This decrease
occurs most rapidly in Model 47 because the change in pressure in this model is
localised to the region of the FZ.
Figure 8.15 gives an estimate for the gas lost from the conduit and core, and also
an approximate rate of gas emission from the surface fumarole. In all models, the
greatest gas loss is from the core. The contribution from the conduit varies between
the models dependent upon the pressurisation of the conduit and the permeability of


















































Figure 8.13: Surface gas velocity at the start and end. A high permeability country
rock permits gas to escape laterally to be emitted from the dome around the core.
Models 12, 2, 47, 39 and 1 show slower gas loss around the periphery of the dome
due to the high country rock permeability. There are small scale variations in this
peripheral gas loss due to the topography.
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the core. The conduit needs to have suﬃcient gas stored to result in pressurisation,
and the core suﬃciently permeable to allow the gas to escape. The contribution
from the conduit is most signiﬁcant in Model 19.
Models 12, 26, 2, and 58 have the slowest surface emission rate, whilst the surface
emission for Models 47, 39, 1 and 19 is more rapid. Surface emissions of H2O have
been estimated at between 2 - 100 ktd−1 during dome building phases for Soufrière
Hills volcano, with an average emission of 9 - 24 ktd−1 (Edmonds et al., 2002).
Therefore, the estimates for gas emissions (100 td−1 - 50 ktd−1) from some models
may seem low. However the model neglects many features which would enhance gas
loss, for example, the upward motion of magma during dome building, which adds to
the gas velocity, the eﬀects of additional exsolution due to the pressure change, struc-
tural changes such as the redistribution of fractures and other degassing pathways
in response to the loss of mass. Furthermore, the surface gas emission is calculated
solely on the localised fumarole, and neglects any emissions from the surrounding
area. However, it may also suggest that certain permeability combinations are un-
realistic or unsustainable for any length of time without a change occurring, either
an increase in the permeability allowing gas to ascend from deeper levels (e.g. 12)
or signiﬁcant failure, including dome collapse, releasing the stored gas (e.g. 58).
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Figure 8.14: Graph showing the maximum surface gas velocity within the scar. All
eight example models show an increase in surface gas velocity in this location after
the FZ event has begun, although to diﬀerent magnitudes.















9 - 24 ktd-1 Core (t)
Conduit (t)
Max Surface Emission Rate (t/day)
Figure 8.15: Gas loss estimates for the conduit and core domains in metric tonnes
(t). Approximate gas loss rates (t/day) from the surface are also indicated. However,
the gas loss from the conduit is only calculated for the shallow section modelled,
and therefore neglects any contribution from the conduit at deeper depths. Gas
loss from the domains is calculated as a product of the domain volume and the gas
density ((ρE − ρS)V ). Surface gas loss is calculated as a product of the gas velocity,
gas density and surface area of the emission (ρAAu). The gas velocity is taken at
the time of maximum gas velocity for each model. Therefore, the actual gas loss
and emission rate for a particular volcanic system would decline as the the pressure
reduces and the volume of stored gas decreases. However, all measurements for the
gas emission rate are less than the maximum (100 ktd−1) estimated by Edmonds
et al. (2002) for dome building events at Soufrière Hills volcano. The average range
of 9− 24 ktd−1 estimated by Edmonds et al. (2002) is also marked.
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8.4.4 Example Models: Surface displacement
The average surface displacement increases with the average pressure across all do-
mains (Figures 8.16 and 8.17). Models 12 and 2 show the greatest maximum and
average initial surface displacement. This implies a large area of the volcanic dome is
aﬀected by the underlying widespread pressurisation. In contrast, 26 and 19 show
the lowest average surface displacement, but 19 shows a much higher maximum.
This shows that the high internal pressurisation in 58 and 19 only aﬀects a small
region of the volcanic dome, resulting in a high maximum, but a low average initial
surface displacement. This average pressure across all domains is related to the
total gas present within the volcano, including that within the country rock. Conse-
quently, because 12 has the same high permeability in both the conduit and country
rock, and this is capped by a less permeable dome, it can accommodate larger vol-
umes of gas which result in a greater surface displacement aﬀecting a larger region
of the volcanic ediﬁce and surrounding area. In contrast, the low country rock per-
meability surrounding a highly permeable conduit and core (19), restricts the gas to
the central regions of the volcano. This highly permeable interior can store a large
volume of gas, but because the conduit and core volume is small compared to that

























Figure 8.16: Comparison between the initial surface displacement (top) and the
average pressure across all domains in the eight example models (bottom). The
greater the average pressure, the greater the average surface displacement. For the
eight example models, the maximum surface displacement (inﬂation) also follows
this pattern, except 58 and 19, which show a higher maximum, due to the high
interior pressure.
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(Figure 8.17).
In the model, the conduit and country rock are connected, however in reality, these
regions may be “de-coupled” as evidenced by the presence of shear fractures (e.g.
Melnik and Sparks, 2002, Tuﬀen et al., 2003, Neuberg et al., 2006, Gaunt et al., 2011,
2012). This de-coupling could locally enhance the surface displacement in response
to the localised pressurisation of the conduit in scenarios such as those in 58 and
19, if the gas remains trapped and is not subsequently released by these fractures.
For reference, a discussion on the potential impacts of this de-coupling is presented
in Appendix D.
As shown previously, the change in displacement in response to the FZ is dependent
largely on the relative permeability conditions of the interior domains (Figure 8.5).
Consequently, some models result in uplift, others subsidence. Furthermore, the
change shortly after the FZ can be considerably diﬀerent to the end equilibrium
behaviour (Figure 8.18). After the formation of the FZ, all eight models are initially
dominated by a very localised inﬂation (Figure 8.18, time 1000s), even though the
displacement change at the end is dominated by deﬂation (26, 47, 39, 1, 19). These
models begin to show deﬂation, which may override the inﬂation, as large volumes
of gas are lost from the interior. In contrast, 12, 2 and 58 maintain the inﬂation
even up to equilibrium.
From Figure 8.18, there is a wide range in the magnitude of deﬂation and uplift
(< 1 mm − 25 cm) dependent upon the permeability conditions of the model. For
example, Model 19 shows the greatest deﬂation of 25 cm, but a very low uplift of only
0.79 mm. In contrast, the greatest uplift occurs in Model 58 at 5.7 cm. 58 shows a
comparable level of subsidence of 3.1 cm. These levels of surface displacement are
consistent with those measured for real volcanoes which are generally in the range
of mm − several cm (Lu et al., 2000, Norton et al., 2002, Hautmann et al., 2013)
(Section 1.3.2).
The progressive change in displacement in terms of the inﬂation, deﬂation and aver-
age at the surface is shown in Figure 8.19. They reinforce the results from Figure 8.18
showing the models which lose the most gas, initially show inﬂation which subsides
as the gas from the interior is released (e.g. 1 and 19), whilst in others, the inﬂation
reaches a level and is sustained (e.g. 58). However, it should be noted that the
location of the maximum inﬂation and deﬂation is transient, and each time step
plotted may represent a completely diﬀerent portion of the dome or ediﬁce. Fur-
thermore, whilst the extremes of the surface displacement may be large (several cm),
the average across the entire surface as modelled, is very small (mm) (Figure 8.20).










0.1e6 2.7e7(Pa) 0 1.32(m)
Figure 8.17: The pressure (at x = 850m) and the total surface displacement at the
start for the eight example models. The average pressure across all domains, rather
than localised extremes, is more important in determining the magnitude of the
initial surface displacement.
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Figure 8.18: Displacement change at three time-steps and the ﬁnal equilibrium
displacement change for each example model.
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Figure 8.19: The displacement change for the maximum inﬂation, maximum deﬂa-















147 3926 1912 2 58
Figure 8.20: Average change in surface displacement for all the models (left) and for
models 58, 2, 26, 12 and 47 only (right).
8.5 Summary
There are large variations in the results dependent upon the permeability condi-
tions of the domains. A high interior permeability coupled with low surrounding
permeabilities generates the greatest initial localised pressurisation. However, a
high permeability within the country rock in addition to a highly permeable con-
duit, capped by a dome talus with lower permeability results in the greatest overall
average pressurisation.
The pressure change which occurs in each domain in response to the FZ is highly
dependent upon the permeability conditions and the initial pressurisation state.
However, despite these variations, there are similarities between models with widely
diﬀerent interior conditions. This can make it diﬃcult to predict precisely the inte-
rior conditions based upon the surface changes observed. However, the model results
presented in this chapter were split into diﬀerent groups according to their response
to the FZ development. Consequently, it is possible to predict general permeability
relationships from surface observations.
The permeability conditions determining the initial pressurisation have a big im-
pact upon the surface displacement. The larger the region of high permeability, sur-
rounded or overlain by low permeability, the greater the surface displacement and
the more extensive the region aﬀected. This suggests volcanoes with a more perme-
able country rock (in addition to a permeable conduit) can accommodate more gas,
resulting in greater surface displacement. In contrast, volcanoes with a permeable
interior surrounded by a low permeability country rock may accommodate a large
volume of gas within the conduit and dome interior, resulting in a more localised
surface displacement pattern, and less or no peripheral degassing. Consequently,
the surface displacement pattern, in conjunction with subsequent changes, could be
used to infer the interior permeability conditions and the location and extent of
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regions of stored gas. For example, in these models, the location and size of the
gas storage region was indicated by the displacement change pattern in response to
the FZ development. A large subsidence (e.g. 19) indicated gas was stored within
the core of the dome which was released, whilst subsidence and inﬂation (e.g. 58)
showed gas was removed from one storage region (the core) and migrated to another
(the dome talus).
The resulting surface displacement change in response to the FZ is related to the
location of the FZ, the location (including to the proximity to the FZ) and volume
of stored gas, and the availability of degassing pathways. Consistent with near-ﬁeld
displacement measured at volcanic sites (e.g. Jackson et al., 1998, Voight et al.,
1998, Wadge et al., 2006), those presented here cover a relatively small portion of
the volcanic ediﬁce and surrounding region. Consequently, in practice, they may be
missed by GPS measurements, but may be detectable from InSAR. However, the
signal related to stored gas may be masked by other processes such as magma motion
and local tectonics which are not considered here. The low peripheral displacement
change in the models suggests there is no evidence for larger far-ﬁeld displacement
changes in response to the FZ. This supports the theory that extensive displacement
is reliant on changes at greater depths than are modelled here (Wadge et al., 2006).
Many volcanic systems are highly dynamic and therefore it is reasonable to expect
permeabilities particularly in the conduit, dome and immediate vicinity to change
over both short and long time-scales. However, this model is particularly applicable
to volcanoes such as Soufrière Hills which continues to degas from the dome without
active magma extrusion, suggesting the system has reached an equilibrium state.
In these models, the dome core is massively simpliﬁed. In reality, photographic
monitoring during dome growth showed the core to be highly irregular in shape and
punctuated by multiple spines, lobes and fractures, related to the conﬂicting styles
of endogenous and exogenous dome growth (Herd et al., 2005, Hale, 2008, Hale et al.,
2009a,b). These additional features create even more complexity for the degassing
behaviour of volcanic domes, particularly as they present potential degassing routes
preventing gas storage.
In Chapter 9, additional structural and permeability variations to this model setup
are investigated to determine their eﬀect on the pressurisation and surface results.
Chapter 9
Further Model Variations of Gas
Storage and Release in 3D
The previous chapter illustrated there was much variation in the pressurisation, gas
velocity and displacement change in response to a localised permeability increase
(Fracture zone (FZ)) within a volcanic system. This chapter aims to build on this
by investigating further changes to the volcanic structure and consequently, has
been subdivided into three parts: variation in FZ size, conduit permeability and
topographical changes.
All 72 starting and 216 end models from Chapter 8 are used to show the variability
due to altering the dome topography (Section 9.3). However, Model 19 (Table 9.1)
is used to show how changes to the size of the FZ (Section 9.1) and the permeability
structure of the conduit (Section 9.2) aﬀect the results. This model is chosen be-
cause it represents the group which shows the most surface change in response to the







Fracture Zone (FZ) 10−10
Table 9.1: Permeability conditions for model 19, which is used to compare the
consequences of altering the size of FZ and changing the permeability conditions
within the conduit.
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for a more permeable country rock (10−12 m2). This is because, if vertical degassing
through the dome above the conduit is restricted, due to the low permeability cara-
pace, a more permeable country rock provides an alternative degassing route which
dramatically aﬀects the results.
9.1 Altering the fracture zone
In the models in Chapter 8, the FZ, located within the carapace, had a surface
area of 11880 m2 on the core expanding to 30750 m2. This is a very large area and
consequently, the results from this model are compared with three others, each with
a diﬀerent FZ size.
Figure 9.1 shows the initial and end permeability conditions for the model and,
graphically, the FZ sizes. The only change imposed in this section is the size of the
FZ, therefore the starting permeability conditions are the same for each model. The
FZ sizes cover a wide range as quantiﬁed in Table 9.2. Models S1 (Original Model
19 from Chapter 9.1) and S2 have a FZ which expands through the carapace. In
contrast, models S3 and S4 are modelled as cylinders and as such, the surface area
of these FZs is the same on both core and carapace top surfaces.
x = 850 m






Figure 9.1: The initial permeability conditions (left) and zoomed images of the
diﬀerent end FZ sizes. The sizes of the FZ are presented in Table 9.2. The FZs in
S1 and S2 are formed as a tetrahedron removed from the carapace, whilst in S3
and S4, the FZs are cylindrical. A closer view of S3 and S4 is shown to show the
form of the FZ more clearly.
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S1 S2 S3 S4
Area on core (m2) 11880 849 307 71
Area on carapace (m2) 30750 10820 307 71
Total volume (m3) 1029000 28370 15340 3553
Table 9.2: Quantiﬁcation of the FZ sizes in the four models. These are shown
graphically in Figure 9.1.
The initial pressure, as derived for Model 19 in Chapter 8, is shown in Figure 9.2
in addition to the end pressure change for the four models. Due to the variation
in pressure change results, they are presented on diﬀerent scales. Whilst all four
models show both pressurisation and depressurisation within their structure, the
degree and extent varies greatly between them due to the size of FZ. Models S1
and S2 both show signiﬁcant depressurisation of the core in addition to the upper
conduit and surrounding country rock. Furthermore, both show pressurisation of
the dome talus immediately adjacent to the FZ. This is most extensive in S1, but
the magnitude is greater in S2. The larger FZ in S1 suggests the gas may access
a larger region of dome, whilst the smaller FZ in S2 forces more gas into a smaller
region of the dome talus leading to a greater pressurisation. Models S3 and S4
show signiﬁcantly less depressurisation within the core and the pressurisation of the
dome talus adjacent to the FZ is far more localised and greater in magnitude than
either S1 or S2.
The gas velocity results are presented in Figure 9.3. All four models have the
same initial gas velocity pattern. However, the change in gas velocity behaviour
in response to the FZ is diﬀerent in each model. Models S1 and S2 show there
is a large increase in the gas velocity up the conduit, particularly at the top of
the conduit where it meets the core. Furthermore, the area around the FZ shows
increased gas velocity values, particularly within the FZ, but also in the surrounding
core and dome talus. Conversely, these models (S1 and S2) show a decrease in the
gas velocity along the country rock boundary with the conduit. This suggests that
whilst the carapace was sealed, the pressurisation may have forced some gas to
penetrate the country rock margin, despite the low permeability. However, once the
FZ opens, this gas has a more viable exit route vertically.
S3 and S4 show very little change in gas velocity behaviour, with increased velocities
restricted to the region of the FZ, with little evidence for input from the conduit
or core. Figure 9.3 also highlights the extent of the surface gas emission is directly
related to the size of FZ - the larger the FZ, the larger the gas exit route and the
larger the region of dome talus emitting gas.
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Figure 9.2: The start pressure (top) and the pressure change results for the four
model runs. The pressure change in response to the FZ is strongly linked to the size
of the gas escape route - the greater the size of the FZ, the greater the degree of
depressurisation.
The approximate gas loss from the domains of the conduit and core is indicated in
Figure 9.4. An estimate of the surface gas emission rate is also shown. The greater
the size of the FZ in the model, the greater the volume of gas emitted. This does not
necessarily imply a greater degassing speed, rather the surface area is suﬃciently
larger to emit more gas in any time period.
Figure 9.5 shows the initial surface displacement, displacement change at diﬀerent
time-steps and the end equilibrium surface displacement change for each model
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Figure 9.3: The initial gas velocity and the associated surface gas velocity (top).
Also, cross-sections for the end gas velocity increase and the end surface gas velocity
(bottom). The location of the end surface gas emission plots is indicated in the
start surface plot. There is a marked increase in gas emission size with FZ size.
Furthermore, the region of dome aﬀected by the FZ also increases. In Model S4,
only the area immediately surrounding the FZ is directly aﬀected.
run. All four models result in the same basic surface displacement change pattern,
beginning with a very localised uplift above the FZ, decreasing with decreasing FZ
size. Furthermore, subsidence over the core begins and becomes progressively more
dominant. In models S1 and S2, there is no evidence of the uplift present in the end
equilibrium result, due to the large volumes of gas which have been lost from the















9 - 24 ktd-1 Core (t)
Conduit (t)
Max Surface Emission Rate (t/day)
Figure 9.4: Approximate gas loss (t) from the domains of the conduit and core.
More gas is lost from the core than the conduit in response to the FZ. An estimate
of the maximum surface emission rate (t/day) is also indicated. Gas loss from each
domain is calculated using the change in density and domain volume: (ρE − ρS)V .
Whilst the surface emission rate is calculated using: ρAAu. For ρS, ρE and ρA, the
gas densities at the start, end and surface, respectively. The maximum (100 ktd−1)
and average (9 − 24 ktd−1) emission rates as estimated by Edmonds et al. (2002)
for dome building eruptions are Soufrière Hills volcano are indicated for reference.
volcanic interior. In contrast, S3 and S4 maintain this uplift signal, although it has
diminished, particularly in S3 with the slightly larger FZ size. However, this uplift
is so localised and small in magnitude (<1mm), it would not be recordable on a
volcanic dome surface, particularly one which is continuously changing. The region
of the surface aﬀected by subsidence is the same in each model and is determined by
the size of the core. However, the magnitude of subsidence varies greatly between
the models, highlighting the larger volumes of gas which have been lost through the
larger FZ sizes.
The change in average pressure, surface gas velocity and displacement are sum-
marised in Figure 9.6. Each model has been replicated for a more permeable country
rock of 10−12 m2, which compares the models to Model 1, the example from Group
4C (Chapter 8). Compared to 19, Model 1 was characterised by a less pressurised
interior and a surface displacement pattern which retained an uplift to the NE. The
results are also duplicated for three diﬀerent conduit permeabilities (10−10 m2 (as
already discussed), 10−12 and 10−14 m2).
The initial pressure, gas velocity and displacement values are the same for the models
with the same permeability conditions regardless of the FZ size. However, as noted
previously in this section, there are large diﬀerences in the response of the models
due to the varied FZ size. The average pressure in the conduit, core and carapace all
decrease in response to the FZ, although the magnitude increases with increasing FZ
size. A more permeable country rock also decreases the change in pressure, because
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Figure 9.5: The displacement change at diﬀerent times and the end equilibrium
displacement change. Diﬀerent scales were chosen for each model due to the wide
range. The end equilibrium of each model results in a large deﬂation surrounded by
a very small (< 1mm) inﬂation.
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Figure 9.6: Change in average pressures, maximum surface gas velocity and max-
imum and average surface displacement for each model. Each model was run for
three conduit permeabilities (10−10, 10−12 and 10−14 m2) and two country rock per-
meabilities (10−16 and 10−12 m2). The diﬀerence between the models (of the same
permeability) is the size of the FZ, therefore, the starting position of each model is
the same, except for the average carapace and FZ pressures which are dependent
upon the FZ size, shape and location. However, the combined carapace and FZ
average pressure is always the same.
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the high permeability prevents gas concentrating in the inner domains of the conduit
and core. For a low permeability country rock, S1 and S2 both show a decrease in
the FZ pressure, however in all other models, the region shows pressurisation. This
is because in these models, the region becomes a location for potential gas storage,
rather than gas loss.
There are signiﬁcant increases in surface gas velocity with increasing conduit perme-
ability, regardless of the model when the country rock permeability is low. However,
with a high country rock permeability, the change is much smaller due to the lower
pressure gradient. With the less permeable country rock, the smaller the size of
the FZ, the greater the end surface gas velocity (shown as the greatest gas velocity
change). However this does not mean more gas is lost because the region emitting
gas is very small.
The change in maximum surface displacement is greatest in S1 and S2 with a
subsidence of >20 cm for a highly permeable conduit. However, the change in maxi-
mum surface displacement drops dramatically with decreasing conduit permeability.
Furthermore, the change in average displacement is much smaller than that of the
maximum, showing that whilst localised regions may experience a large subsidence,
the subsidence over the larger area is much smaller (<5 cm). When the country rock
has a high permeability, the change in surface displacement is very similar regardless
of the conduit permeability (although the initial displacement is higher for a more
permeable conduit). This is because much of the gas stored within the conduit has
been lost to the country rock, and therefore the FZ within the carapace has little
eﬀect upon the gas contained within the conduit, and only aﬀects the gas in the
core.
9.1.1 Implications of fracture zone size
The size of the FZ has a profound impact on all the results in the model, particularly
if there is a large volume of gas available due to a high permeability conduit but low
permeability country rock. A large FZ has the potential to remove more gas from
the volcanic interior, whilst a smaller FZ may only aﬀect the immediate vicinity. A
smaller FZ results in greater gas velocities, which are maintained for longer periods
of time, because the FZ is too small to eﬃciently remove the gas, consequently the
pressure remains high. Therefore, the magnitude of the pressurisation of the region
surrounding a small FZ suggests a small fracture may easily develop into a much
larger FZ.
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9.2 Permeability Variation
As shown in Chapter 8, the permeability conditions within the entire volcano have
a dramatic eﬀect on the resulting pressurisation, gas ﬂow and surface displacement.
Many studies have derived anisotropic permeabilities for volcanic eruption products
(e.g. Tait et al., 1998, Wright et al., 2006a, 2009, Bernard et al., 2007, Bouvet de
Maisonneuve et al., 2009). Furthermore, the eﬀects of compaction, exsolution, de-
gassing and crystallisation may result in the development of permeability gradients
(e.g. Blower, 2001, Sparks, 2003a, Massol and Jaupart, 2009). Consequently, the
aim of this section is to investigate what eﬀect permeability variations in the conduit,
including anisotropy and gradients, have on the results and whether these variations
can be discernible from surface observations.
In order to investigate the conduit permeability further, a number of model vari-
ations are run based on Model 19 from Chapter 8 (Figure 9.7). The models are
separated into three groups: Uniform (U), Anisotropic (A) and Gradient (G) rep-
resenting the diﬀerent conduit permeability types considered. In reality, the conduit
permeability (and the permeability in other domains) is likely to be a combination
of all three permeability characteristics; with graduated regions due to varied gas ex-
solution versus degassing, coupled with diﬀerent fracture densities and anisotropic
regions due to alignment of sealed regions and strain induced bubble elongation.
However, for simplicity, each permeability variation type is explored separately. The
models are run with two diﬀerent country rock permeabilities; ﬁrstly a low perme-
ability country rock (10−16 m2) as was present in Model 19, and secondly a higher
permeability of 10−12 m2 (Model 1) to explore the impact of the country rock on
the results.
9.2.1 Model description
Model U1 is identical to Model 19 from Chapter 8 with a conduit and core per-
meability equal at 10−10 m2. A second model, U2 explores the eﬀects of a conduit
which is less permeable than the core. This is equivalent to Model 25 from Chapter 8
and in this scenario, the core becomes the region of greatest gas storage.
Two Anisotropic models are shown to investigate the eﬀects of the permeability being
greater in one orientation. Firstly, Az has a vertical (parallel to the conduit ﬂow
direction) permeability greater than the horizontal, simulating shear-induced bubble
elongation. In contrast, Ax is the reverse situation with the vertical permeability
less than the horizontal, simulating the horizontal alignment of bubbles (Llewellin,
2007).
Four diﬀerent Gradient models are also shown. In Gz−, the permeability in the con-
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Figure 9.7: The initial permeability conditions for the diﬀerent permeability vari-
ations. Only the central region in the vicinity of the conduit and dome core is
shown.
163 Chapter 9: Further Model Variations of Gas Storage and Release in 3D
duit and core increases with depth, simulating progressively degassed or mineralised
magma towards the surface. In Gz+, the permeability within these two domains
decreases with depth, exploring the eﬀects of increased permeability perhaps due
to increased exsolution or fracturing near the surface or closed-system degassing at
depth, becoming open-system degassing towards the surface (e.g. Edmonds et al.,
2008). Gxc and Gxw have horizontal gradients within the conduit, with the perme-
ability increasing and decreasing towards the conduit centre, respectively. Gxc may
represent a volcanic system where the conduit-wall margin is becoming sealed, whilst
Gxw may show the increase in permeability derived by shear fractures and/or bubble
elongation.
9.2.2 Pressure
Figure 9.8 shows the pressure results at the start and the end pressure change for each
model. As discussed previously, the high interior permeability in U1, surrounded
by less permeable material, results in internal pressurisation which decreases once
the FZ occurs, resulting in a strong deﬂation signal and fumarolic gas emission.
Decreasing the conduit permeability to 10−12 m2 (U2) dramatically reduces the
internal pressurisation. For example, the average conduit gas pressure is 6.4 MPa
lower than in U1. Consequently, because the lower permeability can accommodate
less gas, this results in decreased depressurisation with the conduit average gas
pressure decreasing by 0.2 MPa, compared to 1.2 MPa inU1. The change in pressure
within the core is greater than that in the conduit, but still much less than that in
U1.
Model Az, where the conduit permeability is highest in the vertical direction, shows
a pressure pattern which is very similar to that of U1. This is because the low
country rock permeability prevents horizontal gas escape, so decreasing the horizon-
tal permeability has little eﬀect. In contrast, the model with the greater horizontal
permeability, Ax, results in behaviour similar to that of U2. Consequently, this sce-
nario results in a markedly reduced depressurisation signal and slower gas emission.
This decreased initial pressure is because the lower vertical permeability restricts
the ﬂow of gas upwards through the conduit. Consequently, there is less gas present
within the conduit.
For the graduated permeability models, both instances where the permeability varies
vertically result in markedly diﬀerent pressurisation patterns compared to the orig-
inal model (U1). When the permeability decreases towards the surface (Gz−), the
gas within the conduit is pressurised, whilst that in the core is under lower pressure.
The higher conduit pressure is maintained due to the less permeable surroundings
(including the core). Depressurisation in this model is restricted to the core domain,
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Figure 9.8: Start pressure and the end pressure change for two cross sections through
the model: one through the conduit, the other through the FZ. The country rock
permeability is 10−16 m2.
and is biased towards the region immediately adjacent to the FZ. In contrast, when
the permeability increases towards the surface (Gz+), the entire conduit and core
have less pressurisation, due to the decreased volume of stored gas and the shallower
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depths at which it is stored. However, once the FZ occurs, the higher permeability
of the upper conduit permits gas to escape, resulting in depressurisation throughout
the upper conduit. The depth of this depressurisation is determined by the conduit
permeability gradient.
With a horizontal permeability gradient within the conduit (Gxc and Gxw), the
diﬀerences are less obvious. Both models are very similar to U1, although the pres-
surisation in all domains is lower. Furthermore, decreasing the permeability towards
the conduit-wall boundary (Gxc) results in a lower pressurisation within all domains
compared to Gxw. For example, the core pressure is 1.5 MPa lower than when the
conduit permeability increases towards the boundary (Gxw). Similarly, the conduit
and carapace pressures are also lower by 0.6 MPa and 1 MPa, respectively. Con-
sequently, increasing the conduit permeability towards the boundary (Gxw) results
in greater pressurisation. The high permeability at the conduit-wall boundary is
conﬁned by the low permeability of the country rock and also partially by the lower
permeability of the conduit centre. In response to the FZ both Gxc and Gxw show
very similar depressurisation patterns to that in U1.
Figure 9.9 shows the pressure plots for the initial pressurisation and the end pressure
change for the same models, but for a more permeable country rock (10−12 m2).
Compared to the less permeable country rock (Figure 9.8), the majority of the
models show a lower initial pressure with the more permeable country rock. The
exceptions to this are models U2, Ax and Gz+. These three models showed the
least internal pressurisation for the less permeable country rock (Figure 9.8) and they
show similar behaviour due to their comparable permeability conditions. In each of
these three models, the conduit permeability (or vertical conduit permeability) is
less than that of the core. Whilst U2 and Ax show a lower conduit pressure, the
core has a higher pressure than with the less permeable country rock. In contrast
Gz+ shows increased pressurisation in both the upper conduit and the core. An
increased internal pressurisation with an increase in the “conﬁning permeability”
seems counter-intuitive. However, in U2, the increased country rock permeability
equals that of the conduit and, therefore, this increases the volume of gas available.
When the country rock has a low permeability, the core may only be supplied with
gas from the conduit. However, if the conduit and country rock permeabilities are
equal, the gas source region is signiﬁcantly larger. In Ax, the horizontal conduit
permeability is greater than the vertical. Consequently, when the country rock
permeability is low, the gas is unable to utilise this and must transfer vertically.
However, opening the country rock to gas transfer allows viable horizontal degassing.
Therefore, similar to U2, gas may be transferred between the conduit and country
rock. Gas within the country rock may originate from the magma body at deeper
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Figure 9.9: Start pressure and end pressure change for the models when the country
rock has the higher permeability of 10−12 m2.
levels, the conduit, or geothermal ﬂuids. This sharing of the gas between the conduit
and country rock results in a decrease in the conduit gas pressure (because the gas is
lost to the country rock), but an increase in the country rock pressure as it receives
gas from the conduit and other source regions. In the case of Model Gz+, the
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permeability increases with decreasing depth within the conduit and core. Hence,
the volume of gas stored in the upper regions is limited by the permeability and
available gas below. However, with a more permeable country rock, there is the
potential for gas to transfer from the country rock to the upper regions of the
conduit and core, thus increasing the conduit gas pressure. Increasing the country
rock permeability in this model increases the pressurisation of every domain in the
volcano.
The depth to which the conduit depressurises in response to the FZ is also inﬂuenced
by the country rock permeability. For a low country rock permeability (Figure 9.8),
large regions of the conduit beneath the dome are depressurised. This is because the
gas was conﬁned to the conduit and therefore, readily takes advantage of the new
vertical degassing route. In contrast, the higher country rock permeability provides
a viable exit route for the gas, so the FZ has less eﬀect on the conduit, because there
is less gas available for removal. Surprisingly, the model which shows the greatest
magnitude of depressurisation is Model Gz−, although this is extremely localised
to the region of the FZ and the core immediately juxtaposed. The country rock
and dome talus average pressures are always greater when the country rock is more
permeable. The dome talus pressure is greater because the higher country rock
permeability permits gas storage within the country rock which subsequently may
migrate to the dome talus.
9.2.3 Displacement and gas velocity
Figure 9.10 shows the surface response to the permeability conditions for model U1
and Gz−, for country rock permeabilities of 10−16 m2 and 10−12 m2. For the two
country rock permeabilities, all the models, except Gz−, show the initial surface
displacement, end surface displacement change and gas velocity patterns as shown
for U1, with magnitude being the only diﬀerence between them. The greater the
initial surface displacement, the greater the change in response to the FZ. This is
because the initial displacement pattern is generated by the stored gas. The greater
the volume of stored gas and related pressurisation, the greater the volume of gas
may be lost, resulting in depressurisation and deﬂation. The models which show the
greatest surface displacement are U1, Az, Gxc and Gxw. These models have the
greatest average conduit permeability or the highest conduit permeability is in the
vertical. Furthermore, those models with the greatest surface displacement and end
surface displacement change also show the greatest surface gas velocity.
However, Model Gz− shows a displacement change pattern which is markedly diﬀer-
ent. This is particularly evident when the country rock is more permeable (10−12m2).
The displacement pattern includes a very localised deﬂation, and less of the sur-
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Figure 9.10: Start surface displacement, end surface displacement change and the
end surface gas velocity for models U1 and Gz− for the two diﬀerent country rock
permeabilities. Despite the variations in conduit permeability, all models except
Gz− show the same basic start and end displacement and gas velocity patterns as
U1. The only diﬀerence between the model runs is the magnitude.
rounding region is aﬀected. The reason for this is the localised depressurisation
pattern. Whereas in the other models the entire core is aﬀected by the FZ within
the carapace, in Model Gz−, only the region immediately adjacent is aﬀected.
All models show the same basic gas emission pattern - a localised fumarole above
the FZ. The only diﬀerence between the models is the magnitude. However, with
a more permeable country rock, there is more widespread degassing evident which
may be visible on the ﬂanks of the volcano (or further aﬁeld) as either smaller, less
proliﬁc fumaroles or diﬀuse degassing. Figure 9.11 shows estimates for the gas lost
from the core and conduit, and the maximum surface emission rate for each model.
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Figure 9.11: Estimates for the gas lost (t) from each of the conduit and core domains
and the maximum surface gas emission rate (t/day) for the models with the diﬀerent
country rock permeabilities. The maximum (100 ktd−1) and average (9− 24 ktd−1)
emission rates as estimated by Edmonds et al. (2002) for dome building eruptions
are Soufrière Hills volcano are indicated for reference.
Increasing the country rock permeability leads to less gas lost from the core because
there is less gas available within this domain. However, the gas lost from the conduit
is more complex due to the variations in the permeability conditions modelled. For
the less permeable country rock, U1, Az, Gxc and Gxw show similar levels of
gas loss from the conduit and core domains, and also a similar rate of surface gas
loss. This is due to the similarity in their initial pressure patterns and the manner
in which they respond to the FZ with extensive depressurisation within the core,
and upper conduit (Figure 9.8). Furthermore, U2 and Ax also show comparable
levels of gas loss and degassing rate, although this is lower than U1, Az, Gxc and
Gxw. In conjunction with the pressure and displacement patterns, the degassing
behaviour of Gz− is diﬀerent. This model shows a large volume lost from the core,
but markedly less from the conduit. Furthermore, this model also shows the greatest
surface gas emission rate. This is due to the high velocity generated by the localised
pressure increase in the core adjacent to the FZ.
For a more permeable country rock, the degassing behaviours of all models are very
similar, except in Gz−. The similarity between the other models is due to the
sharing of gas between the conduit and country rock which limits the eﬀect of the
permeability variations. Gz− shows a decreased gas loss and emission rate because
the lower permeability in the core contains less gas to be lost. Furthermore, the
higher country rock permeability prevents pressurisation within the conduit and
therefore, a large pressure gradient is not generated which would force more gas
from the system.
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9.2.4 Changing the minimum conduit permeability
To further investigate the eﬀects of permeability variation within the conduit, the
models are repeated for diﬀerent minimum conduit permeabilities as shown in Ta-
ble 9.3. The maximum conduit permeability is kept constant at 10−10 m2. The initial
results and the response to the FZ for each of these model runs are summarised in
Figures 9.12 and 9.13, respectively.
Uniform conduit permeability
The ﬁrst runs of the two Uniform models have the same permeability conditions
in both the conduit and core. In both Models, U1 and U2, changing the conduit
permeability has a big impact upon the pressurisation of each domain, the surface
gas velocity and the surface displacement. However, the diﬀerence between the
results of the two models, particularly for the lower country rock permeability, is
limited suggesting the permeability of the core, has little impact. For example,
Uniform
U1 U2
1 2 3 1 2 3
Conduit k (m2) 10−10 10−12 10−14 10-10 10-12 10-14
Core k (m2) 10−10 10−12 10−14 10−10 10−10 10−10
Anisotropic
Az Ax
1 2 3 1 2 3
Vertical Conduit k (m2) 10−10 10−10 10−10 10-12 10-14 10-16
Horizontal Conduit k (m2) 10-12 10-14 10-16 10−10 10−10 10−10
Core k (m2) 10−10 10−10 10−10 10−10 10−10 10−10
Gradient
Gz− Gz+
1 2 3 1 2 3
Base Conduit k (m2) 10−10 10−10 10−10 10-12 10-14 10-16
Top Core k (m2) 10-12 10-14 10-16 10−10 10−10 10−10
Gxc Gxw
1 2 3 1 2 3
Centre Conduit k (m2) 10−10 10−10 10−10 10-12 10-14 10-16
Conduit wall k (m2) 10-12 10-14 10-16 10−10 10−10 10−10
Core k (m2) 10−10 10−10 10−10 10−10 10−10 10−10
Table 9.3: Permeability conditions for the models with each conduit permeability
variation type. Each model is run three times for a diﬀerent lowest permeability
(shown in bold). In U1 the conduit and core always have the same permeability,
whilst in U2 the conduit permeability is either equal to or less than the core, where
the core always has a permeability of 10−10 m2.
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Figure 9.12: The initial results for the three model runs for the eight models. For
each model and country rock permeability, the minimum conduit permeability de-
creases from left to right.
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Figure 9.13: The change in average pressure for each domain, maximum gas velocity
in the top of the scar and maximum and average surface displacement for each model
in response to FZ. Each model is run three times for diﬀerent minimum conduit
permeabilities. This is then duplicated for the more permeable country rock of
10−12 m2. For each property, the start and end value is plotted. The ﬁrst model of
U1 and U2 is the same with a conduit and core permeability of 10−10 m2 (this is
the original model 19). This permits easy comparison of the diﬀerent model runs
to determine the eﬀects of changing the permeability conditions within the conduit.
The average pressure graphs are grouped diﬀerently from Figure 9.12 due to the
variation in scale.
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in the third run of U2, despite a core permeability of 10−10 m2, and a conduit
permeability of 10−14 m2, there is only a small diﬀerence compared to when both
domains have the same permeability of 10−14 m2 (third run of U1). This may be
explained by the decreased volume of stored gas - the smaller the region containing
gas, the lower the pressurisation and consequently the decreased change in surface
observations. A greater diﬀerence between the initial and end behaviour of the two
models occurs when the country rock has the higher permeability (10−12 m2). In
this case, decreasing the minimum permeability (conduit) in U2 has a greater eﬀect
than in U1 (conduit and core), for both the initial results (Figure 9.12) and in
response to the FZ (Figure 9.13).
Anisotropic conduit permeability
In Az, the permeability is greater in the vertical (parallel to the conduit), whilst
in Ax, the permeability is greater in the horizontal direction, suggesting bubble
elongation or horizontal bubble alignment, respectively. For both models, the con-
duit is the only domain with an anisotropic permeability, all others are set to a
uniform value. For the low permeability country rock, there is very little variation
in the results for decreasing the horizontal permeability in Az. This is because,
the permeability of the country rock is too low to permit eﬃcient lateral degassing.
Consequently, even with a high horizontal permeability, the gas continues to be lost
vertically. However, with an increased country rock permeability, there is a small
increase in the initial average country rock pressure of 0.1 MPa (Figure 9.12) when
the horizontal conduit permeability is increased from 10−16 to 10−12 m2, illustrating
some gas is being lost horizontally.
For Ax (where the horizontal permeability is greater than the vertical), there is
greater variation in the results when the country rock has a low permeability, such
that as the vertical permeability is decreased, the pressure in all domains decreases
(Figure 9.12). Furthermore, the pressure within the carapace, FZ and dome talus
are all very low. This is because gas is preferentially lost laterally through the
country rock rather than vertically through the bulk of the dome. However, the core
experiences greater initial pressurisation when the country rock is most permeable.
A higher country rock permeability permits gas to escape from the conduit laterally,
thereby increasing the pressurisation of the country rock. This gas may then escape
in all directions through the country rock, including vertically towards the core. For
a high country rock permeability, there is little change in the pressurisation, gas
velocity and surface displacement in response to the FZ for decreasing the vertical
conduit permeability (Figure 9.13).
In the modelled scenario, the greater pressurisation occurs when the permeability is
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greater in the vertical rather than the horizontal direction (Az is more pressurised
than Ax). This is echoed by a greater degree of surface displacement. Consequently
the domains in Az experience greater depressurisation than Ax when the country
rock permeability is low because there is more gas available to be lost. However, for
a high country rock permeability, the change in pressure, gas velocity and surface
displacement is very similar, indicating similar volumes of gas are lost from both
scenarios, despite the greater initial pressurisation of Az.
Gradient conduit permeability
Four models investigate gradient permeability within the conduit - two vertical
(Gz−, Gz+), and two horizontal (Gxc, Gxw). Decreasing the conduit permeability
vertically towards the surface (Gz−) results in a higher average conduit pressuri-
sation compared to U1. Furthermore, in contrast with all the other models, when
the country rock has the lowest permeability, decreasing the minimum conduit per-
meability in Gz−(upper conduit and core) results in increased pressurisation of the
conduit (by 1 MPa between 10−12 and 10−16 m2) (Figure 9.12). This increase results
from the lower permeability of the upper conduit and core having an increased seal-
ing capacity over the underlying, more permeable conduit. Furthermore, decreasing
the permeability closer to the surface results in less pressure change in response to
the FZ because the gas is prevented from reaching this degassing outlet (Figure 9.13).
Increasing the conduit permeability towards the surface (Gz+), results in decreased
pressurisation within the conduit and core, when the country rock is less perme-
able, which further decreases with decreasing permeability at depth. As this deeper
(minimum conduit) permeability decreases, it permits less gas to reach the upper
conduit and core. Consequently, as this same permeability decreases, the pressure
change in response to the FZ also decreases (Figure 9.13). However, for a more
permeable country rock, the pressure change is very similar between all model runs
of Gz+, because the core can still receive gas from the surrounding country rock
which is subsequently lost through the FZ.
In Gxc, the permeability decreases towards the wall-rock, whilst in Gxw, the per-
meability increases. There are only small variations in the results between these two
models. The only diﬀerence is a small increase in the pressurisation inGxw which re-
sults in a higher maximum surface displacement (Figure 9.12) and a slightly greater
displacement change in response to the FZ (Figure 9.13).
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All models
Increasing the country rock permeability, in these models, always increases the coun-
try rock average pressure (Figure 9.12). This is because the greater permeability
permits the gas to escape from the interior of the volcanic conduit horizontally into
the country rock. Hence there is a greater volume available for gas storage. This is
shown at the surface by a greater average surface displacement, although not always
the greater maximum (Figure 9.12). The greatest maximum surface displacement
is reserved for those models which are able to maintain the highest localised pres-
surisation, resulting in a localised maximum, but with less displacement elsewhere
resulting in a lower average (Figure 9.12). For all models, there is always a decrease
in the average pressurisation in the conduit, core, carapace and country rock in
response to the FZ (Figure 9.13)
For the high country rock permeability, the initial maximum gas velocity (Fig-
ure 9.12) is very similar between the model runs, because the gas is emitted above
the country rock, rather than over the conduit due to the imposed sealing from
the carapace. However, for a less permeable country rock, the maximum initial
surface gas velocity increases with increasing minimum conduit permeability, ex-
cept in models Az, Gxc and Gxw where there is little change between the model
runs (Figure 9.12). The higher vertical conduit permeability in Az continues to
move gas upwards regardless of the decreasing horizontal permeability. In Gxc and
Gxw changing the minimum permeability has little eﬀect because the more per-
meable portion of the conduit, albeit at the conduit centre or margin, still permits
vertical gas motion.
9.2.5 Implications of permeability variability
In this section, permeability gradients and anisotropy were applied to the conduit.
The results show that changing the conduit permeability in this manner adds addi-
tional complexity to the behaviour of the gas and the resulting pressurisation and
surface displacement. In particular, anisotropy and gradients exert more control
over the direction of gas motion. The gas may be forced preferentially vertically
towards the dome, or laterally into the country rock. The situation is made more
complex by the country rock permeability. A more permeable country rock allows
gas to be lost laterally, whilst a less permeable country rock conﬁnes the gas to the
volcanic interior.
Permeability gradients and anisotropy were investigated independently and only for
the conduit domain. However, in reality, such permeability variations will co-exist
in all regions of the volcano and will vary with depth. For example, fracturing may
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be more proliﬁc closer to the surface. With exsolution increasing on depressurisa-
tion, the volumes of gas available for storage and migration will also increase with
decreasing depth. Sealing mechanisms and magma motions will also generate their
own permeability changes. If the diﬀerent gradient and anisotropic permeability
variations were modelled as co-existing within the same system, this has the poten-
tial to make the system even more complex and generate diﬀerent results dependent
upon which variation was dominant. For example, if the permeability within the
conduit increases both towards the country rock and the surface, the volume of gas
lost horizontally would increase towards the surface. Furthermore, setting perme-
ability variations to diﬀerent parts of the volcanic system can further complicate
the situation. For example, vertical anisotropy at the conduit-wall boundary gener-
ated by shear can provide an eﬀective degassing route. However, if the permeability
within the conduit interior decreases towards the boundary, gas may be unable to
reach and utilise the degassing pathway.
Permeability gradients and/or anisotropy add complexity to a volcanic system and
can enhance or limit the migration of gas to the surface. A lower permeability near
the surface, due to sealing, implies gas can become trapped at deeper levels and is
not released by fracturing at shallow levels within the dome.
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9.3 Eﬀects of Topography
Here, the model from Chapter 8 is continued, to investigate the eﬀects of chang-
ing the topography. In the original model conﬁguration, a scar was introduced to
simulate that formed on Soufrière Hills during the February 2010 partial collapse
event. For comparison, results are presented here for the same model, but without
the scar (Figure 9.14). With the scar, the modelled dome volume is 0.33 km3, whilst
without it is 0.42 km3. This added mass increases the dome talus volume by 11%
and increases the maximum lithostatic pressure by 2%.
(a) With Scar (b) Without Scar
0 1170Height a.b.s.l.(m)
Figure 9.14: The topography for the two model conﬁgurations (a) the original model
from Chapter 8 with the scar, and (b) the model without the scar.
This section refers to models both with the scar (from Chapter 8) and without. In
order to distinguish between them, single models without the scar are preﬁxed with
t and model groups with T.
9.3.1 Pressure
The initial average pressure (Figure 9.15) in each domain follows a pattern very
similar to that of the examples with the imposed scar (Figure 8.2, Page 119). This
shows the dominant controller of the average pressure is not the actual topography,
but the permeability relationships. However, plotting the diﬀerence between the
two sets of models, as a percentage, shows there are diﬀerences (Figure 9.16). In
particular, the average dome talus pressure varies by up to 50%, with the most
notable increase in t19, t21, and t25 - t28. However, the greatest percentage
increase occurs in the models which had the lowest dome talus average pressure in
the original models. Therefore, an increase of 50% is not as signiﬁcant as it appears.
The carapace and core domains also show an increase in average pressure compared
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to the original models, although this is less than 20%, with the greatest increase
occurring in models t26, t28, t32, t34 and t36. In terms of actual values of increase,
t20, t22, t26 and t28 experience the greatest change in dome talus pressure (0.5
- 1 MPa). Whilst the greatest increase in the core and carapace domains occurs in
models t6, t12, t18, t22, t26 and t28 (Core: 0.7 - 1 MPa, Carapace: 1 - 1.1 MPa).
t20 also shows a large pressure increase in the carapace (0.9 MPa), but not the core.
All these models have the lowest dome talus permeability which is the same as that
in the carapace (10−14 m2). Consequently, the interior of these models is conﬁned
by a combination of the carapace and the dome talus.
The increase in average pressure is greatest within the dome talus due to the in-
creased dome talus volume. The core and carapace also experience pressure increases
due to the proximity of the extra dome talus load. The inﬂuence of actual topo-
graphic features (rather than the inﬂuence of an overburden “mass”) decreases with
depth and distance from the features. Consequently, the change in pressure within
the conduit and country rock are signiﬁcantly less at < 2.5% (< 0.4 MPa) and
< 2.0% (< 0.2 MPa), respectively.
9.3.2 Pressure change
The end pressurisation of these volcanic systems is, in some cases, signiﬁcantly
higher than in the original models. In particular, the diﬀerences in the end pressure
of the dome talus, core and carapace have extremes of 350 %, 150 % and 90 %,
respectively. However, the change in end pressure in the conduit and country rock
is much smaller at less than 8 % and 2.5 %, respectively. These percentages are
markedly higher than that for the diﬀerence in initial pressurisation. Consequently,
these alterations are more signiﬁcant than can be explained by the extra mass alone,
and indicates the additional dome volume aﬀects the manner in which gas behaves
within the volcano in response to the FZ.
The pattern of the change in average pressure (Figure 9.17) in response to the FZ is
also very similar to that of the original models with the scar (Figure 8.3). However,
there are signiﬁcant diﬀerences, particularly in the magnitude of the pressure change
in certain models, whilst in others the pressure change is the same. Furthermore,
whilst 55 showed the greatest pressure change in the conduit with the scar present,
in these results (without the scar), the greatest conduit pressure change occurs in
t61. t61 also shows the greatest pressure change in the core and carapace, in
concurrence with 61. In the original set of models, some showed depressurisation in
the dome talus, however, with the changed topography, all models which previously
showed the greatest pressure change now show pressurisation.
Plotting the diﬀerence in end pressure change (Figure 9.18) between the two sets
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Figure 9.15: The average pressure in each domain at the start. The pattern is
very similar to that for the original models with the scar (compare with Figure 8.2,
Page 119).
of models highlights more readily the changes to the results due to the impact of
the diﬀering topography. In this plot, a positive diﬀerence means less depressuri-
sation, whilst a negative diﬀerence shows greater depressurisation, compared to the
original models. In general, the greater the original pressure change in the core and
carapace due to the FZ, the greater the increase in end pressure for the changed
topography. The greatest diﬀerence in pressure change of the core, carapace and
conduit occurs in models t19, t55, t62, t64. These models show considerable de-
pressurisation in response to the FZ. However, this large positive diﬀerence between
the models indicates the increased dome talus mass prevents these volcanic systems
from depressurising to the same extent. However, other models (t21, t57, t61 and
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Figure 9.16: The diﬀerence in initial average pressure for the models without and
with a scar, plotted in pascals and as a percentage. All domains show an increased
average pressure when the scar is omitted. The conduit and country rock have not
been included as the percentage increase is relatively minor compared to the three
domains shown (Conduit: < 2.5 %, Country rock: < 2.0 %). Only the diﬀerence
with a FZ of 10−10 m2 is shown. See Figure 9.15 for the legend for the domain
permeabilities.






























































































Cor Car DT CRCon FZ
Figure 9.17: Change in average pressure at the end of each model without the scar.
The pattern is similar to that for the original models, however, the dome talus
average pressure is very diﬀerent. Compare with Figure 8.3, Page 123. For Core
(Cor), Carapace (Car), Conduit (Con), Dome Talus (DT) and Country Rock (CR).
See Figure 9.15 for the legend for the domain permeabilities.
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t72t6 t12 t18 t24 t30 t36 t42 t48 t54 t60 t66
Figure 9.18: Diﬀerence in end pressure change between the models without the scar
compared to the original models (subtracting the change in pressure with the scar
from the change in pressure without the scar). Most models show an increase in
the pressure change, which because the original values were negative, means less
depressurisation and therefore less gas loss. See Figure 9.15 for the legend for the
domain permeabilities.
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t63) which depressurise in response to the FZ show little or no diﬀerence with the
changed topography. This indicates these volcanic systems are still able to depres-
surise signiﬁcantly (almost to the same extent) despite the changed topography. In
t21 and t57, the change in pressure is less than t19 and t55 due to a decreased
core permeability. Consequently, it should be expected that the diﬀerence in pres-
sure change would be comparatively less. However, t61 and t63 show considerably
less diﬀerence in the pressure change compared to t62 and t64 due to the diﬀerences
in dome talus permeability. In the former, the dome talus has the high permeability
of 10−12 m2, which in combination with the high interior pressure gradient (due to
low carapace and country rock permeabilities), permits the gas to readily escape. In
contrast, the lower dome talus permeability in t62 and t64 acts as a seal and pre-
vents the gas from escaping as it did previously due the increased volume of material
the gas must pass through. Models t67, t69 and t71 show a negative diﬀerence in
pressure change indicating a larger depressurisation of the core and carapace. How-
ever, at less than 0.3 MPa, this is small and is due to the increased initial pressure.
Similarly t61 and t63 show a negative diﬀerence in pressure change within the con-
duit of 0.3 MPa. The increased initial pressure indicates the presence of more gas,
which is subsequently lost post-FZ, resulting in greater apparent depressurisation of
these domains.
The greatest diﬀerence in dome talus pressure change occurs in models t19, t55, t56,
t58, t62, t64. These models are amongst those with the most pressurisation at the
start and result in the greatest pressure change post-FZ. Consequently, the greater
the initial pressurisation, and resulting pressure change of the interior domains, the
greater the increase in pressure change within the dome talus.
Increased pressure at the end within the core, carapace and conduit indicates less
gas is being lost from the volcanic interior in response to the FZ. However, increased
pressure within the dome talus suggests gas is being stored or restricted within the
dome talus itself.
9.3.3 Displacement
In concurrence with the initial pressure and the pressure change at the end, the ini-
tial displacement and the resulting displacement change follow the same pattern as
the original models, regardless of the changed topography (Figure 9.19). However,
the magnitudes of the displacement change, both inﬂation and deﬂation are lower.
In general, the greater the initial maximum surface displacement, the greater the
diﬀerence between the two sets of models (Figure 9.20), such that a model showing
a high initial surface displacement, also shows a greater diﬀerence from its counter-
part in Chapter 8. However, t19, t55 - t64 are notable in showing a lower initial
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maximum surface displacement than their counterparts. The low country rock per-
meability, coupled with the more permeable interiors and low carapace permeability
(t55 - t64) shows these models would initially have a highly pressurised conduit
and surrounding region, but much less pressurisation within the country rock. Con-
sequently, the localised nature of this pressurisation results in less displacement at
the surface, which is further minimised by the greater distance to the surface due
to the larger dome talus bulk.
The greater the deﬂation in Figure 9.19, the greater the diﬀerence in deﬂation be-
tween the two model sets (Figure 9.20). This shows the changed topography is
retaining more gas and restricting its loss to the atmosphere. Furthermore, for
many models, particularly those with the more permeable carapace of 10−14 m2, the
diﬀerence in inﬂation follows a similar pattern to that of the deﬂation (Figure 9.20).
Many models are experiencing less deﬂation because the gas is being redistributed
through the volcanic structure and its loss restricted rather than the gas simply
escaping to the atmosphere.
t2, t4, t8, t10, t14 and t16 are very notable in showing less inﬂation (1 - 1.5 cm)
in response to the FZ with the changed topography (Figure 9.20). These six mod-
els have the same carapace (10−14 m2), country rock (10−12 m2) and dome talus
(10−14 m2) permeabilities. In the models with the imposed scar, these models re-
sulted in a very localised inﬂation due to gas being partially sealed by the low
permeability of the dome talus, and because the internal pressure gradient was too
low, this gas could not readily escape. However, with the increased dome talus bulk,
the gas may penetrate further into the dome talus structure thereby reducing the
maximum surface inﬂation, but resulting in a greater region experiencing inﬂation.
The models with the greatest surface deﬂation (t61 and t63) (Figure 9.19) show
small changes to the inﬂation (Figure 9.20). Similarly, the models with the greatest
surface uplift (t56 and t58) show small changes to the deﬂation.















































































Figure 9.19: Initial maximum surface displacement and change, for the models with-
out the scar, in response to the FZ. Compare with Figure 8.5 (Page 129). See
Figure 9.15 for the legend for the domain permeabilities.


































































Figure 9.20: Diﬀerence in initial maximum surface displacement, and displacement
change in response to the FZ, in terms of inﬂation and deﬂation, between the two
sets of models (subtracting the change in pressure with the scar from the change
in pressure without the scar). Only the diﬀerence with a FZ of 10−10 m2 is shown.
A positive change in inﬂation means greater inﬂation, whilst a positive change in
deﬂation means less deﬂation for the changed topography in comparison to the orig-
inal models. Many models show decreased deﬂation or increased inﬂation with the
changed topography. See Figure 9.15 for the legend for the domain permeabilities.
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9.3.4 Groups
Whilst there is little change in the initial pressure, subtle changes to the pressure
change response has resulted in diﬀerences in the displacement change with the
diﬀerent topography. Not only has the response changed, but some models in the
groups with the scar no longer ﬁt into the same groups (Figure 9.21). Whilst Groups
1 (T21) and 4D (T8) still contain the same models, all other groups have changed.
Group T1 is characterised by a ring of deﬂation centred around the FZ, with the
strongest subsidence to the NE. Above the FZ there is a very minor inﬂation. This
displacement pattern is due to a small volume of gas exiting the core into the dome
talus. This results in pressurisation within the dome talus, but the loss of gas from
the core adjacent to the FZ causes the subsidence. This group (T1) contains all the
members of Group 4A which have a dome talus permeability of 10−12 m2, plus Model
t36. Model t36 is an exception in this group with a lower dome talus permeability
of 10−14 m2. However, it behaves in the manner of T1, rather than as T7 due to the
low conduit permeability (10−14 m2). All other models from Group 4A, which have
a dome talus permeability of 10−14 m2 (t24, t30, t42, t48, and t54) have moved
to Groups T3 and T7. Group T2 contains the same members as Group 1, but the
displacement has changed to being dominantly inﬂation, with a minor deﬂation to
the NE. This is similar to the pattern seen in T1, but the deﬂation is less extensive
due to the low core permeability. Group T3 contains all the models from 2B in
addition to models t42, t48 and t54 from 4A. These two original groups showed
opposite behaviour (2B: dominant inﬂation, 4A: dominant deﬂation). However, they
all now show dominant inﬂation above the FZ, with minor deﬂation to the SW.
Group T4 contains just four models and is very similar to T3 except the inﬂation is
more extensive due to the lower country rock permeability, conﬁning the gas to the
interior, which is then released into the dome talus post FZ. The remaining members
of 2A move to group T5 which shows a similar displacement pattern to T3 and T4,
except there is more surface deﬂation. The dome talus and carapace permeabilities
are the same in these models, and consequently, when the FZ occurs, the dome talus
becomes the new “seal” and, gas may move from the core into the FZ. This results
in deﬂation over the core, but inﬂation above the FZ. Group T6 is essentially the
opposite to T1 with inﬂation surrounded by deﬂation, and the greatest subsidence to
the SW. This is diﬀerent to Group T5 due to the ring-shaped subsidence around the
inﬂation. The high dome talus permeability implies post-FZ, gas may transfer from
the core into the dome talus. However, the dome talus still restricts gas motion,
resulting in inﬂation, but because of the loss of gas from the core, there is also
1T1 - T8 are used to distinguish the models in this section from those in Chapter 8 with
the imposed scar.
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subsidence. Two models from Group 4A comprise T7 (t24 and t30). In these two
models, the entire dome structure has the same permeability (10−14 m2) which is
higher than that of the country rock (10−16 m2). Therefore, the FZ becomes a region
of very high permeability, surrounded by low permeability material. Consequently,
gas may migrate from the core immediately juxtaposed into the FZ itself, resulting
in pressurisation. Both subsidence and deﬂation signals in these models are very
low at < 1 mm. Group T8 contains all the models from 4D and displays the most
extensive deﬂation observed. However, there is an associated inﬂation to the NE,
although this is always of a lower magnitude to the deﬂation. All these models have
a very low country rock permeability which conﬁnes the gas to the more permeable
conduit and core. Furthermore, the carapace is always less permeable than the core
and dome talus slope. Consequently, the FZ releases the gas which was conﬁned to
the volcanic interior. This gas transfers to the dome talus where it may be partially
restricted prior to emission at the surface. The large volumes of gas which may be
lost from the volcanic interior in this scenario results in the large deﬂation.
Groups T1 and T2 are similar in that they have the inﬂation point over the FZ with a
subsidence to the NW. All other models show the displacement to the SW, over the
core. When the topography is modelled with the scar, all models show a deﬂation
signal, which is usually dominant (except in 2B and 3). However, without the scar,
most models are dominated by inﬂation (except in T1 and T8).
The key to the resultant displacement is the location and volume of gas which is
originally stored, and where this gas migrates to once the FZ occurs, including if it
moves to a new storage location or is emitted to the atmosphere.
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Relative permeability Domains unchanged
T1
Core k = 10−14 m2, AND dome talus k = 10−12 m2
(except model t36). Core
Low permeability core prevents gas loss from underlying conduit and country
rock.
T2
Same as group 1. Carapace k = core k = dome




Permeable country rock overlain by less permeable dome structure.
T3
Country rock k = 10−12 m2, AND dome talus k =
10−14 m2, AND core k > carapace k. Country rock, dome talus
Permeable country rock overlain by less permeable dome, but core is sealed
by carapace.
T4
Country rock k = 10−16 m2, AND dome talus k =
10−14 m2, AND conduit k = 10−10 m2.
Country rock, conduit,
dome talus
Low permeability country rock, carapace and dome talus with a more per-
meable conduit and core.
T5
Carapace k = dome talus k = 10−14 m2, AND
country rock k = 10−16 m2, AND conduit k =
10−12 or 10−14 m2.
Carapace, country rock,
dome talus
Low permeability country rock, carapace and dome talus with a more per-
meable core.
T6
Country rock k = dome talus k = 10−12 m2, AND
core k = 10−10 or 10−12 m2. Country rock, dome talus
Permeable country rock and dome talus with less permeable carapace.
T7
Country rock k = 10−16 m2, AND carapace k =
core k = dome talus k = 10−14 m2, AND conduit
k = 10−10 or 10−12 m2.
Carapace, country rock,
core, dome talus
Conduit is more permeable than surrounding country rock and bulk dome.
T8
Same as 4D. Carapace = 10−14 m2 AND country
rock = 10−16 m2 AND dome talus = 10−12 m2
AND core = 10−10 OR 10−12 m2, OR Carapace
= country rock = 10−16 m2 AND IF conduit =
10−10 m2 AND dome talus = 10−14 m2 THEN core
= 10−14 m2
Country rock
Conduit and core surrounded by less permeable country rock and carapace.
Table 9.4: Permeability criteria determining which model displays which displace-
ment behaviour due to the FZ. See Figure 9.21.

















Figure 9.22: The diﬀerences between groups T2, T3 and T4 showing dominant inﬂa-
tion, and groups T5 and T6 with both deﬂation and inﬂation.
9.3.5 Example Models
As in Chapter 8, example models are shown and described forthwith to illustrate the
pressure change and displacement change characterising each group. For continuity,
the same models used before are described here, despite the redistribution of the
groupings. Consequently, t1 and t39 are both described for T6. Furthermore, t24
is also included as a representative of T7. 24 was a member of 4A and displayed
behaviour in accordance with 47 (the example model for 4A). However, it will be
shown here that the changed topography results in a dramatically diﬀerent behaviour
in response to the FZ.
Example Models: Pressure
Due to the similarity in the initial pressure results to those in Chapter 8, the initial
pressure for the changed topography is not shown. However, the end change in pres-
sure is shown in Figure 9.23, and Figure 8.10 is repeated and reordered for reference
(Figure 9.24). The pressure change within all domains, except the dome talus, is
essentially the same regardless of topography, although of diﬀerent magnitude, as
discussed earlier. The diﬀerence between the models, and the reason they become
subdivided into diﬀerent groups, is the gas behaviour within the dome talus. In all
models, the gas penetrates into the dome talus structure thus increasing its pressure.
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Whilst the interior pressure remains high, gas may be forced through the dome talus
to escape. However, once the pressure drops too low, the volume of gas leaving the
dome talus is matched by that entering from below, due to the continuous supply
of gas.
Example Models: Velocity
Of the example models, t47, t1, t39 and t19 show the most prominent change in
the surface gas velocity in response to the FZ (Figure 9.25). The surface area of
these gas emissions is more extensive than that in the original models with the scar.
In each of these four models, the gas emission is approximately elliptical giving
a surface area of 0.10 − 0.25 km2, which is signiﬁcantly larger than the localised
fumaroles from the original conﬁguration2. The increased dome mass above the
FZ permits the gas to penetrate further into its structure and therefore the surface
emission is larger. In contrast, when the scar is imposed, the distance between the
top of the FZ and the surface is less and therefore, the gas escapes to the surface
without migrating extensively into the dome structure.
By taking the average velocity across this area, the increase in surface gas loss may be
estimated (Figure 9.26). Estimates for the volume of gas lost from the conduit and
core are also presented in Figure 9.26. As seen previously, the core loses the greatest
volume of gas. Despite models t2, t58, t26 and t24 losing signiﬁcant volumes of
gas from both the core and conduit, the surface gas emission rates are negligible.
Instead of rapid loss from the surface of the dome talus, this gas is retained by the
enlarged dome talus, which retards the gas velocity and dramatically decreases its
exit velocity. Model t12 is diﬀerent in that its core gains more gas than it loses.
It gains approximately 1000 t H2O which may be derived from the other domains
such as the conduit or country rock, which both have the same permeability.
Example Models: Displacement
Figure 9.27 shows the total initial displacement and the ﬁnal displacement change
(with respect to the initial) for both the original example models, and the examples
without the scar. Whilst the initial total surface displacement patterns are very
similar, there are striking diﬀerences between the displacement change results. The
most obvious diﬀerence is the dominant deﬂation present in many of the original
model results, has been replaced by a combination of deﬂation and inﬂation. Of the
nine example models, seven (t2, t58, t26, t1, t39, t24 and t19) show very similar
2Assuming an elliptical shape, measuring the length (l) and width (w), and using the
formula: 14πlw.
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Without Scar




























Figure 9.23: End pressure change for the example models without the scar, through
the conduit (left) and through the FZ (right). The permeability conditions for each
example model are shown for reference. Compare with the original models, from
Chapter 8, in Figure 9.24.
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(Original) With Scar




























Figure 9.24: The end pressure change, for the models with the scar, relative to the
initial pressurisation as shown in Figure 8.9. All models show a pressure change in
the vicinity of the FZ. 2A, 3, 4C and 4D also show a signiﬁcant decrease in pressure
within the core.
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(T1) t47 (T6) t1 (T6) t39 (T8) t19
-5.0e-4 1.1e-2Velocity Change (ms-1)
Figure 9.25: Gas velocity change at time 10000 seconds with respect to the initial,
for models t47, t1, t39 and t19. Of the eight example models, these four show the
greatest increase in gas velocity on the surface in response to the imposed FZ.
displacement change behaviour. Namely a strong inﬂation over the FZ “surrounded”
by deﬂation which is most intense towards the SW (over the dome core). This
pattern indicates a migration of the stored gas, which was once conﬁned to the
interior by the “sealed” carapace, into the surrounding dome talus. However, due to
the increased dome thickness above the FZ, the gas is restricted by the dome talus,
with only limited degassing to the surface possible. In contrast, the other example
models (t12 and t47) show diﬀerent behaviour. The uplift has a similar position,
but the deﬂation is most intense to the NE. In both models, the core has a low














t26 t1 t39 t19t24
100 ktd-1
9 - 24 ktd-1 Core (t)
Conduit (t)
Max Surface Emission Rate (t/day)
Figure 9.26: There are large uncertainties in the calculation of the maximum surface
gas emission due to the large surface area the emissions cover. Estimates put the
surface area between 10, 000 to 25, 000 m2. In models t12, t2, t58, t26 and t24 the
gas velocity at the surface is very small resulting in very low surface emissions rates
(t/day). The estimated gas loss (t) for the core in model 12 is not plotted because it
gains more gas than it loses. The maximum (100 ktd−1) and average (9− 24 ktd−1)
emission rates as estimated by Edmonds et al. (2002) for dome building eruptions
are Soufrière Hills volcano are indicated for reference.
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hence the eﬀect of the FZ is limited. Consequently, the FZ itself becomes the source
of the gas, such that the gas moves from the base of the FZ (causing subsidence)
to the top of the FZ (causing inﬂation). The overall displacement change patterns
tend to be larger in the models without the scar. This is related to the depth of the
FZ compared to the top surface of the dome. The dome structure is larger and so
has a greater capacity to restrict the motion of the gas.
The change in displacement pattern for each model at three time-steps (1000 s, 5000 s
and 10000 s), and the end equilibrium, is shown in Figure 9.28. All the example
models illustrate very similar behaviour at these times, with inﬂation above the FZ
at 1000 s coupled with subsidence as gas is transferred from the volcanic interior
into the dome talus structure. The diﬀerences between the models shows as diﬀering
proportions of uplift vs subsidence and the relative locations of these features. In
turn, these are related to whether the gas originates adjacent to the FZ, within the
core and/or the dome talus.
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Figure 9.27: The initial total surface displacement and the end displacement change
patterns for the models with and without the scar. There are no signiﬁcant diﬀer-
ences in the initial surface displacement between the two sets of models, but the
response due to the FZ is markedly diﬀerent.
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Figure 9.28: Displacement change at three time-steps and the ﬁnal equilibrium
displacement change.
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9.3.6 Model 19 comparison
Model 19 (Figure 9.29) and, its counterpart, t19 (Figure 9.30) are used to show how
the pressure changes over the ﬁrst 10000 s inside the volcano have a bearing on the
resultant surface observations. For each time-step of the two models, the pressure
change through the conduit and FZ are plotted along with the surface displacement
change and the change in gas velocity. As noted previously, the pressure change of
the interior is very similar between the two models, with both losing gas (depres-
surising) from the core and conduit. The degree of this depressurisation and gas
loss increases with increasing time from the FZ formation. However, there are large
diﬀerences at the surface. When the scar is imposed on the topography (19), there is
a strong, localised inﬂation by 750 s which increases in magnitude up to 5 cm before
decreasing. By 10000 s, this inﬂation is barely discernible and it is completely lost
by the end equilibrium position, replaced by a large depressurisation caused by the
volume of gas lost from the core and conduit. The initial inﬂation is accompanied
by a highly localised gas emission (fumarole). The maximum gas emission rate is
reached by 1000 s, and the rate gradually decreases as the internal pressurisation
decreases. In contrast, t19 shows a larger region of inﬂation above the FZ and sur-
rounding dome talus, and deﬂation above the core. The magnitude of both increase
with time, although at the end equilibrium, deﬂation is dominant due to the volume
of gas which has been lost from the interior. However, gas is present within the
dome talus structure, as evidenced by both the pressurisation and inﬂation. The
ﬁrst signs of gas emission at the surface do not occur until 5000 s, over 1 hr after
19. Furthermore, contrary to the localised fumarole of 19, the gas emission from
t19 covers a signiﬁcantly larger area, although the gas velocity is much less.
9.3.7 Implications of topography
The topography does not alter the general patterns of pressure and displacement,
indicating the interior permeability is the controlling factor. However, the increased
dome talus mass does aﬀect the manner in which volcanoes respond to changes
within the system, which permits gas to be released into the dome talus. The added
mass impedes the motion of gas towards the surface resulting in less depressurisation
and consequently, less deﬂation in response to the FZ. Furthermore, the movement of
gas from interior regions into the dome structure results in deﬂation over the original
site and inﬂation over the new catchment area. This suggests it may be possible to
use the changing displacement patterns to track movements of large volumes of gas
within a volcanic system.
Unlike those with the scar, many models here predict ephemeral gas emission. The
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gas emission at the surface is dependent upon the interior pressure. Once this
pressure drops too low, gas emission ceases. In reality, this may indicate the size
and depth of a gas storage region.
The dome talus slope is modelled as less permeable than the FZ and so acts as
a partial seal. Furthermore, because the permeability of the dome talus is still
high enough to transmit the gas, gas may still pass through. However, the lower
permeability decreases the gas velocity forcing gas to accumulate (potentially tem-
porarily) within the dome structure. Visible gas emissions would only persist whilst
the pressure gradient is high enough.
Altering the topography in this manner has dramatically altered the pressure change
and displacement change results in response to the FZ and redistributed many mod-
els into separate groups. Models which previously showed similar behaviour now
show a widely diﬀering response. The main reason is the eﬀect of the additional
dome talus bulk. A greater internal pressure gradient is now required to force the gas
through this dome talus material. Once the internal pressure gradient deteriorates
due to loss of gas, the pressure is no longer suﬃcient to force gas from the system,
and it resides within the dome structure itself to be released at a much lower rate,
similar to that of diﬀuse degassing.
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Figure 9.29: Progression showing the relationship between the changing pressure,
displacement and gas velocity for the original Model 19 with the imposed scar.









































-9.6e6 9.9e6Pressure Change (Pa) -0.14 1.5e-2(m) -0.005 7.5e-3(ms-1)
Figure 9.30: Progression showing the relationship between the changing pressure,
displacement and gas velocity for Model t19 without the scar.
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9.4 Summary
In order to accurately model the degassing behaviour and displacement patterns
due to the presence of gas not only are the permeability conditions required, but
an accurate representation of the volcanic structure is also necessary. This includes
both the surface topography and the internal structure of the volcano.
Whilst the conduit plays an important role, the country rocks and dome structure
are also vitally important because the gas must pass through these zones before
emission to the atmosphere.
As has been shown in this chapter, simply changing the surface topography does
not aﬀect the initial pressure and displacement patterns, showing permeability is the
dominant controller in this scenario. However, the topography has a dramatic eﬀect
on the way in which the volcanic gas behaves in response to the FZ. Increasing the
dome volume implies a greater capacity for gas storage, but also a higher pressure
gradient is required to result in visual gas loss from the surface. It is possible
that the movement of large volumes of gas within the structure by means of fracture
development may be monitored due to the change in displacement pattern (assuming
there is no active magma contribution).
The results from this chapter have suggested that whilst permeability variations
within the conduit are evident from the modelled surface results, the diﬀerences
between models are so small, it is unlikely the permeability conditions could be
inferred from surface results. The surface response is largely dependent upon the
average permeability relationships rather than the ﬁner scale features.
The model developed over the last two Chapters (8 and 9) is extremely versatile,
adaptable and especially relevant because it is based on a real volcano. Further
potential adaptations which could be explored include altering the size of the core,
and considering the malleable nature of the core, as suggested by Hale (2008), Hale
et al. (2009a,b), or the addition of spines. Altering the size of the core would change
the size of the gas storage region. A smaller core, would accommodate less gas and
less pressurisation. However, a smaller core, situated further from the surface, would
have implications for the eﬀect of the modelled FZ. Increasing the distance between
the gas source and the surface means the dome structure will play a greater role in
hampering the release of gas and a higher overpressure would be required to force the
gas towards the surface (Section 9.3). A ductile, malleable core has the potential
to limit the eﬀects of surface displacement - if the stress imposed is absorbed by
the reorganisation of the dome structure. Consequently, this could result in a less
extensive displacement pattern, potentially transforming a Group 4D model to one
with a displacement pattern similar to Group 4B. Finally, the intrusion of spines into
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the dome core and carapace structure would potentially limit the storage capacity
of the core, because gas may be able to escape via the margin between the spine and
the surrounding dome (Chapters 5 and 6). Furthermore, less overpressure would be
accommodated because the pressure will force the spines to extrude (Chapter 10.3).
In the next chapter the assumptions laid out in Chapter 2 are revisited and assessed
before the model is used to investigate speciﬁc events on real volcanoes including
Soufrière Hills and Santiaguito.
Chapter 10
Case Studies
In Chapters 3 - 9, a variety of models have been created, using the method presented
in Chapter 2, to investigate diﬀerent volcanological phenomena. The method is
based upon the use of Darcy’s law to calculate the pressure and gas velocity, and the
momentum equation to derive the associated surface displacement. In Chapter 2,
this method was described and a number of assumptions itemized. Here, these
assumptions on the modelling approach are revisited and their impact assessed,
before the method is applied to two speciﬁc case studies.
10.1 Model framework
10.1.1 Boundary conditions
This modelling looks at the state of the volcano at shallow levels. By necessity, the
model extent is ﬁnite, therefore the state at deeper depths must be approximated
by the speciﬁc constraints (boundary conditions). In this modelling framework,
lithostatic pressure was calculated, using a constant density of 2500 kgm−3, and
used throughout and the overpressure corresponding to the permeability conditions
and the contained gas was calculated accordingly, rather than directly imposed.
The consistency of this method approach has its advantages because it allows easy
comparison between diﬀerent systems, in terms of the impact of altering the perme-
ability. However, it is less realistic because it does not take into account changes in
the gas supply or the density.
10.1.2 Permeability
The main aim of the modelling is to determine the impact the permeability has on
the pressurisation, gas velocity and resulting surface displacement. The assump-
tion is this can then lead to discussions regarding the storage, migration and loss of
205
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gas from the system. The choice of permeability values is extremely complicated.
Figures 1.1 (page 9) and 1.2 (page 10) in Chapter 1 highlighted the large varia-
tion in permeability values which have been measured for various quenched volcanic
eruption products and experimental materials. However, these can only give an
approximation of the actual values within the volcano due to the processes occur-
ring syn- and post-eruption, for example ﬂow-induced deformation (Polacci et al.,
2003, Wright and Cashman, 2013) or foam collapse (Westrich and Eichelberger,
1994, Saar and Manga, 1999). Consequently, throughout this modelling a variety of
permeability values have been chosen and models run with small changes to those
permeabilities in order to appreciate how these small changes can impact upon the
volcano’s behaviour (Chapters 3, 8 and 9). By necessity, permeability values have
been set to large domains as an average for that region, for example, the country
rock, conduit and dome. The reality is likely one of pockets of high and low perme-
ability in a state of constant ﬂux dependent upon all the other processes occurring
within the volcano. Attempts have been made to isolate speciﬁc zones, such as con-
duit margins (Chapter 5), sealed layers (Chapter 6) and dome cracks (Chapter 7)
and set the permeability conditions accordingly. The modelling results have shown
diﬀerent permeability combinations may be grouped according to similar resulting
behaviour (Chapters 3, 8 and 9.3). Consequently, it is the relative, rather than the
actual permeability conditions which control the general behaviour. Hence, although
the actual nature of the interior permeabilities in real-time for the active volcano is
unknown, the relationships may be surmised based upon the surface observations.
A particular omission from the modelling as it stands is a lack of consideration
for how the permeability within the degassing pathways will change through time.
In the simulations, the most signiﬁcant degassing pathways (fractures and cracks)
are created as an increase in the permeability (Chapters 5, 7, 8 and 9). Once
created, these pathways are static and remain open for the duration of the model.
In reality, the emitting gas will generate signiﬁcant changes to the entire system,
including these pathways. For example, as stored gas is released, this will decrease
the interior pressure, resulting in subsidence (e.g. Lu et al., 2000). In turn, this can
result in the closure of the pathways (Bluth and Rose, 2004, Holland et al., 2011).
Secondly, viability of a degassing pathway can be reduced in time by vapour-phase
crystallisation (Baxter et al., 1999).
10.1.3 Porosity
The porosity describes the actual voids within a material which could be occupied
by the gas, whilst the permeability deﬁnes the connectivity of the pore spaces which
facilitates the migration and loss of gas. Although the relationship between them
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is not clear (Figure 1.1), the porosity and permeability are intimately linked. For
example it has been shown previously that increasing the porosity from 2 − 90 %
can result in a permeability increase of up to four orders of magnitude (Takeuchi
et al., 2008). However, compared to the permeability, porosity is given far less em-
phasis in this modelling. This is because, from the method outline in Chapter 2,
the porosity does not alter the equilibrium result of a model, it only aﬀects the
duration over which a change occurs when a permeability change is imposed. Con-
sequently, porosity values are set to isotropic constants which remain unchanged
through time. However, attempts are made to choose a porosity value appropriate
to the domains permeability. Consequently, regions of higher permeability are set
to higher porosities and vice versa.
Due to the limited contribution from porosity in this work, it is not included in
the discussions relating to gas storage and migration. Utilising permeable degassing
pathways is a more eﬃcient mechanism for gas migration, compared to gas buoyancy.
All discussions in the text are related to the changes in permeability, because the
permeability determines if gas is permanently stored, or if it can migrate and escape
from the system. Once a viable degassing pathway is established, a high permeability
within the storage region is required for eﬃcient gas loss. If the gas is stored in
unconnected porosity, gas loss would be much slower.
The lack of inclusion of porosity in the density of rock has consequences - a rock
containing 80 % porosity will be signiﬁcantly less dense than one with 10 %. How-
ever, in the calculation for pressure and gas velocity, the rock density is only used in
the boundary conditions to indicate the gas pressure exerted from depth. If porosity
was included, the overall pressure, and consequently the gas overpressure would be
reduced. This would have a greater impact at shallower depths where porosity is
likely to be more signiﬁcant due to continued exsolution and bubble expansion, and
the creation of fractures. However, using a constant rock density of 2500 kgm−3,
will yield the greatest pressure for a given scenario.
10.1.4 Volcanic gas
The volatile content in the model is assumed to be 100 % H2O and the model assumes
all the available pore spaces are ﬁlled with gas. The model neglects the processes of
exsolution, and consequently, the interactions which occur in a multi-volatile system
(Holloway, 1976, Papale, 1999), (except in Chapter 4 where exsolution is included
as an additional source of gas during an unloading event). Furthermore, the supply
of gas from the boundary conditions is inﬁnite, and does not take into account any
changes in the amount of gas available. Changing the permeability due to sealing
or crack development would likely alter the supply rate of gas. This continuous
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supply of gas inevitably forces the system to continuously lose gas, however, in
reality, the supply of gas is ﬁnite. Consequently, the pressurisation as modelled is
likely to be higher than that in real volcanoes. Continuous gas loss would lead to
more signiﬁcant, and earlier development of deﬂation and subsidence. A particularly
relevant example where high gas velocities are maintained is Model 2 from Chapter 7.
In this model, a crack is simulated as an increase in permeability within a narrow
zone extending from the dome surface to the conduit. The model suggests a high
gas ﬂow, which would be accurate at the start of the model, where stored gas is
released. However, as this stored gas is released and the internal pressure decreases,
the gas emission rate in a real volcano would decrease as the gas supply wanes.
Furthermore, the decreased pressure accompanying the gas loss should result in
subsidence (Lu et al., 2000), which in turn would force the crack to close (Bluth
and Rose, 2004, Holland et al., 2011). This may lead to re-pressurisation, as the gas
supply is gradually replenished from depth, returning the system to a state whereby
gas can again accumulate. Such behaviour results in volcanoes exhibiting cyclic
behaviour (e.g. Sparks, 1997, Voight et al., 1999, 2010b).
Gas density
The gas density of H2O is calculated according to the ideal gas law, using a constant
temperature of 850 oC. The diﬀerence between this “ideal” gas density and the true
behaviour of water at high temperatures and pressures is investigated in Appendix C.
The results show, that although the real density of water is less than that calculated
by the ideal gas law, the diﬀerence is fairly insigniﬁcant at the temperature of
850 oC. Furthermore, the eﬀect of temperature on the density is also explored in
Appendix C. In the context of the current model framework and the magnitude
of the pressure modelled, changing the temperature or introducing a temperature
gradient has little impact on the pressurisation results. However, temperature is
important when considering the rheology of volcanic rocks (Section 10.1.5).
A similar discussion is presented regarding the gas viscosity (Appendix C). From the
method in Chapter 2, the gas viscosity only impacts on the gas velocity. The value
of 1.5 × 10−5 Pas was chosen based upon conduit models (e.g. Melnik and Sparks,
1999, Collombet, 2009, de’ Michieli Vitturi et al., 2010, Schneider et al., 2012).
However, this deviates from the true viscosity of water at high temperatures and
pressures. Altering the gas viscosity to more accurate values (e.g. 4.2 × 10−5 Pas
(850 oC)) does impact upon the gas velocities modelled, however they are of the
same magnitude as those derived using the value of 1.5× 10−5 Pas.
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Laminar or turbulent ﬂow
Throughout the modelling, Darcy’s law was used to describe the pressure and gas
velocity. However, Darcy’s law is only valid for laminar ﬂow. Appendix B compares
the gas velocity results for Darcy’s law to those derived from the Forchheimer equa-
tion for turbulent ﬂow. The results show Darcy’s law will always predict a higher
gas velocity. The diﬀerence between the two equations decreases with decreasing
Darcian permeability or increasing inertial permeability. The consideration as to
whether Darcy’s law is applicable is particularly pertinent to the unloading model
(Chapter 4) and the cracked dome models (Chapter 7). In both cases, the velocity
of the gas exiting the high permeability regions (≈ 100 ms−1) would be too high
for laminar ﬂow to be applicable. However, Darcy’s law is useful because, it does
not require an inertial permeability, of which there are only a few measurements
(e.g. Rust and Cashman, 2004, Takeuchi et al., 2008, 2009, Wright et al., 2006a,b,
Yokoyama and Takeuchi, 2009) and it provides the upper limit to the gas velocity
possible.
10.1.5 Rheology
The magma is assumed to be static, and therefore, in addition to lacking the sup-
plementary velocity contribution for the gas, this also impacts upon the surface dis-
placement patterns modelled. For example, the model cannot describe the magma
extrusion which is an additional consequence of pressurisation.
The manner in which a rock deforms is strongly related to the magma composition,
temperature, pressure, gas content and crystallisation (Sparks, 1997, Cashman and
Blundy, 2000, Cashman and Sparks, 2013, de’ Michieli Vitturi et al., 2010, Schneider
et al., 2012). The viscosity is a measure of the resistance to rock deformation in
response to an imposed stress. Viscosity increases with crystallisation (Spera, 2000,
Cashman and Sparks, 2013), but decreases with temperature (Spera, 2000, Llewellin
et al., 2002). The eﬀect of exsolution is dependent upon the nature of the bubbles
- small bubbles at low strain rates increases the viscosity, whilst large bubbles at
higher strain rates decreases the viscosity of the magma (Llewellin and Manga,
2005, Cashman and Sparks, 2013). All the factors combined, generate signiﬁcant
heterogeneity within volcanic systems. For example, the drop in temperature, and
increased crystallisation close to the surface increases the viscosity. Consequently,
rocks close to the surface are more likely to deform in a brittle, rather than ductile,
manner. Sparks (1997) suggest brittle failure of rocks at the magma chamber depths
occurs when the overpressure exceeds 20 MPa. However, for rocks at shallow depths,
this failure is suggested by Sparks (1997) to occur when the overpressure is greater
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than 5 MPa.
Constant values are used for both Young’s modulus and Poisson’s ratio of 10 GPa
and 0.25, respectively. These values were chosen such that the impact of the per-
meability on the surface displacement could be ascertained. From Section 2.4.5,
as either value increases, the surface displacement decreases. Therefore, the eﬀect
of changing either value for the entire model is intuitive. However, as discussed
by Wadge et al. (2006), the value can change signiﬁcantly throughout the volcanic
structure, due to for example, temperature, depth and composition. Furthermore,
the value of either variable can alter as deformation proceeds (Heap et al., 2009). For
example, increased fracturing may decrease Young’s modulus (Heap et al., 2009).
Decreasing the Young’s modulus would make rocks more prone to deformation,
therefore, the surface displacement eﬀects would increase.
Coupled or de-coupled
In all the models which investigate the surface displacement, the domains are cou-
pled. This means that the deformation of each domain is dependent upon those
surrounding it. However, in reality, it is possible for certain domains to be de-
coupled. For example, this may occur along the conduit-wall margin due to brittle
failure (Tuﬀen et al., 2003, Neuberg et al., 2006, Lavallée et al., 2008, 2011). De-
coupling domains can result in more extreme surface displacement patterns than are
modelled here (Appendix D). This limitation is particularly pertinent to the models
in Chapter 5, 8 and 9, but also in the forthcoming case studies.
10.1.6 Topography
Models created in Chapters 8 and 9 utilised real topographic data from Soufrière
Hills volcano (Wadge et al., 2009). For the majority of models (Chapters 8, 9.1, 9.2),
this surface of the dome was modiﬁed to simulate the existence of the 11 February
2010 collapse scar. However, in Chapter 9.3, this collapse scar was not present.
Therefore, comparing the models from Chapters 8 and 9.3, provides some indication
as to the dependency of the results on the topography. Varying the topographic
surface aﬀects the results in two main ways: ﬁrstly, a diﬀerent topography will exert a
diﬀerent pressure in terms of lithostatic load; secondly, changing the topography will
alter the distance between the surface and important features simulated inside the
volcano (for example, the core and carapace structure within the dome in Chapters 8
and 9). In the case of the models with the scar (Chapter 8), the modelled FZ event
resulted in dominant deﬂation of the surface, whilst the same event without the
scar showed dominant inﬂation (Chapter 9). A simple comparison of the models in
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Chapter 7.2 shows that even altering the location of cracks can have a signiﬁcant
impact upon the displacement patterns observed.
The results suggest that to provide an accurate representation of the deformation
patterns for a particular volcano, the general form of the topography is required.
Unfortunately, this does imply that model results are not always directly transfer-
able between volcanoes, particularly if their topographic surfaces are signiﬁcantly
diﬀerent, for example Soufrière Hills volcano versus Santiaguito or Colima. However,
this does not take into considerations any alterations to the interior. For example,
a diﬀerent dome topography will likely be composed of a diﬀerent dome structure.
10.1.7 Summary of results
As shown in Chapters 3, 8 and 9, the results are strongly related to the permeability
conﬁgurations applied (Chapters 3, 8 and 9). In order to reach signiﬁcant internal
pressurisations, a high contrast in the interior permeabilities is required (Chapter 3).
The overpressure derived can range from ≈ 3 MPa for a less pressurised system to
25 MPa when the gas is conﬁned to the high permeability conduit (e.g. Chapter 3).
Consequently, some models represent systems where the yield strength of the rocks
would be exceeded (magma chamber: ≈ 20 MPa, near-surface: ≈ 5 MPa (Sparks,
1997)). Therefore, these system will likely result in brittle failure, either along the
conduit-wall margin or through explosive eruption.
Gas velocities are measured for all the models, and gas emission rates are calcu-
lated for models in Chapters 8 and 9. In some cases, the gas velocities exceed the
limitations of Darcy’s law (Appendix B), most notably the unloading model from
Chapter 4 and the cracked dome models (Chapter 7). The maximum emission rates
calculated (100 td−1 to 50 ktd−1) for the models in Chapters 8 and 9 lie in the range
of those estimated for Soufrière Hills volcano during dome building phases (Edmonds
et al., 2002). These rates gradually decline as the internal pressure decreases due to
the release of gas.
The modelled surface displacement measurements in response to a simulated change
are more extreme in the two-dimensional systems (Chapters 5 - 7), with localised
uplift of up to 50 cm in the cracked dome models (Chapter 7). This is due to the
lack of lateral extent as is present in three-dimensions. In Chapters 8 and 9, all
models predict mm displacement, with notable exceptions being Models 19, t19,
t58, with subsidence of 25 cm (19) and 14 cm (t19) and uplift of 18 cm (t58).
However, these models are the most pressurised with gas overpressures exceeding
20 MPa, which is signiﬁcantly higher than the yield strength of rocks (≈ 5 MPa
(Sparks, 1997)). Therefore, it is likely these systems would undergo failure before
reaching such high gas overpressures.
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10.1.8 Implications
The model as it stands provides pressure, gas velocity and displacement results,
which generally lie in the range observed at real volcanoes. However, the eﬀect of
the assumptions applied must be considered when interpreting the results. These
assumptions, in particular omission of inertial eﬀects, ideality, saturation and an
inﬁnite supply of gas, all act to ensure the model provides the extreme solution to
any particular scenario. Through setting bulk permeabilities, porosities and elastic
moduli, the model neglects the ﬁner detail and concentrates on the larger scale
features.
Acknowledging the consequences of these limitations, the method may be applied
to two case studies. Firstly, an ash-venting event at Soufrière Hills volcano after
a prolonged period of no magma extrusion, and secondly, ring-shaped degassing at
Santiaguito. For each event, details about the volcano and the observations are
outlined before a model scenario is presented and the results analysed. The aim is
to apply the method to these scenarios in an attempt to understand the permeability
relationships required during each event.
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10.2 Ash-Venting at Soufrière Hills volcano
Soufrière Hills volcano is located on the southern half of Montserrat, West Indies
(Figure 10.1). The current eruption began in 1995 and has been typiﬁed by ﬁve
episodes of dome growth punctuated by dome collapses, vulcanian explosions, de-
gassing and ash venting (e.g. Edmonds et al., 2001, 2002, Watts et al., 2002, Carn
et al., 2004, Carn and Prata, 2010, Hautmann et al., 2014, Nicholson et al., 2013).





























Figure 10.1: Map of Montserrat showing key locations, adapted from MVO (2012a).
The coverage of the DEM used is indicated by the box over the Soufrière Hills
volcano.
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VT swarm
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22 March 2012 23 March 2012
Pulsatory ash venting
Continued fumarolic 
activity for 3-4 days
Figure 10.2: Timeline for the March 2012 degassing event. All times are UTC. From
MVO (2012b,c).
(MVO, 2013a) and coincided with the partial collapse of the northern section of the
dome (MVO, 2010a,b).
Prior to the event of 22-23 March 2012, activity at the volcano had been low with
no active extrusion. A Volcano-tectonic (VT) swarm began at 20:00 and lasted
approximately one hour (MVO, 2012b) (Figure 10.2). The majority of these events
were located less than 2 km below the surface of the dome. A second VT swarm
occurred 11 hours later on 23 March at 07:10. However, the ﬁrst visible activity
did not begin until 12:00, at which point gas emissions were observed from two
new vents (Figure 10.3). The ﬁrst, the site of ash venting, was located within
the 11 February 2010 collapse scar, whilst the second, emitting steam, was located
outside the scar, between Gage’s Mountain and the dome (MVO, 2012b,d). The
ash venting from the ﬁrst vent was short-lived and none was observed after 23
March. By the 28 March, the vent behaviour was fumarolic (MVO, 2012c). Elevated
SO2 emissions continued to be measured between 23 and 27 March with a peak of
5200 t/d on 24 March (MVO, 2012d,b). For comparison, the average SO2 emission
rate for the volcano before and after the event is estimated at between 200−400 t/d
(MVO, 2012c, 2013b). An outward radial displacement of 1-2 cm was recorded by
GPS at Hermitage and Fergus Ridge (stations closest to the dome (Figure 10.1) on
23 March (MVO, 2012d) which has been interpreted as caused by changes to the
magma chambers (Hautmann et al., 2014). Alternatively, it could be the result of
pressurisation, as gas exsolves and ascends from within the volcano, triggered by
the VT events. Similar events also occurred on 7-8 August 2012 and 3-6 February
2013, however they were not as intense as that on 22-23 March 2012 (MVO, 2012c,
2013b).
The location of the new vent within the collapse scar suggests fracturing occurred
in close proximity to the conduit. Shear fractures generated by the upward motion
of magma within the conduit represent potential degassing pathways. Even when
magma motion has ceased, they may still represent lines of weakness which may be









(b) Location of vents
(c) Detail of vent within collapse scar (6 September 2012)
Figure 10.3: The eruption event and the location of vents relative to the dome and
its collapse scar, (a) from MVO (2012b), (b) and (c) from MVO, October 2012.
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exploited later by escaping volatiles, particularly if these fractures have been weak-
ened by seismicity. Here, the hypothesis is tested that the VT swarms reactivated
these shear fractures leading to an increase in permeability and the development of
viable degassing pathways. Furthermore, in addition to providing a degassing path-
way for gas at depth, this may also permit gas stored within the dome structure
to escape via the newly created vent. The time lag between the seismicity and the
ﬁrst visible signs of gas emission suggests gas was stored at depth and its release
was triggered by the seismic activity. If this gas had been stored at shallow levels,
as suggested for the major dome collapses of July 2003 and May 2006 (Herd et al.,
2005), gas emission would have been expected soon after the onset of seismicity.
Furthermore, the 11 February 2010 collapse scar potentially represents a region of
weakness due to the decreased distance between the conduit and surface, providing
a strong pressure gradient which volatiles can follow.
10.2.1 Model scenario
Following Chapter 8, topographic data from Wadge et al. (2009) are used for the sep-
arate surfaces of the country rock and dome where the dome topography is modiﬁed
to approximate the February 2010 collapse scar. In addition, the geometry is sliced
to create internal domains representing the conduit, the crystallised magma plug
(’spine’), and the location of the new vent within the scar (Figures 10.4 and 10.5).
A relatively deep spine is simulated due to the continued degassing activity, and
the long duration since active extrusion ceased. A permeability increase is imposed
(Table 10.1), through time, up the margin between the conduit and walls in order
to simulate a reactivation of shear fractures (in response to the seismic activity).
As these fractures propagate towards the surface, the creation of the vent is also
simulated with surface expression located within the collapse scar. Two diﬀerent
models with diﬀerent fracture extents are run. Following the depth of the seismic
activity MVO (2012b), the fractures begin at 2500 s at a depth of 2 km below the
surface of the dome. For shorter fractures, resealing commences 250 s later, whilst
for longer fractures, resealing begins with a 2500 s delay.
10.2.2 Results: Pressure
The initial pressure distribution (Figure 10.6) shows elevated levels at deeper depths
within the volcano, due to a more permeable conduit surrounded by a less permeable
country rock and spine.
The pressure change results for the two models are shown in Figures 10.7 and 10.8.
In both cases, depressurisation occurs within the conduit when the fractures extend































Figure 10.4: Plan view showing the location of the imposed “2010 collapse scar” and
the new vent. The location and orientation of the cross-section (Figure 10.5) used














Figure 10.5: Cross-section through the model showing the diﬀerent domains.
past the base of the spine. However, pressurisation occurs within the spine itself.
This suggests that whilst the conduit loses gas, the spine may gain more gas than
it loses. When the fractures reach the base of the dome (≈ 5880 s), pressurisation
continues and extends into the dome itself, as gas is forced into the dome struc-
ture. However, once the vent opens (6000 s), depressurisation occurs, both within
the dome and the spine, but in the case of the longer fractures (Figure 10.8) also





Conduit 10−12 - 0.5
Country Rock 10−16 - 0.1
Spine 10−14 - 0.1
Dome 10−13 - 0.4
Fracture Zones 10−15 10−10 0.8
Vent 10−13 10−8 0.8
Table 10.1: Permeability conditions for the ash-venting event at Soufrière Hills
model. Due to the extended period of time with no active magma extrusion, the
conduit and spine are set to relatively low permeabilities to reﬂect the eﬀects of
conduit cooling and the resulting crystallisation. Furthermore, the country rock
has a low permeability to prevent any gas loss and ensure gas can be stored and
then released during the degassing event. The fracture zones and the vent are set
to diﬀerent end permeabilities. This is because the fracture zones are likely to still
contain signiﬁcant material which will hamper the gas loss. In contrast, the vent
is simulated with a much higher permeability of 10−8 m2 due to the occurrence of
ash-venting (MVO, 2012b,d) which may have aided in the removal of material.
0.1e6 5.3e7Pressure (Pa)
Figure 10.6: Pressure at the start of the model.
continues within the conduit.
The change in pressure with time for diﬀerent depths within the conduit and frac-
ture zones provides insights into where gas migrates from (Figure 10.9). When the
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-8.7e6 1.4e7Pressure Change (Pa)
Figure 10.7: The pressure change with time. The location and extent of the fracture
zones are indicated, although the fracture zones are not to scale.
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-2.0e7 1.6e7Pressure Change (Pa)
Figure 10.8: Pressure change with time for longer fracture zones. The location and
extent of the fracture zones is also indicated, although the fracture zones are not to
scale.
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fracture zones extend to just below a particular depth, there is depressurisation at
that depth. However, this then turns to pressurisation as the fractures extend to
that depth and the gas becomes trapped by the overlying un-fractured material.
Once the fractures extend above this depth, depressurisation occurs as the gas is
lost vertically. In both models, the greatest pressurisation is at 700 m, which cor-












































































































Figure 10.9: Pressure change at diﬀerent depths with time for the conduit and
fractures. The pressure change, especially depressurisation, is more extreme for
longer fractures. The new vent results in depressurisation below, but pressure loss
above the vent is minimal.
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10.2.3 Results: Surface gas emissions
The gas velocity once the new vent has opened and the fractures have reached the
surface is shown in Figure 10.10. The velocity is much higher from the new vent
due to the increased permeability and the proximity to the high pressure region.
The dome immediately surrounding shows a lower gas velocity. Gas is preferentially
lost from the higher permeability regions and areas where the dome thickness is
less. The vent displays a rapid increase in gas velocity immediately as it is created
(Figure 10.11). This gas velocity then rapidly subsides, as the internal pressure
decreases, due to the loss of the stored gas. The high gas velocities at the onset
follow the nature of the ash venting which turns to fumarolic activity without ash.
Even once the shear fractures have resealed, the new vent can continue to emit gas,
albeit less intense, whilst there remains trapped gas within the structure of the dome
and underlying country rock in proximity to the new vent.
8.0e-8 20.0Gas Velocity (ms-1)
Figure 10.10: Detail of the dome region showing the gas velocity, on a logarithmic
scale, for the new vent and the top of the dome when the fractures have reached the
surface (after 7000 seconds).
A fracture zone permeability of 10−10 m2 allows a maximum gas ascent velocity of
≈ 0.1 − 0.3 ms−1. Under the modelled pressure conditions, and provided the gas
already had direct access to the fracture zones, this would allow the gas to ascend
from 1 km depth in ≈ 1− 3 hrs.
Assuming a vent permeability of 10−8 m2, the model predicts a maximum emission
rate of H2O of 5000 kg/s (≈ 450 kt/d) immediately after the vent opens. The
emission rate subsides to less than 200 kg/s (≈ 17 kt/d) ≈ 1 hr after the vent
opens. However, this assumes complete saturation of the available porosity which,
given the preceding activity at the volcano, is unlikely, so the actual emission rate
of H2O would be less. Furthermore, decreasing the vent permeability also decreases



















Figure 10.11: Average velocity for the vent in the 2010 scar for the two diﬀerent
fracture lengths modelled. However, this is strongly dependent upon the vent per-
meability. Decreasing the vent permeability to 10−9 m2 decreases the average vent
velocity to 7 m/s whist a vent permeability of 10−10 m2 yields a maximum average
vent velocity of 1 m/s.
the rate of gas loss. A lower vent permeability of 10−9 m2 results in a maximum
emission rate of 1200 kg/s (≈ 104 kt/d).
Using the average emission rate of SO2 of 400 t/d as measured by Young et al.
(1998) for the 1995-1997 dome growth period, Hammouya et al. (1998) estimated
the coincident emission rate of H2O at 25 kt/d (for an initial magma H2O content of
3.5− 3.0 wt.% (Barclay et al., 1998)). This gives a rough estimate of 345 kt/d H2O
simultaneously with the measured SO2 peak of 5200 t/d using a H2O : SO2 ratio
of 62.5. However it should be noted, this has a very large margin for error for a
number of reasons: the duration since the measurements were taken, the volcanic
activity has changed, the gas content may have changed as well, especially as the
volcano has gone several years without active magma extrusion, the SO2 value used
to derive the ratio is only an average, the excess sulphur problem which may or may
not still be applicable to the volcano can dramatically change the ratio. Using ratios
of 50 and 70 would yield a range 260 kt/d − 364 kt/d H2O. Furthermore, this is
an estimate for the H2O derived from magmatic sources, and does not include any
contribution from groundwater.
An additional portion of gas emitted may be geothermal in origin through the inter-
action of the rising gas and associated heat with the extensive hydrothermal system
(Boudon et al., 1998). Furthermore, the localised nature of the emission and the
creation of the new vent, suggests permeability in the country rock surrounding the
conduit is low and lateral escape via the fracture zone is limited.
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10.2.4 Results: Surface displacement
As the fracture zones propagate upwards, permitting gas stored at depth to ascend
and leading to pressurisation, there is uplift of the dome region, particularly over
the scar, due to the decreased loading at this part of the dome (Figure 10.12). Once
the vent opens and the gas is released, there is subsidence. There is a second peak
in the maximum surface uplift after the opening of the vent due to the continued
propagation of the shear fractures towards the surface. The surface then continues
to subside as the internal stored gas is released. Figure 10.13 shows the displacement
change in more detail for the model with the shorter fractures. The surface uplift
is particularly noticeable once the fractures have extended above the base of the
spine and reach a peak just prior to the creation of the new vent (10.13c). There
is then a ring of subsidence centred around the conduit (10.13d) and the location
of maximum uplift has changed to above the conduit due to the gas rising with the
opening of the shear fractures towards the surface. Subsidence of the dome then






































Figure 10.12: Displacement change for the shorter (top) and longer (bottom) length
fractures. Shown are the maximum inﬂation and deﬂation in addition to the average
surface displacement across the entire dome.


















a c e g h
(a) 5000 (b) 5500 (c) 6000
(d) 6500 (e) 7000 (f) 7500
(g) 8000 (h) 12000 (i) 50000
-2.8 4.0Displacement Change (mm)
Figure 10.13: Displacement change images for the shorter length fractures. The
locations of images (a) - (h) (5000 - 12000 s) are marked.
10.2.5 Summary of the March 2012 ash-venting event
Since there was no magma extrusion, the gas must have ascended through perme-
able networks without ampliﬁcation from magma motion. This explains the delay
between the seismic activity and the ﬁrst visible signs of emission. However, the
longevity of the event, suggests the fracture zone development may have presented
a viable degassing route for isolated pockets of gas present within the volcanic inte-
rior. The lack of recent magma extrusion suggests the upper portions of the conduit
may have become a stiﬀened, degassed spine, potentially with a relatively low per-
meability.
This modelling attempt has concentrated on the hypothesis that the gas migrated up
from depth via the reactivation of shear fractures and the delay was due to the time
taken to ascend from the storage region. However, an additional source of gas may
be magmatic volatiles stored within the dome structure which were consequently
re-mobilised due to propagating fractures or ongoing crystallisation.
Figure 10.14 summarises the processes occurring during the event whilst, Figure 10.15
outlines the suggested permeability relationships.























February 2010 collapse scar
- region of weakness?
New vent
Rising gas collects in dome.
Increasing pressure exploits
weakness and pre-existing 
fractures
Possible interaction with groundwaterCountry Rock
Dome Structure
Degassing route
for gas stored in dome
        structure
Deeper magma chamber
Figure 10.14: The hypothesis is the VT seismicity triggered the reactivation of shear
fractures along the margin between the conduit and country rock. This provided a
temporary escape route for gas stored at the top of the spine. At shallow depths,
gas stored in the structure of the country rock and dome in the vicinity of the new
vent and shear fractures can degas through the newly created high permeability.
No magma extrusion accompanies the event. Water content and magma chamber
conﬁguration from Barclay et al. (1998), Hautmann et al. (2014).
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Less permeable country rock
Conduit with higher k than spine
due to exsolved gas, bubble
expansion and coalescence
Increasing k as shear fractures
re-activate
Dome structure with pre-existing
fracture network permitting stored
gas to escape via new vent
New vent with high k
Degassed/solidified spine has lower k
Figure 10.15: Suggested permeability relationships for the event at Soufrière Hills
volcano in March 2012.
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10.3 Ring-shaped degassing at Santiaguito
Santiaguito is a dome complex extruded into the eruption crater of the the catas-
trophic 1902 plinian eruption of its parent stratovolcano, Santa Maria (Guatemala)
(Rose, 1972) (Figure 10.16). The complex consists of four vents: El Caliente, La
Mitad, El Monje and El Brujo (Figure 10.17), but volcanic activity since 1977 has
been focussed solely on the El Caliente vent (Rose, 1987, Ball et al., 2013). Ac-
tivity at this vent has been typiﬁed by andesitic-dacitic block lava ﬂow extrusion
and frequent weak ash-and-gas vulcanian-type eruptions (Harris et al., 2003, Bluth
and Rose, 2004, Johnson et al., 2004, Sahetapy-Engel et al., 2004, 2008, Sahetapy-
Engel and Harris, 2009a,b, Johnson et al., 2008, Avard and Whittington, 2012).
Approximately 50 % of these ash-and-gas eruptions are ring shaped with emissions
originating from a series of fractures before gas emission from the rest of the dome.
Other eruptions occur crater-wide without an initial ring (Bluth and Rose, 2004).






















Figure 10.16: Topographic map for Santa Maria Volcano and Santiaguito. The ap-
proximate location of the 1902 Santa Maria eruption crater rim is marked. Adapted
from: Colomba, Guatemala [map], Series E754, Sheet 1860 II, 1:50,000, U.S. Central
Intelligence Agency 1991. El Caliente and the 1902 rim are marked according to
Scott (2013).






Figure 10.17: (a) View of Santiaguito from Santa Maria volcano showing the four
dome complexes comprising Santiaguito. El Caliente is the site of the active vent.
Adapted from source: (Roscoe, 2014). (b) Ring shaped gas emission from El Caliente
(Roscoe, 2014).
70 m in 2003 to 120 m in 2004 (Bluth and Rose, 2004). Eruptions consist of an
initial vigorous emission lasting 30−60 s, followed by less intense continued gas loss
which lasts up to 20 minutes and with short repose times of between 5 minutes to
2 hours (Bluth and Rose, 2004, Johnson et al., 2004, 2008).
In addition to these vulcanian events, continuous degassing from fumaroles is ob-
served from the dome between eruptions (Bluth and Rose, 2004). The location of
these fumaroles is spatially and temporally variable and they can open and close
over time periods as little as 10 minutes (Bluth and Rose, 2004, Holland et al., 2011).
Furthermore, continuous degassing is observed on the ﬂanks of El Caliente, which
are unaﬀected by the more vigorous dome emissions (Bluth and Rose, 2004).
Coincident with the crater eruptions, are seismic and acoustic signals (Jones and
Johnson, 2011, Johnson et al., 2009, Sanderson et al., 2010) (Figure 10.18). The
seismic signals have been attributed to ﬂuid ﬂow, brittle rock fracture, shear frac-





































































Figure 10.18: Visible, audio and seismic signals associated with an event as de-
scribed by Johnson et al. (2009). Signals for this event preceded the eruption by
approximately 5 minutes. Johnson et al. (2009) attributes HF (High Frequency)
seismicity to rock fall, and VLP (Very Long Period) to magma motion. All signals
gradually increase and peak at the eruption onset before diminishing.
turing and rockfall (Sahetapy-Engel et al., 2008, Johnson et al., 2009, Sanderson
et al., 2010). The source location for the eruptions has been estimated at between
100 − 620 m with the depth varying by up to 340 m between successive eruptions
(Sahetapy-Engel et al., 2008). Furthermore, from petrological evidence, the dacitic
magma is believed to have a solidiﬁcation depth between 200− 600 m (Scott et al.,
2012) suggesting a potential link to the seismic and acoustic source. This rigid
magma is thought to be degassed and act as a stiﬀened plug (Bluth and Rose, 2004,
Johnson et al., 2004, Sahetapy-Engel et al., 2008). However Scott et al. (2008) sug-
gest progressive decay of the matrix glass occurs at depths up to 200 m which could
explain the block lava ﬂow rather than the creation of spines. Spines are useful in
providing dimensions for the conduit. Unfortunately, due to the block lava ﬂow,
the conduit diameter is unknown. However, from thermal observations and con-
duits at other volcanoes, it has been estimated at 36− 50 m (Bluth and Rose, 2004,
Sahetapy-Engel and Harris, 2009b, Holland et al., 2011).
10.3.1 Trigger mechanism
A number of hypotheses have been proposed for the eruptive behaviour at Santia-
guito and the repetitive nature of the ring-shaped degassing. At El Caliente, Johnson
et al. (2008) suggest the cycles are related to the accumulation of gas beneath a thin
(20− 80 m thick) viscoelastic lava dome which is released by the décollement of the
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dome. However, this requires the base of this dome to rapidly and repetitively seal
to gas escape between successive eruptions. A source depth of 100 − 620 m with
variability of up to 340 m sheds doubt on gas accumulation at such shallow lev-
els (Sahetapy-Engel et al., 2008). Furthermore, the continuous degassing observed
from the dome between eruptions indicates the presence of fractures. The emissions
are highly temporally and spatially variable suggesting the sealing capacity of the
domain is limited (Holland et al., 2011).
An alternative hypothesis proposed by Bluth and Rose (2004) is shear induced
fragmentation due to the stick-slip upward motion of the dacitic plug, which would
generate permeable degassing routes. Bluth and Rose (2004) further suggest the
presence of a conical widening towards the surface to account for the large and
variable ring diameter. The repetitive nature of the explosions together with seismic
and acoustic signals supports the hypothesis of shear fractures (Holland et al., 2011).
10.3.2 Model scenario
In order to generate such a distinctive ring-shaped degassing emission, there must
exist a cylindrical region of higher permeability and a corresponding pressure gradi-
ent which forces the gas to the periphery. In accordance with conclusions drawn by
Bluth and Rose (2004) and supported by Holland et al. (2011), such a high perme-
ability may be derived through slip-stick shear between the conduit and surrounding
ediﬁce, resulting in the opening of a series of surface concentric fractures. An ad-
equate pressure gradient may be derived by the interaction between the diﬀering
permeabilities of a gas-rich magma below a rubbly degassed plug and/or dome. If
the conduit and plug/dome have the same permeability, there is no mechanism for
gas storage at shallow levels. Consequently, gas may migrate through the conduit
and plug unhindered. Furthermore, the characteristics of the gas rings, i.e. inter-
mittent visible bursts of ring-shaped emissions suggests the gas must ﬁrst be stored
before being released to the atmosphere. Consequently, a question to be consid-
ered is whether the fracture zones are active continuously and the gas is stored at
deeper depths by some other mechanism, or if the fractures are ephemeral and reac-
tivated by pressurisation, which reaches a critical pressure before the gas is released.
However, the temporal similarity between the seismicity and gas emissions and the
duration of the emissions suggests the gas must be sourced from a shallow depth.
There are two main requirements for the release of gas to the atmosphere: gas con-
tent and degassing pathways. The duration of emissions and their repetitive nature
suggests that between each emission the system much recharge: either re-saturate a
storage zone with gas, or recreate degassing pathways (increase the permeability).
The repetition of the events, since 1977 (Sahetapy-Engel et al., 2008, Holland et al.,
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2011), implies the same mechanism is required and that it is non-destructive. Fur-
thermore, lava dome extrusion occurs coincident with the small vulcanian explosions
(Bluth and Rose, 2004), suggesting the extrusion is directly linked. Such stick-slip
motion of the dacitic plug would promote bubble elongation within the magma, and
brittle fractures above the solidiﬁcation depth, both of which would locally enhance
the permeability along the conduit-wall margin and may subsequently reseal as the
system relaxes (dependent upon magma viscosity) and recharges between events.
Furthermore, gas accumulation beneath the plug, including continued processes of
exsolution, bubble growth (by decompression and coalescence) and crystallisation
would enhance the permeability in the upper regions of the conduit (beneath the
plug) such that once the shear fractures are generated, this accumulated gas is
released. Furthermore, the observation of continued degassing from discrete, but
transient fumaroles within the crater itself (Bluth and Rose, 2004) suggests the plug
is still permeable to gas ﬂow, although with a relatively low permeability permitting
both gas transmission and storage. The ephemeral nature shows the high variability
of the degassing pathways and consequently, the gas supply.
The presence of fumaroles on the ﬂanks of El Caliente suggest the ediﬁce/country
rock permeability is high in these regions, or highly fractured. Furthermore, the
continued emissions, which are unaﬀected by the eruptions (Bluth and Rose, 2004),
suggests the conduit is sealed to horizontal degassing at shallow depths and the
source is diﬀerent, perhaps with gas being transferred from the conduit to the coun-
try rock at depths below that which directly sources the summit emissions. Con-
sequently, these emissions are assumed to be unrelated and are neglected from the
model.
The scenario is simulated using a simple 3D model of the conduit, plug and dome
surrounded by the ediﬁce (Figure 10.19). Following Chapter 5, shear fractures are
imposed as an increase in permeability up the conduit-wall margin (Table 10.2).
These fractures are then progressively resealed, by decreasing the permeability. Due
to the repetitive nature of the gas emissions with short repose times, seven ring-
shaped emissions are simulated. This number of events is suﬃcient to discern any
trends within the results whilst still being computationally viable. Each event is
identical, with the same eruption duration and repose time. The volcano is simulated
with a 40 m diameter conduit surrounded by a fracture zone of width 5 m (in
concurrence with the shear-induced damage zone at Mount St. Helens (Gaunt et al.,
2011, 2012)). The conduit region is widened in the top 50 m to generate a ring of
diameter 120 m.
Here, the event is deﬁned as the time when the fractures are active at the surface and
gas would be emitted, simulating the vulcanian explosions. Each event is preceded
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Figure 10.19: Cross section through the 3D model geometry showing the separate
regions. The geometry is subdivided into ﬁve main domains to which permeabilities





Conduit (constant) 10−10 - 0.5
Conduit (gradient) 10−12 to 10−10 - 0.5
Ediﬁce 10−14 - 0.3
Plug 10−14 - 0.5
Dome 10−12 - 0.5
Fractures 10−14 10−10 0.5
Table 10.2: Permeability and porosity values for the ring-shaped degassing model.
A high conduit permeability is chosen to aid the replenishment of gas between
eruptions. The ediﬁce and plug are set to a lower permeability is order to act as a
partial seal preventing rapid gas loss from the conduit and permitting gas storage
between eruptions. Finally, the dome has a higher permeability than the plug due
to the existence of continued fumarolic activity between events (Bluth and Rose,
2004), suggesting the presence of fractures.
by shear fracture development which is inferred to correspond with the seismic
activity, and followed by a repose period during which the system reseals, recharges
and pressurises at depth as gas is accumulated and stored.
The model was run for seven events (Figure 10.20) with an eruption time of 16
minutes and repose period of 2 hours. This is in accordance with the maximum
repose time reported (Bluth and Rose, 2004, Johnson et al., 2004, 2008). The
interior pressure, surface gas velocity and displacement change results are presented
forthwith. Results are given for the whole time period, but also speciﬁcally for
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Figure 10.20: (a) Average permeability in the fracture zones with time for the seven
events. (b) Detail for event 1 showing the duration and repose period.
events E1 and E4 to show graphically how the scenario develops.
10.3.3 Results: Pressure
The initial pressure is shown in Figure 10.21. The highest initial pressure is within
the conduit due to the lower permeabilities within the surrounding ediﬁce and plug.
The conduit supplies the gas and its average pressure drops by 1.2 MPa during each
eruption event (Figure 10.22). However, it resumes its original average pressure of
20 MPa during the repose between each event. The three domains of the fractures,
plug and dome all increase in average pressure which accumulates with each succes-
sive eruption, particularly in the plug. This suggests the gas is being redistributed
by the fractures from the conduit to the plug. Whilst much of the gas is lost to the
surface, some must be retained within the less permeable structure of the plug. The
pressure does not accumulate in this manner within the dome implying the higher
permeability is unable to retain the gas and it is gradually lost between eruptions.
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0.1e6 2.0e7Pressure (Pa)
Figure 10.21: The initial pressure for the model prior to any vulcanian emissions.
The more permeable conduit surrounded by the less permeable plug and ediﬁce






















Figure 10.22: Average pressure change for the ﬁve domains in the model. The
conduit shows a large depressurisation, whilst all other domains increase in pressure
to varying degrees.
In contrast, the average pressure within the ediﬁce is largely uniform, increasing
by only 0.01 MPa between events E1 and E4. This shows the bulk of the ediﬁce is
unaﬀected by the degassing events. However, gas is being forced into the country
rock immediately adjacent to the conduit region.
Figure 10.23 shows the pressure change at diﬀerent depths within the conduit, frac-
tures and ediﬁce margin for events E1 and E4. For both the conduit and the fractures,
depths of 700, 600 and 500 m show depressurisation in response to the fractures ex-
tending past the base of the plug, before re-pressurising to equilibrium once the
fractures have sealed up to the base of the plug. In contrast, all depths shallower





















































































Figure 10.23: Pressure change at diﬀerent depths within the conduit/plug (x = 0 m),
fractures (x = 23 m) and ediﬁce margin (x = 50 m) for events E1 and E4. The values
for the ediﬁce margin are taken 25 m distant from the fracture zone. Important
fracture progressions are marked in time as follows, 1: fractures begin, 2: at base of
plug, 3: at base of dome, 4: at surface, 5: fractures start to reseal, 6: sealed to base
of plug, 7: sealed to base of dome, 8: fracture completely resealed.
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than 500 m show pressurisation in the fractures as the gas ascends through the
opening fractures, but is conﬁned by the unfractured material above. This turns to
depressurisation once the fractures have sealed to the base of the plug and contin-
ued gas supply from the conduit has stopped. As the fractures reseal, gas is forced
out from the fracture region, shown as a decrease in pressure, and forced into the
surroundings. During event E1, gas is lost from the ediﬁce margin below the base of
the plug, and it is not regained by event E4. In contrast, all other depths within the
ediﬁce margin show pressurisation, indicating gas is being transported vertically and
becomes trapped within the ediﬁce margin as the fractures are resealed. However,
the ediﬁce margin is signiﬁcantly less aﬀected compared to the central regions of
the conduit, plug and dome. Given time, and a suﬃciently permeable network of
fractures, it is possible this gas within the ediﬁce could be transmitted to the surface
and lost diﬀusively. This is unlikely to be the source of the observed ﬂank fumaroles
due to the lack of change observed in response to the vulcanian explosive events.
Figure 10.24 shows graphically the change in pressure for the two events at diﬀerent
fracture zone extents. Whilst the depressurisation within the conduit is very similar
between the two events, there is signiﬁcant pressurisation already present within the
plug structure and ediﬁce margin at the start of E4, which builds further during this
eruption event. The pressure increase within the fractures, relative to the start of
the model, is also much larger in E4 compared to E1, by 1.5 MPa. This is due to the
gas already present within the ediﬁce margin and plug, which can be remobilised
during the fracturing. In both events, once the fractures have reached the surface,
gas from the fractures is transferred directly to the dome and accumulates at the
base of the funnel structure. Due to the higher permeability of this dome, the gas
then migrates vertically. However, the dome pressure is still high once the fractures
have resealed, so whilst much of this gas is lost during the eruption event itself, some
gas continues to escape during the repose period.
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Figure 10.24: Pressure change at diﬀerent times (s) for events E1 and E4. Due to
the short repose time of 2 hours (Bluth and Rose, 2004, Johnson et al., 2004, 2008),
the model cannot attain equilibrium before the next degassing event. Consequently,
during each successive event, gas accumulates within the less permeable plug and
dome, thus increasing their pressure. During the repose between events, this gas
continues to degas from the surface.
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10.3.4 Results: Surface gas emissions
Gas emissions from the ring structure are short-lived and occur only as long as the
fractures have a high permeability (Figure 10.25). Furthermore, the gas velocity
increases with each event in the model sequence due to the contribution from the
stored gas at shallow depths. In contrast, gas emissions from the dome gradually
increase once the fractures reach the surface, but don’t reach a peak in E4 until 900
s after the peak ring emission.
The surface gas emissions (Figure 10.26) show the distinctive ring-shaped degassing
pattern, but also a delayed velocity increase from the interior dome which gradu-
ally migrates towards the dome centre (Figure 10.27). The initial dome velocity for
event E4 is higher than that for E1 due to the increased pressure and gas storage and
migration within the plug and dome. This temporary gas storage provides a viable
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Figure 10.25: Average surface gas velocity in the ring fractures and the interior dome
in response to the seven ring-shaped degassing events.
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Figure 10.26: Gas velocity at diﬀerent times (s) on a logarithmic scale for events E1
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Figure 10.27: After the development of the ring, the region of the dome emitting
increased gas propagates inwards. Therefore, the gas velocity in the dome centre
increases with time.
lowing the results from Chapter 7, once a fracture has transmitted its gas load, the
localised region would deﬂate, permitting the opening of other fractures elsewhere
on the dome.
Gas emission data is documented for SO2, with an average emission of 395 kg (Hol-
land et al., 2011). From this and an SO2 mass fraction of 1.35 − 2.97 %, Holland
et al. (2011) have inferred a total mass of gas emitted for an average event at
13, 000− 29, 000 kg over a time period of 5− 10 mins. However, for an extreme of
1270 kg SO2 (Holland et al., 2011), this range increases to 43, 000 − 94, 000 kg. In
this study, all the gas is assumed to be magmatic H2O.
In the modelling, the degassing event itself lasts 16 minutes and emits 370, 000 kg
(E1) and 460, 000 kg (E4) of H2O. This is signiﬁcantly higher than those estimated
by Holland et al. (2011). However, they represent an upper limit for the scenario
with the volcano initially completely saturated with gas and a continual supply of
gas for the duration of the event. Observations by (Bluth and Rose, 2004) indicate
the most intense gas emissions have a duration of 30−60 s followed by less vigorous
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emissions lasting several minutes. Using this, event E1 emits 9000 kg in the ﬁrst
60 s, whilst E4 emits 22000 kg. The majority of the gas is emitted from the fractures,
with only 2 − 7 % from the interior dome. During the repose, the gas is emitted
from the interior dome with a modelled emission rate of 11 kgs−1 for the entire
dome surface. Holland et al. (2011) indicate an average repose emission rate of
0.28− 1.01 kgs−1(SO2) (9− 74 kgs−1 (total gas)).
The average SO2 emission rate during eruptions is 2 − 3 kgs−1 with an extreme of
6.25 kgs−1 (Holland et al., 2011). From a mass fraction of 1.35 − 2.97 % (Holland
et al., 2011), this suggests a total gas emission rate of 67−222 kgs−1 with an extreme
between 210−463 kgs−1. The model predicts a maximum emission rate of 455 kgs−1
during the eruption, and a repose of 11 kgs−1 from the dome in good agreement with
the observations.
10.3.5 Results: Surface displacement
The maximum inﬂation and average surface displacement for the region of the dome
increases sharply at the onset of each event, due to the rising gas increasing the pres-
sure at shallow depths (Figure 10.28). As this gas is released, the surface subsides,
although, due to the short repose period, the surface does not attain its original equi-
librium position, but remains elevated. Consequently, with each additional event,
the surface displacement increases. During event E1, the surface rises a maximum
of 5 mm and decreases to 3 mm prior to event E2. Whereas the surface rises to a
maximum of 10 mm by event E4 and only subsides down to 6 mm. The diﬀerence





























Figure 10.28: Maximum and average dome surface displacement in response to 7
ring-shaped degassing events.
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between events E1 and E2 is 2 mm, whilst between E6 and E7, the diﬀerence is just
1 mm. This suggests with such repetitive activity, the surface displacement due to
the gas pressure would eventually reach an equilibrium. Furthermore, the surface
displacement is signiﬁcantly lower than that measured by Johnson et al. (2008) at
20− 50 cm. However, Johnson et al. (2008) attributes the upward displacement to
piston ﬂow of the plug in response to the gas-induced pressurisation. Here, only
the permeability change is modelled which is a secondary eﬀect to that of the plug
motion.
Figure 10.29 shows the displacement pattern during events E1 and E4 relative to
time 0 s. The greatest surface displacement occurs in the centre of the dome,
directly overlying the conduit. The area aﬀected is limited, although it increases
with subsequent events, with the exterior ﬂank experiencing 0.1 mm uplift at a
height of 400 m below the summit.
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Figure 10.29: Displacement change at diﬀerent times (s) for events E1 and E4.
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10.3.6 Conduit permeability gradient
Two additional models are run to investigate the eﬀects of a permeability gradient in
the conduit which increases with decreasing depth. This simulates the local increase
in permeability due to bubble expansion and coalescence in response to the greater
volume of stored gas immediately below the plug, as suggested by Johnson et al.
(2008). Furthermore, two diﬀerent plug extents are simulated, one at 600 m depth,
following the original model, and the second at 200 m depth (Figure 10.30). Both
models show elevated pressure within the conduit beneath the base of the plug due
to the higher permeability surrounded by lower permeabilities. This pressurisation
indicates the presence of stored gas.
The pressure change results for events E1 and E4 are shown in Figures 10.31 and 10.32
for the deeper and shallower plugs, respectively. In both cases, the results are very
similar to that of the original model (Figure 10.24) with depressurisation in the
conduit, but pressurisation within the fractures, plug and dome as the gas is redis-
tributed by the fractures to shallower depths. However, the conduit depressurisation
is signiﬁcantly less for a shallower plug due to the decreased initial pressure, which
accommodates less gas. Furthermore, particularly evident for the shallow plug, is
pressurisation of the conduit as the fractures ascend, before they reach the base of



















-14 -10(Log10(m2)) 0.1e6 2.0e7Pressure (Pa)
Figure 10.30: The conduit permeability (left) and the initial pressure before any
vulcanian explosions. The more permeable conduit surrounded by the less permeable
plug and ediﬁce results in pressurisation and gas storage.
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transport of gas from depth to the increased conduit permeability immediately below
the plug. This pressurisation is retained by the less permeable region of the con-
duit until the fractures are resealed and upward ﬂow of gas from deeper depths has
ceased. This excess gas aids the resupply of the storage region directly beneath the
plug. In contrast with the original model, neither model with a conduit permeabil-
ity gradient attains their original conduit pressure. This suggests the permeability
gradient decreases the ability for the storage zone to recharge, due to the lower gas
capacity and gas transfer speed of the less permeable conduit at depth.
There is little appreciable diﬀerence between these models and the original with
regards to the surface gas velocity pattern. Both models exhibit the same behaviour
with the greatest repose velocity occurring from the bulk of the dome. During
the vulcanian eruptions, the highest velocity occurs from the ring structure, with a
velocity increase propagating towards the centre of the dome as the event proceeds.
Whilst the surface displacement patterns of the dome region are very similar to
that of the original model, these two models also show signiﬁcant displacement
changes along the ﬂank, although of lower magnitude compared to the dome. The
maximum inﬂation of the dome region is 8.5 mm for E4 for the deeper plug, but
only 7 mm for the same event with the shallower plug. Figure 10.33 shows the
temporal variation in the displacement change for a line down the surface of the ﬂank
according to Figure 10.34. The surface line extends from the edge of the summit
to the base of the ﬂank as modelled. It does not include the surface displacement
of the central regions of the dome due to large diﬀerences in scale. In response
to the fracturing, the ﬂank inﬂates due to the gas rising vertically. However, once
the fractures reach the surface and depressurisation occurs, deﬂation of the ﬂank is
evident. Of particular interest is the location of this deﬂation is related to the depth
at which the gas is stored. With the plug at 600 m depth, the deﬂation is lower
and occurs between ≈ 225− 425 m depth on the ﬂank. In contrast, for a shallower
plug, the deﬂation is more intense and occurs between ≈ 25 − 125 m. This ﬂank
displacement was not evident on the original model due to the constant conduit
permeability. The permeability gradient within the conduit has such a dramatic
eﬀect on the results because the lower permeability at depth has a much lower
maximum gas capacity, in addition to a lower gas velocity. Consequently, it takes a
longer time to replenish the higher permeability storage region above and allow it
to resume its original equilibrium position. However, as indicated in Figures 10.31
and 10.32 the repose time modelled does not provide suﬃcient time for the gas to
be resupplied. Therefore, a conduit permeability gradient, and its variability, may
have a key inﬂuence on the size of eruption and the repose time between events.
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Figure 10.31: Pressure change at diﬀerent times (s) for events E1 and E4 for a
gradient permeability in the conduit and deeper plug. Due to the short repose time,
the model cannot attain equilibrium before the next degassing event. Consequently,
during each successive event, gas accumulates within the less permeable plug and
dome, thus increasing their pressure. During the repose between events, this gas
continues to degas from the surface.
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Figure 10.32: Pressure change at diﬀerent times (s) for events E1 and E4 for a
gradient permeability in the conduit and shallow plug.




















































































































Figure 10.33: Surface displacement change for the volcano ﬂank with depth (z) for
events E1 and E4 for two diﬀerent plug extents.








Figure 10.34: For Figure 10.33, the surface displacement change is taken for a line
along the surface of the ﬂank. Due to the rotational symmetry of the model struc-
ture, the surface displacement change for any section of the ﬂank can be predicted.
The surface displacement for the dome is not included in Figure 10.33. Depth cor-
responds to depth below the surface and not length along the line.
10.3.7 Summary of ring-shaped degassing at Santiaguito
Here, ring-shaped degassing at Santiaguito is modelled via the generation of shear
fractures during upward plug ﬂow. This increase in permeability generates a viable
degassing pathway for gas which collects beneath the solidiﬁcation zone between
eruptions. This permeability increase is inferred to be highest, and allow the great-
est gas loss, during magma motion. Between events, the permeability of the fracture
zone decreases, due to sealing processes such as compaction and forces exsolving gas
to accumulate in the underlying conduit. With repeated events, if the form of
the eruption and interval is the same, gas accumulates within the plug and dome.
This may represent a source for continued inter-eruption degassing events through
ephemeral fractures on the dome surface. The dome is inferred to overlie the solid-
iﬁed magma and have a high permeability due to abundant fractures. This higher
permeability permits gas to be lost progressively towards the dome centre, although
the greatest gas loss occurs from the peripheral fractures. There is a delay between
the initial ring emission and the subsequent emissions from the dome. The modelled
events echo the repose times for actual events and does not permit suﬃcient time
for the volcano to attain equilibrium in between. Consequently, pressure and gas
velocity progressively increase with events. The accumulation of gas may be such
that it contributes more signiﬁcantly in the eruptions where the gas venting occurs
dome-wide rather than dominated by the fractures.
In this model, a repose time of 2 hours was chosen. This is the upper end of the
durations quoted by Bluth and Rose (2004) and Johnson et al. (2004, 2008). If a
shorter repose period was chosen, this would imply the pressure would accumulate
more with successive events if the gas supply was the same. However, if the repose
time is too short to permit full recharge of the conduit before eruption, the pressure
would be less, and less gas would be transported vertically. Conversely, a longer
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repose period would permit the system to get closer to an equilibrium state and in
particular, more of the stored gas within the plug and dome would be lost. Further-
more, the greater repose duration would permit greater recharge of the conduit and
lead to greater pressurisation.
The processes and suggested permeability relationships are summarised in Fig-
ures 10.35 and 10.36, respectively.
Porphyritic andesite and dacite
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Figure 10.35: Details of the processes hypothesised to occur to generate ring-shaped
degassing at Santiaguito. The seismic source location may vary due to changing
conduit properties and varied sealing of the fractures, for example, if the fractures
persist at depth, but seal near the surface. Gas content and magma composition
from Scott et al. (2012).
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Figure 10.36: The suggested permeability relationships for the gas ring events at
Santiaguito.
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10.4 Summary
In this chapter, two speciﬁc events have been investigated and potential scenarios
modelled. The models proposed for each scenario are remarkably similar. However,
there are key diﬀerences between them. Speciﬁcally, at Santiaguito, the degassing
event is proposed to occur simultaneously with magma extrusion, whilst at Soufrière
Hills, the event involved no magma extrusion and fractures were reactivated due to
the occurrence of seismicity. Furthermore, the gas source for the two events is
thought to be very diﬀerent. At Santiaguito, gas is collected at shallow depths
in high volumes, whilst the delay between the seismicity and ﬁrst gas emission at
Soufrière Hills suggests gas was stored and transported from much deeper depths.
Santiaguito is a volcano which is currently highly active with a very high gas content.
In contrast Soufrière Hills has been quiescent for an extended period with no active
magma extrusion. Consequently, the gas content is likely to be less, and continued
processes of crystallisation may be decreasing permeabilities. Finally, the dome
structure of the two volcanoes is very diﬀerent, from a thin, ﬂat “pancake” dome at
Santiaguito, to the well developed spine and lobe structure of Soufrière Hills. This
has signiﬁcant implications for gas storage and transport within the volcanoes. A
thin, pancake dome has limited capacity for gas storage and so the gas is not retained
for prolonged periods. In contrast, the size and extent of the dome structure at
Soufrière Hills provides plentiful possibilities for gas to become trapped and stored,
to be released during further fracturing events.




In this study, a modelling approach was adopted to investigate the interaction be-
tween pressure and gas velocity in a volcanic system of variable permeability. Fur-
thermore, displacement modelling was used to infer the surface eﬀects of this pres-
surisation and gas content. This constitutes a poroelasticity, numerical experiment
whereby Darcy’s law describes the gas velocity after the pressure distribution has
been determined as a function of permeability. The momentum equation takes the
pressure distribution into account and infers the surface displacement that results
from the storage or loss of the volcanic gas. Combined monitoring of the degassing
and surface deformation, provide comprehensive constraints when using this model
framework.
11.1 Implications from the modelling
11.1.1 Sealing the volcano
Impermeable layers within a volcano (Chapter 6) imply not only a barrier to gas
transfer, but also a lack of a suﬃciently high quantity of gas which may create
degassing pathways in magma, due to bubble expansion and coalescence. However,
if a region of very high permeability is enclosed in such a material, the impermeable
layers act to conﬁne the gas, thus increasing the pressure at shallow depths. This
process will also increase the magma pressure, increasing the volume of gas dissolved
in the melt. Therefore, this permits the storage of high volumes of gas close to
the surface, which may then be released during a decompressional event such as a
dome collapse, vulcanian explosions or tapped by cracks within the dome structure
(Edmonds et al., 2003b,a, Sparks, 2003a, Green and Neuberg, 2005, Herd et al.,
2005, Jousset et al., 2013). Consequently, a low permeability region is necessary
to conﬁne volcanic volatiles; however, high pressure and high permeability are also
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required for eﬀective gas transport and storage.
Sealed layers within the wall-rocks and dome can result in the gas being deﬂected and
released at the boundaries between regions of diﬀerent permeability, for example,
the margin between fresh dome material and the talus slope, or around the spine
(Chapter 6). Concentrating the gas in this way may lead to weakening associated
with hydrothermal alteration. If this occurs at a mechanically critical point within
the structure, the associated pressurisation could trigger a dome collapse (Stix et al.,
1993). Once the gas enters the wall-rocks or dome, and a viable exit route exists,
loss to the atmosphere may occur via a variety of outlets, such as cracks within the
dome.
11.1.2 Dome cracks and fracturing
Sealing alone is not the only way to increase the permeability contrast within the
volcano and trigger a switch in volcanic behaviour. A similar response could be
achieved through seismically induced fracturing or brittle failure of the conduit-wall
margin resulting in the development of shear fractures during magma movement and
spine extrusion, resulting in a permeability increase (Chapter 5). The comparison
between the two directions in which fracture zones develop (cracks vs shear fractures)
show a very diﬀerent behaviour (Chapter 5). Ascending magma that triggers shear
fracture propagation upwards towards the surface, leads to pressurisation of the
magma conduit and gas storage prior to explosive release. In contrast, downwards
propagation of the fracture zones promotes depressurisation, gas exsolution and
gentle degassing through the ediﬁce.
Dome crack development and fracturing down the conduit margin act to draw
gas from the system and invoke decompression (which could aﬀect dome stabil-
ity) (Chapters 5 and 7). Whether this occurs passively or explosively would depend
upon the volume of gas stored, where it is located and the conﬁning pressure. In
turn, this is strongly determined by the relative permeabilities within the volcano
(Chapter 3).
Widening of cracks does not necessarily suggest increased gas loss, as it depends
upon the other properties of that crack: its length, depth and location relative to a
gas storage zone and the availability of permeable pathways between the two (Chap-
ter 7). Furthermore, opening and closing cracks may also indicate settling behaviour
after an eruption, such as at Santiaguito (Chapter 10.3), where continued degassing
from the dome continues during the repose between vulcanian explosions (Bluth and
Rose, 2004). This may be due to the postulated presence of shear fractures (Bluth
and Rose, 2004, Holland et al., 2011) aiding the upwards transportation of gas,
which due to the pressures involved, may be forced into the plug or dome structure.
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11.1.3 Permeability variations
Permeability values are known for volcanic rocks, but only for quenched samples at
the surface, post-eruption (e.g. Eichelberger et al., 1986, Melnik and Sparks, 2002,
Rust and Cashman, 2004, Figures 1.1, 1.2 and B.2). This can provide some idea
about the textures, processes and characteristics of the portion of volcano through
which they have travelled. For example, glass implies open-system degassing, be-
cause the rock has formed in an environment with little gas. This therefore suggests
there simultaneously existed a region of very high permeability which allowed this
gas to escape, or conversely was surrounded by sealing which shielded the magma
from gas input during its formation. Pumice, however, suggests closed-system de-
gassing because the rock has formed in an environment with a plentiful supply of
gas.
Syn- and post-eruption processes may have signiﬁcantly altered the permeabilities
and porosities. Volcanic systems are in constant ﬂux, and so are the permeabilities
that can derive particular events. In conjunction with gas emissions and surface dis-
placement measurements this can be narrowed down further. For example, if a dome
collapse event releases an excessively large volume of gas, this implies there must
have existed a storage body large enough to supply that gas, whether it contained
exsolved bubbles, or volatiles in solution until they were decompressed.
Chapters 3 and 8 highlighted how even seemingly small changes to permeability
can have a dramatic eﬀect upon the volcanic behaviour resulting in diﬀerent gas
loss and surface displacement patterns. In contrast, other permeability variations
result in no change at all to the general behaviour. Furthermore, models with very
diﬀerent permeability conditions could be grouped showing a similar response to
a fracturing event (Chapter 8). However, changing the topography results in a
dramatic alteration to those groupings because it alters the size of the dome which
in turn alters the volume through which gas must transfer and may become stored
(Chapter 9.3).
In terms of pressurisation, it is the relative permeability contrasts that are more
important rather than actual values (Chapter 3). So for example, a conduit of
permeability 10−10 m2 with a surrounding permeability of 10−14 m2 would experience
the same pressurisation pattern as a conduit of 10−14 m2 surrounded by 10−18 m2.
This is because the gas contained within the conduit is dependent upon the porosity
and permeability.
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Gradient and anisotropic permeabilities
Permeability gradients and/or anisotropy can add complexity to a volcanic system
and can enhance or retard the migration of gas to the surface (Chapter 9.2). A
decreasing permeability near the surface may be due to crystallisation and gas loss,
but can limit the ability for gas at deeper depths to reach the surface. Similarly,
an increasing permeability towards the surface may limit the ﬂow of exsolved gas
towards the surface due to the lower gas transport capacity of a decreased perme-
ability at depth. Furthermore, an increasing permeability towards the surface could
limit the depth to which gas may be released in response to the formation of cracks
or an eruption event. This limit may show as deﬂation on the surface which could
be used to infer the depth and size of the gas storage region.
Gradient and anisotropic permeabilities within the conduit can have a large im-
pact upon the pressurisation of the volcano. This is because diﬀering permeability
characteristics alter the path through which gas is transferred and the location to
which it may be stored. A high vertical permeability implies there is less impact
from the surrounding country rock because if the dome is not sealed, gas will be
preferentially lost vertically. In contrast, a high horizontal permeability will aid the
transport of gas from the centre of the conduit to the conduit-wall margin. This
may be a more eﬀective method of gas loss as gas can then utilise the potential
presence of bubble elongation or shear fractures at the margin which enhance the
permeability vertically.
11.1.4 Country rock and dome
The gas behaviour within a volcanic system is not simply controlled by the conduit;
the surrounding country rock and dome also play a role (e.g. Chapters 8 and 9). This
is because both regions can either hinder or aid degassing processes dependent upon
their permeabilities. A low country rock permeability restricts the gas to the conduit
region by preventing lateral gas loss. A decreased permeability in the country rock
also reduces the size of the potential gas storage region. If the country rock has a
relatively high permeability, gas can migrate between the conduit and country rock,
thereby enlarging the volume through which gas may move or become stored. If gas
is permitted to enter into the country rock structure, it can result in signiﬁcantly
larger regions exhibiting surface displacement and degassing. In contrast, conﬁning
gas to the central regions of the conduit suggests a more localised inﬂation signal
and less extensive degassing. Similarly, a low permeability within the dome, traps
gas below, not only in the conduit, but also the surrounding country rock. A higher
dome permeability allows gas to escape the system and, whilst the driving pressure
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is high enough, high velocity fumaroles may be seen. However, once the internal
pressurisation drops, gas velocity would decrease. This in itself can aid the sealing
processes through the redistribution and deposition of minerals. The importance of
the country rock as a viable degassing route has already been considered before, due
to the observation of diﬀuse degassing (e.g. Allard et al., 1991, Giammanco et al.,
1998, Delmelle and Stix, 2000, Williams-Jones et al., 2000, Bonforte et al., 2013).
Chapter 9 showed that the topography had a large impact upon the gas storage
and transport through a volcano in response to a change. The eﬀects of the to-
pography are directly related to the form of the dome. A dome structure such as
Santiaguito has less capacity to inﬂuence gas motion compared to that of Soufrière
Hills. Not only does a large dome increase the lithostatic load, it also increases
the volume through which volcanic gas must travel to exit the dome, and therefore
also increases the likelihood that pockets of gas will become trapped (Chapter 8
and 9.3. Furthermore, a model needs to link the rock type, eruption behaviour and
endogenous/exogenous dome growth. Endogenous dome growth could result in gas
becoming trapped within the structure, whilst exogenous dome growth with the ex-
trusion of spines or lobes permits the development of potentially viable degassing
routes along the spine/ediﬁce boundary.
The motion of gas from one region of the volcano to another, for example, in re-
sponse to fracturing within the dome structure (Chapter 9.3), can result in surface
deﬂation over the original site, but inﬂation over the new catchment area. This
suggests it may be possible to track the movement of large volumes of gas based
upon the changing surface displacement patterns. With the increasing availability
of high resolution deformation images through InSAR or ground based radar as
observational constraints, this possibility is within reach.
When a dome is present, the ability for gas to be continually lost is dependent upon
the internal pressurisation. Once a large proportion of the stored gas has been lost
and the pressure drops too low, signiﬁcant degassing may cease.
The complex relationships between regions of diﬀerent permeabilities, as shown
throughout this study (especially Chapters 3, 8 and 9), illustrates the conduit cannot
be considered in isolation when studying the behaviour of volcanic gas. All regions
of the conduit, country rock and dome have the potential to dramatically aﬀect gas
storage and transport.
11.1.5 Switches in volcanic behaviour
The modelling suggested a permeability decrease of only two orders of magnitude
could switch between eﬀusive and explosive volcanic behaviour (Chapter 3). This
change in permeability would be observable from the surface as a reduction in the
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gas loss from existing fumaroles and surface uplift, due to the pressurisation caused
by conﬁning the volatiles. Conversely, this change in surface displacement could
also lead to the creation or re-opening of fumaroles fed by fractures. Moore et al.
(1994) performed experiments on the sealing of granite at diﬀerent temperatures
in response to the precipitation of silica by hydrothermal ﬂuids through cracks and
porosity during cooling. From these experiments, Edmonds et al. (2003b) extrapo-
lated that at 700 oC, a permeability reduction of three orders of magnitude is possible
over as little as 2 - 6 days. Conversely, at the much lower temperature of 400 oC,
the same process can take 1 - 2 years (Edmonds et al., 2003b). Both extremes carry
their own complications when predicting volcanic activity. For example, 2 - 6 days
does not provide much warning and evacuation time, whilst if the change occurs
over a time scale of years, the decreased gas loss and increased surface uplift could
occur too slowly to be readily observable. Furthermore, time scales of years provide
ample time for additional processes to occur, for example within the conduit, which
could reduce the eﬀectiveness of sealing in triggering a switch in behaviour. Perme-
abilities are in constant ﬂux and if the conduit is permitted to continue degassing,
even at a steadily reducing rate, continued crystallisation of the conduit will occur.
Long-term permeability decreases have been measured for the Mt. St Helens dome
between December 2004 and December 2005 (Gaunt et al., 2011, 2012) and have
been suggested for the activity at Soufrière Hills between July 1998 and Novem-
ber 1999, which showed decreasing SO2 emissions (Edmonds et al., 2003b). Similar
permeability decreases may be continuing during the current phase of the eruption
at this volcano. In contrast, rapid permeability changes have been suggested for
Soufrière Hills between April and June 1999 during a period of repeated explosive
ash venting (Edmonds et al., 2003b). Similar rapid permeability changes may also
be involved in the current eruptive activity of Santiaguito.
The region of sealing does not need to be extensive, just continuous and strategically
placed, such as at the margin between the conduit and wall, or within the dome
structure, to make a big diﬀerence.
11.1.6 Event equilibrium times and cyclicity
Equilibrium times have been provided for many models, representing the time taken
for all domains to resume an equilibrium state whereby no further changes in re-
sponse to the imposed event occurs. However, in a dynamic volcanic system, the
event modelled is unlikely to occur in isolation, therefore, the volcano is unlikely
to reach the end equilibrium point if the required time is considerable, or the re-
pose time between events is short. Repetitive events modelled for Santiaguito in
Chapter 10.3 indicated that the creation of shear fractures allows gas stored within
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the conduit to escape vertically, but suggests some of this gas may become trapped
within the structure of the plug and the dome due to the elevated pressures. Con-
sequently, because of the short repose times between events, this gas accumulates,
resulting in increased pressures and surface displacement. Furthermore, the degree
of accumulation would depend upon the repose and eruption durations.
11.2 Suggestions for further work
Volcanic systems and their behaviour are governed by a very large number of vari-
ables which are constantly in ﬂux and dependent upon any given circumstance. If
they were all fully known and understood, there would be no need for modelling
as the behaviour of volcanoes would be intuitive and predictable. Unfortunately,
this is not the case and models such as these provide a best guess at a very speciﬁc
scenario which, when applied to real volcanoes, may provide important insights into
the processes occurring. The method as it stands is capable of increasing under-
standing of gas behaviour within a volcanic ediﬁce, but it is currently not suitable
as a diagnostic tool. However, there are a number of improvements and adaptations
which could be developed to improve its accuracy and usefulness in the future.
11.2.1 Reynolds number and applicability of Darcy’s law
Darcy’s law determines the transfer of a ﬂuid which exhibits laminar behaviour. It is
therefore not applicable to turbulent ﬂow. The transition from laminar to turbulent
ﬂow is often deﬁned by the Reynolds number (Re) (Jaupart and Allègre, 1991, Rust





for ρ the ﬂuid density, u the velocity, dP the particle size and μ the ﬂuid dynamic
viscosity (Appendix B.1).
Darcy’s law is applicable to the majority of the models where the permeability
conditions are suﬃcient such that low gas velocity results. However, in order to ac-
curately model the gas behaviour in high permeability environments, such as cracks
where high gas velocities might occur, consideration of turbulent ﬂow is required.
Forcheimer’s equation (Equation 11.2) is a potential adaptation to account for the
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where P2, and P1 represent the highest and lowest pressures the sample experiences,
and P0 is the pressure present during which the gas volume ﬂux (v0) is measured (ap-
proximately atmospheric pressure). L is the length of the sample, μa the viscosity,
ρa the density of air, and k1 and k2 are the Darcian (viscous) and non-Darcian (in-
ertial) permeabilities respectively (Takeuchi et al., 2009). A preliminary discussion
on the diﬀerences between the results from Darcy’s law and Forchheimer’s equation
is presented in Appendix B.2.
11.2.2 Gas species
A further adaptation should be a more realistic quantiﬁcation of the volume of gas
actually present within the volcano, rather than assuming all pore spaces are ﬁlled,
following Darcy’s law, and the ideal gas law. In connection with this, the model can
account for the behaviour of all the dominant species of volcanic gas, especially those
currently measured and used to infer volcanic processes, including HCl (as a proxy
for magma extrusion rate) and SO2 (potentially inﬂuenced by degassing pathways
within the ediﬁce and conduit and intrusion of maﬁc magma) (e.g. Edmonds et al.,
2001).
11.2.3 Crystallisation
Crystallisation is directly linked to the exsolution process, but it also greatly impacts
upon the permeability by restricting the region which may be occupied by exsolved
gas (Sparks and Pinkerton, 1978, Sparks, 1997, Cashman and Blundy, 2000). Fur-
thermore, continued crystallisation at shallow depths has an impact, due to the
creation of sealing layers.
11.2.4 Permeability
The variability of permeability in space and time is enormously important and is
dependent upon numerous factors. Superﬁcially, permeability is dependent upon
the pore spaces within a material, whether it be fractures or gas bubbles. How-
ever, delving deeper, the permeability is directly and indirectly related to a large
number of factors within the volcanic plumbing system and its surrounding ediﬁce,
dome and country rock. In order to fully appreciate the role of permeability in vol-
canic systems, the permeability and any temporal variations in its value need to be
calculated dependent upon the various conditions determining the volcano’s state.
Through experiments, the permeability has been found to be directly aﬀected by
pressure and temperature (Gaunt et al., 2011, 2012), stress and strain (Kendrick
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et al., 2013). Pressure aﬀects the permeability by altering the volume of gas which
may be kept in solution, altering the permeability increase through bubble growth
and connectivity. Furthermore, increased pressure helps to keep fractures closed at
depth thereby reducing the permeability. The strength of the rock within the con-
duit and country rock must also be considered. Rocks deforming in a brittle manner
may fracture, thereby increasing the permeability, whereas ductile deformation may
also permit the alignment of minerals or pores, also enhancing the permeability,
particularly in one direction. Further knowledge of these processes suggests the
permeability changes due to shear at the conduit-wall boundary could be modelled
rather than explicitly set.
The ideal model would be one in which the permeability is calculated throughout
dependent upon the properties (stress/strain, gas content, crystallinity, composition,
pressure, temperature, compaction) rather than being explicitly imposed.
11.2.5 Geological structure
As already discussed, the country rock and dome play an important role in aﬀecting
the behaviour of volcanic volatiles. The modelling currently assumes uniform per-
meabilities within the country rock with only simple subdivisions within the dome.
However, diﬀerent rock types within the country rock could also be signiﬁcant, not
only in the way they interact with the volcanic plumbing system through contact
metamorphism (e.g. release of additional volatiles (Yallup et al., 2013)) but also how
their respective rock properties can aﬀect the gas transport and storage capacity lat-
erally from the conduit. The location and extent of diﬀerent rock types, the presence
of aquifers, faults and fractures can all aﬀect the permeability and consequently the
ﬂow laterally through the country rock. Furthermore, to more accurately model the
displacement in response to features such as cracks and shear fractures, the diﬀerent
domains should be decoupled such that they can deform together or independently
dependent upon the processes occurring.
11.2.6 An optimal model
An optimum model to simulate volcanic degassing, based upon current volcanolog-
ical knowledge, is shown in Figures 11.1 and 11.2. The most important observation
is that many of the processes listed on these ﬁgures either inﬂuence or depend upon
the permeability. To create such a comprehensive model would require input from
a wide variety of areas, including, but not limited to:
• permeability and porosity studies and in particular how they vary with time
under changing conditions (e.g. Gaunt et al., 2012, Kendrick et al., 2013);
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• geochemistry and petrology to determine the magma composition and its vari-
ation with time and depth, in addition to the use of trace elements which may
provide another constraint on interior permeabilities (e.g. Berlo et al., 2006);
• gas emission studies to develop more accurate and reliable real-time observa-
tions of gas emission volumes and compositions (e.g. Shinohara, 2005, Ed-
monds and Herd, 2007);
• dome morphology such as Herd et al. (2005) to infer the internal structure;
• conduit morphology studies using fossil volcanoes such as Mule Creek (Stasiuk
et al., 1996) and spine proﬁles (Gaunt et al., 2011, 2012);
• seismicity and the relationship between seismic events and changing conditions
at depth including if this is related to fracturing or changing conduit geometry
(e.g. Neuberg et al., 2006, Thomas and Neuberg, 2012);
• structural geology to determine the structure and properties of the country
rock (e.g. Pallister et al., 2013);
• experimental studies to help constrain the models.
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Figure 11.1: An optimal degassing model (not to scale) incorporating the most
important processes occurring inside volcanic systems. The optimal degassing model
would need to consider all processes between the magma source and the surface,
including the country rock and dome. A striking observation is that the permeability
is tied to many of the processes listed. Suggestions for processes within the conduit
are illustrated in Figure 11.2. The exsolution depth for Soufrière Hills (SHV) is from
Edmonds et al. (2002).
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Figure 11.2: An optimal half-conduit model, to be incorporated with Figure 11.1.
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11.3 Conclusions
This is an innovative method which provides insights into the eﬀects of permeabil-
ity variation on the behaviour of volcanic volatiles and the resulting pressurisation
and surface displacement. It is a ﬂexible approach because it is possible to ex-
periment with diﬀerent setups to investigate a particular scenario by changing the
interior structure or permeability conditions. The model framework can be fur-
ther expanded to include additional physics. Furthermore, models can be created
in three-dimensions with time dependency to investigate how the results change
through time. This is particularly eﬀective because the surface results of gas emis-
sions and displacement can be directly compared to observations from real volcanoes.
The main conclusions from this study are:
• These models provide a valuable insight into how gas moves through a volcano
- how and where it may be stored and where it escapes from the surface.
• These models provide an understanding of the time-dependent response of the
system to pressure changes induced by sealing (Chapter 6 and the formation
of cracks and fractures (Chapters 5, 7, 8, 9 and 10.
• These simulations are capable of modelling volcanic conditions in three-dimensions
allowing the prediction of surface gas loss and displacement in time (Chap-
ters 8, 9 and 10.
• Small changes to permeability conditions can result in profound changes in
behaviour. A reduction of just two orders of magnitude in the surrounding
permeability could switch between eﬀusive and explosive behaviour.
• A high-permeability region surrounded by low-permeability leads to pressuri-
sation which permits greater gas storage at shallow levels.
• In this study, a higher conduit permeability is a dominant controller on the
gas velocity, whilst the permeability within the surrounding ediﬁce plays a
secondary role (Chapter 3).
• Cracks in the dome structure can be eﬃcient at degassing and depressurising
the dome, but their inﬂuence is limited, dependent upon their location and
depth (Chapter 7). A partial decompression of the dome could aﬀect the
stability of the dome.
• Upwards propagation of shear fractures leads to pressurisation and gas storage
prior to explosive release whilst downward propagation promotes depressuri-
sation, gas exsolution and gentle degassing (Chapter 5).
• Ring shaped degassing at volcanoes such as Santiaguito may be simulated
by the presence of fractures around the periphery of the dome and a pressure
gradient induced by a more permeable conduit below the dome (Chapter 10.3).
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• The degree of surface displacement seen is dependent upon the pressurisa-
tion and the location of that pressurisation. Consequently, tracking of large
volumes of gas may be possible (Chapters 8 and 9).
• A volcano can take a long time to respond to a change in permeability. There-
fore, repeated events with a short repose time can change the manner in which
the volcano responds compared to a single, isolated event (Chapter 10).
• The dome and ediﬁce contribute signiﬁcantly to the results and must be consid-
ered in further work to fully understand the behaviour of volatiles in volcanic
systems (Chapters 8, 9 and 10).
• The model framework developed here provides several quantitative outputs:
timing, gas velocity and related deformation. By using observations such as
gas emissions and deformation rates as constraints, the model can be used
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In contrast to the approximate solutions yielded from the ﬁnite element method (FEM),
analytical solutions are a way to deﬁne the actual solution to a problem through the use
of common mathematical operations and functions. Unfortunately, analytical solutions to
problems are only possible for basic scenarios with simple geometries. However, deriv-
ing analytical solutions for these simplistic scenarios and comparing the results to those
provided using FEM lends credence to the FEM results for more complex situations.
Analytical solutions are presented here for simple one-, two- and three-dimensional prob-
lems using Darcy’s law. For each problem the analytical method is documented before the
results are compared to the numerical solution using Comsol Multiphysics R©.
A.1 1D homogeneous model
The ﬁrst example is the most simplistic problem of one-dimensional ﬂow within a homoge-
neous medium (Figure A.1). In this scenario, the pressure gradient is calculated according
to ∇P = ΔP
L
, where L is the length over which the pressure drops (ΔP ). Consequently,
the pressure may be derived according to:
P = P0 − ΔP
L
x (A.1)









Figure A.1: Model setup for a one-dimensional homogeneous system. Pressure is
applied to two boundaries as P0 (inlet) and P1 (outlet), and the permeability is set
as k. The length of the domain is speciﬁed by L. For every point, x inside the
domain, there is a pressure (P ), pressure gradient (∇P ) and a gas velocity (u).
A.1.1 Analysis of Results
An example of this problem, with inlet pressure (P0) 10 MPa, outlet pressure (P1) 0 Pa,
length (L) 1000 m and permeability (k) 10−12 m2, is shown in Figure A.2. The analytical
solution is plotted in addition to the numerical solution for 3 diﬀerent meshes. The nu-
















Figure A.2: Comparison between the analytical and numerical solutions for 3 dif-
ferent meshes. Mesh 1: 32, Mesh 2: 19, Mesh 3: 4. All results agree with a gas
velocity of 6.67× 10−4 ms−1.
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A.2 1D layered model
The previous homogeneous model may be adapted to investigate a layered system (Fig-
ure A.3). The method presented here provides a general method for calculating the solution






Figure A.3: Model setup showing a one-dimensional system with N layers. Pressure
is applied to two boundaries as P0 and PN , and permeabilities are set to each layer
as kN . The length of each domain is speciﬁed by LN , and the pressure gradient
within each layer as ∇PN .
The problem is a one-dimensional incompressible system, and therefore, the gas velocity is
constant across the entire length. To account for the variations in permeability across the












Consequently, by accounting for each permeability (kN ) and layer length (LN ), the gas













Once the gas velocity is known, the interface pressure (PN ) between each layer may be
calculated, relative to the previous interface (or inlet) pressure (PN−1):






Determining the pressure at each interface then allows the pressure gradient across each
layer to be determined, and therefore the pressure at any point (x) within a layer may be
calculated:
P = PN−1 −∇P (x− xN−1) (A.6)
where PN−1 is the previous interface (or inlet) pressure, x is the location and xN−1 is the
location of the previous interface.
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A.2.1 Analysis of Results
The results for this problem are calculated for 4 diﬀerent models with diﬀerent layer thick-
ness’s and permeabilities (Table A.1). Each analytical solution (Figure A.4) is compared
to the numerical results for 3 diﬀerent meshes (Table A.2). As with the homogeneous sce-
nario, all the layered models show a good correlation between the pressure and gas velocity
results regardless of the number of mesh elements used.

















Table A.1: The thickness and permeability for the layers in each of the four models.
Model Mesh 1 Mesh 2 Mesh 3 Velocity (ms-1)
1 40 20 4 2.17× 10−3
2 40 20 4 9.48× 10−4
3 40 20 4 2.26× 10−7
4 54 20 5 8.86× 10−4
Table A.2: The number of mesh elements used and the gas velocity through the
one-dimensional layered system. Model 4 has more elements than the other models
due to the large number of layers. For each model, all three mesh conﬁgurations


















































Figure A.4: The analytical and numerical pressure results for each model run. There
is a very good agreement between the analytical and numerical results, even for the
coarsest mesh.
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A.3 2D circular ﬂow
The ﬁrst two-dimensional scenario investigates circular ﬂow (Figure A.5). This setup could







Figure A.5: Setup for two-dimensional circular ﬂow. The gas ﬂows from the inlet
(P1) to the outlet at P2. The two circles have their centre at the origin (0, 0) and
the extremes of the outer circle are located at (−x, 0) and (x, 0).
The problem may be described analytically by an inﬁnite number of circles, centred about
the origin (0, 0) of the form:
x2 + y2 = r2 (A.7)
where r =
√
x2 + y2. For each circle, the same angle of rotation clockwise has the same
pressure. Therefore, the pressure for any point (x, y) may be derived from:












where πr is the arc length for each semi-circle. The velocity is calculated according to




The ﬂow of gas follows the path of each circle and therefore its direction may be deﬁned
as the tangent of the circle at any point.
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A.3.1 Analysis of results
Figure A.6 shows the results for 2D circular ﬂow in a homogeneous space with a perme-
ability of 10−12 m2. The inner (r1) and outer (r2) radii are located at 25 m and 150 m,
respectively. A comparison between the analytical and numerical results is also shown for
three diﬀerent mesh densities. For this scenario, there is good agreement between the two
sets of results for both the pressure and gas velocity.
Pressure Gas velocity





























Figure A.6: Pressure along the circle with radius 90 m and the velocity at y = 0.
Mesh 1: 400, Mesh 2: 240, Mesh 3: 12.
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A.3.2 Layered circular ﬂow
This method may be extend for a hemispherical model containing multiple domains, each
boundary is drawn perpendicular to the circles. The coordinates where the boundary

























From the velocity, the interface pressure may be calculated from:






and the pressure gradient in each domain:
∇PN = (PN − PN−1)(bNkN )
aNπr
(A.13)




A.3.3 Analysis of results
Layered circular ﬂow in two dimensions is simulated in two models (Table A.3). In Model
1, there are two layers, whilst Model 2 has ﬁve layers. The layer extent is determined by the
sector angle. Consequently, the thickness of each layer increases outwards with the radius.
The two models are run for three diﬀerent mesh densities (Table A.4). The pressure and
gas velocity results along with a comparison between the analytical and numerical solutions
are shown in Figures A.7 and A.8 for Model 1 and 2, respectively. The measurement for
the pressure is taken along the circle with a radius of 90 m, whilst the gas velocity is
measured along the line x = 0 (vertically upwards through the centre). The numerical
results show a very good agreement with the analytical solution, even for the lowest mesh
density.
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Table A.3: The sector angle and permeability for the layers in the two circular
models. The sector angle represents the portion of the model taken up by each
layer.
Model Mesh 1 Mesh 2 Mesh 3
1 482 192 12
2 488 242 16

































Figure A.7: Pressure along the circle with radius 90 m and gas velocity at x = 0 for
Model 1 with 2 layers.
Pressure Gas velocity





























Figure A.8: Pressure along the circle with radius 90 m and gas velocity at x = 0 for
Model 2 with 5 layers.
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A.4 Radial ﬂow
Radial ﬂow describes the ﬂow of the gas outwards, for example from the conduit into
the surrounding wall-rock. The scenario modelled here is depicted in Figure A.9 showing






Figure A.9: Scenario modelling radial gas ﬂow. Gas enters along the boundary with
radius, r1, and pressure, P = P1, and exits the system from the surface of a circle
with radius, r = r2, and pressure, P = P2.
The ﬂow of ﬂuid in this scenario may be described by the Laplace equation:
∇2P = 0 (A.15)



















However, because the problem is cylindrical and the pressure at each point will be deter-

































P = C ln r +D (A.21)
where C and D are constants. Applying the boundary conditions at r = r1 and r = r2:
D + C ln(r1) = P1 (A.22)






















Therefore, by substituting the Equations for C and D into Equation A.21, the pressure,
































Diﬀerentiating Equation A.26, with respect to r, gives the pressure gradient:





















The gas ﬂows through the system with direction perpendicular to the surface of the circles.
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A.4.1 Analysis of results
This model is run for three diﬀerent scenarios as itemized in Table A.5. The models are
run for the same permeability (k = 10−12 m2) and inner radius (r1 = 25 m), but diﬀerent
external radii. Furthermore, each scenario was run for three diﬀerent mesh densities. The
pressure and gas velocity results for Model 2 are shown in Figure A.10, whilst Figure A.11
shows a comparison between the analytical and numerical results. The pressure results
generally show a good agreement with the analytical solution, with only the lowest quality
mesh (mesh 3) deviating slightly. However, in the velocity results, there are signiﬁcant
diﬀerences between the analytical and numerical solutions for the lowest quality mesh.
Model r1 r2 Mesh 1 Mesh 2 Mesh 3
1 25 50 226 22 6
2 25 150 400 42 12
3 25 250 454 50 12
Table A.5: The inner (r1) and outer (r2) radii for each radial ﬂow model. The
number of elements in each mesh used is also shown.
Pressure Gas velocity
0 10e6(Pa) 2.5e-3 1.5e-2(ms-1)






















































































Spherical ﬂow is similar to radial ﬂow, but it echoes the form of the dome core modelled in
Chapters 8 and 9. As with radial ﬂow, spherical ﬂow may be described using the Laplace
Equation:
∇2P = 0 (A.30)


























































Integrating a second time yields:
P = D − C
r
(A.36)











(r2 − r1) (A.39)
D = P1 +
(P2 − P1)r1r2
(r2 − r1)r1 (A.40)
Therefore, by substituting the Equations for C and D into Equation A.36, the pressure,
at any radius (r), may be calculated according to:

















Diﬀerentiating Equation A.41 provides the equation for the pressure gradient:
∇P = (P2 − P1)r1r2
(r2 − r1)r2 (A.43)








The ﬂow of the gas is perpendicular to the surface of each sphere.
A.5.1 Analysis of results
As with the radial example, spherical ﬂow is modelled for three scenarios (Table A.6).
Each model has the same permeability (k = 10−12 m2) and inner radius (r1 = 25 m),
but diﬀerent external radii. Each scenario is also run for three diﬀerent mesh densities.
Spherical ﬂow is modelled in 3D and therefore, the meshes contain signiﬁcantly more
elements than their 2D radial ﬂow counterparts. The three scenarios are compared to the
analytical solutions in Figure A.12, whilst the pressure and gas velocity results for Model 2
are shown in Figure A.13. There is good agreement between the analytical and numerical
Model r1 r2 Mesh 1 Mesh 2 Mesh 3
1 25 50 22661 3557 129
2 25 150 26984 4368 257
3 25 250 16200 4710 116
Table A.6: The inner (r1) and outer (r2) radii for each spherical ﬂow model. The
number of elements in each mesh used is also shown.
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solutions, although the lowest quality mesh (Mesh 3) does noticeably deviate from the
analytical solution for both pressure and gas velocity. This is particularly evident for the

















































































Figure A.12: Comparison between the analytical and numerical results for spherical
model with three diﬀerent meshes. Both pressure and gas velocity measurements
are taken along the line between (r1, 0, 0) and (r2, 0, 0).
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Pressure Gas velocity
0 10e6(Pa) 8.9e-4 3.0e-2(ms-1)
Figure A.13: Pressure and gas velocity for the 3D radial ﬂow model, Scenario 2.
A.6 Implications for the modelling
Comsol Multiphysics R© gives a very good solution compared to the analytical solutions for
the scenarios provided. However, in the more complex radial models, a mesh which is too
coarse results in errors, particularly with the gas velocity. Therefore, provided a mesh with
a suitable resolution is used, Comsol Multiphysics R© should provide a very good solution
and this lends credence to the results from more complex models.
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The validity of Darcy’s law
Darcy’s law has been utilised in numerous volcanic studies, to model the migration of
volatiles (e.g. Eichelberger et al., 1986, Klug and Cashman, 1996, Melnik and Sparks,
1999, Scharﬀ et al., 2014). However, one limitation is that it is formulated for laminar
ﬂow. Consequently, it cannot accurately predict the ﬂow of gas at high velocities which
exhibit turbulence.
In laminar (viscous) ﬂow, the particles of the ﬂuid travel parallel to the direction of the
pathway through which it is ﬂowing. Whilst in turbulent (inertial) ﬂow, the ﬂuid travels in
a chaotic manner. The transition between the two ﬂow regimes is determined by the ﬂuid
viscosity, the size of the pathway and the velocity of the ﬂuid. Therefore, at low viscosities,
large pathways and high velocities, ﬂow would be turbulent.
Here, the transition from laminar ﬂow to turbulent ﬂow is investigated using the Reynolds
number, before the Forchheimer equation (a modiﬁed form of Darcy’s law speciﬁcally for
modelling turbulence) is discussed.
B.1 Reynolds number
The Reynolds number (Re) is a dimensionless ratio between the inertial and viscous forces








for the gas density (ρ), gas velocity (u) and the pathway diameter (dp).
Darcy’s law is valid for laminar ﬂow which is deﬁned as ﬂow with a Reynolds number of
less than 1 (Nabovati et al., 2009). For Reynolds numbers greater than 2000 (Jaupart
and Allègre, 1991, Bouvet de Maisonneuve et al., 2009), inertial forces become important
and ﬂow becomes turbulent. This transition is dependent upon the gas viscosity, velocity
and the pathway size through which it travels. In this modelling, the gas viscosity is
set to the constant value of 1.5 × 10−5 Pas (e.g. Melnik and Sparks, 1999, Costa et al.,
2007, Collombet, 2009, de’ Michieli Vitturi et al., 2010). Furthermore, the velocity is
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determined by Darcy’s law based upon the pressurisation and the permeability. However,
the size of degassing pathway is particularly important in controlling whether the resultant
ﬂow at a given velocity is laminar or turbulent (Figure B.1). The value of the degassing
pathway (dp) is largely dependent upon its location within the volcanic system, the form
of the degassing pathway and the volcanic state. In the magma conduit where gas bubbles
are continually exsolving and growing by decompression and coalescence, the degassing
pathway is the connectivity of the gas bubbles themselves (Eichelberger et al., 1986). In
this case, the pathway size is therefore determined by the bubble diameter which is thought
to be μm scale (Navon and Lyakhovsky, 1998, Klug and Cashman, 1996). However, along
the conduit-wall margin, tuﬃsites are an example of a potential degassing route. Tuﬃsites
are generally on the cm scale (Tuﬀen et al., 2003, Castro et al., 2012, Kolzenburg et al.,
2012, Berlo et al., 2013). In contrast, surface cracks could be much larger, and during large
eruptions, the degassing pathway eﬀectively becomes the entire width of the conduit (10’s
of m).
Figure B.1 plots the Reynolds numbers for diﬀerent pathway widths and gas velocities.
For very small degassing pathways, high velocities are permissible whilst still satisfying
the requirements for laminar ﬂow. However, as the pathway size increases, the velocity
needs to decrease for Darcy’s law to still be applicable. Therefore, gas ﬂow by bubble
connectivity within the conduit should be accurately modelled by Darcy’s law. However,
gas ﬂow from surface cracks is likely to be turbulent, even for small velocities, and therefore

























Figure B.1: The Reynolds number for diﬀerent gas velocities and pathway sizes.
Creeping ﬂow has a Reynolds number less than 1 (Nabovati et al., 2009) whilst
turbulent ﬂow has a Reynolds number greater than 2000 (Jaupart and Allègre,
1991, Bouvet de Maisonneuve et al., 2009).
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B.2 Darcy’s law versus Forchheimer equation
The majority of permeability measurements for volcanic products (Figure 1.2) represent the
Darcian permeability. However, the inertial permeability is increasingly being measured
(Figure B.2). The permeability is usually measured using a permeameter which measures
the ﬂow rate at diﬀerent applied pressures (e.g. (Rust and Cashman, 2004, Takeuchi et al.,
2008, Kolzenburg and Russell, 2014)). Using this, the Darcian permeability may be derived
from Darcy’s law, or both permeabilities are calculated using the Forchheimer equation. A
low Darcian permeability means a high resistance to ﬂow due to viscous eﬀects (Rust and
Cashman, 2004). Similarly, a low Inertial permeability suggests ﬂow is strongly restricted





















Rust & Cashman, 2004
Yokoyama & Takeuchi, 2009
Wright et al., 2006a
Wright et al., 2006b
Takeuchi et al., 2008
Takeuchi et al., 2009
Figure B.2: A comparison between Inertial and Darcian permeabilities for volcanic
rocks. Compared to Darcian permeability measurements, there are signiﬁcantly
fewer measurements for the inertial permeability (74 inertial permeabilities, com-
pared to 565 Darcian permeabilities in Figure 1.1). There is a general trend of
increasing inertial permeability with increasing Darcian permeability. However, the
same Darcian permeability can show a diﬀerence of two orders of magnitude in the
inertial permeability.
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Here, the velocity measured by Darcy’s law (Equation B.2) is compared to that derived










However, for easy comparison with Darcy’s law, it is rearranged in terms of u, by taking
















For very low velocities, or very high inertial permeabilities, the Forchheimer equation re-
duces to Darcy’s law. In Darcy’s law, the gas density does not directly aﬀect the velocity - it
inﬂuences the pressure distribution which alters the velocity. However, in the Forchheimer
equation, the density changes the velocity directly.
B.2.1 Analysis of results
Figures B.3 and B.4 compare the velocities from the two equations at diﬀerent pressure
gradients for gas densities of 0.19 and 96.39, respectively. These gas densities correspond
to atmospheric pressure and a pressure of 50 MPa (≈ 2 km). The pressure gradients in
both plots range from 0 to 1 MPam−1. For reference, in the basic cracked dome model (1
- Chapter 7) at the start, the bulk of the pressure gradients are ≈ 2 × 104 Pam−1. With
only the very surface regions experiencing higher gradients of up to 0.3 MPam−1. Once
the cracks open, the highest pressure gradient is at the crack tips (with a maximum of
2 MPam−1 and along the surface (with a maximum of 0.5 MPam−1) The highest pres-
sure gradients are restricted to the less permeable domains of the wall-rocks and dome
(10−14 m2).
In both Figures B.3 and B.4, the greatest deviation between the two equations occurs at
the highest Darcian permeability (k = 10−8 m2) and lowest inertial permeability (kf =
10−10 m). However, this diﬀerence also increases with the gas density.
At high Darcian permeabilities, the gas velocity is dominated by the inertial permeability,
whilst at low Darcian permeabilities, the gas velocity is dominated by the Darcian per-
meability and the inertial permeability has little eﬀect. In the case of Figure B.3 with a
gas density of 0.19 kg/m3, this means the gas velocity results for Darcy’s law are accept-
able for permeabilities of less than 10−12 m2, and may still be acceptable for high inertial
permeabilities. However, for the highest Darcian permeability investigated (10−8 m2), the
inertial term is signiﬁcant and all gas velocities derived from Darcy’s law will be much
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Figure B.3: A comparison between Darcy’s law and the Forchheimer equation for
diﬀerent Darcian permeabilities (k) and a gas density of 0.19 kg/m3. The diﬀerence
between the two equations is greater for larger Darcian permeabilities. Furthermore,
the lower the inertial permeability, the slower the gas velocity in comparison to using
Darcy’s law.
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Figure B.4: A comparison between Darcy’s law and the Forchheimer equation for
diﬀerent Darcian permeabilities (k) and a gas density of 96.39kg/m3.
B.3 Implications for the modelling
The investigations presented here are simplistic and the equations are not compared for
an actual model. However, the results serve to show that the Reynolds number and Forch-
heimer’s equation both indicate that if the actual ﬂow is turbulent, Darcy’s law will predict
a higher velocity. Darcy’s law is applicable to many of the models presented, however in
the domains with very high permeability regions, such as the dome collapse (Chapter 4),
fracture zones (Chapter 5) and dome cracks (Chapter 7), the Forchheimer equation may
give a more accurate result. Darcy’s law is applicable for this work because it provides
the upper limit, so the maximum gas velocities and the maximum gas storage and loss.
However, the results here highlight that inertial eﬀects must be investigated further to
create a more realistic model.
Appendix C
Gas density and viscosity






for the mean molar mass (M = 0.018 kgmol−1), ideal gas constant (R = 8.314 PaK−1mol−1),
temperature (T ) and the pressure (P ). The gas viscosity is set to a constant value of
1.5× 10−5 Pas. Here, the eﬀect of these assumptions is investigated.
C.1 Gas density
The discussion on gas density is two-fold. Firstly, the impact of the temperature is explored,
and secondly, the assumption of ideality is investigated.
C.1.1 Temperature
The eruption temperature of magma depends on its composition and ranges from ≈ 700−
1200 oC, with silicic magmas erupting at lower temperatures than basalt (Kilburn, 2000).
The temperature of the andesitic magma at Soufrière Hills has been estimated at 850 oC
(Murphy et al., 2000), and conduit-ﬂow models often use this value (e.g. (Melnik and
Sparks, 1999, de’ Michieli Vitturi et al., 2010)). However, the temperature decreases away
from the conduit, both laterally into the country rock, and within the dome structure.
Measurements of dome surfaces suggest temperatures of 200−400 oC (Oppenheimer et al.,
1993, Stinton et al., 2014), rapidly climbing to > 650 oC at 1 m depth (Sparks et al., 2000).
From the method in Chapter 2, temperature is used to derive the gas density according
to the ideal gas law (Equation C.1). Throughout the modelling, a uniform value of 850oC
(1123 K) is used. However, here the eﬀect of diﬀerent temperatures is investigated before




The eﬀect of diﬀerent temperatures and pressures on the gas density as calculated according
to the ideal gas law is shown in Figure C.1. Following simple inspection of the equation, the
gas density increases with pressure, but decreases with temperature. The graph shows there
are signiﬁcant diﬀerences in the gas density with changing temperature at high pressures.
However, the greatest change in temperature in the region of the volcano modelled would























Figure C.1: Gas densities at diﬀerent temperatures (oC) and pressures (MPa) ac-
cording to the ideal gas law.
In order to investigate the impact this has on the model results, the six example models
from Chapter 3 (Figure 3.3) are re-run for diﬀerent temperatures (Figure C.2). The inﬂu-


































33 (1) 63 (2) 92 (3)
44 (4) 39 (5) 43 (6)
Model
Figure C.2: (a) The maximum overpressure at diﬀerent constant temperatures for
the six example models from Chapter 3 (Figure 3.3). Crosses indicate the maximum
overpressure for the two gradient temperature examples shown in Figure C.3. (b)
The change relative to a temperature of 0oC. The temperature used in the modelling
(850oC) is marked.
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pressurisation, the greater the change in maximum overpressure. Consequently Models 44,
39 and 43 are more aﬀected by the change in temperature than 33, 63 and 92. However,
the diﬀerence within the range of temperatures measured at volcanoes (≈ 200−1200oC) is
relatively insigniﬁcant compared to the actual overpressure, at < 1 MPa. Therefore, a value
of 850oC gives a good approximation when the temperature throughout the simulation is
uniform.
Gradient temperature
In order to simulate the eﬀects of cooling with increasing distance from the magma conduit,
two gradient temperatures are imposed according to Figure C.3. In gradient 1, the tem-
perature decreases outwards from the magma conduit (850oC) with a temperature at the
overburden surface of 200 oC. In gradient 2, the temperature decreases outwards from the
magma conduit with a temperature on the lateral exterior boundaries and the overburden
surface of 200 oC. Using these two temperature distributions, the six example models from











Gradient 1 Gradient 2
Figure C.3: Temperature distribution with a conduit temperature of 850 oC decreas-
ing to 200 oC at the overburden surface (1) or at all exterior boundaries (2).
The maximum overpressure for each model is shown as crosses in Figure C.2a. The over-
pressure is less than that calculated using a uniform temperature of 850oC and is related
to the diﬀerence between the highest and lowest temperatures modelled. The greater the
temperature diﬀerence between the conduit and surface, the lower the maximum overpres-
sure.
The gas overpressure for the two temperature distributions follows the same pattern as
Figure 3.4 (Chapter 3). The diﬀerences between the uniform (850oC) and gradient tem-
perature distributions are shown in Figures C.4 and C.5. For both temperature gradients,
the gas overpressure calculated is lower than that for the uniform temperature. Gradient
2 has a lower pressure, and the deviation from the uniform temperature examples is more
extensive due to the greater temperature variation. The greater the pressurisation within
the model, the greater the diﬀerence between the gas overpressure results.
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Group 4 Group 5 Group 6
Figure C.4: The diﬀerence between the results for the Gradient 1 compared to a
constant temperature. Models 33, 63, 92, 44, 39 and 43, respectively (Chapter 3).














Group 4 Group 5 Group 6
Figure C.5: The diﬀerence between the results for Gradient 2 compared to a constant
temperature. Models 33, 63, 92, 44, 39 and 43, respectively (Chapter 3).
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C.1.2 Ideality
Throughout the modelling, ideality is assumed, and consequently, the gas density (ρ) is
calculated according to the ideal gas law (Equation C.1). However, ideality is known to
deviate from the true behaviour of water. Therefore, the density from the ideal gas law
is compared to that derived from steam tables (Figure C.6). For the three temperatures
plotted, the ideal gas law always calculates a higher density. However, the diﬀerence
between the two calculations decreases with increasing temperature. In order to assess the
impact of this on the results, the six example models from Chapter 3 are re-run for the
true density of water for a temperature of 850 oC (Figure C.7). When using an accurate
representation of the gas density, the calculated pressure for the example models is lower
than when the density is calculated using the ideal gas law. The greatest diﬀerence occurs
in the regions of lowest pressure, and is largest in Group 1. However, the diﬀerence is very



















Figure C.6: A comparison between the gas density as calculated by the ideal gas
law (IGL) and from steam tables (ST) (e.g. http://www.spiraxsarco.com/esc/
SH_Properties.aspx).
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Group 4 Group 5 Group 6
Figure C.7: The diﬀerence between the pressure when the density is calculated by
the ideal gas law to that from steam tables with a temperature of 850 oC. Models
33, 63, 92, 44, 39 and 43, respectively (Chapter 3).
C.2 Gas viscosity
The value for the gas viscosity (μ = 1.5×10−5 Pas) used follows the values used in conduit
ﬂow models (e.g. Melnik and Sparks, 1999, Collombet, 2009, de’ Michieli Vitturi et al.,
2010, Schneider et al., 2012). However, this does deviate from the true viscosity of water.
In the modelling, the viscosity is used in the calculation of the gas velocity (Darcy’s law).
Hence, changing the viscosity only aﬀects the gas velocity and does not alter the pressure
distribution.
Figure C.8 plots the gas velocity for diﬀerent viscosities and permeabilities. The viscosities
chosen represent the viscosity of the gas for three temperatures (700, 850 and 1000 oC, re-
spectively). Unsurprisingly, the gas velocity increases with the permeability, but decreases
with increasing gas viscosity. However, for diﬀerent permeabilities, the gas velocity with
the quoted gas viscosities will be of the same order of magnitude. No additional models
are run for this comparison because the gas velocity is so dependent upon the permeabil-
ity. Hence, due to the range of permeability settings for the models in each group from
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Figure C.8: The velocity at diﬀerent permeabilities and viscosities against the
pressure gradient. The value of the gas viscosity used in the modelling is μ =
1.5×10−5 Pas. The other three values plotted represent the gas viscosity (3.7×10−5,
4.2 × 10−5 and 4.8 × 10−5 Pas) calculated for diﬀerent temperatures (700, 850 and
1000 oC, respectively) from steam tables (e.g. http://www.spiraxsarco.com/esc/
SH_Properties.aspx).
C.3 Implications for the modelling
The results from the simplistic experiments show despite variations in the temperature,
the pressurisation patterns are the same as derived from using the uniform temperature
of 850oC. There are diﬀerences in the overpressures reached, however given the total
pressurisation of the systems, the deviation is small. The gas would be expected to follow
the behaviour as modelled. Therefore, within the scope of this study and the assumptions
made, the temperature has little impact. However, it is worth considering the larger
role that temperature plays in volcanoes, for example rheology. The manner in which
rocks behave to an imposed stress is related to the temperature, such that rocks at higher
temperatures will deform in a ductile manner, whilst colder rocks, such as those in the dome
are more likely to fracture and experience brittle deformation. Therefore, temperature
must be included in any further work, particularly if the processes related to rheology are
included.
From Figure C.7, the true density of water at high temperature and pressure is only slightly
less than that calculated from the ideal gas law. Therefore, this only has a very limited
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impact upon the pressure results for the modelling.
A diﬀerence would be expected in the gas velocity results when using the true viscosity
of water. However, Figure C.8 showed that although using the true gas viscosity would
decrease the gas velocity, it would still be of the same order of magnitude for a particular
permeability. The gas viscosity does not change the pressure distribution, so the pattern
of behaviour of the gas would be the same.
Appendix D
De-coupling along the conduit-wall
margin
De-coupled domains allows them to deform independently rather than together. Con-
sequently, if the conduit is de-coupled from the surrounding wall-rocks a spine may be
extruded. However, if the domains remain coupled, bulging of the entire region (conduit
and wall-rocks) may result. In order for de-coupling to occur the exerted stress must exceed
the strength of the rocks resulting in brittle failure (Tuﬀen et al., 2003, Neuberg et al.,
2006, Lavallée et al., 2008, 2011). Therefore, in real volcanoes, both scenarios are likely
to occur dependent upon the stress regime at any particular point in space and time. The
transition between regimes is highly complex. However, comparing the results between a
coupled and a de-coupled system can provide important insights into the impacts of each
on the displacement behaviour.
D.1 Modelling de-coupling
Here, the eﬀect of de-coupling the conduit region from the surrounding volcanic ediﬁce or
country rock is investigated. This may be applicable to the models for brittle failure along
the margin between the conduit and country rock (Chapters 5 and 10). Furthermore, the
ability for the conduit domain, and other domains, to de-couple from the surroundings,
may also have implications for the variable pressurisation results in Chapters 8 and 9.
Although an accurate model for de-coupling is complex and beyond the scope of this
research, it is crudely simulated through comparison of two model setups (Figure D.1). 1
represents the coupled scenario with a central conduit, overlain by a spine and surrounded
by two wall-rocks. Following the method in Chapter 2, the exterior boundaries in 1 are
all set to lithostatic pressure. This ﬁrst model is compared to a de-coupled scenario (2)
where only the conduit and spine are directly modelled, and the presence of the wall-rocks
is inferred by setting the lateral exterior boundaries to the conduit-wall boundary pressure























































(1) Coupled (2) De-coupled
Figure D.1: The two models used to investigate de-coupling the conduit region
from the surrounding wall-rocks. In 1 all exterior boundaries are set to lithostatic
pressure. Whilst in 2 the top and bottom boundaries are lithostatic pressure, but
the lateral exterior boundaries are set to the conduit-wall boundary pressure derived
from 1, thereby implicitly suggesting the presence of the wall-rocks. This ensures
the conduit-spine pressure distribution is the same in each scenario.
pressure. Consequently, the pressure distribution for the conduit and spine are exactly the
same in each scenario. These two stationary scenarios are run and the results compared
for 125 diﬀerent permeability combinations.
The average pressure in each domain and the maximum surface displacement above the
conduit/spine for each model in the two scenarios is shown in Figure D.2. The average
pressure results follow those from Chapter 3 (Figure 3.2), with any diﬀerences due to the
diﬀering model conﬁguration (e.g. a spine instead of an overburden).
The maximum surface displacement above the spine follows the pressurisation results such
that models with high average pressures result in the greatest surface displacement. Con-
sequently, the coupled and de-coupled results both follow the same pattern. However, the
de-coupled models show more extreme surface displacement. For high pressure systems,
de-coupling results in greater surface displacement. For low pressure systems, the surface
displacement is less. When the conduit/spine are coupled to the wall-rocks, the surface
displacement is determined by the pressurisation, whether this is in the conduit/spine re-
gion or within the wall-rocks. Conversely, when the domains are de-coupled, the surface
displacement above the spine is determined by the conduit/spine pressurisation without












































Figure D.2: The average pressure for each domain and the maximum surface dis-
placement above the spine for the coupled and de-coupled scenarios. For each con-
duit permeability, there are ﬁve spine permeabilities and for each spine permeability,
there are ﬁve wall-rock permeabilities. All permeabilities decrease from left to right
by 102 decrements from 10−8 to 10−16m2.
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D.2 Implications for the modelling
The two scenarios modelled here are extreme and represent end-members. The de-coupled
scenario assumes complete separation of the conduit/spine region from the wall-rocks,
therefore simulating a smooth piston-like behaviour. However, in reality, the conduit-wall
margin would be rough, therefore promoting friction-controlled slip (Collier and Neuberg,
2006) rather than free motion, as modelled here. Furthermore, the situation in a real
volcano may be a combination of both coupled and de-coupled, dependent upon the rock
properties and the stress-regime. However, the modelling has highlighted some important
implications for the results of other models. For example, the brittle failure models in
Chapter 5 and 10 would likely respond to the high pressure by greater surface uplift
above the conduit/spine, and less surface displacement above the wall-rocks. Similarly, in
Chapter 8, groups 3 and 4D with pressurisation localised to the conduit region, would result
in greater displacement above the conduit than is measured in the coupled conﬁguration.
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