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Abstract
This thesis describes the development of a distributed control system for SSL
soccer robots. The project continues on work done to develop a robotics re-
search platform at Stellenbosch University. The wireless communication sys-
tem is implemented using Player middleware. This enables high level program-
ming of the robot drivers and communication clients, resulting in an easily
modifiable system. The system is developed to be used as either a centralised
or decentralised control system. The software of the robot’s motor controller
unit is updated to ensure optimal movement. Slippage of the robot’s wheels
restricts the robot’s movement capabilities. Trajectory tracking software is de-
veloped to ensure that the robot follows the desired trajectory while operating
within its physical limits.
The distributed control architecture reduces the robots dependency on the
wireless network and the off-field computer. The robots are given some auton-
omy by integrating the navigation and control on the robot self. Kalman filters
are designed to estimate the robots translational and rotational velocities. The
Kalman filters fuse vision data from an overhead vision system with inertial
measurements of an on-board IMU. This ensures reliable and accurate posi-
tion, orientation and velocity information on the robot. Test results show an
improvement in the controller performance as a result of the proposed system.
iii
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Uittreksel
Hierdie tesis beskryf die ontwikkeling van ’n verspreidebeheerstelsel vir SSL
sokker robotte. Die projek gaan voort op vorige werk wat gedoen is om ’n
robotika navorsingsplatform aan die Universiteit van Stellenbosch te ontwikkel.
Die kommunikasiestelsel is geïmplementeer met behulp van Player middelware.
Dit stel die robotbeheerders en kommunikasiekliënte in staat om in hoë vlak
tale geprogrameer te word. Dit lei tot ’n maklik veranderbare stelsel. Die
stelsel is so ontwikkel dat dit gebruik kan word as óf ’n gesentraliseerde of ver-
spreidebeheerstelsel. Die sagteware van die motorbeheer eenheid is opgedateer
om optimale robot beweging te verseker. As die robot se wiele gly beperk dit
die robot se bewegingsvermoëns. Trajekvolgings sagteware is ontwikkel om
te verseker dat die robot die gewenste pad volg, terwyl dit binne sy fisiese
operasionele grense bly.
Die verspreibeheerargitektuur verminder die robot se afhanklikheid op die
kommunikasienetwerk en die sentrale rekenaar. Die robot is ’n mate van out-
onomie gegee deur die integrasie van die navigasie en beheer op die robot self te
doen. Kalman filters is ontwerp om die robot se translasie en rotasie snelhede
te beraam. Die Kalman filters kombineer visuele data van ’n oorhoofse visie-
stelsel met inertia metings van ’n IMU op die robot. Dit verseker betroubare
en akkurate posisie, oriëntasie en snelheids inligting. Toetsresultate toon ’n
verbetering in die beheervermoë as ’n gevolg van die voorgestelde stelsel.
iv
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vx Robot x velocity . . . . . . . . . . . . . . . . . . . . . . . . [m/s ]
vy Robot y velocity . . . . . . . . . . . . . . . . . . . . . . . . [m/s ]
µf Friction between the robot’s wheels and the field . . . . [ ]
θn Angle of wheel with respect to x-axis of robot . . . . . . [ rad ]
ωr Angular rotation velocity of robot . . . . . . . . . . . . . . [ rad/s ]
ωm Angular velocity of motor . . . . . . . . . . . . . . . . . . . [ rad/s ]
ωw Angular velocity of wheel . . . . . . . . . . . . . . . . . . . [ rad/s ]
Acronyms
ACK Acknowledge
AI Artificial Intelligence
API Application Programming Interface
CLI Command-Line Interface
CF Complimentary Filter
CO Controller Output
DOF Degrees of Freedom
EKF Extended Kalman Filter
I2C Inter-Integrated Circuit
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IMU Inertial Measurement Unit
GPL General Public License
GUI Graphical User Interface
HDL Hardware Description Language
HLC High Level Controller
FPGA Field Programmable Gate Array
KF Kalman Filter
LLC Low Level Controller
LUT Lookup Table
MSL Middle Size League
NACK Negatively Acknowledge
OFC Off-field Computer
PID Proportional Integral and Derivative
RDE Robotic Development Environment
rpm Revolutions per Minute
SBC Single Board Computer
SP Set Point
SPI Serial Peripheral Interface Bus
SSL Small Size League
TCP Transmission Control Protocol
TLC Trajectory Linearisation Control
VCSEL Vertical-Cavity Surface-Emitting Laser
WLAN Wireless Local Area Network
XDR External Data Representation
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1. Introduction
1.1. Background
Robotics is an exciting innovative technology that is becoming an integral part
of society. Robotics has a large influence on peoples lives. The magnitude of
this influence varies from robots building the cars and appliances that are
used every day; to the use of robots in military applications. This importance
of robotic systems necessitates that research be done in this field to further
improve this technology and the impact thereof on our society.
This project continuous on work done towards creating a robotic research
platform at Stellenbosch University. The goal of the research platform is to
create a modular robotic system, which is adaptable and can be modified
using high level programming languages. In order to facilitate this goal it was
decided to develop a team of robots that could participate in a division of the
RoboCup™.
RoboCup™ is an international research and educational initiative that was
created to promote robotics research. This initiative attempts to promote
research in Artificial Intelligence (AI) and robotics by creating a platform for
competitive and attractive challenges in the fields of robotics and AI. The
long term goal of this initiative is:
“By mid-21st century, a team of fully autonomous humanoid robot
soccer players shall win the soccer game, comply [sic] with the offi-
cial rules of the FIFA, against the winner of the most recent World
Cup.” (?).
In order to accomplish this goal different leagues were created. The league
that was focussed on in this project is RoboCup Soccer. The aim of RoboCup
Soccer is to promote research in the fields of cooperative multi-robot and multi-
agents systems in dynamic competitive environments. This is done through
five soccer leagues in which teams of autonomous robots compete against each
other. The leagues are Simulation League, Small Size League (SSL), Middle
Size League (MSL), Standard Platform and Humanoid League. These leagues
all differ in complexity and in their research goals. This project will focus on
developing robots for the SSL, because there is some overlap between the SSL
and the MSL, some of the research done on the MSL will be discussed.
1
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The SSL focusses on developing a multi-agent robotics team. This league
uses either a centralised architecture or distributed architecture. A distributed
architecture is a combination of centralized as well as decentralised control.
However, the SSL is usually implemented using a control architecture that is
mostly centralised, with the robots having little processing power and only
performing basic tasks. This architecture is used to enable the robots to play
soccer without any on-board sensors and rely on an Off-field Computer (OFC)
for their commands. Due to the fact that no on-board sensors are required
the robots are smaller and thus the name Small Size League. The robots
are restricted to a maximum diameter of 180 mm and a maximum height of
150 mm. Some of the robots are able to move at speeds of up to 3.5 m/s and
kick the ball up to 15 m/s (?, ?). A team consists of a maximum of six robots.
They play on a green carpeted field that is 4.05 m by 6.05 m in size.
All the teams in the SSL use the same open-source vision system called
SSL-Vision. The vision system uses two overhead cameras situated 4.0 m
above the field. Information regarding the position of all the robots and the
ball is sent to the OFC. This data is processed on the computer and intelligent
decisions are made accordingly. The OFC communicate with the robots using
a wireless network. Figure 1.1 shows the typical layout of the SSL.
Figure 1.1: Control architecture of SSL (?)
The SSL game is almost fully autonomous. The only human intervention
is that of a referee and an assistant referee. They communicate with the
OFC using software called Referee Box. Other than that there is no human
intervention, the robots play on their own and the AI software controls every
aspect of the gameplay. The AI software runs on the OFC where most of the
processing is done. From here the velocity commands are sent to the robots.
The MSL focusses on full autonomy and cooperation between the different
robots. These robots have a maximum diameter of 50 cm and the teams consist
of teams of up to 6 members. All sensors are mounted on the robots themselves
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and there is no OFC. Thus the robots have to work together to plan the game
strategies and to facilitate good perception of the playing field. These robots
communicate with each other using a wireless network. The MSL robots use
various on-board sensors to facilitate localization and navigation.
1.2. Objectives
The project’s main objectives are listed below. The ultimate goal is to develop
and test a distributed control system.
1. Develop and test a centralised control system using SSL-Vision system.
• Develop a driver for the soccer robots based on Player
• Develop communication client using Player which implements the
SSL-Vision system.
• Have a soccer robot execute basic movement commands.
2. Develop a distributed control system using the SSL-Vision system com-
bined with on-board sensors.
• Implement on-board sensors.
• Implement sensor fusion using estimator algorithms.
• Implement trajectory following to test the control system.
3. Test and evaluate the developed distributed control system using SSL
soccer robots.
• Compare the performance when different sensors are used.
• Evaluate the performance of the distributed control architecture.
1.3. Motivation
SSL soccer robots are very suitable for research purposes. This is due to the
versatility of these robots. By modifying the robots’ hardware or the system
architecture research can be done in a wide variety of the fields such as image
recognition, AI, motion control, behaviour strategy and communication. The
research suitability of the robots is increased by increasing the modifiability
and versatility of the robots.
Most SSL teams use a Field Programmable Gate Array (FPGA) as a main
controller on the robot. FPGA have to be programmed in Hardware De-
scription Language (HDL) which is complicated and a lot more difficult than
programming in high-level languages such as C++ or Java. Furthermore by
designing the robots to be modular and semi-autonomous enables them to
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be used in both a centralised and distributed control system. Thus enabling
robotic research in both control architectures, each yielding different challenges
and opportunities. However, although the soccer robots might be versatile and
provide the functionality enabling them to be used by either a centralised or
distributed control system, it places a challenge on the communications sys-
tem. A rapidly changeable and modifiable communication system is required
in order to communicate effectively with the robots while enabling research and
development in both control architectures. This means that a communication
system which can be rapidly changed and tested is required.
The main sensor input in the SSL is that of the overhead cameras. As a
result most SSL teams use a centralised control architecture, where an OFC
uses the vision information to control the soccer robots. This system can be
used as a platform to test AI and behaviour strategies. Mostly the robots
used in a centralised control system have no or very limited autonomy. In
order to use these robots in a distributed control system they need to be semi-
autonomous. In such a control system the OFC will still act as a central
controller, deciding on the strategy and game plan. However the OFC will be
able to allocate tasks to the robots. The robots can implement these tasks
using on-board sensors and control algorithms.
The distributed control architecture enables the robots to perform some au-
tonomous tasks, however the successful execution of these tasks is dependent
on the robot’s ability to effectively utilise on-board sensors. Various sensors
could be used to measure different aspects of the robot’s state. These include
gyroscopes, accelerometers, compasses, encoders and many more. The sensor
that will be used must be chosen such that they optimise the usage of the lim-
ited space on the SSL robots, while enabling the estimation of all the required
robot attributes. Therefore research will be done to investigate which is the
optimal sensor to use with the soccer robots.
The correct choice of sensors will ensure that the robot’s behaviour can be
observed, however sensor data is never without noise or biased errors. ? did
real-time experimental testing and found that accurate position and orienta-
tion measurements are essential for controller performance. Cumulative errors
are introduced when individual sensors are used to obtain an estimate of the
robot’s position. Various algorithms and techniques have been developed to
estimate the actual movement of the robot based on multiple sensor inputs.
Sensor fusion is when data obtained from various sensors is used to generate
information that is more accurate than the information obtained from the data
of the sensors individually.
There are numerous techniques for doing this, such as Markov Localization
Monte Carlo Localization and various types of Kalman filters (?). These tech-
niques can be used to enable the robot to accurately determine its own state.
This information regarding the state of the robot can be used as feedback for
the controllers on the robot, enabling the robot to execute desired commands.
Therefore it is clear that in order to effectively implement a distributed control
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system an accurate state estimator is required.
Optimally implemented distributed control architecture will be advanta-
geous to a team of soccer robots. Therefore research will be done to develop
such a control system. This involves the implementation of an OFC with in-
telligent soccer robots. Sensor fusion will be performed to estimate the robot
state to enable the robots to move from one position to another.
1.4. Methodology
This section explains the research methods that were followed during this
project. This project continuous on work done by ? and ?. ? built a SSL
robot and designed and implemented a motor controller with a Low Level
Controller (LLC). ? did very little work on developing a communication
system, but did do some research regarding middleware. ? designed a second
iteration robot based on the design of ?. This included redesigning the motor
controller and the motor controller software.
The implementation of the motor controller was not tested and this project
started by completing and improving the motor controller software. This was
done because an optimal functioning robot was required for this project. This
required that the software for the motor controllers had to be modified and
tested. In order to do research on the control of the soccer robots a communica-
tion system was required. Research was done on different types of middleware,
which is the communication platform between the robots and the central con-
troller on the OFC. The middleware was tested and developed throughout the
project. The middleware was continuously changed to fulfil the requirements
of the project.
The majority of SSL teams use a centralised control system. The first
objective was therefore to develop a centralised control system using overhead
cameras with the SSL-vision system. This required that the SSL-vision system
be implemented at Stellenbosch University. Furthermore in order to move a
robot from one position to another, a velocity profile is required that describes
the desired movement of the robot with respect to time. An existing algorithm
was implemented to generate velocity profiles for the robots. This centralised
control system was used to test the middleware and improve on the overall
system performance.
Control architectures were researched and the distributed control architec-
ture was selected for further development. The distributed control architec-
ture is an extension of the centralised control system; the difference is that the
robots are semi-autonomous. It was decided to focus on developing one spe-
cific robot, because the goal of this project is not to develop a team of soccer
robots, but rather develop the capabilities of the individual robots. The dis-
tributed control system has the ability to control multiple robots. However, as
the interaction and behaviour of multiple robots are outside the scope of this
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project only the ability of individual robots to accurately execute movement
commands by using on-board sensors will be developed.
Sensors were added to the robot to enable it to execute commands semi-
autonomously. Estimators are used to better determine the state of the robot
than the individual sensors would have. Estimator algorithms were investi-
gated and the implementation and design is discussed in Chapter 6. Estima-
tors were developed and implemented to estimate the velocity and position of
the robot in the x and y directions as well as the angular speed and angular
rotation of the robot. Once these estimators were implemented and thor-
oughly tested they were used as the input to the Proportional Integral and
Derivative (PID) control system to keep the robot on its desired trajectory.
The ability of the robots to follow the desired trajectory is measured. This is
done for different robot setups as well as for different estimator setups. The
deviation from the specified trajectory is quantified and evaluated.
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2.1. Introduction
The SSL RoboCup teams use two types of control architectures: centralised or
distributed. Each control system consists of various agents that need to fulfil a
task. The agents in SSL can be categorised as either a simple robot or a semi-
autonomous robot (?). Simple robots are used in a centralised control system,
they are basic and primarily rely on an OFC for commands and computational
power. Whereas semi-autonomous robots are used in a distributed control
system and have the ability to perform certain tasks and make basic decisions,
while the bulk of the processing still occurs on an OFC.
The SSL usually implements a centralized control system using simple
agents. A global vision system provides the OFCs with position and orien-
tation information regarding the soccer robots. This information is used by
the strategy system to determine what every robot should do. The instructions
are sent to each robot by the OFC. Thus the OFC does almost all the work,
requiring it to be computationally very strong in order to effectively preform
all its tasks and communicate them to the robots. This software architecture
has certain advantages and disadvantages. The advantage of this system is
that the robots are not required to have significant control capabilities and
thus require less processing power and sensors. As a result of the size of the
SSL robots, space is an issue and thus smaller, simpler robots are beneficial.
The drawback with this architecture is that the communication system is bur-
dened with sending large amounts of commands between the robots and the
OFC (?, ?).
Instead of using a centralised control system, some SSL teams are using
distributed control architectures in order to minimize the amount of commands
sent by the OFC. These teams commonly use feedback control, typically PID,
on the robots themselves (?). Thus, some of the control capabilities are placed
on the robots themselves yielding semi-autonomous robots. These robots differ
from simple robots in that they have on-board sensors and stronger compu-
tational power. This distributed control architecture has the advantage of
requiring a less powerful OFC, although it requires hardware and software
development for the soccer robots. The hardware development involves imple-
menting various on-board sensors such as position sensors, cameras, infrared
7
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sensors and Inertial Measurement Unit (IMU)s. These robots are required to
be computationally stronger than simple robots in order to process the sensor
data and perform allocated tasks.
?, ? and ? used the RoboCup SSL as a platform for research on devel-
oping distributed control systems. ? stated that the present availability of a
wide variety of sensors with embedded controllers justifies the development of
distributed control in the SSL. They developed a modular robot using micro-
controllers to control the robot and its various on-board sensors. The system
was adaptable although the microcontroller has only limited processing power.
? used a FPGA as the central controller to eliminate the delay between
the time that each motor receives a new command. The system is seen in
figure 2.1. The FPGA yields an increase in speed although the difficulty with
programming an FPGA greatly reduces the modifiability of this system, thus
restricting the systems use as a research platform. They used an IMU returning
acceleration and rotation information as feedback for their PID control. The
simulation results obtained indicated a reduction in positional error.
Figure 2.1: Distributed SSL robot’s system architecture using a FPGA (?)
? discuss the development of a hybrid distributed control architecture. The
hybrid refers to the fact that the system is able to effectively perform both
reactive and deliberate tasks. When using a centralised control strategy the
main computer processes all the information giving it the ability to have a clear
understanding of the whole environment and enabling it to make decisions
based on control strategies. Deliberative tasks are tasks such as stated in
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?: “generation of strategies, creation and manipulation of the environmental
model, and control of robot global navigation”.
A centralised control strategy results in deliberative tasks being performed
very effectively (?). When using decentralised strategies the data is processed
on the different robots, enabling them to react fast on immediate requirements,
such as getting control of a ball close by. This results in decentralised control
being very effective in preforming reactive tasks; these are tasks that require
rapid decisions (?).
A distributed control architecture is able to effectively perform both reac-
tive and deliberate tasks. The deliberative tasks can be performed on the OFC
and the reactive tasks on the individual robots in order to improve the overall
performance of the system. The distributed control system has elements of
both decentralized and centralized control strategies. The intelligence of the
system is distributed between the various agents in the system. However, the
intelligence is not distributed equally. The OFC will act as a central controller,
deciding on the strategy and game plan. It will act as the communication server
and allocate tasks to the robots on the field. The robots will have on-board
sensors and some form of autonomy. They will be able to perform these tasks
using the on-board sensors, reducing their dependency on the OFC.
The distributed control architecture has clear benefits. Utilizing this archi-
tecture the burden on the wireless communication would be reduced, because
the OFC would not need to send as many commands. Furthermore the imple-
mentation of on-board sensors on the robot will provide additional information
which could improve the robot’s positional control and overall performance.
2.2. Proposed Architecture
The architecture for the soccer robots at Stellenbosch are developed to yield
a system which is easily changeable. These robots can be used for further
research and act as a testbed for other fields of robotic research. The main goal
of this project is to develop centralised and distributed control architectures,
which allow the robots to reach a specific destination as accurately as possible.
Trajectory control is used to control the movement of soccer robots to ensure
that they follow the intended path. This involves generating a geometric path
that a robot should follow and using some kind of feedback control to ensure
that it executes this manoeuvre (?).
The software architecture shown in figure 2.2 is that of a typical SSL team.
Most of the SSL teams have a High Level Controller (HLC) running on the
OFC and a LLC running on the robot. The HLC is used to control the robot’s
skills, such as goTo() or setVelocity(). These commands are generated by
the Strategy Module and a desired trajectory is generated by the navigation
part of the Control Module. The desired path is then sent to the Motion
Control algorithm. This module sends the robots velocity commands based
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 2. CONTROL ARCHITECTURE 10
on the vision feedback to ensure that they follow their specified paths. The
Motor Control Module on the robot transforms this velocity command into
desired wheel velocities. The Motor Control module is part of the LLC which
uses the feedback from the motor encoders to ensure that the wheels maintain
their desired velocities.
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Figure 2.2: Typical SSL software architecture
The disadvantage is that the speed at which new vision information is
available is slow. Therefore if the HLC only uses vision data it will run at a
lower rate than the dynamics of the soccer robots. Some teams use Kalman
filters to predict the robots’ behaviour to eliminate the latency issue, although
the communication is another bottleneck. The velocity commands need to be
sent to every robot in the team resulting in a reduction in the rate at which
the Motion Control loop is executed. The fast pace of the SSL games requires
that the Motion Control module has to send a great deal of information using
the wireless communication.
The high volume of commands that are required to be sent using the wire-
less communication is as a result of the HLC being run on the OFC as seen
in figure 2.2. For example when a robot is required to move from one point
on the field to another. With centralized control each robot will have to be
sent a range of velocities to enable it to reach a desired destination. This will
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place a heavy burden on the communication system. Alternatively when a
purely decentralized control system is used the robot will move to a specific
point based solely on on-board sensors, as in the MSL. However decentralised
control has the drawback of no robot having an accurate global picture of what
is happening on the field.
When designing a distributed control architecture it must be decided which
of the tasks are reactive and which are deliberate. Then the decision must be
made to decide which of the reactive tasks will be done on the robots and which
will be left to the OFC. Due to the limited space on the robots only certain
reactive tasks can be done by the robot itself. The task that this project is
focussing on is getting the robot to a specified destination. The calculation
of the geometric obstacle free path is deliberate as it requires an overview of
the whole system and therefore will be done by the OFC. However, a major
restriction on the movement accuracy is slippage and is discussed in section
5.2.1. Motion control is required to compensate for slippage due to factors
such as varying friction.
Slippage is a rapid disturbance in the robot’s motion and thus motion
control is a reactive task. As a result it is beneficial to have the HLC on
the robot instead of on the OFC as is done in figure 2.2. The robot requires
on-board sensors to act as feedback for the HLC. The various sensors are
discussed in section 4.2.3. It was decided to use an IMU and thus the system
will be similar to the one illustrated in figure 2.1. The proposed system is
discussed in the rest of this section.
The proposed distributed control architecture is illustrated in figure 2.3.
The central controller, situated on the OFC, knows the location of the various
robots. The Navigation module on the OFC can then send either a position or
velocity command to the HLC which is now situated on the robot. The robot
is then able to use on-board sensors to accurately execute the command. The
HLC will send velocity commands to the LLC using communication busses
on the robot. The communication speed of the robot’s busses is much higher
than that of the wireless communication which results in a much faster control
loop.
Vision data can still be sent to the robot to compensate for biased errors
on the on-board sensors. The OFC can send an updated position command
if the robot is veering of its desired trajectory or does not reach its desired
destination. The goal of this proposed architecture is to reduce the delay
between the HLC and LLC by placing both on the robot. The reliance of the
robot on the vision data will be reduced as a result of both controllers being
situated on the robot.
The proposed system that is built and tested is seen in figure 2.4. The figure
shows the control architecture of the proposed system in which both the LLC
and HLC are situated on the robot. The robot receives a position command
from the OFC, this command specifies the desired x and y position of the
robot. This command is used to generate a velocity profile and a geometric
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Figure 2.3: Proposed SSL software architecture
trajectory which describes the robot’s movement with respect to time.
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Figure 2.4: The proposed control system
The x and y velocities obtained from the velocity profile are used as set
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points in the HLC. The measured output is obtained by performing sensor
fusion on the information obtained from the on-board IMU and the vision
system. This yields the translational and angular velocity estimate of the
robot. The HLC then produces the x, y and angular velocity commands based
on the velocity profile and the sensor fusion estimates.
Through inverse kinematics the velocities of the individual wheels are cal-
culated using the outputs of the HLC. These wheel velocities are sent to the
LLC. The LLC consists out of four separate PI controllers, which use en-
coders on the motors as feedback. The design and evaluation of this system
is explained in detail in the rest of this report. The next chapter starts by
explaining the design of the communication between the robots and the OFC.
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3. Communication Design
3.1. Introduction
Communication is a very import aspect of the SSL software architecture. Typ-
ically SSL teams use dedicated commercial radio transmitter/receiver units.
These systems have high communication rates although they are expensive
and need to be integrated into the robot’s hardware system. An alternative is
middleware software, which is used to provide an adaptable software solution.
It runs on standard operating systems such as Linux. ? gives the following
definition for middleware: “Middleware is a software layer that provides the
infrastructure for integration of applications and data in robotics system”. Dif-
ferent middleware solutions will briefly be discussed and the one best suited
for this project will be selected. The chosen middleware solution will then be
further elaborated on.
3.2. Middleware
For a distributed control system to preform successfully effective communica-
tion between components on the robot, robots in a group and across a net-
work is required (?). Modern robots consists of various hardware components,
these components may be made by different manufacturers and may use differ-
ent software and communication mechanisms. Middleware is used to provide a
layer between the modular components such as sensors and the different robots
in the network.
? discusses the requirements that middleware should fulfil and then gives
an overview of the various middleware solutions that are currently available.
? states that there is no specific middleware solution that solves all problems
and that no specific middleware solution is perfect for all robotic systems.
Thus there is more than one middleware solution that will work for this
application. A decision has to be made based on some criteria to determine
which middleware will be best for the project. ? did a survey of different
middleware solutions. Middleware is called a Robotic Development Environ-
ment (RDE), in their study. They evaluated nine different RDEs based on
their features, usability and the influence that an RDE has had on the field of
14
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robotics. Based on the performance of each criteria the RDE was awarded a
score. The results can be seen in table 3.1. From these results it can be seen
that the Player/Stage RDE achieved the highest overall score. The value of
the Player/Stage RDE is further validated by ? which state that Player/Stage
is a “de facto standard in the robotics research community”. ? evaluated
and compared freely available middleware and found that Player was an very
good middleware solution. They found that although Player has some latency
issues, it is easy to use and supports a great deal of sensors. ? evaluated mid-
dleware solutions for a SSL team based on literature available, he concluded
that Player was the most used middleware and thus has great support which
aids the development of projects. ? developed a very basic Player driver and
was able to establish a connection over the wireless network, however this was
never completely implemented and not used for testing.
Table 3.1: Comparison scores (%) for each RDE adapted from (?)
RDE Features Usability Influence Total Score
TeamBots 28 35 10 27
ARIA 45 53 10 41
Player/Stage 59 82 80 70
Pyro 64 88 15 63
CARMEN 47 59 25 46
MissionLab 60 71 35 59
ADE 74 76 30 67
Miro 53 29 30 42
MARIE 76 50 35 61
? did a study to compare Player/Stage to Microsoft Robotics Studio. They
selected these two RDEs because of Player’s wide use and Microsoft Robotics
Studio’s commercial association. They found that both RDEs performed al-
most equally well, and that the specific application will determine which one is
best to be used. They very briefly referred to Robot Operating System (ROS)
which is seen as an heir to Player.
ROS has not been extensively reviewed by any of the aforementioned au-
thors. ? briefly discussed ROS, but still considered Player as a better alter-
native for the soccer robots due to its wide usage in the robotics community.
Brian Gerkey, which is one of the main developers of Player, has been working
on ROS since 2009 (?). ROS was developed to fulfil perceived gaps in existing
middleware. ROS re-uses code from numerous other open-source projects, such
as the drivers, navigation system, and simulators from the Player project (?).
The differences between Player and ROS are explained by Brian Gerkey in ?.
Gerkey explains that Player is designed for non-articulated mobile platforms,
whereas ROS is designed for complex mobile manipulation platforms. Player
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provides better hardware driver support and ROS offers more implementation
of algorithms. It is evident that ROS is more powerful and flexible than Player,
however this results in it being more complex.
Considering all the above Player will be used as the middleware for this
project. Player is one of the most wildly used and best supported middleware
solutions available and because soccer robots are non-articulated Player is ideal
for this project.
3.3. Player
3.3.1. Player/Stage
Player is a multi-threaded robot device server (?). Player runs on UNIX-like
platforms and is released under the GNU General Public License. It provides
an interface for robots to access sensors and devices over an IP network using
Client/Server communication. Player is the network server, and various clients
can communicate with Player over Transmission Control Protocol (TCP) sock-
ets. Stage is a 2D robot simulation software that simulates robots and devices
that can be seen by Player as real hardware (?).
The newest version is Player 3.0.2 which was released on 28 June 2010,
thus when ? was working developing the first iteration robot Player was still
being developed. A lot of literature is available on Player, ? gives an overview
of the original Player and then discusses Player 2.0. ? develops a new com-
munication architecture based on Player/Stage and tests its performance on
the cooperative guidance of robotic units. ? used Player to develop a method
for localizing a team of mobile robots relative to each other. Player allows
designers freedom of choice on which programming language they want to use
for development of each component. Furthermore, because Player can accom-
modate such a great deal of clients situated anywhere, an off-field client can
be used to do all the computational expensive calculations. Player/Stage is
ideal for comparing different controllers due to the fact that it is simple to im-
plement, freely available and actively being developed. Nubotics™ is a range
of robotics products designed and manufactured by Noetic Design, Inc (?).
WheelCommander™ is a closed loop differential drive controller produced by
Nubotics™ which supports Player/Stage.
The University of Auckland has a Robotics Research Group uses Player as
middleware on all their robots with on-board computers (?). The University
of Tennessee use Player/Stage as an aid with some of their Control System
courses (?). Player is also a great platform to test different communication
strategies. ? presents a new communication architecture which was developed
using Player.
As mentioned above, Player provides interfaces for devices that are con-
nected over a network. Clients that are connected to Player communicate using
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messages over TCP sockets. Player supports multiple clients simultaneously
each with their own socket (?). An important feature of Player is that because
its external interface is TCP sockets, client programs can be written in any
language that supports sockets. Client-side libraries are already available for
C, C++, Tcl, Java and Python (?). Devices are treated as files. Thus in order
to read from a sensor device the appropriate read access is acquired to open
the device. Similarly in order to control an actuator write access is required.
Player is divided in two sections, the core and the transport layer (?).
The core layer consists of two libraries, the driver library and the core library.
These libraries provide the core Application Programming Interface (API) and
functionality for the Player system. The core is a queue-based message passing
system; each driver has a single incoming queue and can publish to the queues
of other drivers (?). The function of the core library is to coordinate the passing
of messages and to define the syntax for these messages. The TCP transport
layer in Player is currently provided by two libraries, however other alternatives
can be used (?). This TCP layer consists of two libraries, a library that handles
the TCP communication and an External Data Representation (XDR) library
that handles the data representation.
The Player architecture that will be used for this project is depicted in
figure 3.1. The central controller uses a client to communicate with the robots
which have Player drivers on them. In Player a distinction is made between
device drivers and device interfaces. Interfaces specify how to interact with
a device and which messages could be sent to the driver. Whereas a driver
executes the command that is given in the format the interface specifies. A
commonly used interface is the position2d interface which is used to control
the movement of ground based robots. Drivers are device specific and differ-
ent types of robots will each have their own drivers to support the required
interfaces. The driver and interfaces used for this project will be discussed in
section 3.3.2.
The clients are application specific, they are written to fulfil a variety of
tasks. The clients use Player proxies to communicate with devices running
player servers. The Position2dProxy is a class that is used to communicate
with robots which support the position2d interfaces. The clients and proxies
used for this project are explained in section 3.3.3.
3.3.2. Player Drivers
There are two different types of drivers in Player, Static and Plugin. Static
drivers are drivers that are distributed with the Player code. These are stan-
dard drivers, for example drivers for sensors such as an IMU or a camera.
Plugin drivers are custom drivers that are written for a specific robot. They
are loaded at runtime and thus the Player package does not need to be recom-
piled. This section will explain how Player drivers operate.
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Figure 3.1: Player architecture configuration
Player is a queue based message passing system. All the messages received
by the driver is put in a queue from where they are categorized and processed.
Therefore to achieve an efficient functioning system the message handling of
the drivers is of utmost importance. Player drivers consist of three successive
processes that repeat in a loop. They are ProcessMessages, ReadSensors and
PublishData, and can be seen in figure 3.2.
Initialize Driver ProcessMessages
ReadSensors
PublishData
Figure 3.2: The main flow of the Player driver
During the ProcessMessage step all incoming messages are processed based
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on their message type. Player utilizes five messages types. Only the three main
types will be discussed, Data, Command, and Request Messages. Data mes-
sages are published asynchronously to the devices. They usually contain data
regarding the geometry or the state of the robot. Command messages are also
sent asynchronously and are used to change the state of the robot, for example
they are used to set the velocity of the robot. Request Messages are differ-
ent from the previous messages in that they are published synchronously. For
every request message sent a response, either Acknowledge (ACK) or a Neg-
atively Acknowledge (NACK) is returned. The Request messages are slower
due to the fact that they are sent synchronously and because they require a
response from the robot. When a new message is recieved it is processed by
die ProcessMessages process as seen in figure 3.2. First it is checked to see
which interface this message relates to. When the interface is established it is
checked to see if it is a Request or Command message. After the message type
is established the process correlating to the specific message is executed.
During the ReadSensor step all the sensors on the robot are read. The data
obtained from all the sensors are stored in variables to be used in calculations
or in the PublishData step. In the distributed control architecture all the
necessary calculations and algorithms are executed in the ReadSensor step.
The PublishData step is only done after the required calculations have been
completed. The data that is required by the central controller is published and
the whole process start from the beginning again.
Interfaces specify how to interact with a certain type of device. The in-
terfaces define the set of messages that the specific robot can receive. The
position2d interface specifies that a device which implements this interface
can amongst others receive velocity commands and return odometry and ge-
ometry data. Player has a large variety of interfaces that can be implemented
by a driver. Unfortunately Player does not have all the interfaces required by
the soccer robots. There is no interface for the kicker mechanism in the Player
codebase. However the interfaces do not have to be used for their intended
purposes. The position2d interface can receive a command message that
gives a command for velocity/heading control mode. This command sends
two variables, one specifying the velocity and one specifying the turning angle.
The driver can be programmed to use this to set the intensity and angle at
which the kicker should kick the ball.
Three interfaces were used in the driver that was written for the soccer
robots. Two position2d interfaces were used to control and transmit data
related to the motor controller circuit and the kicker circuit. The third interface
used, is the power interface. The power interface is used to transmit the state
of the batteries on the robot. The control of the kicker is beyond the scope of
this project, however the functionality required to implement the kicker was
written into the driver.
This section discussed the functionality of Player drivers and interfaces.
This will be used to implement a new driver for the soccer robots. The imple-
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mentation of the motor control and sensor data transmission will be discussed
in section 5.4.
3.3.3. PlayerClient
The SSL robot team will consist of six robots each running a Player server
consisting of a driver with multiple interfaces. A PlayerClient is an object in
a program that connects to a Player server on a robot over a TCP socket. The
client program is the program that contains a PlayerClient object for each
of the robots that it wishes to connect to. The program connects to the Player
servers using these client objects. Once the connections to all the robots are
established, the player proxies can be connected to the interfaces to control
the robots. The main program will use these PlayerClients to control the
team of soccer robots.
The proxies are used to connect to the corresponding interfaces of the
drivers on the robot. The proxy sends and receives messages from the in-
terface. The power proxy corresponds to the power interface and is used
to monitor the battery levels. The position2d proxy corresponds to the
position2d interfaces. Thus for every robot the client program needs to
contain three proxies. There are client libraries available to access these prox-
ies. The client program for this project was written in C++. Therefore the
C++ client libraries was used, the classes in these libraries that were used
are the PlayerCc::ClientProxy, the PlayerCc::Position2dProxy and the
PlayerCc::PowerProxy. The structure of the client programs will be discussed
in detail in section 5.5.
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4. Hardware Design
This section describes the hardware that was used for this project. This project
continuous on work done by ? and ?. The focus of this project was not centred
on the hardware and therefore many of the hardware decisions and designs of
? and ? were used and will be briefly discussed in this chapter.
4.1. Mechanical Design
? designed the first iteration SSL robot at Stellenbosch University. However,
the was not within the specified size limit required by the SSL and did not
have a kicking mechanism. Therefore a second iteration SSL robot was de-
signed by a technician at Stellenbosch University. This robot was within the
size limits and had a kicker mechanism, the robot can be seen in figure 4.1.
The mechanics of the physical robot has a major effect on the performance of
the soccer robots. In the production of the soccer robots defects and irregu-
larities are introduced, which result in unpredictable motion when the robot is
driving. This is why control software is needed, the software compensates for
the non-ideal mechanics. Due to the large effect of the mechanical design on
the performance of the robots the mechanical design will briefly be discussed
in this section.
The robot has two main mechanical units. The motor unit, which consists
of the gears, motors and wheels. The kicker unit which consist of the capac-
itors, solenoids, dribbler and kicking mechanisms. The kicker unit is used to
kick, chip or dribble the ball. This unit will not be used in this project and will
not be discussed. The motor unit is used to drive the robot. The SSL robots
are omnidirectional, which means that they can drive in any direction without
having to turn. Figure 4.2 shows one of the wheels, the robot has four big
wheels each with numerous small wheels all around the circumference. The
big wheels are driven by the motors and the small wheels rotate freely, en-
abling the robot to move in any direction. Two spur gears are used to reduce
the speed of the motors and increase the torque on the wheels.
Most teams use brushless DC motors which are more powerful (?, ?), how-
ever there are teams who used brushed motors (?, ?). The motors that are
used are Faulhaber 2342 012 CR brushed DC motors. The motors operate at
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Figure 4.1: CAD design of second iteration soccer robot
Figure 4.2: Omnidirectional wheel
a nominal voltage of 12 V with a maximum output of 17 W, a maximum speed
of 7000 rpm and maximum torque of up to 16 mNm. The motors come with
Faulhaber IE2-512 magnetic encoders, with 512 lines per revolution, which
produce quadrature signal output. A large gear ratio of nine was chosen to
ensure that the wheels receive adequate torque. The large gear ratio required
that custom gears had to be manufactured for the robots.
The design of the current SSL robot made it susceptible to manufacturing
imperfections and irregularities. These manufacturing inaccuracies of the mo-
tor unit and the gears result in erratic behaviour of the robot. This resulted
in a complication in the control of the robot. The initial axils of the robot’s
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wheels were not made to the correct dimensions. This resulted in the wheels
buckling, which caused damage to the gears. Some of the wheels centres were
off-centre thus the contact force between the gears varied constantly, this had
a negative influence on the performance of the LLC. Once the wheel hubs
had been replaced the performance of the robot improved, although the ro-
bust design of the first iteration robot was still better than that of the second
iteration robot.
Figure 4.3 illustrates the position of the robots wheels and placement of
the the robots coordinate frame. The robot is symmetric with respect to the
y-axis. The axes of the two back wheels, in the positive y direction, are 45◦
from the y-axis. However axes of the wheels on the kicker side are placed at
a slightly wider angle to make room for the kicker mechanism. This has a
effect on the control of the robot, as it complicates the dynamic and kinematic
model of the robot as seen in appendix B.
x
y
Figure 4.3: Axis of robot and wheel placement
4.2. Electronic Design
The electronic subsystems of the robot are described in the following section.
The robot consists of four electronic subsystems; the main controller, the kicker
system, the sensor system and the motor control system.
4.2.1. Main Controller
The main controller is the central part of a soccer robot. The main controller
does all the higher level calculations and communicates with all the subsys-
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tems. ? found that most SSL teams use FPGA as main controllers. However, ?
stated that a viable alternative is to use a Single Board Computer (SBC). SBC
is a small computer on one electronic board, it has most of the functionality
of a normal computer such as USB and Ethernet interfaces.
? decided to use a SBC for the soccer robots at Stellenbosch University.
This is because the SBC provide higher processing power, enables the use of
standard networking communication and provides the ability to program using
high-level programming languages such as Java, Python or C++. Five different
SBC alternatives were reviewed, all of them were Linux compatible. The
selected SBC will need to communicate with the other electronic subsystems,
and therefore needs to have Serial Peripheral Interface Bus (SPI) and Inter-
Integrated Circuit (I2C) communication interfaces. The Roboard RB-100 was
selected as the best solution due to it fulfilling all the necessary requirements
and being small enough to fit in the space constraints of of SSL soccer robots.
The Roboard RB-100 can be seen in figure 4.4.
Figure 4.4: Roboard RB-100 for the main controller (?)
The Roboard provides much more resources and interface capabilities. It
is able to run either Windows or Linux and can be programmed in any high-
level programming language. Since the project was started a new version of
the Roboard was released, the Roboard RB-110. The only major difference
between the RB-100 and RB-110 is that the RB-100 has SPI where the RB-110
has High-Speed serial up to 12 Mbps. SPI communication is required for this
project and thus the RB-100 will be used.
Communication between the robot and the central controller is an impor-
tant task of the main controller, and this is another aspect were this project’s
soccer robots greatly differ from most SSL teams. The majority of SSL teams
use custom radio frequency (RF) communications because it is the easy to
implement with a microcontroller or FPGA (?). However, because a SBC is
being used, Wi-Fi was utilised for the wireless communication. Wi-Fi is a
Wireless Local Area Network (WLAN) that uses the IEEE 802.11 standard.
A Mini-PCI-WLAN card is used in combination with the Roboard enabling
Wi-Fi communication between the robot and any Wi-Fi device. This means
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that no special communication units are needed; any computer or device with
Wi-Fi is able to communicate with the robots. The Wi-Fi has only one draw-
back and that is that it is not as reliable as custom RF communication.
The Roboard will communicate with the electronic subsytems on the robot
as well as the OFC. The Roboard is able to run Linux and communicates
to the central controller using standard Wi-Fi. This makes the system very
versatile and well suited for this project.
4.2.2. Motor Controller
The motor controller is used to drive the motors at the desired speed. ? de-
signed and built four separate motor controllers, one for each wheel of the
robot. They used closed-loop control to drive a brushed DC motor at a de-
sired speed. The encoders were used as feedback for the motor controllers.
These motor controllers used a PIC 18F2431 microcontroller and VNH2SP30
H-bridge. The magnetic encoder of the motor connects to the motor controller
and provides feedback to the PIC. The motor controllers communicate with
the main controller using the SPI interface. This design experienced some
problems. The motors caused the PIC on the controllers to reset (?).
The motor controllers were redesigned by (?). The redesigned circuit used
the same components as the previous design. More connectors were added to
enable additional sensors to be connected to the board. Furthermore instead
of using four separate motor controllers the new design uses a single board.
All four motor controllers were placed on one circuit board, as seen in figure
4.5. This reduced the physical connections on the robot. The I2C connection
on the Roboard goes directly to the new motor controller and sensors that
require the I2C interface needs to access it from the new board.
Figure 4.5: Motor controller circuit
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4.2.3. Translation and Rotation Sensors
The robots require on-board sensors to derive information regarding their en-
vironment. Various sensors have been used in the RoboCup SSL. The most
common are rotary encoders which determine the motors’ rotational speeds.
However, the current availability of sensors with embedded controllers has led
to SSL teams using additional sensors. This project focusses on achieving ac-
curate motion control of a soccer robot. Therefore only sensors relating to the
robot’s motion will be discussed.
The translation and rotation of a device can be measured using combina-
tions of various sensors. These include accelerometers, gyroscopes, electronic
compasses and mouse sensors. A mouse sensor directly provides the in-plane
velocity. The disadvantage with a mouse sensor is that they have very small
positional tolerances. This complicates the mechanical design of the sensor
unit. A mechanical and electronic design was done to implement a mouse
sensor on the robots at Stellenbosch University. The design was never im-
plemented and is discussed in appendix C. This was because the sensor was
deemed unsuitable for its purpose. ? implemented a mouse sensor with SSL
robots. They found that the robot’s rotation had an influence on the measured
velocity, which resulted in inaccurate measurements.
Another sensor which can be used to derive information regarding the trans-
lational movement of a robot is an accelerometer. Accelerometers measure the
in-plane acceleration, which can be integrated over time to determine the ve-
locity and displacement. ? and ? used accelerometers in their SSL soccer
robots, although they did not present sufficient test data. Most MSL teams
use accelerometers and an accelerometer will be used in this project.
? suggested that a compass be used to determine the orientation of the
robot. However, compasses are sensitive to electromagnetic noise. ? imple-
mented an electronic compass on their robot. The information obtained from
the electronic compass was not correct as a result of electromagnetic interfer-
ence from other devices such as the solenoid. Therefore it was decided not
to use a compass due to the significant electromagnetic forces induced by the
kicker system. The encoders on the wheels could be used to determine the
rotation of the robot, however due to wheel slippage this is not accurate. In-
stead a gyroscope was chosen to determine the orientation of the robot. ?, ?
and ? used gyroscopes to determine the rotation rate of their soccer robots.
Due to the wide usage and suitability a gyroscope will be incorporated into
the robots.
An IMU is a sensor that consists of accelerometers, gyroscopes and/or a
compass. An IMU was used instead of separate acceleration and gyroscope
sensors to conserve space and simplify the design. ? used an IMU consisting
of a single degree of freedom gyroscope and two Degrees of Freedom (DOF)
accelerometer. A wide variety of IMU sensors are available, and for this project
an IMU with a three-axis accelerometer and one-axis gyroscope was required.
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The accelerometer’s two horizontal axes will is used to measure the transla-
tional movement, while the vertical axis can be used to calibrate and position
the IMU. The most suitable IMU available was a six DOF IMU and can be
seen in figure 4.6. It consists out of a three-axis accelerometer (ADXL345)
and a three-axis gyroscope (ITG-3200). The IMU uses an I2C interface and
an interrupt pin for the accelerometer and gyroscope is available. The IMU is
very small and was installed on the robot so that the axis of the robot aligns
with the axis of the IMU.
Figure 4.6: 6 degrees of freedom IMU (?)
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5. Software Design
The largest portion of the author’s time was spent on developing and optimis-
ing software for this project. The chapter starts by showing the modifications
made to the motor controller’s software. Then software is developed which
implements motion control algorithms on the robot. This is divided in two
sections; velocity profile generation and trajectory tracking. The software de-
veloped to implement the Player drivers and the Player clients are shown.
Finally, the software aspects relating to the on-board sensors are discussed.
5.1. Motor Control
The motor controller was developed concurrently with this project. All four of
the motors are driven by the same motor controller circuit. The performance
of the robot is dependent on effective and correct implementation of the motor
controller. The controller needs to accept a velocity command for a specific
wheel and ensure the proper execution of that command using PID control.
The LLC will be implemented using the motor controller, therefore the encoder
data should also be available to enable testing and development.
? designed the motor controller to operate in a daisy chain. This means
all the individual motor controllers are connected in series and a command
is sent to the first one which passes it on to the next controller and so on
till it reaches the last controller from where it is sent to the main controller
again. This reduces the number of connections between the main controller
and the motor controllers, but has the disadvantage that the main controller
needs to send four commands every time it wants to do something. The motor
controllers are programmed so that each command is sent with an identifier
to indicate which motor it is intended for. The main controller can also send
an encoder data request after which the motor controllers return the desired
information.
Unfortunately ? did not have sufficient time to test or finish the software
for the controller. There were still minor errors in the software that needed
to be developed further and tested to verify that the controller would perform
adequately to enable it to be used for this project. Only major changes in the
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structure of the code will be mentioned in this section, as well as the calibration
of the PID control.
PID control is necessary to ensure that the wheels turn at the desired
speed. The job of the PID is to compensate for disturbances in the system,
due to varying torque on the wheels and thus ensuring that the correct speed
is maintained. This is done by using closed-loop feedback where the magnetic
encoders of the motors are used as feedback.
The first problem encountered was as a result of the encoders no longer
being triggered when the wheel stopped abruptly. Due to a sharp increase in
torque or due to mechanical imperfections at low speeds the wheel stopped
turning. This resulted in that the speed at which it was running at before it
was stopped will stay in the speed register. This results in the PID controller
thinking that the motor is running at the correct speed while it is actually
stationary.
? programmed the motor controllers with the intention of avoiding such
situations. However, this did not work as seen in figure 5.1a. For any set speed
below 2000 Revolutions per Minute (rpm) the output assumed any arbitrary
value. This meant when the robot was accelerating from standstill it behaved
in an unpredictable manner.
(a) Initial velocity profile (b) Improved velocity profile
Figure 5.1: Velocity profile of motor controller
The motors are required to operate at speeds between 0 and 4000 rpm. As
a result of the fast paced nature of the SSL games the robots are constantly
accelerating from standstill. Therefore the low velocities are especially impor-
tant. This meant that another means of detecting whether or not the motor
has stopped was required, in order to avoid the arbitrary behaviour illustrated
in 5.1a. It was decided to use a timer to determine how long it has been since
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 5. SOFTWARE DESIGN 30
an encoder interrupt had occurred. The encoders are set up to trigger an inter-
rupt 16 times a revolution. If the time since an encoder interrupt has occurred
reaches a certain value the PID controller is notified that the wheel is no longer
rotating and the PID can compensate for this. The new and improved velocity
profile is seen in figure 5.1b and, although the controller is badly, tuned the
controller behaves as expected. This graph illustrates that the controller is
able to detect a static motor and compensate for this.
The oscillation in 5.1b is as a result of the poor performance of the PID
algorithm. If only proportional and integral gain is used as tuning parameters
the control equation reduces to:
U(t) = Kpe(t) +Ki
∫
e(τ)dτ (5.1)
The error has to be integrated to calculate the correct output of the controller
as seen in the second term in equation 5.1. The PID controller of ?, calculated
the integral term by adding the error each time the controller output was
calculated as: ∫
e(τ)dτ =
∑
e . (5.2)
This is sufficient for high speeds when the dynamics of the mechanical system
is fast. However, at lower motor speeds the integral term increases at a much
higher rate when compared to the mechanical system’s dynamics. This results
in oscillations in the system as seen with PI1 in figure 5.2.
An improved way to calculate the integral term is to use a crude form of
numerical integration, as seen in this equation,∫
e(τ)dτ =
∑
e∆t (5.3)
Here ∆t is a fixed time step at which the integration occurs. Using equation
5.3 the integration happens at a fixed rate and represents the continuous inte-
gration better than equation 5.2. The result can be seen in figure 5.2, the set
point is labelled SP.
The previous step response is labelled as PI1 in figure 5.2, the controller
had a large overshoot reaching the desired value only after about 375 ms. This
causes a problem when a dynamic velocity profile needs to be followed. If a new
velocity command is given every ∆tcommand seconds with ∆tcommand << 375ms
there will not be enough time between consecutive velocity commands for the
controller to reach the set point velocity. The result is that the controller will
not be able to follow the desired velocity profile.
Therefore the PID of the motor controller was reprogrammed and recali-
brated which yielded the step response labelled PI2, the derivative parameter
was selected as zero and thus it became a PI controller. The optimal PI param-
eters were selected as P = 1.1 and I = 2. The performance of the new motor
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Figure 5.2: PID step response, with derivative parameter D = 0
Figure 5.3: Velocity profile of motor controller after the PID controller was
tuned
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control system is demonstrated in figure 5.3. The controller was sent a series
of speed commands and the output was recorded. The straight triangular line
is the desired set point speed. The controller follows the desired speed with a
slight error at the beginning. This is as a result of the controller not having
time to reach the steady state speed before a new command is issued. The
integrated error is not reset to zero with each new command, as one would do
with a new step input. Instead the integrated error is only set to zero if the
new velocity command is not within 30% of the previous command. This is
done to ensure that the integral term is only reset for new step inputs.
It can be seen from figure 5.3 that there is still some oscillation below
500 rpm. This is as a result of the test being done while there was no load on
the wheels. The motors are not designed to operate at such low voltages that
result in those speeds when there is no load present.
The motor controller was debugged and tested and performs well enough to
drive a specified motor at a desired speed. The robots are now able to receive
and execute velocity commands. However as a result of the way on which
the daisy chain is implemented the delay between when the motors receive
their commands is four times longer than it could be be changing the software
implementation (?). This was beyond the scope of this project and thus it was
decided not to completely reprogram the motor controller. The performance of
the motor controller regarding the implementation of a LLC will be discussed
later in this project.
5.2. Motion Control
5.2.1. Background
This section discusses the motion control of omni-directional robots. Motion
control is the combined task of the HLC and the LLC. Trajectory tracking
control is required in a dynamic environment in order to get a robot from a
certain point to a specified destination while avoiding obstacles. Trajectory
tracking comprises of two tasks, path planning and trajectory following (?).
Path planning consists of planning a geometrical path and velocity profile
which the robot should follow to ensure that it avoids any obstacles, while
operating within its physical constraints (?).
In order to perform different tests with robots a trajectory plan is required.
Because this project focusses only on one robot, instead of the whole team,
the obstacle avoidance is not required and only the velocity profile is needed.
The section will first look at the task of generating a velocity profile which
ensures that the robot stays within its physical constraints. After this the
task of controlling the robot to follow the desired trajectory will be discussed.
Although the location of the HLC is a fundamental part of this research, the
type of controller used is not a major focus and it will only be discussed briefly.
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The SSL robots are very manoeuvrable. As a result of advances in tech-
nology the robots are not restricted by the amount of power they are able to
produce, but by limited friction at the wheels. This can be seen in that robots
have enough power for slippage to occur even at high velocities (?) (?). A
motion control method is required that ensures that slippage of the wheels
does not occur.
Most motion control techniques are based either on the robot’s dynamic
model (?) or the kinematic model (?) (?). The kinematics of a robot is purely
related to the geometry of a robot and the influence thereof upon the motion
of the robot whereas the dynamics relates the forces acting upon the robot to
its motion (?).
? and ? decoupled the translational and rotational motions, enabling
the use of a separate controller for each degree of freedom. ? developed a
system which use two identical PID controllers to control the robots position
and orientation. Control strategies have been developed and tested that do
position control without orientation control (?). ? looked at kinematic and
dynamic modelling of omni-directional robots in combination with velocity
and acceleration filtering to ensure that slippage does not occur. ? proposed
a new control method based on the inverse input-output linearized kinematic
of the robot. The control method of ? took the translation and rotation of
the robot into account.
? discusses four different control strategies for omnidirectional robots with
three lateral orthogonal-wheels. These strategies are resolved acceleration con-
trol method, PID method, fuzzy model method and stochastic fuzzy servo
method. The PID method is modified to create an adaptive PI controller.
The only way to select the appropriate PI values is experimentally by trial
and error. Thus ? suggest using an adaptive method where the P and I
gains are adjusted according to the error signal. ? developed a LLC using a
discrete-time linear quadratic tracking approach, while the robot’s dynamics
is incorporated in combination with fuzzy logic as a HLC .
? designed a control using a Trajectory Linearisation Control (TLC)
method based on a nonlinear dynamic model of the robots. ? was the only
authors found to implement sensor fusion, using a Kalman Filter (KF), as
part of the robot control. The motor’s encoder data was combined with data
from the vision system to formulate and accurate estimate of the robot’s state.
The LLC of ? consisted of two separate parts. The first part controlled each
wheel separately, using the encoder information as feedback. ? used an on-
board IMU sensor to provide additional information regarding the motion of
the robot. This information was fed into the second part of the LLC. This
system is illustrated in figure 2.1.
This section starts by discussing the algorithm implemented to perform the
path planning. After that the implementation of the trajectory following will
be discussed.
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5.2.2. Velocity Profile
For the robots to accurately perform basic movements without slippage, veloc-
ity profiles that restrict the robot’s acceleration are required. No new research
was done on this field and one of the existing methods was selected and used
in this project.
A great deal of research has been done in this field regarding omni-directional
robots as mentioned in section 5.2.1. The algorithm developed by ? was devel-
oped and tested using SSL soccer robots. The algorithm is intuitive and easy to
understand. Example code was available in MATLAB®. Therefore, because
there was sample code available and the algorithm was easy to understand it
was decided to use this algorithm for the project.
The algorithm has two limitations; the first is that the final velocity of
the robot is always zero to avoid discontinuities in the solution. However,
this is not necessarily a problem due to the fact that the end destination
will change constantly (?). The second limitation is that the algorithm does
not compute the rotational velocity profile of the robot. This was deemed
acceptable because this aspect will not be required for the tests that will be
performed for the current project, but will be needed in future development.
There are two physical limiting factors for the soccer robots. The first
is the limited friction between the wheels and the operating surface and the
second is the top speed of the robots. The goal of the algorithm of ? is to
compute a trajectory to move a robot from an initial state to another in the
shortest amount of time, while taking limited friction and weight transfer into
consideration.
The acceleration envelope needs to be determined to implement this al-
gorithm. The acceleration envelope is defined as the boundary of the set of
feasible combinations of acceleration (x¨, y¨ and θ¨) (?). Any combination of x¨, y¨
and θ¨ that lie within the acceleration envelope can be performed without slip-
page occurring. The acceleration envelope is not rotationally symmetric and
simplification needs to be done to make it computationally easy to solve. The
acceleration envelope is derived from the dynamic model of the soccer robots.
The envelope is restricted to make it independent of the robot’s orientation.
The envelope is further simplified by decoupling the translational and rota-
tional DOF. An example acceleration envelope is seen in figure 5.4. It is a
cylinder with a radius amax.
The robot’s maximum acceleration amax is the radius of the cylindrical
envelope in figure 5.4 and its maximum velocity vmax is defined by the motor
specifications. The algorithm is based on the fact that in order for the robot to
reach its destination in the minimum time it will either be accelerating at amax
or moving at vmax. All the possible optimal control scenarios are discussed in
appendix F.
The algorithm starts with the initial conditions and based on how far the
robot is from the final destination and the initial velocity it determines which
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Figure 5.4: Cylindrical acceleration envelope (?)
control scenarios should be followed. This is done for movement in both the x
and y direction. Both x and y trajectories are calculated, and they will both
have different execution times. This is because either the x or y distances
might be shorter and thus require a shorter time to reach the destination.
However, these two solutions need to be synchronised in order to calculate the
minimum time required to reach the destination.
The synchronisation is done by using a scaling factor (α) and trigonometric
identities. The value of α is determined using the iterative bisection algorithm.
This factor scales amax and vmax in order to minimize the the required time
in the one direction, while prolonging the time in the other direction. This is
done to ensure velocity profile for the x and y directions take exactly the same
time to complete. Using the scaling factor the new values for amax and vmax
are,
ax,max = amaxcos(α), vx,max = vmaxcos(α)
ay,max = amaxsin(α), vy,max = vmaxsin(α) .
(5.4)
Because cos(α)2 + sin(α)2 = 1 the maximum velocity and acceleration con-
straints are not violated, as seen in the following equations:√
a2x,max + a
2
y,max ≤ amax√
v2x,max + v
2
y,max ≤ vmax .
(5.5)
The algorithm of ? used a fixed 16.67 ms time step to store the velocity
values and the corresponding times in two arrays. Thus if a manoeuvre took
three seconds there would be two arrays of 180 elements each. It was decided
that an alternative method should be used as these large arrays would result
in degradation in the performance of the algorithm. The velocity profiles are
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always linear, this means the velocity profile can be described by the three
linear equations and three time values seen in figure 5.5. Therefore only the
nine variables are required no matter the duration of the manoeuvre, resulting
in a significant reduction in memory requirements.
Figure 5.5: Velocity Profile
The algorithm performed satisfactory when tested using MATLAB®. It
was then implemented on the soccer robots using C++. Once the algorithm
was implemented on the soccer robots the robots could be used for further
development to accomplish the objectives of this project.
5.2.3. Trajectory following
Trajectory tracking is the procedure of ensuring that the robot follows a spec-
ified trajectory. Various techniques of trajectory tracking were discussed in
section 5.2.1. The path planning method of ? decouples the translation and
rotational motions from each other. Therefore the trajectory following will be
performed using separate controllers for each degree of freedom.
The LLC will be similar to that of ?. A separate PI controller will be used
for each motor on the robot. The encoder’s output is used as feedback for
each controller. ? use torque control instead of velocity control for the wheel
controllers. Although the torque controllers yield better results they are more
difficult to implement. ? used separate controllers for each wheel based on
velocity control. They had a HLC consisting of three additional controllers
which used the feedback of the encoders to control the three DOF. However,
slippage resulted in inaccurate feedback resulting in poor performance. The
LLC will implemented using only one controller per wheel using velocity based
PID control. The controller can be seen on figure 5.6.
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PID Σ Motor 
- 
𝜃 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 
𝜃 𝑒𝑛𝑐𝑜𝑑𝑒𝑟 
Figure 5.6: Motor PI controller
The HLC of ? was implemented using a PI-fuzzy controller. Part of the
HLC is situated on the robot while the rest is situated in the OFC. Figure 5.7
shows the control architecture used by ?. The path planner with PI controller
and the velocity filer is on the OFC. The fuzzy controller is situated on the
robot.
Figure 5.7: Control architecture of ?
For the proposed system the HLC will be completely situated on the robot.
This project was not interested with developing a new type of controller and
therefore only a normal PID controller was used. With this new system the
occurrence of slippage or random disturbances will immediately be sensed and
corrected for. As a result of the HLC being situated on the robot the control
loop will be much faster resulting in better control.
5.3. Vision System
The SSL-Vision system is the global vision system used by all the teams in
the RoboCup SSL. This shared vision system has been used since 2010. This
is done to ensure a more competitive environment and this also greatly re-
duces the setup and testing time at competitions. The system is developed by
volunteers from participating SSL teams (?).
The SSL-vision application encompasses all the functionality required of
the vision system. This is achieved by using a multi-threading approach. The
SSL uses two cameras, one for each half of the field. The vision system sup-
ports concurrent image processing for both cameras in the same application by
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having a dedicated thread for each. The system supports IEEE 1394/DCAM
cameras, which includes 1394b cameras. All the standard DCAM parameters
can be adjusted and seen in the main Graphical User Interface (GUI) appli-
cation. DCAM parameters are for example the shutter speed, white-balance,
exposure and gain of the camera.
The robots in a SSL team all have colour markers to identify each robot.
The robots have a center marker which is either blue or yellow to indicate
which team they belong to. They then have colour markers around this marker
to uniquely identify each robot and its orientation. The SSL-Vision system
does the image capturing, colour thresholding, region extraction and all the
necessary processes to determine the location and orientation of each robot
and the position of the ball.
The colour segmentation of the SSL-Vision system is based on software of
Carnegie Mellon University. The colour thresholding is done using a Lookup
Table (LUT) that maps the input image’s 3D YUV colour space to unique
colour labels (?). These unique colour labels represent the ball, robot colour
markers and other identifiable objects’s colours. The SSL-Vision system allows
the LUT to be generated in the main application GUI by using the incoming
video stream.
The main GUI is able to fulfil most of the vision system tasks. One of
these tasks is camera calibration which is also done in the main GUI. This
is done to establish a relationship between the field geometry and the im-
age plane. The calibration procedure is straight forward and no additional
calibration objects are required. The image processing results are transmit-
ted to the participating teams via UDP Multicast (?). The client programs
can receive the packets on port 10002 and multicast address 224.5.23.2. Data
packets that include the timestamp, frame number and positions, orientations
and confidences of all the detected objects are encoded using Google Protocol
Buffers (?) (?). No sensor merging is performed by the vision software. Thus
the data received from the two cameras have to be merged by the individual
teams. However, this project will not be doing the sensor merging. Only one
half of the field will be used because testing will only be done on one robot
and not an entire team of robots. The camera detection packet is defined by
messages_robocup_ssl_detection.proto which contains the complete de-
tection results. This is used by the client program which will be discussed in
section 5.5.
5.4. Driver Program
The driver programs provide the central controller with access to the robots.
Player drivers were discussed in section 3.3.2. The section explains how the
driver provides access to the physical hardware of the robot. This is done
through messages that are sent and received between the driver and the client.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 5. SOFTWARE DESIGN 39
The driver uses interfaces to communicate with the client’s proxies. The driver
has two major tasks, the first is to provide access to the soccer robot’s hard-
ware. This is sufficient for a centralised control system where all the computa-
tional work is done on a central controller. The second objective of the project
is to develop a distributed control system which implements sensor fusion on
the robot. This is the second purpose of the driver, to perform tasks required
of the robot in a distributed control architecture.
Interfaces were discussed in section 3.3.2, this section elaborates on inter-
faces and discusses the implementation thereof. An instance of the position2d
interface is used to control the motors of the robot. The pose and the physical
geometry of the robot is the only two request messages used by the position2d
interface. This enables new clients connecting to the robot to establish were
the robot is situated and its physical size. In the SSL all the robots have to be
within a certain size, thus the geometry information is unnecessary however
the driver is written so that other useful information regarding the robot can
be sent using the geometry request messages.
The position2d interface has four main command messages, they are the
position, velocity, carlike and vel/head commands. The position and velocity
commands are used for their intended purposes. When the velocity command
is received the robot’s velocity is set to the desired speed. The position com-
mand receives a new desired position for the robot. The robot then moves to
this desired position. The carlike command was intended to control the speed
and turning angle of the robot and the vel/head command was intended to be
used to control the speed and angular position of the robot. The carlike and
vel/head commands are not used in this manner and are used for other pur-
poses. The vel/head command could for example be used to send information
regarding the position of the ball to the robot.
The command messages that will be used in this project and their purposes
can be seen in table 5.1. The position2dm interface is mostly used for con-
trolling the motor’s position. Whereas the position2dk interface is intended
to be used to control the kicker, however some of its functionality will be used
for other purposes. The coordinates of the robot’s position, determined by the
vision system, will be transferred to the robot via the velocity command of
the position2dk interface. Data messages could have been used instead of a
command messages to send the data. However, data messages require an ACK
message to be sent back, this makes the process slow. Therefore a command
message was used because of its speed and because some loss in transmission
is acceptable.
The driver needs to implement all the functionality required by the dis-
tributed control architecture. This is done by custom classes written in C++.
The classes and the names of the instances of each class that is used in the
driver is listed in table 5.2. The most important classes will be discussed
briefly. The RoboDriver class uses SPI communication to communicate with
the motor controller circuit. Individual motor velocities or global robot veloci-
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Table 5.1: Interface command messages
Interface Command Variables Purpose
position2dm velocity x˙ y˙ θ˙ Send a translational and rotational
velocity command to the robot
position2dm position x y θ Send a desired destination command
to the robot
position2dk velocity x y θ Send the camera data to the robot
ties can be sent using this class. It is also able to access the encoder data from
the motor controllers.
Table 5.2: Custom classes used in the Player drivers
Class Instances Purpose
RoboDriver mtrCntrl Communicates with the motor controller cir-
cuit. Sends velocity commands to the wheels
IMU imu Initializes the IMU sensor and reads all the IMU
data
Controller xcntrl Implements the state estimator in the x direc-
tion
ycntrl Implements the state estimator in the y direc-
tion
AngleKalman acntrl Implements the angular state estimator
PID xPID Implements the trajectory tracking control in
the x direction
yPID Implements the trajectory tracking control in
the y direction
anglePID Implements angular trajectory tracking control
DTime driveTime Determines the sampling time for the estimator
algorithms
MotionPlan mp Generates the minimum time velocity profile
The IMU class is used to initialize the I2C communication with the IMU sen-
sor which is discussed in section 4.2.3. This class returns the acceleration and
rotational data measured by the sensor. The Controller and AngleKalman
classes implement the estimator algorithms discussed in Chapter 6. The
Controller class implements the Kalman filter algorithm of equations 6.3
to 6.5. Every time new IMU or camera data is available the state estimate is
updated accordingly. The AngleKalman class is very similar and implements
the estimator discussed in section 6.3.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 5. SOFTWARE DESIGN 41
The MotionPlan class implements the algorithm discussed in detail in sec-
tion 5.2.2. It generates the new velocity profile and returns the desired speed
for a specified time. The PID class implements the Trajectory Tracking control
which was discussed in section 5.2.3. The DTime class is used as a timer. This
class was used to track how far the robot was into a manoeuvre, as well as the
sampling times for certain algorithms.
The main function of the driver in the distributed control architecture is
the ProcessPos2dPosCmd() function. This function receives a desired position
command from the central controller. Figure 5.8 depicts a flow chart of this
function. The total duration of one cycle of this function is between 13 to
22 ms depending on the decisions made. This function generates a velocity
profile that the robot needs to follow to get to the desired position. This profile
is then followed using trajectory tracking as explained in section 5.2.3. The
subroutine labelled Process new incoming messages checks for new messages
from the client. These include new commands or information. One example
of this is a message containing camera data. When this message is received
the ProcessCameraData() function is called. This function updates the state
estimate based on the camera data received.
This section briefly discussed the classes used in the Player driver written
for the SSL soccer robots at Stellenbosch University. This driver could either
be used in a centralised or distributed control system. It depends on the
messages it receives from the central controller. It is able to receive and process
commands and can communicate with hardware on the robot, such as the
motor controller and the IMU sensor.
5.5. Client Program
The client program is the software that is used to connect the central controller
to all the robots on the field. The basic function of PlayerClients were
discussed in section 3.3.3. The client program connects the player proxies to
the interfaces on the robots so that messages can be sent between the drivers
and the central controller.
The client program has four main classes. They are Control, Vision,
MotionPlan and Robot. The MotionPlan class is used to calculate velocity
profiles for moving a robot in a centralised control architecture. The algorithm
implemented by this class is discussed in section 5.2.2. The Vision class
receives the vision packages that are sent by the SSL-Vision system. Instances
of this class can be used to access the vision information.
The Robot class is used to communicate with a robot. For each robot an
instance of the Robot class is required. This class communicates directly with
the driver on the robot. The connection to the robot is established using the
PlayerClient object in this class, then the proxies are used to communicate
with the interfaces. The proxies that are used are briefly discussed in section
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Figure 5.8: Flowchart of ProcessPos2dPosCmd() function
3.3.3. The commands that the robots can be sent are defined in this class.
The Robot class provides all the Player functionality required for the soccer
robots, but hides the technical details. Therefore no knowledge of Player is
required to control the soccer robots when using this class.
The Control class is used to control a team of soccer robots. This combines
the Vision and the Robot class to create a class that can be used to control the
whole team of robots. Although this project only does testing on one robot,
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 5. SOFTWARE DESIGN 43
the software was designed in such a way that it can be used for further research
with multiple robots. During the development of this project various versions
of the Control class were developed. The first versions were Command-Line
Interface (CLI) and commands were entered using the keyboard. No GUI
was used. This was used to develop the client software using Stage at first.
Thereafter further CLI versions were used to test and develop the drivers on
the robots.
The SSL-Vision software contains a GUI vision client which is used to
display the robots and the field on the computer screen. This software was
distributed under the GNU General Public License (GPL) v3. The software
was modified and an instance of the Control class was added to use this
GUI to control the robots. This is still a very basic program and is used to
perform the testing of the robot functionality in a distributed and centralised
architecture. The programs are used to move the robot around the field. The
robot is moved by clicking on a certain point on the field and the robot will
drive towards that point.
The control program mentioned above is used to test the soccer robots.
Figure 5.9 illustrates a typical SSL software architecture. This client program
will be used in the Control Module. After the navigation has been done the
commands will be sent to the Communication Server using the client program.
Vision Server
Vision Module
Strategy/AI 
Module
Control Module
Communication 
Server
Figure 5.9: Software architecture
5.6. Sensors
This section discusses the software implementation of the on-board sensors.
Each subsystem has its own coordinate frame. This section discusses the trans-
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formation of the data obtained from these subsystems to a reference coordinate
frame. The process of calibrating IMU will be explained.
5.6.1. Coordinate System Transformations
The various subsystems each have their own coordinate frame. In order to
control the robot these coordinate frames need to be transformed to a single
reference frame. The coordinate frames of the motor controller unit, IMU and
camera is illustrated in figure 5.10. The coordinate frame of the camera is
stationary as the camera is fixed with respect to the field. The robot’s local
coordinate frame constantly moves with respect to the global coordinate frame.
z
x
y
Motor
Control
z
x
y
Camera
z
y
x
IMU
Robot
Figure 5.10: Reference frames of the robot, camera and IMU
The system’s reference frame can be selected either as a global coordinate
frame or a local coordinate frame. When the a local reference frame is selected,
each robot has its own reference frame. Thus the local coordinate frames on
the robot will stay stationary and the camera’s coordinate frame will need to
be transformed to that of the local reference frame. The second option is to
transform all the local coordinate frames to a global reference frame.
The first approach was to use the local coordinate frame as a reference
frame. This was done because the camera is the only global subsystem and
the data rate of the vision system is lower than that of the on-board sensors.
This means fewer transformations are required. However, this approach did
not work. Take the example of a robot moving a distance d in the global x
direction. During the translation the robot rotates counter-clockwise by 90
degrees for half of the manoeuvre and then rotates clockwise by 90 degrees so
that when it reaches its destination it is in its original orientation.
Now assume the IMU was able to measure the acceleration at all five of the
orientations that are shown in figure 5.11. Also assume the camera was able to
observe only the first and last orientation. If the camera data is transformed
to the robot’s coordinate frame it signifies a movement of distance d in the
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Figure 5.11: Rotation and translation of a robot
robot’s y-direction. However, the IMU will indicate a movement in the x and
y direction. Thus although all the data was converted to the same reference
frames; the data indicate different movements of the robot. This eliminates
the possibility of using this approach and as a result the second approach has
to be followed.
The subsystems on the robot are rotated to the robot’s coordinate frame.
Then they are transformed to a global reference frame. The global reference
frame is selected as that of the camera. A rotation matrix R is used to describe
the orientation of the robot’s coordinate frame to that of the fixed reference
frame. The rotation matrix with respect to roll, pitch and yaw around the
reference frame is described by,
R = Rz,φRy,βRx,ψ . (5.6)
The rotation matrix relating the IMU’s coordinate frame to that of the global
reference frame is derived in appendix E. The rotation matrix transforms the
acceleration in the x and y directions to the global coordinate frame and is
shown in the following equation,
Rx,y =
[
cos(θ + pi/2) sin(θ + pi/2)
sin(θ + pi/2) −cos(θ + pi/2)
]
(5.7)
The rotation matrix needs to be determined every time new IMU data
is received and every time a new command is sent to the motors. The only
variable in the rotation matrix is the robot’s orientation (θ). Consequently
obtaining an accurate estimate of the robot’s orientation is important. An
estimator must be used to obtain the orientation of the robot. The robot’s
orientation is required at the rate at which the IMU is operating and the data
rate of the vision system is to low. The acceleration information used on the
next chapter has been transformed to that of the global reference frame using
the orientation (θ) obtained from the orientation estimator.
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5.6.2. IMU Calibration
The alignment and orientation of the IMU is important for accurate measure-
ments. However, as a result of the physical layout of the robot it is difficult
to align the sensor accurately. Constructing an adjustable mechanism to align
it is expensive and this will not be done. The IMU will have to be calibrated
and the error compensation needs to be down in the software.
When the IMU is not aligned properly a percentage of the gravitational
acceleration will be measured in the x and y directions. This results in a
biased error even if the robot is stationary. This also means that some of the
acceleration in the x- and y-direction will be measured in the z-direction.
Various techniques exists for calibrating the IMU. It was decided to simply
zero the IMU by deducting the bias. This crude technique is used as a result
of the field not being completely flat and the IMU fixture not being completely
rigid. More complicated techniques that not yield significantly better results
and this method was deemed satisfactory.
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6. State Estimator Design
In order to fulfil the objectives of this project an estimator performing sensor
fusion must be designed. This chapter describes the design and testing of a
state estimator for the soccer robots.
6.1. Introduction
6.1.1. Background
A state estimator uses information obtained from multiple sensors and based
on the system’s dynamics predicts what is happening in the system. The
robots may obtain data from various sensors, such as encoders, accelerometers,
gyroscopes and cameras. Based on this data the robots should estimate their
current state (velocity, orientation and position).
Various techniques exist for estimating the state based on multiple sensor
inputs. Kalman filters are used in a wide variety of applications (?). They
have especially been applied in the field of autonomous navigation (?). To the
author’s knowledge, KFs have never been used in combination with inertial
sensors on a SSL robot. Although ? used a KF to combine data of the wheel
encoders with vision data. KF have been used extensively to filter the vision
data of SSL robots on the OFC.
? used a continuous time KF, called a Kalman-Bucy filter. Camera data
was used as the input and the filter ran on the central controller. The position
and orientation of the ball and soccer robots on the field were predicted using
this filter. ? used an Extended Kalman Filter (EKF) in a high level control
loop on the OFC. The SSL robot’s velocity was estimated to determine the
error between the velocity command and the actual robot velocity.
In the MSL KFs are run on the robots themselves. ? evaluated the perfor-
mance of a KF being used to perform self-localization on a MSL robot. It was
found that when using a KF the robot’s trajectory was very smooth compared
to when a KF was not used. The most widely used form of the KF is the EKF
which is a nonlinear form of the KF (?). ? states that in navigation systems
aided by vision, the KF effectively combines the visual feature observations
with other measurements from GPS, inertial, or force sensors. A great deal
of research has been done on fusion of vision and inertial measurements using
47
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different types of KFs. ? did work on calibrating vision and inertial sensors
on a robot using unscented KF (?). ? compares the fusion of inertial and
vision data by using either an Unscented KF or an EKF. ? designed a visual
augmented state estimator which used inertial measurements in combination
with visual and GPS data.
Therefore it is clear that KFs can be used to effectively estimate the state
of a robot when measurement noise is present. Currently in the most SSL
teams the KFs are situated on OFC and only use the vision data obtained
from the vision system. KFs, which use inertial and vision data, have been
researched extensively and yield good results. However this has only been used
in the MSL for navigation and localisation purposes. This project proposes to
develop the control architecture in such a way that the KFs are run on the SSL
robots themselves and that they will use both inertial and vision data. The
Kalman filter equations will be discussed further in the rest of this chapter.
6.1.2. Kalman Filter Equations
KFs can be used when measurement noise is present, even if the system’s true
model is unknown. The KF requires a system to be described in state-space
form as
x˙ = Fcx+Gcu+ w
y = Hcx+ v .
(6.1)
These equations are then discretized to obtain the following equations:
xk+1 = Fxk +Guk +Nwk
yk = Hxk + vk ,
(6.2)
where F is used to propagate the state forward and G describes the influence
of uk on the state vector. From equation 6.2 it is seen that the next state of the
system xk+1 is determined from the state vector xk , the system input vector
uk and the process noise vector wk. The system input vector is sometimes
referred to as the control vector. This is because it represents the way in
which the system is controlled or driven. The measured system output yk is
driven by the state vector xk and the matrix H. The matrix H indicates how
xk is related to the system output. The error present in the measurement of
yk, is compensated for by adding the measurement noise vector vk.
The KF is a recursive algorithm that consists of two main parts: state
estimation and state covariance estimation. These two parts are done in two
distinct steps, the time update and measurement update steps. The time
update step predicts the next estimate of the state and the covariance based
on the system dynamics and the system input vector. This is shown in these
equations,
xp
k = Fxk−1 +Guk−1
Mk = FP k−1F T +Qk
(6.3)
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where xpk is next predicted state, P k−1 is the covariance matrix representing
the errors in the state estimate and Mk is the predicted covariance matrix
before a measurement update has been done. The measurement update step
is where the state and covariance matrix is corrected by the measured output
vector of the system.
xk = xp
k +Kk(yk −Hxpk)
P k = (I −KkH)Mk (6.4)
where Kk is the Kalman gain and is computed here,
Sk = HMkHT +R
Kk = MkHTSk
−1 (6.5)
R is the covariance matrix of the measurement noise vk. In the case of a
polynomial KF R is scalar and it is computed as,
R = E(vkvk
T
) = σz
2 (6.6)
with σz the standard deviation of the noise (?).
The sampling time of the system input uk is usually much smaller than that
of the measured system output yk. Thus the time update steps, which are seen
in equation 6.3, are done more frequently. The update steps are performed for
every new uk received. The measurements which are usually done by either
a camera or a GPS are much slower and only when a new yk is available the
measurement update steps are performed. These equations will now be used to
derive a filter to estimate the state of the robot based on the fusion of available
sensor data.
6.2. Derivation of Estimator for Position and
Velocity
6.2.1. Estimator Design
This section describes the dynamics and Kalman equations for the velocity and
position estimator. The first thing is to decide what the inputs and measured
outputs for the system will be. There are a variety of possible inputs for the
system. ? modelled three and four wheeled soccer robots using the voltages
applied to the motors as the inputs to the system and the wheel velocities where
selected as the outputs. This results in a complicated system model which is
dependent of the physical system dynamics and motor dynamics. The major
drawback of using this system is that it is difficult to derive an accurate model,
because this requires that some of the physical robot parameters need to be
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calculated experimentally. A model for the soccer robots were derived based
on the method of ? and can be seen in the appendix B.
? chose a 3-axis gyroscope and a 3-axis accelerometer as input to the
system. This results in a much simpler state-space model, with most of the
parameters readily available. This approach is much easier to implement and
therefore a similar approach will be followed for the soccer robots.
The input to the system is acceleration and the system’s output is measured
using cameras. The KF derived in this section is only applied to the velocity
and position of the robot in the x and y directions. The movement in the
x and y directions can be decoupled. Therefore to simplify the control the
estimator will be made one-dimensional and thus the position and velocity in
the x and y directions will be determined separately. The system’s continuous
state space model for movement in one direction is seen here,
x˙ = Fcx+Gcu+ w[
x˙
x¨
]
=
[
0 1
0 0
] [
x
x˙
]
+
[
0
1
]
u+
[
w1
w2
]
(6.7)
y = Hx+ v
y =
[
1 0
] [x
x˙
]
+ v .
(6.8)
The discrete state space model is required for the KF equations. The
fundamental matrix (F ) of a time-invariant system can de derived according
to
F = L−1[(sI − Fc)−1] (6.9)
where I is the identity matrix (?). Using equation 6.7 and 6.9 the fundamental
matrix is calculated in the following manner,
F = L−1[(sI − Fc)−1]
F = L−1
[
s −1
0 s
]−1
F = L−1
[
1/s 1/s2
0 1/s
]
F =
[
1 Ts
0 1
]
(6.10)
where Ts is the sampling time. The next step is to calculate G this is done
according to
G =
∫ Ts
0
F (τ)Gc dτ . (6.11)
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Using equation 6.7, 6.10 and 6.11 G is calculated as
G =
[
T 2s
Ts
]
. (6.12)
These matrices are used with the Kalman equations (6.3, 6.4, 6.5) to esti-
mate the position and velocity of the robot. The time update step (eq. 6.3)
will be performed when new acceleration data is available. The high frequency
acceleration data is used to propagate the system forward. The low frequency
position data obtained from the camera will be used to correct the state by
using the measurement update equation 6.4. The low frequency position data
prevents deterioration as a result of the low accuracy accelerometer that is used
to propagate the system forward. The end result is high frequency position
and velocity data describing the state of the system.
The complete KF equations for the translational filter can be seen in ap-
pendix D. From the equations it is evident that the system is linear and there-
fore a normal KF is used. The EKF is used for non-linear processes will not
be discussed.
The Kalman gain matrix (Kk), equation 6.5, needs to be computed every
time a measurement update is done. Evidently this requires that the inverse
of the matrix Sk be calculated regularly. Computing the inverse is computa-
tionally expensive and since the processing power of the robot is limited, can
result in a substantial reduction in the speed of the system. The Kalman gain
matrix converges to a steady state value after a finite amount of iterations.
The value that it converges to is dependent on the system dynamics, process
noise covariance matrix and measurement noise covariance matrix. This value
can be computed experimentally and then used in the system, which results
in the KF reducing to a simple estimator with a fixed gain.
It is important to note that the speed of computing an inverse of the matrix
is related to the size of the matrix by O(n3). Therefore reducing the size of
the inverted matrix Sk will decrease processing time. This can be done by
choosing the correct matrix H and other corresponding matrices. When H is
selected as in the following equation, Sk reduces to
Sk = HMkHT +R
Sk =
[
1 0
] [m11 m12
m21 m22
] [
1
0
]
+R
Sk = m11 +R .
(6.13)
Thus Sk is a scalar value and the inverse simply becomes division by a scalar
value. This means that the steady state value of the Kalman gain matrix does
not need to be calculated, as the new value can easily be calculated by scalar
division. This equation also confirms that measurement noise matrix R is a
scalar value. The measurement noise is the noise associated with measurement
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of the system output yk and can be computed as indicated in equation 6.6.
The standard deviation of the measurement noise of the SSL-Vision system
is not known, and as a result the measurement noise has to be computed
experimentally.
Process noise is the noise associated with uncertainty in the system’s be-
haviour. The discrete process noise depends on the continuous process noise
spectral density Φs and the sampling time Ts. ? gives the discrete process
noise matrix for a first order polynomial KF as
Qk = Φs
T
3
s
3
T 2s
2
T 2s
2
Ts
 . (6.14)
When the actual model noise uncertainty is unknown Φs is a factor that can
be used to optimise the KF (?).
Thus to optimise the KF both R and Φs need to be determined experi-
mentally. When Φs is selected as 0 it can be assumed that the KF model of
the system is accurate and it is not necessary to compensate for process noise.
However with an increase in uncertainty the system’s behaviour will be more
accurate, but this will also result in a steady state error for the system. The
addition of process noise prevents divergence, but results in a steady state
error. The larger the process noise the more the system will depend on the
actual measurements.
A popular form of numerical simulation optimization is the Monte Carlo
method. Random samples are run and the results are used to optimize the
system. In order to optimize the KF a desired true measurement is required to
compute the filter’s error. This was done by fitting a large order polynomial
to the actual camera data. The error function was defined as the difference
between the polynomial fitted to the camera data and the KF estimate.
The simulation was run for random values of process and measurement
noise using data obtained from the robots. The simulation yielded a very
large value for Φs = 5000 and a very small value R = 2. This is as expected,
because the error function which was used in the Monte Carlo simulation was
formulated assuming that the position information from the camera was 100%
correct. That is why R is so small. However these values can’t be used as
the camera information is not 100% correct. Experimental testing was done
to determine optimal values. The optimal values were selected as Φs = 1000
and R = 25.
6.2.2. Results
Figures 6.1 and 6.2 illustrate the results obtained with the optimal values of
R and Φs. Figure 6.1 depicts the position estimation of a moving robot. The
position data was obtained from the overhead camera, the IMU and the KF.
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The positional data from the IMU is obtained by integrating the acceleration
data twice. The KF estimate performs as it should and follows the camera data
closely. The position estimate obtained from the IMU deviates as a result of
bias errors and sensor noise.
Figure 6.1: Position estimate with Φs = 1000 and R = 25
Figure 6.2 shows the velocity estimate of the moving robot. When the
camera data is differentiated to obtain velocity information the noise in the
data is increased. This results in oscillation in the velocity derived from the
camera data. From figure 6.2 it is seen that the KF estimate results in a good
velocity estimate. It is important to note that the velocity estimate is more
important than the positions estimate; this is because the velocity will be used
as the feedback for the HLC.
The two mayor advantages of using the KF will be illustrated in the rest
of this section. Firstly the KF enables the robot to estimate its position and
velocity even though there is a loss in communication between the OFC and
the robot. Tests were performed during which no camera data was sent to
the robot for a period of 500 ms, the results are shown in figure 6.3. Case
1 shows the filter output with the 500 ms breach of communication, whereas
Case 2 shows the filter output for no loss in communication. Although the
500 ms communication break signifies a loss of 27% of the camera data, there
is only a 2.5% increase in the positional error. When there is no camera
data available the filter relies solely on the acceleration data. Therefore the
accuracy of the acceleration data has a large influence on the error induced by
the communication delay. Notwithstanding, the robot is still able to estimate
its position and velocity within reasonable accuracy.
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Figure 6.2: Velocity estimate with Φs = 1000 and R = 25
Figure 6.3: Position estimate during a 500 ms loss in communication
The second major advantage is that the KF provides data at a higher rate
than the camera, as seen in figure 6.4. The KF has a data rate very close
to that of the IMU. This is because a time update step is performed when
new IMU data is available. However although the accelerometer’s maximum
available data rate is 3200 Hz, the accelerometer is set up to operate at a data
output rate of 100 Hz. This is because the acceleration data is only sampled
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 6. STATE ESTIMATOR DESIGN 55
at a rate of 50 Hz, which is the frequency at which the main loop is executed.
This means that the data rate of the KF can be increased by optimizing the
main control loop.
Figure 6.4: Close up of velocity estimate indicating the data rate
The velocity of a stationary robot was estimated to verify the accuracy of
the KF. This was done because the position and velocity of a stationary robot
is known. The results obtained are illustrated in figure 6.5. The vision system
has a positional error of 0.001 m on a stationary robot, however this increases
when the robot as moving. This produces an error in the velocity estimate
of 0.02 m/s. At low velocities the bias errors and measurement noise of the
accelerometer becomes significant. The velocity derived from the acceleration
data produced a maximum error of 0.047 m/s. The maximum error of the
estimator is 0.045 m/s, which is lower than the error produced by he IMU
data. Although the error is larger than that produced by the camera it is less
oscillatory and thus more suitable for use in the HLC.
6.3. Derivation of Estimator for Orientation
and Angular Velocity
The gyroscope and camera can be used to determine the orientation and the
angular velocity of the robot. With these sensors the orientation and angular
velocity is directly observable, thus no estimator is actually required. However,
the data obtained from the camera is at a low frequency and the data from
both sensors contain noise. Therefore in order to improve the quality of the
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Figure 6.5: Velocity estimate of stationary robot
information an estimator or filter is required. The same approach as in the
previous section can be followed to derive a KF. There is an alternative,
discrete filters can also be used. This section starts by looking at discrete
filters and then designs a KF. Both solutions are then compared to each
other.
6.3.1. Complementary Filters
Simple discrete filters could be used; if the low frequency camera data was
filtered with a low-pass filter it would remove the noise. However it would
still be low frequency data and the output will lag due to the averaging effect
of the low-pass filter. The angular rate obtained from the gyroscope could
be integrated and filtered with a high-pass filter. This data would be high
frequency, although it would contain a bias error.
There is an alternative to using a KF, which combines low-pass and high-
pass filters. The Complementary filter is basically a steady-state KF which
does not take any statistical description of the noise into account (?). The
filter adds together two different signals and produces one filtered signal. The
one input signal has reliable high frequency information whereas the other
one has reliable low frequency information. The filter combines these signals
to estimate the actual state. Figure 6.6a illustrates a basic Complimentary
Filter (CF). The low-pass and high-pass filters must be chosen with a combined
gain of one. This is demonstrated when the gain of both filters are added,
τs
τs+ 1
+
1
τs+ 1
=
τs+ 1
τs+ 1
= 1 , (6.15)
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were τ is the time constant of the filter.
The CF that will be used to determine the orientation is depicted in figure
6.6b. The orientation (θc) data obtained from the camera has a lower data rate
and contains high frequency noise. Therefore it is filtered with the low-pass
filter to remove the high frequency component. The angular rate obtained
from the gyroscope (θ˙g) is integrated to determine the orientation. This data
contains a bias error due to noise, sensor drift and the integration process.
Therefore only the high frequency component is used. The result is an estimate
of the robots orientation consisting of the reliable components of both sensors
signals.
���� + 1
1�� + 1
�ℎ
�� �+
+
(a) Basic complementary filter
���� + 1
1�� + 1
�++
1���
��
(b) Complementary filter for orientation estima-
tion
Figure 6.6: Complementary filters
The filtered orientation is obtained by adding the filtered high-pass and
low-pass orientations,
θ = θhp + θlp , (6.16)
where θhp is obtained by integrating and filtering the gyroscope data and θlp is
the filtered camera data. The high-pass part of the CF is discretised, yielding
the following equations,
θg
k = Ts · θ˙g + θgk−1
θkhp =
θkg − θk−1g + θk−1hp
1 +
Ts
τ
(6.17)
where Ts is the sampling time and τ is the time constant of the filter. The
low-pass part of the filter was discretised to obtain the following equation,
θklp =
Ts
τ
+ θk−1lp
1 +
Ts
τ
. (6.18)
Both these equations show that the filters are dependent on the two parame-
ters, the sampling time (Ts) and the time constant (τ).
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The sampling time is measured every time these equations are executed and
does not need to be determined experimentally. The filter’s time constant τ
was selected with a value close to that of the sampling time, τ = 0.019 s. This
value was validated using simulations which used the actual gyroscope and
camera data obtained from the robot. Figure 6.7 shows the results obtained
from the CF when using different values of τ . The values of was selected as
τ = 0.05 s for Case 1, τ = 0.019 s for Case 2 and τ = 0.01 s for Case 3. From
this figure it can be seen that Case 2 follows the camera data with reasonable
accuracy and without excess oscillations.
Figure 6.7: Complementary filter results for various time constants
6.3.2. Kalman Filter for Orientation
The Kalman filter can be used to estimate the orientation of the robot. There-
fore a KF will be designed and tested. Where after the result will be compared
to that of the CF. The filter was derived following the same process as in sec-
tion 6.2.1. The input to the system is the angular rate obtained from the
gyroscope and the observed output is the orientation obtained from the vision
system. The system’s continuous state space model for the orientation of the
robot reduces to,
θ˙ = Fcθ +Gcu+ w
θ˙ = 0 · θ + 1 · u+ w (6.19)
y = Hθ + v
y = 1 · θ + v . (6.20)
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The fundamental matrix of the discrete state space model is determined
using equation 6.9, as F = 1, andG is calculated using equation 6.11 asG = Ts,
where Ts is the sampling time. Therefore the KF equations for estimating the
orientation of the robot can be written using equation 6.2 as
θ˙k+1 = θk + Ts · uk + w
yk = θk + v .
(6.21)
The rest of the variables are all calculated as in section 6.2.1. One impor-
tant variable that needs to be checked is Sk, the inverse of Sk is required in
equation 6.5.
Sk = HMkHT +R
Sk = 1 ·m1 · 1 +R
Sk = m1 +R
(6.22)
Thus Sk also becomes a scalar value and the inverse does not need to be
computed. The process noise (Qk) is scalar and is defined as Qk = Φs for the
orientation estimator. Therefore this KF also has two scalar parameters, R
and Φs, that need to be determined experimentally. Figure 6.8 illustrates the
KF’s estimate of the robot’s orientation for various values of Φs and R. Using
the experimental results Case 3 was chosen, with Φs = 20 and R = 400.
This is in sharp contrast to the parameters of the KF that is used to
estimate the position and velocity of the robot. In this case Φs is much smaller
than R, were for the position and velocity KF it was the other way around.
There are two reasons for this, firstly the gyroscope has less noise than the
accelerometer and therefore the uncertainty is much lower. Secondly there is a
higher uncertainty in the orientation data than in the position data obtained
from the vision system.
6.3.3. Estimation of the Angular Velocity
Unlike the linear velocity of the robot, the angular rotation rate can be mea-
sured directly and therefore does not need to be estimated. ? used the un-
filtered output of a gyroscope to obtain the angular velocity of a SSL robot.
The gyroscope which is used in this project has a built in low-pass filter with
an adjustable bandwidth (?). Thus no filtering of the output is required.
Nonetheless tests were done to see what the effect was of filtering the output.
The filtered output did not produce significant improvements while introducing
lag. The angular velocity obtained from a stationary robot is shown in figure
6.9. The output oscillates around zero with a maximum error of 0.04 rad/s.
This is deemed adequate and therefore the output of the gyroscope will be
used as it is.
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Figure 6.8: Orientation estimate obtained from Kalman filter for: Case 1
Φs = 100 and R = 100, Case 2 Φs = 25 and R = 100 and Case 3 Φs = 20 and
R = 400
Figure 6.9: Gyroscope output of stationary robot
6.3.4. Outliers in Orientation
Adequate light is required for the vision system to perform optimally when
the robots are moving at high speeds. Poor light conditions result in inaccu-
rate orientation data from the vision system. The measured orientation data
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contains outliers as a result of incorrect measurements. These outliers have an
adverse effect on both the KF and the CF, this can be seen in figure 6.10.
Figure 6.10: Orientation data showing effect of false camera reading
These outliers create large disturbances in the orientation control of the
robot. To ignore these outliers the system was modified in the following way.
The angular rate required to obtain the change in orientation, indicated by
the last two camera measurements, is determined. If this value is above the
maximum angular rotation of the robot, it is neglected and not used. The
result is seen in figure 6.11, the simulation was repeated with the same data as
in figure 6.10. The modified algorithm resulted in a 91.56% reduction in error
of the CF and a 81.54% reduction in the error of the Kalman filter. There is
still an error in the estimate of the orientation although it is considerably less
than when the algorithm is not modified.
The outliers are not the only rapid change experienced in the orientation
data. The vision system’s angular range is between −pi and pi. Therefore when
a robot rotates past pi the measurement changes by an angle of 2pi to −pi. The
system was modified to handle this non-linearity in the orientation data. Thus
when this occurs the filters are adjusted accordingly. This allows the filters to
provide an accurate estimate of the robots’ orientation.
6.3.5. Results
The Kalman filter and the Complementary filter yield very similar results.
Figure 6.12 compares the output of both the filters. Although the KF seems
to yield a less oscillatory output, there is no clear difference between the filters.
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Figure 6.11: Orientation data showing effect of false camera reading on modi-
fied system
Figure 6.13 shows the output of both filters for a stationary robot. Although
both perform satisfactory the KF is less affected by the noise in the camera
data than the CF. Therefore the KF will used to to estimate the orientation
throughout the rest of the project.
Figure 6.12: Simulation results of Kalman filter and the Complementary filter
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Figure 6.13: Simulation results of Kalman filter and the Complementary filter
for a stationary robot
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7. Implementation and Testing
The translational and rotational velocities obtained from estimators are used
as the feedback for the HLC. This chapter illustrates the testing and imple-
mentation of the HLC on the soccer robots.
7.1. Experimental Setup
The test performed in this chapter were done at the robot soccer field at
Stellenbosch University. The OFC used the Player system (chapter 3) to com-
municate with the robots. The SSL-Vision system was used to record the
position of the robot for the various tests. No artificial light was used during
the tests and therefore the test relied on ambient light. All the hardware that
is used in the experiments are discussed in chapter 4.
7.2. High Level Controller PI Calibration
The HLC was designed to consist of three separate PI controllers. Two con-
trollers were designed to control the translational movement in the x and y
directions, while a third controller controls the robots rotation. This section
starts by discussing the optimization translational controller and thereafter
discusses the rotational controller optimization.
The controller parameters have to be calibrated manually by performing
experimental tests. Tests were performed during which one parameter was kept
constant and the effect of varying the other parameter was observed. Figure
7.1 illustrates the effect of varying the integral parameter of the translational
controller. SP is the velocity set point, while the measured velocities are
labelled according to the integral parameters used, I = 3 and I = 5. The
velocity estimate of the KF is assumed to be 100% correct and throughout
this chapter it will be used to indicate the robots measured velocity. From
the figure it is evident the steady state error decreases with an increase of the
integral parameter. However higher integral parameters result in an increase
in oscillation of the controller output. An intermediate integral parameter of
I = 6 was chosen for the translational PI controller.
64
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Figure 7.1: Velocity output as a result of varying integral parameter
The proportional value was optimised in a similar manner. The propor-
tional parameter was varied and the output recorded. Figure 7.2 illustrates
the measured robot velocity with two different proportional values, P = 2 and
P = 4. The proportional parameter does not yield a large improvement in
the output of the system and large proportional values result in an oscilla-
tory controller output. Using the optimal integral value of 6 the proportional
parameter was selected as P = 3.
The motor controller’s design limits the value of the velocity commands
that can be sent to the wheels. The result is that the translational and ro-
tational velocity commands are restricted to values below 1 m/s and 2 rad/s
respectively. Thus the outputs of the PI controllers are limited to these max-
imum values. The robot’s maximum velocity was restricted to 0.6 m/s, the
reason for this can be seen in appendix B.2.
Figure 7.3 demonstrates the behaviour of the translational PI controller.
The velocity Set Point (SP), the Controller Output (CO) and the measured
speed (MS) is indicated on the graph. The optimal translational PI parame-
ters, P = 3 and I = 6, were used for this controller. The CO is very large at the
beginning and almost reaches the maximum allowed value of 1 m/s. Therefore
even though the PI parameters could have been increased this would not have
resulted in a significant improvement in the performance of the controller.
The robot only reaches its desired SP velocity after about 1.75 s. This is
as a result of the mechanical inertia of the robot’s motors and gears. This
means that the ability of the robot to follow its velocity SP can be improved
by improving the manufacturing and design of the robot’s drive system.
The rotational PI controller was experimentally calibrated in the same way
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Figure 7.2: Velocity output as a result of varying proportional parameter
Figure 7.3: Behaviour of translational PI controller
as the translational controller. Figure 7.4 illustrates the performance of the
rotational controller. The angular velocity SP will always be zero for this
project. The optimum PI parameters were selected as P = 1.5 and I = 2. It is
evident from this figure that there is two regions were the robot significantly
deviates from its desired angular velocity. This is a result of the acceleration
and deceleration of the robot at the beginning and end of a manoeuvre.
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Figure 7.4: Behaviour of PI controller
The deviation from the desired angular velocity is as a result of the motor
controller’s performance. The motor controller uses a daisy chain to communi-
cate. This results in the motors not receiving their velocity commands at the
same time. The first motor in the daisy chain is always the first to receive a
new command. When it start to rotate the others motors are still rotating at
the previous required velocities. The result is that when the robot accelerates
undesired rotation occurs.
The maximum allowed acceleration has a large effect on the robot’s ability
to perform accurate trajectory tracking. Figure 7.5 illustrates the orientation
of the robot during deceleration for various maximum acceleration values. The
values are a = 1 m/s2, b = 1.5 m/s2 and c = 2 m/s2. The sharpest change
in orientation is that of c, which has the largest acceleration. Because the
robot needs to stop in a shorter period, the variance between the consecutive
velocity commands are greater, resulting a greater rotation of the robot.
7.3. Trajectory Tracking
The goal of the HLC is to enable the robot to follow a desired trajectory. This
section will evaluate the performance of HLC, which is situated on the robot
instead of the OFC. The ability of the robot to follow a square 1 m by 1 m
trajectory will be tested.
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Figure 7.5: Orientation of robot during different maximum accelerations
7.3.1. Trajectory Tracking Using the IMU as HLC
Feedback
The previous chapter discussed the estimators which are used to obtain accu-
rate feedback for the HLC. This section will compare the performance of a
robot using the KF developed in section 6.2 to that of a robot using only the
feedback of the on-board IMU.
The Kalman estimate is corrected by using the measured output of the
system, obtained from the vision system. Thus if the robot is not sent camera
data the Kalman estimate is not corrected and drifts away from the actual state
of the robot. However the burden on the communication system is greatly
reduced if the robot does not require camera data. This is a result of only
commands having to be sent, because no data is required. This results in a
much faster communication system.
Figure 7.6 shows the ability to follow a desired trajectory. As expected the
velocity estimate obtained from the IMU gets progressively worse as a result
of the bias error of the IMU. The difference between the velocity estimate of
the KF and the IMU is plotted in figure 7.7b. The induced positional error
is displayed in figure 7.7a. The positional error at the end of this section is
0.1 m which is relative small compared to the distance travelled. However at
low speeds this becomes increasingly prominent as is evident in figure 7.8. The
figure shows that while the robot is actually moving at a velocity of 0.02 m/s,
the IMU indicates that the robot is stationary.
The ability to follow the square trajectory is illustrated in figure 7.9. The
movement in the negative x direction is larger than that in the positive x
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Figure 7.6: Velocity output of KF compared to that of IMU
(a) Position error without camera data (b) Velocity error without camera data
Figure 7.7: Error in estimate of system not using camera data
direction. This is as a result of the bias error of the accelerometer measuring
the acceleration in the x direction. This causes the deviation in the negative x
direction when the robot is moving in the y direction. This bias error is as a
result of the orientation and placement of the IMU. Gravity has an effect if the
IMU is not calibrated and positioned correctly. The robot’s final destination is
0.542 m from the original position from where the trajectory was commenced.
This is a considerable error and will be compared to the error obtained when
the KF is used as feedback.
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Figure 7.8: Output of the KF compared to that of the IMU for a stationary
robot
Figure 7.9: Robot following square trajectory without aid of vision system
7.3.2. Trajectory Tracking Using the Kalman Filter as
HLC Feedback
Similar square trajectory tracking tests have been performed by other authors.
Figure 7.10 compares different results obtained by ? using various control
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strategies. The PID with Dynamic Model is very similar to the controller
being used in this project. The only major difference is that in this project
the HLC is situated on the robot and not on the OFC.
Figure 7.10: Square command tracking performance of (?)
The PID with Dynamic Model is able to follow the trajectory closely, stop-
ping very close to the point from where the manoeuvre was commenced. The
robot’s movement oscillates around the desired trajectory and is seldom on
the specified path, although the maximum deviation is less than 0.1 m.
Figure 7.11 shows a square trajectory tracking test performed with the
system developed by this project. The robot was told to move 1 meter in four
directions. Thus it was not given destinations, and rather told to move 1 m in
each directions one after the other. Thus the error accumulates throughout the
test. The ideal would be for the robot to accurately follow the desired path.
This test illustrates the consistency of the robot’s movement. The robot is able
to stop within 0.088 m from the start position. This is an 83.3% reduction
in the error compared to when only the on-board IMU is used. The large
reduction in error justifies the implementation of the KF on the robots.
From figure 7.11 it is evident that the robot is able to follow the trajectory
although the distance travelled is always short of the required distance. The
maximum deviation from the desired ideal trajectory is always within 0.1 m,
which is similar to that of the PID in figure 7.10. However the robot the trajec-
tory in figure 7.10 was generated using a higher maximum velocity indicating
a possible cause of the large oscillation
Figure 7.12 shows an image of the movement of the robot while executing
a square trajectory. This image was constructed out of the images used by the
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Figure 7.11: Square command tracking performance of SSL robot
vision system. The result is consistent with the one obtained in figure 7.11,
thus validating the accuracy of the KF as a position estimator.
Figure 7.12: Overhead image illustrating square command tracking perfor-
mance
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7.4. Robot Direction and Radial Deviation
The previous section demonstrated the robot’s ability to follow a specified
trajectory. This section will quantify the performance of the HLC and compare
it to that of a robot using only a LLC.
? developed a LLC for the first iteration SSL soccer robots at Stellen-
bosch University. Figure 7.13 depicts the angular deviation from the desired
direction. The green line only indicates the final destination of the robot, it
does not indicate the radial distance or the exact path followed. Figure 7.13
demonstrates that the robot experiences random deviation from the desired
robot direction, this is because ? only uses a LLC.
Figure 7.13: Directional deviation with LLC (?)
? performed the directional test six times and the mean angular deviation
is listed in the second column of table 7.1. It was found that there is larger
angular deviation in certain directions, this is as a result of the geometry of
the robot. The robot is not symmetric with respect to its x-axis as seen in
figure 4.3.
Directional deviation and radial deviation tests were performed using the
developed LLC with the current soccer robots. The robot’s trajectory was
recorded using the overhead camera instead of physically measuring the final
destination. Multiple tests were performed and the results are shown in the
polar plot in figure 7.14. The radial distance as well as the direction of the
robot is indicated. The desired objectives were 1 m trajectories 45◦ apart.
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Table 7.1: Mean angular deviation from desired trajectory using LLC
Desired
direction
Mean error (deg)
(?)
Mean error
(deg)
Standard
deviation (deg)
0 -7.77 4.74 3.41
45 10.85 6.94 5.04
90 -1.71 -1.40 6.63
135 -13.22 5.78 9.75
180 21.88 -8.43 1.40
225 4.65 -10.24 2.18
270 -2.97 -7.08 7.78
315 -1.74 -15.43 1.24
Average 1.25 -3.14 4.68
Figure 7.14: Direction deviation with LLC
It is clear from the graph that there is a lot of random behaviour during
the execution of the manoeuvre. This is as a result of random disturbances
in the mechanical system. The gears and wheel are not all the same and due
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to mechanical imperfections disturbances are introduced. Another influence
on the behaviour is the performance of the motor controller. It cause a slight
rotation of the robot when the manoeuvre is commenced, this explains why
the trajectory is not straight and has a slight curvature.
The third and fourth column of Table 7.1 lists the mean directional error
and the standard deviation obtained during the testing. From this table it
can be seen that there are clear directional errors when only the LLC is used.
Although the encoders are used as feedback, slippage of the wheels and the be-
haviour of the motor controller cause significant errors in following the desired
trajectory.
There is no correlation between the error obtained by ? and the current
study. The average mean error obtained by ? is smaller than that obtained
with the current system. However the maximum average error experienced by
? is 21.88◦ which is considerably larger than the maximum average error of
15.43◦ obtained by this study. The error obtained by ? was expected to be
considerably larger because the robots were given a step input and no form of
acceleration limiting was implemented. In the current study the robot were
controlled to ensure that they never exceed their maximum acceleration.
The radial distances obtained in the various directions are displayed in
figure 7.14. The radial distance vary depending on the direction in which the
robot is driving, the results are listed in table 7.2. The best results are achieved
in the 45◦ and the 225◦ directions. The largest mean error is that of the 0◦ and
the 180◦ directions, the error is about 35% and is as a result of the geometry
of the robot. In these directions the robot requires a higher torque to move
resulting in the controller taking a longer time to eliminate the steady state
error, which results in a lower average speed. The average standard deviation
is 0.023 m which is a small value indicating that the results are consistent and
depend on the direction travelled.
Table 7.2: Radial distance achieved by LLC
Desired
direction
Mean radial
error (m)
Standard
deviation (m)
Mean error
(%)
0 0.645 0.015 35.48
45 0.781 0.009 21.86
90 0.739 0.016 26.15
135 0.729 0.018 27.07
180 0.658 0.011 34.17
225 0.801 0.018 19.93
270 0.725 0.035 27.55
315 0.708 0.061 29.19
Average 0.723 0.023 27.67
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The HLC was used to test the robot in the same way. The robot was sent
positional commands for which the output was recorded. The feedback to the
HLC is that of the estimator algorithms and therefore the robot was able to
detect slippage on the wheels. The optimal PI parameters selected earlier in
this chapter were used.
The results obtained are illustrated in figure 7.15. There is a clear im-
provement compared to the result obtained when only the LLC was used. The
results obtained for the directional deviation is listed in table 7.3. The di-
rectional error is normally distributed and therefore it can be analysed using
a t-distribution. The higher and lower bounds were determined with a 95%
certainty. There is a 95% certainty that the maximum directional deviation
will never be more than 2.6◦.
Figure 7.15: Direction deviation with HLC
The maximum standard deviation reduced from 9.75◦ to 1.70◦, amounting
to a reduction of 82.56%. The mean angular error reduced by 88.53%, from
-3.14◦ to −0.36◦. The HLC also reduced the maximum mean error by 87.49%,
thus the HLC is successfully in greatly reducing the directional deviation of
the robot.
The radial distances travelled is shown in table 7.4, the desired distance is
1 m. From the table it is clear that that robot is always short of this distance.
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Table 7.3: Directional deviation of HLC
Desired
direction
Upper
bounds (deg)
Mean error
(deg)
Lower
bounds (deg)
Standard
deviation (deg)
0 0.45 -0.05 -0.55 1.08
45 1.59 0.98 0.37 1.51
90 0.23 -0.32 -0.86 1.16
135 0.88 0.04 -0.81 1.70
180 0.76 0.08 -0.60 1.36
225 -0.22 -0.72 -1.23 1.20
270 -0.53 -1.00 -1.47 0.97
315 -1.26 -1.93 -2.60 1.31
Average 0.24 -0.36 -0.97 1.29
The corresponding direction yield similar results for the HLC and the LLC.
The 135◦ direction achieved the smallest error of 7.86%. The mean error was
reduced from 27.67% with the LLC to 10.49% when the HLC is used.
Table 7.4: Radial distance achieved by HLC
Desired
direction
Mean error
(m)
Standard
deviation (m)
Mean error
(%)
0 0.868 0.020 13.25
45 0.920 0.041 8.01
90 0.897 0.043 10.30
135 0.921 0.027 7.86
180 0.876 0.017 12.44
225 0.919 0.055 8.06
270 0.889 0.049 11.09
315 0.871 0.025 12.91
Average 0.895 0.035 10.49
This chapter illustrated that the movement of the robot can be accurately
controlled when both the HLC and the LLC is situated on the robot. The KF
has a clear advantage over a system which only uses an IMU. The PI controllers
were calibrated to yield satisfactory results, although the motor controller
design limited the performance. The HLC was not sufficiently compared to
that of one running on an OFC, although the performance was good enough
to warrant further research.
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8. Conclusions
This Chapter will discuss the work that was done for this thesis and state
to what extend the purpose of this project was accomplished. The findings
of each chapter will be stated together with the problems encountered. The
conclusions will end by discussing the implications of this project on the current
research platform. This will be followed by recommendations for future work.
8.1. Conclusions
The purpose of this project is to develop a distributed control system for the
SSL robots. This project builds on work done towards developing a robotic
research platform at Stellenbosch University (?). The RoboCup SSL was se-
lected as a research initiative which could be used to fulfil this ideal.
Previous work has been done to design and build a robotic platform, con-
sisting of a omnidirectional robot with a SBC and a motor controller (?, ?).
? started by developing the research platform by building SSL robots with
motor controllers which were able to execute basic movements using a LLC
(encoder feedback). The robot designed by ? was not within the specified size
limit of the SSL and a second iteration robot was designed by a technician. ?
continued on this work by redesigning the motor controllers and the LLC.
Chapter 2 proposed a distributed control system with the HLC situated on
the robot. This is in contrast to the centralised control system usually used by
SSL teams. The distributed control system has the potential of greatly reduc-
ing the burden of the wireless communication system by reducing the amount
commands that have to be sent. It also increases the performance of the HLC
as the robot is able to react faster on disturbances such as slippage. The dis-
tributed control architecture necessitates the development of semi-autonomous
robots to enable them to perform tasks on their own.
The first objective was to develop and test a centralised control system
using overhead cameras. In order to fulfil this objective a wireless communi-
cation system is needed. ? suggested using Player stage as it is adaptable and
can be programmed using high level programming languages. Player consists
of drivers and clients and the Player software architecture was discussed in
chapter 3.
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The hardware used for this project was discussed in chapter 4. A review
was given of the existing hardware that was used. This included the on-board
sensors which were used to give the robot some form of autonomy. It was
decided that a 6 DOF IMU would be used to provide inertial measurements of
the robot’s movement. Inertial measurements have the advantage of detecting
slippage which is a common problem in the SSL robots.
Testing of the centralised control system requires a fully functional LLC.
Unfortunately ? did not have sufficient time to test and implement the software
on the motor controller. The motor controller software was therefore updated
and corrected. Once this was done the LLC was calibrated to ensure optimal
robot movement. The Player drivers and clients were updated to enable the
OFC to communicate with the motor controllers.
Trajectory tracking consist of two parts, path planning and trajectory fol-
lowing. The path planning needs to be done in such a way to ensure that a
robot operates within its physical limits while avoiding slippage. The algo-
rithm developed by ? was implemented in C++ and testing using a soccer
robot. The only drawback of the algorithm is that it not able to compute ro-
tational profiles and only generates velocity profiles for the translational DOF.
The trajectory following entails the control of the robot in such a way to accu-
rately follow the desired path. This required the implementation of both the
HLC and the LLC.
In a centralised control architecture the only feedback to the HLC is that of
the vision system. The shared SSL-vision system was set up at the robot soccer
field at Stellenbosch University. After this the Player clients were modified to
access the vision information and control the robots based on this information.
Thus fulfilling the first objective of this project by producing a centralised
control system utilizing the SSL-vision system.
The second objective of this project was to develop a distributed control
system which uses information obtained from the vision system as well as
sensors on the robot. In order to give the robots some form of autonomy the
IMU was implemented. This required the modification of the Player drivers
of the robot. The drivers were required to perform sensor fusion of the IMU
and vision data.
The sensor fusion was implemented using estimator algorithms. The Kalman
filter was selected for this purpose. The basic operation of the KF is explained
after which KFs are designed to estimate the position, velocity and orientation
of the robot. It was decided to obtain the angular velocity directly from the
IMU. The sensor fusion was effectively implemented using the KF and the
estimator results are shown in chapter 6.
The estimator output was used as the feedback for the HLC of the dis-
tributed control system. The HLC was implemented using a PID controller.
The input to the HLC was a desired position and this command could be
executed using the distributed control system, fulfilling the second objective.
The last chapter in this report compares the performance of using differ-
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ent sensor feedbacks for the HLC. The ability of a robot to follow a square
trajectory when using the IMU as feedback for the HLC is compared to that
of a KF using the vision data as well as the IMU. The experimental results
show that the proposed method is able to accurately measure the state of the
robot and significantly improve the performance of the robot control.
The performance of the distributed control system is quantified and mea-
sured. The ability of the robot to execute desired position commands is ex-
perimentally tested. The comparison between a robot using the LLC and a
robot using the both the LLC and the HLC is made. The results indicate that
the HLC yields a large improvement in the robots ability to follow a specified
trajectory.
The progress made towards developing a robotic research platform at Stel-
lenbosch University. Player drivers were developed for the robots, that provide
all the functionality required by the SSL. These drives were written in C++
and can be easily modified to provide additional functionality. Using the IMU,
vision system and encoders the robots are now able to drive toward a desired
destination. Therefore the system can now be used to perform research in
other robotic disciplines such as AI or behaviour strategies.
Summarizing this report found that a distributed control architecture can
be used effectively to implement velocity and position control on a SSL robot.
Kalman filters can be used to provide accurate positional and rotational data
improving the performance of the control system and reducing the burden on
the wireless network.
8.2. Recommendations for Future Work
This section discusses recommendations for the continuation of this project
towards the goal of developing a team of SSL robots that will be able to com-
pete against other teams. Additionally this recommendations would assist in
expanding and further improving the research platform at Stellenbosch Uni-
versity.
There were two factors limiting the effectiveness of this research. Firstly
the design of the current SSL robot made it susceptible to manufacturing
imperfections and irregularities which led to a system where the performance
is limited by the mechanical abilities of the robot. The second limiting factor
was the delay between when the motors received their velocity commands.
This was as a result of the design of the motor controller. The controller
was designed to operate in a daisy chain, however as a result of the software
design the speed of the controller was effectively quartered. This severely
limited the performance of the robot. Therefore the author would recommend
redesigning the mechanical drive train as well as the redesigning the software
implementation of the motor controllers.
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Furthermore the system would benefit if the following task were performed.
Currently the path planning is only done for translational motion of the robots.
The agility of the robots would be improved if path planning was done for the
rotational motion as well. The path planning also does not include any obstacle
avoidance, which is a necessity in multiple robot environments. This is also a
topic for future work.
The SSL-vision system was set up at the field and consists of all the required
hardware. However, the system was only set up to use one half of the field as
the merging of the vision data was not done. This will be required if the whole
field is to be utilised. The raw vision data was used in the Kalman filter. This
data is usually filtered using EKF before it is used for control purposes. For
this project the KF on the robot was used and this was not required. This
is however needed to accurately estimate the position and velocity of the ball
and will be required in the future.
Stellenbosch University  http://scholar.sun.ac.za
A. Software Diagrams
A.1. Driver
The UML class diagram of the Driver is displayed in figure A.1. The main
class is SRDriver which process all the messages comming over the network.
The other classes used by SRDriver is descussed in section 5.4.
A.2. Client
The UML class diagram of the Client is displayed in figure A.1. This does not
show the GUI that was used to control the robots. An instance of the Control
class is used in the GUI to control the robots. The control class is modular
and can be used in a GUI or with a CLI
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RoboDriver
-angles: float
-robot_radius: float
-wheel_radius: float
-U: float
-no_load_speed: float
-no_load_current: float
-resistance: float
-kn: float
-slope: float
-mass: float
-mu: float
-gear_ratio: float
-scale_speed: float
-torque: float
-max_speed: float
-speeds: float
-speed_high: int16_t
-speed_low: int16_t
-measured_speeds: int8_t
< < create> > -RoboDriver()
< < destroy> > -RoboDriver()
+ init(): bool
+ read_voltage(): float
+ read_encoders(): void
+ set_robot_velocity(xv: double, yv: double, radv: double): void
+ motor_test(: int, : float): void
+ motor_on(): void
+ motor_off(): void
+ read_send_cmd_back(): void
+ send_motor_cmds(): void
+ read_encoder(: int): double
+ exit(): void
-spi_pics(): void
-flush_pics(): void
PI D
-kP: double
-kI: double
-t_step: double
-prev_error: double
-error_threshold: double
-integral: double
-max_error: double
-max_output: double
-started: int
< < create> > -PID()
< < destroy> > -PID()
+ initializePID(kp: double, ki: double, e_threshold: double, max_err: double, max_out: double, dt: double): void
+ updatePID(error: double, dt: double): double
AngleKalman
-angle: double
-angularRate: double
-y: double
-py: double
-G: double
-Q: double
-R: double
-maxDif: double
-P: double
-M: double
-K: double
-firstTime: double
< < create> > -AngleKalman()
< < destroy> > -AngleKalman()
+ initializeAngleK(xi: double, dt: double, ms: double, qs: double): void
+ angleTupdate(xr: double, u: double, dt: double): void
+ cameraAngleK(cy: double): double
Mot ionPlan
< < create> > -MotionPlan()
< < destroy> > -MotionPlan(: void)
+ syncTG(: double, : double, : double, : double, : double, : double, : double, : double): void
+ tgRecurs(: double, : double, : double, : double, : int, : int, : double, : double, : double): double
+ buildPath(: int, : double): void
+ speedFunc(: double, : double, : double, : double): void
Cont roller
-invTerm: double
-P: Eigen::Matrix2d
-F: Eigen::Matrix2d
-Ft: Eigen::Matrix2d
-F2: Eigen::Matrix2d
-Ft2: Eigen::Matrix2d
-I : Eigen::Matrix2d
-G: Eigen::Vector2d
-G2: Eigen::Vector2d
-H: Eigen::RowVector2d
-Ht: Eigen::Vector2d
-qs: double
-Q: Eigen::Matrix2d
-ms: double
-R: double
-M: Eigen::Matrix2d
-K: Eigen::Vector2d
-x: Eigen::Vector2d
-y: double
< < create> > + Controller()
< < destroy> > -Controller()
+ initializeKalman(MS: double, QS: double, xi: double, xdoti: double): void
+ propagateKalman(xr: double, : double, : double): void
+ updateKalman(xr: double, : double): void
+ closeKalman(: void): void
DTime
-start: timeval
-now: timeval
-mtime: long
-seconds: long
-useconds: long
< < create> > -DTime()
< < destroy> > -DTime(: void)
+ getTime(): double
+ startTime(): void
I MU
-xbias: double
-ybias: double
-gyrobias: double
< < create> > -IMU()
< < destroy> > -IMU(: void)
+ getIMUData(: double): void
+ getIMUData2(: double): void
+ openI2C(): void
+ closeI2C(): void
+ readI2CData(): void
+ Calibrate(): void
SRDriver
-m_position_addr: player_devaddr_t
-m_pos_data: player_position2d_data_t
-kicker_addr: player_devaddr_t
-kicker_data: player_position2d_data_t
-m_power_addr: player_devaddr_t
-m_power_data: player_power_data_t
-mtrCntrl: RoboDriver
-imu: IMU
-driveTime: DTime
-xcntrl: Controller
-xPID: PID
-ycntrl: Controller
-yPID: PID
-acntrl: AngleKalman
-anglePID: PID
< < create> > -SRDriver(cf: ConfigFile, section: int)
+ MainSetup(): int
+ Setup(): int
+ MainQuit(): void
+ Shutdown(): int
+ ProcessMessage(resp_queue: QueuePointer, hdr: player_msghdr, data: void): int
-Main(): void
-ProcessPos2dGeomReq(hdr: player_msghdr_t): void
-ProcessPos2dVelCmd(hdr: player_msghdr_t, data: player_position2d_cmd_vel_t): void
-ProcessPos2dPosCmd(hdr: player_msghdr_t, data: player_position2d_cmd_pos_t): void
-ProcessSetOdmCmd(hdr: player_msghdr_t, data: player_position2d_set_odom_req_t): void
-ProcessMotorPwrCmd(hdr: player_msghdr_t, data: player_position2d_power_config_t): void
-ProcessKickerDataReq(hdr: player_msghdr_t): void
-ProcessCameraData(hdr: player_msghdr_t, data: player_position2d_cmd_vel_t): void
-ProcessKickDCmd(hdr: player_msghdr_t, data: player_position2d_set_odom_req_t): void
-UpdateData(: void): void
-ProcessMotorCmdMessage(hdr: player_msghdr, data: void): int
-ProcessKickerCmdMessage(hdr: player_msghdr, data: void): int
Figure A.1: UML class diagram of Driver software
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Cont rol
-xlp: double
-ylp: double
-xgp: double
-ygp: double
-robotID: int
< < create> > -Control()
< < destroy> > -Control(: void)
+ init_robot_proxy(): int
+ goTo(: double, : double): void
+ moveRobot(: double, : double): void
+ printRobotData(data: double): void
+ getCoordinates(pos: double): void
+ getLocalPose(pos: double): void
+ getPose(pos: double): void
+ sendCameraData(x: double, y: double, a: double): void
+ getVoltage(: int): double
+ update(i: int): void
+ sentCoordinates(: int): void
+ getRobotData(detection: SSL_DetectionFrame, : int): void
+ close(): void
Robot
-portNumber: int
-kickTime: int
-dribblerSpd: double
-chargeCaps: int
-ballODrblr: int
-forwardSpeed: double
-turnSpeed: double
-fileName: std::string
# srobot: PlayerClient
# p2dProxy: Position2dProxy
# kickerProxy: Position2dProxy
# pwrProxy: PowerProxy
< < create> > -Robot(: std::string, : int)
< < destroy> > -Robot(: void)
+ getPose(): player_pose2d_t
+ getSpeed(): player_pose2d_t
+ read(): void
+ updateSpeed(): void
+ setSpeed(: double, : double, : double): void
+ setOdometry(x: double, y: double, a: double): void
+ sendCameraData(x: double, y: double, a: double): void
+ motorEnable(e: int): void
+ getPower(): double
+ setKickerCmd(: int, : int, : int): void
+ setKickTime(: int): void
+ setDriblerSpd(: double): void
+ getKickerCapV(): double
+ ballOnDribller(): int
+ initRobot(): void
+ toString(: double, : int): std::string
+ kill(): void
+ goTo(: double, : double, : double, : double, :  double): void
-getCmd(: int): std::string
Vision
< < create> > -Vision()
< < destroy> > -Vision(: void)
+ initVision(): void
+ printRobotInfo(robot: SSL_DetectionRobot): void
+ recievePackage(): void
+ displayRPackage(): void
+ displayGeometry(): void
+ getRobotData(: int, : double): void
+ getRobotSpeed(: double, : double, : double, : double): double
Mot ionPlan
< < create> > -MotionPlan()
< < destroy> > -MotionPlan(: void)
+ syncTG(: double, : double, : double, : double, : double, : double, : double, : double): void
+ tgRecurs(: double, : double, : double, : double, : int, : int, : double, : double, : double): double
+ buildPath(: int, : double): void
+ speedFunc(: double, : double, : double, : double): void
1..*
1
0..*
Figure A.2: UML class diagram of Client software
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B. SSL Robot Dynamics
This chapter derives a dynamic model for a soocer robot. Then the theoretical
maximum velocity of the soccer robots at Stellenbosch University is calculated.
B.1. Dynamic Model of SSL Robot
The dynamic model of the SSL robot can be used to simulate and test the con-
trol of the robots. The model derived in this section is based on the derivation
of ?. ? derived the dynamic model with the assumption that all the wheels
are 90◦ apart. This model does not make this assumption and can be used to
obtain the dynamic model of a omnidirectional robot with n wheels situated
at angles θ1, θn, ... ,θn. The platform of the omnidirectional robot is depicted
in figure B.1.
𝑣𝑥 
𝑣𝑦 
𝜔𝑟 
𝑣𝑛 
𝑣2 
𝑣1 
𝑥 
𝑦 
𝜃1 
𝜃2 
𝜃𝑛 
Figure B.1: Omnidirectional platform
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The individual wheel velocities are related to the robot velocities using the
geometry of the robot.v1...
vn
 =
−sinθ1 cosθ1 Rr... ... ...
−sinθn cosθn Rr

vxvy
ωr
 (B.1)
where v1 to vn are the wheel velocities and vx, vy and ωr are the robot velocities
as illustrated in figure B.1.
Using Newton’s second law the dynamics of the robot is related to the nett
forces acting thereon.
m
dvx
dt
= ΣFx − FBx − FCx
m
dvy
dt
= ΣFy − FBy − FCy
J
dω
dt
= ΣTω − TBω − TCω
(B.2)
where
FBx = Bx · vx, FCx = Cx · sign(vx)
FBy = By · vy, FCy = Cy · sign(vy)
TBω = Bω · ωr, TCω = Cω · sign(ωr)
(B.3)
In steady state the model of a DC motor becomes (?),
En = Rm · in +Kv · (wm)n
(Tm)n = Kt · in
(B.4)
However, the wheel torque can be related to the motor current by using equa-
tion B.4 as
Tn = Fn · rw
= l ·Kt · in
(B.5)
this is rewritten yielding
in =
Fn · rω
lKt
(B.6)
Combining equation B.4 and B.6 the voltage of the motor is related to the
force induced by the wheel and the speed at which the motor is rotating.
En =
Rmrw
lKt
· Fn +Kv · (wm)n (B.7)
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, but the motor velocity is related to the wheel velocity as
(ωm)n = l · ωn (B.8)
Equation B.7 and B.8 is then combined and the result is rewritten to make
the wheel force the subject
Fn = B · En − A · wn
A =
l2KtKv
Rmrw2
B =
lKt
Rmrw
(B.9)
The angular velocity of the wheel is related to the wheel velocity by the
radius of the wheel and by combing this with equation B.1 the following results
are obtained
ωn = vn · 1
rw
ωn = (−sinθn · vx + cosθn · vy +Rr · ωr) · 1
rw
(B.10)
The nett forces as a result of the wheels can be calculated as shown in the
following equations,
ΣFx = −F1sinθ1 − F2sinθ2 − · · · − Fnsinθn
ΣFy = F1cosθ1 + F2cosθ2 + · · ·+ Fncosθn
ΣT = (F1 + F2 + · · ·+ Fn) ·Rr
(B.11)
These equations can be combined with equation B.10 and B.13. This is done
for ΣFx, but can be done in a similar way for ΣFy and ΣT .
ΣFx = −F1sinθ1 − F2sinθ2 − · · · − Fnsinθn
ΣFx = −(B · E1 − A · w1)sinθ1 − · · · − (B · En − A · wn)sinθn
ΣFx = −[B · E1 − A · (−sinθ1 · vx + cosθ1 · vy +Rr · ωr) · 1
rw
]sinθ1−
· · · − [B · En − A · (−sinθn · vx + cosθn · vy +Rr · ωr) · 1
rw
]sinθn
ΣFx = −D(sinθ21 + · · ·+ sinθ2n) · vx
+D(sinθ1cosθ1 + · · ·+ sinθncosθn) · vy
+DRr(sinθ1 + · · ·+ sinθn) · ωr
−Bsinθ1E1 − · · · −BsinθnEn
(B.12)
with
D =
l2KtKv
Rmrw2
(B.13)
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Once similar equations to B.12 has been derived for ΣFy and ΣT . They
can be combined with equations B.2 and B.3, yielding the dynamic model of
the robot.axay
ω˙
 =
−D2 · C1 −Bx D2 · C2 D2RrC3D2 · C2 −D2 · C4 −By −D2RrC5
DRr
J
C3 −DRr
J
C5 −4DR
2
r −Bω
J

vxvy
ωr

+

−B
m
sinθ1 −B
m
sinθ2 · · · −B
m
sinθn
B
m
cosθ1
B
m
cosθ2 · · · B
m
cosθn
BRr
J
BRr
J
· · · BRr
J


E1
E2
...
En

+
Cx · sign(vx)Cy · sign(vy)
Cω · sign(ωr)

(B.14)
where
C1 = sinθ
2
1 + · · ·+ sinθ2n
C2 = sinθ1cosθ1 + · · ·+ sinθncosθn
C3 = sinθ1 + · · ·+ sinθn
C4 = cosθ
2
1 + · · ·+ cosθ2n
C5 = cosθ1 + · · ·+ cosθn
D =
l2KtKv
Rmrw2
D2 =
l2KtKv
Rmrw2m
B =
lKt
Rmrw
(B.15)
B.2. Maximum Robot Velocity
The force required to move the robot is calculated using the following equation
FR = m · g · µf
= 3 · 9.81 · 1.37
= 40.32 N
(B.16)
This value was calculated assuming the weight of the robot is 3 kg and using
the static friction obtained by ?. The least amount of wheels will be used
when the motor is driving at equal speeds in the x and y direction. Thus the
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maximum velocity will be calculated if only two wheels are used. The torque
required from a motor during this conditions is
Tm =
1
l
· FR · rw
2
=
1
9
· 40.32 · 0.035
2
= 78.4 mNm
(B.17)
This is very close to the stall torque of the motor of 80 mNm (?). However,
the motor will drive the robot as long as the weight of the robot stays below
3 kg.
The recommended maximum torque for a motor is 16 mNm, thus this is
far below the the torque required to get the robot moving. Through various
tests it was seen that the velocity of the robot is not limited by the power of the
motors, but more by inaccuracies in the mechanical design and the electronic
design. Therefore the maximum velocity is not calculated here and the velocity
is restricted to a value below 0.6 ms to ensure adequate robot performance.
Stellenbosch University  http://scholar.sun.ac.za
C. Optical Sensor
This chapter explains the design of a optical sensor which measures the velocity
of the robot.
C.1. Introduction
The position, orientation and angular velocity of the robot is directly ob-
servable. However, the translational velocity of the robot is obtained using
acceleration and positional data. This information is dependent on the per-
formance of the estimator used, and therefore requires more effort and time to
determine. It would be desirable if there was a way of measuring the velocity
directly.
An optical mouse sensor measures the linear translational velocities of
an object. ? stated that the SSL soccer robots operate up to 3.5 m/s.
The ADNS-9500 LaserStream™ Gaming Sensor which has a Vertical-Cavity
Surface-Emitting Laser (VCSEL) and sensor on one single package (?). The
sensor is able to measure speeds of 3.81 m/s. Thus this sensor would be able
to measure the robot velocity and the design will be desrcibed in this rest of
this chapter.
C.2. Mechanical Design
There are high positional tolerances regarding the sensor positions. The sensor
could be used in one of either two setups. Firstly the sensor could be placed
exactly in the middle of the robot to prevent inaccurate measurements as
a result of orientation. The second possibility is to use two sensors spaced
equally far apart from the center these sensors could be used to determine the
rotational and translational velocity of the robot.
It was decided to implement one sensor and based on the results an addi-
tional sensor would be purchased. Because this project will not be using the
kicker system, it was decided to design the sensor assembly to fit within the
designated space of the kicker system. Various concepts were designed and
their advantages and disadvantages were discussed. There were two important
90
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design requirements. Firstly the sensor unit needed to be as small as possi-
ble and secondly the sensor has very strict height requirements. The height
of the sensor above the measuring surface needs to be between 2.18 mm and
2.62 mm, that is a tolerance of ±0.022 mm (?).
Figure C.1 shows a CAD representation of the sensor mounted on the
robot. The designed sensor assembly is seen in figure C.3. The lower plat-
form glides on the field, while it is free to move in a vertical direction and has
springs holding it down. The unit was manufactured and assembled at Stel-
lenbosch University. The ADNS-6190-002 LaserStream™Gaming Round Lens
was purchased and fitted in the bottom platform according to the prescribed
specifications.
Figure C.1: Optical sensor placement
C.3. Electronic Design
The electronic design requires a circuit to operate the gaming sensor. The
ADNS-9500 comes with application circuits which can be used to control the
sensor, theses circuits are all focussed on the usage of the sensor in a mouse
(?). A PCB design of a circuit which uses the ADNS-9500 was found on
the internet (?). This PCB design was modified to adapt for the mechanical
design of the sensor unit. The modified PCB is seen in figure C.2. The sensor
communicates with the main controller using the SPI interface.
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Figure C.2: Optical sensor PCB design
C.4. Remarks
The optical sensor can be used to measure the translational velocities of a
robot. However, this sensor was never tested. This was a result of a various
factors. Firstly the final design was quite large and the robot did not have
sufficient space for the sensor and the kicker module. Thus there would have
been no future usage for the sensor once the kicker module was implemented.
The second factor is that ? did implement an optical sensor with SSL
robots. However, they found that the robot’s rotation had an influence on the
measured velocity, which resulted in inaccurate measurements. Additionally
due to time constraints it was decided to not implement the sensor although the
electronic and mechanical design had been assembled. The interface between
the main controller and sensor had not yet been implemented.
Stellenbosch University  http://scholar.sun.ac.za
APPENDIX C. OPTICAL SENSOR 93
P
R
O
D
U
C
ED
 B
Y 
AN
 A
U
TO
D
ES
K 
ED
U
C
A
TI
O
N
AL
 P
R
O
D
U
C
T
P
R
O
D
U
C
ED
 B
Y 
AN
 A
U
TO
D
ES
K 
ED
U
C
A
TI
O
N
AL
 P
R
O
D
U
C
T
PRODUCED BY AN AUTODESK EDUCATIONAL PRODUCT
PRODUCED BY AN AUTODESK EDUCATIONAL PRODUCT
1 1
2 2
3 3
4 4
5 5
6 6
A
A
B
B
C
C
D
D
ST
U
D
EN
TE
 N
o.
TE
K
EN
A
A
R
N
A
G
ES
IE
N
IT
EM
B
ES
K
R
YW
IN
G
A
A
N
TA
L
M
A
TE
R
IA
A
L 
/ S
PE
SI
FI
K
A
SI
ES
SK
A
A
L 
O
P 
A
M
A
TE
 IN
VE
L 
N
o.
   
   
  V
A
N
   
   
  V
EL
LE
N
o.
TI
TE
L:
D
A
TU
M
U
N
IV
ER
SI
TE
IT
 V
A
N
 S
TE
LL
EN
B
O
SC
H
D
S 
H
ol
tz
ha
us
en
15
07
07
00
S
E
L 
N
o.
   
 0
72
 7
56
 1
76
8
m
m1
:1
14
-0
6-
20
12
M
ou
se
 S
en
so
r
Th
e 
as
se
m
bl
y 
is
 s
til
l m
is
si
ng
 th
e 
sp
rin
gs
 th
at
 w
ill
 p
us
h 
th
e 
bo
tto
m
 p
la
tfo
rm
 d
ow
n.
S
pr
in
gs
 w
ill 
be
 a
dd
ed
on
 th
es
e 
sh
af
ts
. T
he
y
do
nt
 n
ee
d 
to
 b
e 
m
an
uf
ac
tu
re
d.
Figure C.3: Omnidirectional platform
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D. Kalman Filter Simulations
D.1. Translational Kalman Filter
The developed Kalman filters were tested and calibrated using MATLAB sim-
ulations. The simulations made it easy to observe the effect of varying certain
parameters. This chapter will focus on the translational KF, although similar
simulations were run for the angular KF and CF.
The time update and measurement update equations of the KF were de-
rived in section 6.1.2 and for the implemented translational KF become
xp
k = Fxk−1 +Guk−1
=
[
1 Ts
0 1
]
xk−1 +
[
T 2s
Ts
]
uk−1
(D.1)
xk = xp
k +Kk(yk −Hxpk)
= xp
k +Kk(yk − [1 0]xpk) (D.2)
the system input uk−1 is the accelerometer data and the measured system
output yk is obtained from the vision system. This data was not generated
theoretically, rather the actual data was recorded while the robot was per-
forming a manoeuvre. Therefore the data contains the actual disturbances
and noise present in the system. This ensured that the estimates obtained
from the simulation will be the same that obtained from KF on the robot.
The system input is which is the acceleration data can be seen in figure
D.1. From the figure it is clear that there is distinct acceleration zones. The
first is negative acceleration, followed by zero acceleration and ending with
acceleration in the positive direction. The measured system output is obtained
from the actual vision data. The position data is shown in figure D.2.
The simulation is run to obtain the position and velocity estimate. The
position estimate is shown in figure D.3 and the velocity estimate in figure
D.4. The position estimate results in the same final position as that obtained
from the camera data. Although the velocity estimate ends at a value close
to zero it does not completely reach zero indicating that a small error in the
velocity estimate.
94
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Figure D.1: The input to the translational KF is the acceleration obtained
from the IMU.
Figure D.2: The measured system output obtained from the vision system.
D.2. MATLAB Code
The simulations were run using MATLAB. The code is seen below. The func-
tion is called kalmanDilterRData and has four inputs. Data is the position
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Figure D.3: The position estimate obtained from the KF.
Figure D.4: The velocity estimate obtained from the KF
and acceleration data recorded on the robot. The variable dT is the sampling
time of the acceleration data. The variables ms and qs are the measurement
noise and process noise spectral density that will be used for the filter. The
Stellenbosch University  http://scholar.sun.ac.za
APPENDIX D. KALMAN FILTER SIMULATIONS 97
outputs are three arrays, one with the time and the other two with the position
and velocity estimate respectively.
1 f unc t i on [ tx Xx Xv ] = kalmanFilterRData (Data , dT,ms , qs )
2 %kalmanFilterRDataN (Data , dT,ms , qs ) takes the
3 %informat ion obta ined from the robot and
4 %simu la t e s the e s t imator output . The inputs
5 %are the robot %data (Data ) , the sampling
6 %time (dT) , the measurement no i s e (ms) and
7 %the proce s s no i s e s p e c t r a l dens i ty ( qs )
8
9 %Ind i c a t e s wheter i t i s v i s i o n or IMU data
10 pU = Data ( : , 1 ) ;
11 %Time data
12 tx = Data ( : , 2 ) ’ ;
13 %Data obtained from robot
14 inputData = Data ( : , 5 ) ;
15
16 %i n i t i a l guess f o r s t a t e space vec to r
17 x = [0 0 ] ’ ;
18
19 %i n i t i a l guess f o r Covariance matrix
20 P = [1 0 ;0 1 ] ;
21 %2 by 2 i d e n t i t y matrix
22 I = [ 1 0 ; 0 1 ] ;
23 %encodes dynamics o f the system
24 F = [ 1 dT; 0 1 ] ;
25 %de s c r i b e s how inputs d r i ve dynamics
26 G = [dT^2; dT ] ;
27 %de s c r i b e s how s t a t e ve c to r s are mapped in to
28 H = [1 0 ] ;
29 %Store the po s i t i o n es t imate
30 Xx = [ ] ;
31 %Store the v e l o c i t y es t imate
32 Xv = [ ] ;
33 %covar iance matrix f o r p roce s s no i s e
34 Q = qs ∗ [ (dT^3)/3 (dT^2) /2 ; (dT^2)/2 dT ] ;
35 %covar iance matrix f o r measurement no i s e w(k )
36 R = ms ;
37
38 %Returns the s i z e o f the data array
39 [m n ] = s i z e (Data ) ;
40
41 f o r k = 1 : 1 :m
42
43 i f (pU(k ) )% //// Propogation ////
44 %x^(k+1|k )
45 x = F∗x + G∗ inputData (k ) ;
46 %covar iance matrix P(k+1|k )
47 M = F∗P∗F’ + Q;
48 e l s e % //// Update ////
49 %Calcu la te Kalman gain
50 K = M∗H’ / (H∗M∗H’ + R) ;
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51 %Calcu la te co r ec t ed s t a t e e s t imate
52 x = x + K∗( inputData (k )−H∗x ) ;
53 %Calcu la te covar iance matrix
54 P = ( I − K∗H) ∗M;
55 %Enforce symetry
56 P = P/2+P’ / 2 ;
57 end
58 %Store the po s i t i o n es t imate
59 Xx = [Xx x (1) ] ;
60 %Store the v e l o c i t y es t imate
61 Xv = [Xv x (2) ] ;
62 end
63
64 end
kalmanFilterRData.m
D.3. C++ Code
The code that is used to implement the translational KF is shown in this
section. This is not used for any simulation purposes and purely shows the
implementation of the KF in C++. The functions are called from the Player
driver whenever new acceleration or vision data is available. The Eigen C++
library is used to preform the matrix and vector algebra (?).
1 #i f n d e f KALMAN_H_INCLUDED
2 #de f i n e KALMAN_H_INCLUDED
3 #inc lude <time . h>
4 #inc lude <s td i o . h>
5 #inc lude <uni s td . h>
6 #inc lude <math . h>
7 #inc lude <Eigen/Dense>
8 #inc lude <iostream>
9 #inc lude <fstream>
10
11 us ing namespace Eigen ;
12 us ing namespace std ;
13
14 c l a s s Contro l e r
15 {
16 double invTerm ; //Used to c a l c u l a t e the i nv e r s e
17 Eigen : : Matrix2d P; //Covariance matrix
18 Eigen : : Matrix2d F ; //Matrix that encodes system dynamics dt =
0.02
19 Eigen : : Matrix2d Ft ; //Transpose o f F
20 Eigen : : Matrix2d I ; //2 by 2 Id en t i t y matrix
21 Eigen : : Vector2d G; // Desc r ibe s how input d r i v e s dynamics
22 Eigen : : Vector2d G2 ; // Desc r ibe s how input d r i v e s dynamics
23 Eigen : : RowVector2d H; // Desc r ibe s how s t a t e ve c t o r s are mapped
in to outputs
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24 Eigen : : Vector2d Ht ; //Transpose o f H
25 double qs ; // Process no i s e e s t imate
26 Eigen : : Matrix2d Q; //Covariance matrix f o r p roce s s no i s e
27 double ms ; //Measurment no i s e e s t imate
28 double R; //Covariance f o r measurement no i s e
29 Eigen : : Matrix2d M; //Covariance matrix
30 Eigen : : Vector2d K; // Sto r e s the i nv e r s e o f a term
31 Eigen : : Vector2d x ; // State vec to r
32 double y ; //Output vec to r
33
34 pub l i c :
35 EIGEN_MAKE_ALIGNED_OPERATOR_NEW
36 Contro l e r ( ) ;
37 ~Contro le r ( ) ;
38 void i n i t i a l i z eKa lman ( double MS, double QS, double xi , double
xdot i ) ;
39 void propagateKalman ( double xr [ ] , double , double ) ;
40 void updateKalman ( double xr [ ] , double ) ;
41 void closeKalman ( void ) ;
42
43 } ; //end c l a s s
44
45 #end i f
Controler.h
1 #inc lude "Contro l e r . h"
2
3 us ing namespace Eigen ;
4
5 void Contro l e r : : i n i t i a l i z eKa lman ( double MS, double QS, double xi ,
double xdot i )
6 {
7 ms = MS;
8 qs = QS;
9 x << xi , xdot i ;
10 invTerm = 0 ;
11 y = 0 ;
12
13 double dT = 0 . 0 2 ;
14
15 // I n i t i a l quess f o t covar iance matrix
16 P << 1 , 0 , 0 , 1 ;
17 I << 1 , 0 , 0 , 1 ;
18 //System dynamics
19 F << 1 , dT, 0 , 1 ;
20 Ft = F. t ranspose ( ) ;
21 // Input dynamics
22 G << dT^2 , dT ;
23 //Outputs
24 H << 1 ,0 ;
25 Ht << 1 ,0 ;
26 //Covariance matr i ce s
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27 Q << qs∗pow(dT, 3 ) /3 , qs∗pow(dT, 2 ) /2 ,
28 qs∗pow(dT, 2 ) /2 , qs∗dT;
29 R = ms ;
30 M << 0 , 0 , 0 , 0 ;
31 K << 0 , 0 ;
32 }
33
34 void Contro l e r : : closeKalman ( )
35 {
36 }
37
38 // u i s the input vector , the measured a c c e l e r a t i o n
39 void Contro l e r : : propagateKalman ( double xr [ ] , double u , double dt )
40 {
41 double xp = 0 ;
42 double vp = 0 ;
43 //Propagation
44 x = F∗x + G∗u ;
45 M = F∗P∗Ft + Q;
46
47 xr [ 0 ] = x (0 ) ;
48 xr [ 1 ] = x (1 ) ;
49 // std : : cout <<"x = "<< x <<"\n\n " ;
50 M = F∗P∗Ft + Q;
51 // std : : cout <<"M = "<< M <<"\n\n " ;
52 }
53
54 void Contro l e r : : updateKalman ( double xr [ ] , double cameray )
55 {
56 //Update
57 y = cameray ; //System output
58 //K term with i nv e r s e
59 invTerm = H∗M∗Ht+R;
60 // std : : cout <<"Ni = "<< Ni <<"\n\n " ;
61 K = M∗Ht/invTerm ;
62 //Or used p r ev i ou s l y c a l c u l a t ed va lue s
63 x = x + K∗(y−H∗x ) ;
64 xr [ 0 ] = x (0 ) ;
65 xr [ 1 ] = x (1 ) ;
66 // std : : cout <<"x = "<< x <<"\n\n " ;
67 P = ( I − K∗H) ∗M;
68 P = P/2 + P. t ranspose ( ) /2 ;
69 // std : : cout <<"P = "<< P <<"\n\n " ;
70 }
71
72 Contro le r : : Contro l e r ( )
73 {
74 re turn ;
75 }//end cons t ruc to r .
76
77 Contro le r : : ~ Contro l e r ( )
78 {
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79 }
Controler.cc
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E. Coordinate Transformation
The robots coordinate frame needs to be transformed to that of the global
reference frame. This is done using the rotation matrix described using the
roll pitch and yaw around the reference frame. The yaw (ψ) is the rotation
around the x-axis, pitch (β) is the rotation around the y-axis and roll (φ) is
the rotation around the z-axis.
The rotation matrix will be used to transform the IMU data to the coor-
dinate frame of the camera. The respective coordinate frames are shown in
figure E.1. The IMU coordinate frame must be rotated around the z axis by
an angle of pi/2 to get it to the same coordinate frame as that of the motor
controller. Then it must be rotated by an angle of pi around the x-axis to
correctly orientate it with the global coordinate frame of the camera. There
is not rotation around the y-axis. Therefore the pitch is β = 0 and the yaw
ψ = pi. The robot will be driving on the field and only rotate around the
z-axis. Therefore the roll is defined as φ = θ+pi/2. This is the initial rotation
of pi/2 as well as the measured orientation of the robot (θ).
z
x
y
Motor
Control
z
x
y
Camera
z
y
x
IMU
Robot
Figure E.1: Reference frames of the robot, camera and IMU
The roll, pitch and yaw values are used to derive the rotation matrix. The
102
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derivation is shown in the following equation,
R = Rz,φ ·Ry,β ·Rx,ψ
R =
cosφ −sinφ 0sinφ cosφ 0
0 0 1
 cosβ 0 sinβ0 1 0
−sinβ 0 cosβ
1 0 00 cosψ −sinψ
0 sinψ cosψ

R =
cos(θ + pi/2) −sin(θ + pi/2) 0sin(θ + pi/2) cos(θ + pi/2) 0
0 0 1
 cos0 0 sin00 1 0
−sin0 0 cos0
1 0 00 cospi −sinpi
0 sinpi cospi

R =
cos(θ + pi/2) −sin(θ + pi/2) 0sin(θ + pi/2) cos(θ + pi/2) 0
0 0 1
1 0 00 1 0
0 0 1
1 0 00 −1 0
0 0 −1

R =
cos(θ + pi/2) sin(θ + pi/2) 0sin(θ + pi/2) −cos(θ + pi/2) 0
0 0 −1

(E.1)
The rotation matrix transforms the acceleration measurements in the x, y
and z directions to the reference coordinate frame. However, only the acceler-
ation in the x and y direction is used. The rotation matrix therefore reduces
to a 2 by 2 matrix. The transformation from the IMU’s coordinate frame to
the global reference frame is demonstrated in the following equation,[
ax,g
ay,g
]
=
[
cos(θ + pi/2) sin(θ + pi/2)
sin(θ + pi/2) −cos(θ + pi/2)
] [
ax,IMU
ay,IMU
]
. (E.2)
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F. Motion Planning Scenarios
The motion planning algorithm discussed in section 5.2.2 is based on the fact
that in order for the robot to reach its destination in the minimum amount
of time it will be moving at either its maximum acceleration or maximum
velocity. All the possible optimal control scenarios will be illustrated in this
appendix.
The first scenario is when the robot is moving in the opposite direction of
the desired destination. This is called Case 1 and is shown in figure F.1. The
robot must accelerate in the opposite direction at its maximum acceleration
till it reaches a standstill. From a standstill it will either stay stationary if it
has reached its final destination or it will go to Case 2 or Case 4.
Figure F.1: Velocity profile Case 1
The Case 2 is the second scenario and is illustrated in figure F.2. This is
when the robot needs keep on moving in the same direction, but it has not yet
reached its maximum velocity. The robot must move at its maximum acceler-
ation till it reaches its maximum velocity. Once it has reached its maximum
velocity it moves to Case 3.
104
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Figure F.2: Velocity profile Case 2
Case 3 is when the robot is travelling at its maximum velocity. The robot
should maintain this velocity until it is required to decelerate because it needs
to stop. Figure F.3 demonstrates the robot travelling at its maximum velocity.
Figure F.3: Velocity profile Case 3
The fourth scenario occurs when the distance that the robot is required
to travel is so short that it has to start decelerating before it has reached its
velocity. Thus it will not reach its maximum velocity and only move at its
maximum acceleration and deceleration. Case 4 is shown in figure F.4.
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Figure F.4: Velocity profile Case 4
Case 5 is when the robot needs to stop. In order to stop in the minimum
amount of time the robot needs to move at maximum deceleration till it reaches
standstill.
Figure F.5: Velocity profile Case 5
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