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Abstract
We have provided a pure model-theoretic proof for the decidabil-
ity of the additive structure of the natural numbers together with a
function f sending x to ⌊ϕx⌋ with ϕ the golden ratio.
Introduction
While the ring structure of the integers is model-theoretically extremely wild
for being subject to the Go¨del phenonemon, tame reducts of this structure
with traces of multiplication, have been subject of various literature, see for
example [2, 4, 5, 6, 7]. A classical result in this direction, is the tameness
of the structure (Z, nZ,+,−, <), the so called Pressburger arithematic. A
recent relevant result is that Conant in [2] has proved that there are no inter-
mediate structures between the group of integers and Presburger arithmetic.
Also in [7] Kaplan and Shelah show the decidability of the theory of integers
with primes.
This theme of study has been extended to the study of the expansions
of the additive group of real numbers together with a predicate for Z and
traces of multiplcations within it, i.e. structures of the form (R,+, 0, 1,Z, αZ)
for certain α. Note that the structure (R,Z,+, 0, 1) is a set-theoretically
interesting structures as its definable sets includes the projective hierarchy.
Hieronymi and Tychonievich in [6] proved that if α, β, γ ∈ R are Q-linearly
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independent then the structure (R, <,+, αN, βN, γN) defines multiplication
on R and hence every projective set. So its theory is undecidable. Therefore
if α ∈ R is a non-quadratic irrational number and λα : R→ R is the function
that maps x to αx, then the structure (R, <,+,N, λα) defines multiplication
on R and hence it is wild [6, Theorem B]. A real number is quadratic if
it is the solution to a quadratic equation with rational coefficients. Since
λα(N) = αN, so the theory of the structure (N, <,+, αN) is also undecidable
for non-quadratic irrational α. However, decidablity of the theory of (R, <
,+,N, αN) for a quadratic irrational number α is proved by Hieronymi in
[4]. His proof relies on the continued fractions and Ostrowski representations
and the fact that the structure in question is interpretable in the structure
(N,P(N),∈, sN). Since the latter structure is decidable by a classical result
of Bu¨chi [1], so is the former.
Since the floor function is definable in the structure (R, <,+,N, ϕN),
the theory of (N, <,+, f) is decidable, where f is the function that maps n
to f(n) = ⌊ϕ · n⌋ with ϕ the golden ratio and ⌊·⌋ the floor function. In an
email conversation, Hieronymi asked for a model-theoretic proof for the same
theorem, based on the properties of Beatty sequences. We aim to solve this
in this paper.
For an irrational positive r, a sequence of the form Br = (⌊r · n⌋)n∈N is
called a Beatty sequence. If r > 1, then sr = r/(r − 1) is also a positive
irrational number and the two sequences Br and Bs form a so-called pair of
complementary Beatty sequence (that is two distinct Beatty sequences such
that each positive integer belongs to exactly one).
We add predicates pn to the mentioned structure, and consider the struc-
ture (Z,+,−, <, f, {pn}n∈N, 0, 1), where each pn, for n ∈ N is a unary pred-
icate symbol interpreting divisibility by n. Note that the set {+,−, <
, {pn}, 0, 1} is the language of Presburger arithmetic. Our aim is to present
an axiomatization for this structure and prove that it eliminates quantifiers in
a suitable language and, as a result, is decidable. The quantifier-elimination
result that we have proved here may not seem too interesting but is just
enough for decidability.
1 Preliminaries
We first need to describe our structure, especially some properties of the
function f . For our proof of decidability we will rely on the Fibonacci repre-
sentation of natural numbers.
It is easy to observe that the function f has the following properties:
1. For any natural numbers x and y, we have f(x + y) is either equal to
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f(x)+f(y) or f(x)+f(y)+1. Hence, for each n there is 0 ≤ ℓ ≤ n−1
such that f(nx) = nf(x) + ℓ (so ℓ is the remainder of the division of
f(nx) by n).
2. The sequence (f(x))x∈N = (⌊ϕ · x⌋)x∈N forms a Beatty sequence whose
complement is the sequence (f(x) + x)x∈N. This is because the golden
ratio satisfies the equation ϕ2 − ϕ− 1 = 0, hence
sϕ =
ϕ
ϕ− 1
=
ϕ2 − 1
ϕ− 1
= ϕ+ 1,
and the complement sequence is (⌊(ϕ+1) ·x⌋)x∈N. By properties of the
floor function, ⌊(ϕ+1) · x⌋ = ⌊ϕ · x⌋+ x. So the sequences (⌊ϕ · x⌋)x∈N
and {⌊ϕ · x⌋ + x}x∈N form a pair of complementary Beatty sequences,
that is each natural number is either equal to f(x) or f(x) + x.
3. For every x ∈ N, f(x) = minN\{f(i), f(i)+ i; i < x}. So the function
f is strictly increasing for x > 1.
4. For every x > 1, f(x) > x.
5. For every x, the following holds:
f(x) =
{
x+ y − 1 if x = f(y),
f(y) + x if x = f(y) + y,
in particular f(f(x) + x) = 2f(x) + x, f(f(x)) = f(x) + x− 1.
The properties mentioned above are rather easy to verify, yet we have pro-
vided a proof for last item.
Proof. If x = f(y), then f(x) = f(f(y)). Connell in [3] has proved that for
every y, f(f(y) + y)) = 2f(y) + y. Also by item 1 above, f(f(y) + y) equals
either to f(f(y)) + f(y) or f(f(y)) + f(y) + 1. Hence, either 2f(y) + y =
f(f(y)) + f(y) or 2f(y) + y = f(f(y)) + f(y) + 1. Therefore f(f(y)) =
f(y)+y or f(f(y)) = f(y)+y−1. Now by item 2 (disjointness of the Beatty
sequences) f(f(y)) cannot be of the form f(y) + y, so f(x) = f((fy)) =
f(y) + y − 1. If x = f(y) + y, then f(x) = 2f(y) + y = f(y) + x.
The continued fraction expansion of ϕ is [1; 1, 1, . . .]. So a best rational
approximations to ϕ come from the sequence (an)n∈N such that an =
Fn+1
Fn
with Fn is the n-th Fibonacci number and F0 = 1, F1 = 1. The sequence
an converges to ϕ. For every n ∈ N the subsequence a2n is increasing and
a2n < ϕ, and the subsequence a2n+1 is decreasing and a2n+1 > ϕ. Put
dn = a2n and un = a2n+1.
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Observation 1. By properties of the floor function if m
n
< ϕ, then f(x) =
m
n
x+ k if and only if k
ϕ−m
n
≤ x < k+1
ϕ−m
n
. If ϕ < m
n
, then f(x) = m
n
x+ k if and
only if k+1
ϕ−m
n
< x ≤ k
ϕ−m
n
. One can use the sequences (dn) and (un) to obtain
the following formula.
Case 1. If there is an index j such that dj ≤
m
n
< dj+1, then for all x ∈ N
>0
and i ≥ j + 1 the following holds.
• f(x) =
m
n
x+ k if and only if
k
di −
m
n
≤ x <
k + 1
di −
m
n
,
• f(x) <
m
n
x+ k if and only if x <
k
di −
m
n
,
• f(x) >
m
n
x+ k if and only if x ≥
k + 1
di −
m
n
.
Case 2. If there is an index j such that uj+1 <
m
n
≤ uj, then for all i ≥ j+1
and x ∈ N>0 the following holds.
• f(x) =
m
n
x+ k if and only if
k + 1
ui −
m
n
< x ≤
k
ui −
m
n
.
• f(x) >
m
n
x+ k if and only if x ≤
k + 1
ui −
m
n
.
• f(x) <
m
n
x+ k if and only if x >
k
ui −
m
n
.
It is beneficial to use a 0,1 representation for the images of f + x and f .
By this representation we mean the following sequence:
cn =
{
1 ∃x n = f(x)
0 ∃x n = f(x) + x
.
Note that the distance between any two zeros in the sequence is at least
two. This is because if cn = cn+1 = 0, then there is x ∈ N such that
f(x) + x = n and f(x+1)+ x+ 1 = n+1. As f(x+1)− f(x) > 1, we have
1 = n + 1 − n = f(x + 1) + x + 1 − (f(x) + x) = f(x + 1) − f(x) + 1 > 2,
and this is a contradiction.
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The sequence cn can be obtained in finite steps as follows:
10
101
10110
10110101
1011010110110
. . .
In each row, one needs to replace each 1 in the previous row with 10 and
each 0 with 1. Observe that there is no consecutive zero in the sequence.
Note that the length of each row is a Fibonacci number and the last digit in
rows alternates between 0 and 1. So if n is a Fibonacci element, it is easy to
determine cn. Denoting by (Fn) the Fibonacci sequence, with F1 = 1, F2 =
2, . . ., we see that cF1 = 1, cF2 = 0, cF3 = 1, . . .. Hence cF2n+1 = cF2n−1 =
. . . = cF1 = 1 and cF2n = cF2n−2 = . . . = cF2 = 0.
Note that if Fn is n-th Fibonacci element, then cFn+i = ci for 1 ≤ i ≤
Fn−1. For example cFn+1 = c1 = 1 and cFn+Fn−3 = cFn−3 . Hence, by the
following algorithm one can determine whether cn is 1 or zero.
Let n be a given natural number and F be the largest Fibonacci element
less than or equal to n. Write n as the sum F + r and observe that cn = cr.
Now repeat the argument with r in place of n, and continue the same process,
to get to an element in the sequence (Fn).
Puting the above argument in other words, for each n we find its unique
Fibonacci representation, and then the smallest index of Fibonacci elements
that appear in the Fibonacci representation determines cn in the following
way:
cn =
{
1 if the smallest index is an odd integer
0 if the smallest index is an even integer
. (1)
In fact one can obtain the concrete rule for f(n) as in the following facts.
Fact 2. Let Fi be the i-th Fibonacci number, then the following hold.
1. For every i ∈ N:
f(Fi) =
{
Fi+1 if i is an even integer
Fi+1 − 1 if i is an odd integer
.
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2. If n has the Fibonacci representation n = Fi1 + Fi2 + . . . + Fik with
i1 < i2 < . . . < ik, then
f(n) =
{
Fi1+1 + Fi2+1 + . . .+ Fik+1 if i1 is an even integer
Fi1+1 + Fi2+1 + . . .+ Fik+1 − 1 if i1 is an odd integer
.
Conversely, one can determine x from f(x), that is if n = f(x) has the
Fibonacci representation f(x) = Fi1 + Fi2 + . . . + Fik with i1 < i2 <
. . . < ik and i1 is an odd number, then x is equal exactly to the number
of 1’s before n in the sequence cn. By the construction of the sequence
cn, the number of 1’s before a Fibonacci element Fi is equal to Fi−1, so
x = Fi1−1 + Fi2−1 + . . .+ Fik−1.
As the predicates pn suggests, proving any quantifier-elimination would
entail solving certain congruence-relation equations. In doing so, we will rely
heavily on the following fact (which is easy to verify).
Fact 3. For any positive integer n the Fibonacci sequence modulo n, that is
the sequence (Fi mod n)i∈N, is periodic beginning with 0, 1.
Note that F0 = 1, F1 = 1, and Fi = Fi−1 + Fi−2, so (Fi mod n) = (Fi−1
mod n) + (Fi−2 mod n), and this implies the above fact.
Remark 1. We define f on Z such that for any natural number n, f(−n) = 0.
2 Axiomatization
In this section, after some lemmas on properties of the function f in the set
of natural numbers we present an axiomatization for our structure.
The following lemma asserts that the range of f covers all possible con-
gruence classes.
Lemma 4. For n,m ∈ N, there is c ∈ N such that 〈Z,+,−, <, f, {pn}, 0, 1〉 |=
f(c)
n
≡ m.
Proof. By Equation (1) if the index of the smallest Fibonacci number in
the Fibonacci representation of m is odd then m is of the form f(x) and
the equation is solved instantly. Otherwise, since by Fact 3 the Fibonacci
sequences modulo n is periodic, and the first two elements of this period are
0 and 1, there is a Fibonacci number Fi such that Fi
n
≡ 1, that is there is
k ∈ N such that Fi − 1 = nk. Because the index of the smallest Fibonacci
number in the Fibonacci representation of m is even (i.e. cm = 0), we have
cFi−1+m = cm−1 = 1. So Fi−1+m is of the form f(x) and Fi−1+m
n
≡ m.
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The lemma above can be generalized in the following sense. Not only the
image of f can take a possible congruence class, but also this can be achieved
via an element x with a desired congruence class.
Lemma 5. There is a finite procedure which decides whether or not the
system consisting of two congruence equations
x
n
≡ m
f(x)
n′
≡ m′
is solvable in N.
Proof. It is obvious that m is a solution of the equation x
n
≡ m. Let Fi1 +
Fi2 + . . .+ Fiℓ be the Fibonacci representation of m, with i1 < i2 < . . . < iℓ.
Suppose that f(m)
n′
≡ m′′. If m′′ 6= m′, by Fact 3 we can find a Fibonacci
number Fj such that Fj
n
≡ 0, Fj
n′
≡ 0, f(Fj) = Fj+1
n′
≡ 1, j > iℓ + 1, and j
is an even number. Now Since Fj
n
≡ 0, we have m + Fj
n
≡ m. Also because
j > iℓ + 1 is an even number, f(m + Fj) = f(m) + f(Fj)
n′
≡ m′′ + 1. We
can repeat this process to obtain a natural number N such that N
n
≡ m and
f(N)
n′
≡ m′.
Note that the proof above works since there is no restriction on the size
of x. Of course if there is a restriction a < x < b then a finite checking would
decide whether the equations are solvable. We will see, in the following, that
indeed equations of the form above are crucial in order for there to be a
chance of eliminating quantifiers.
Remark 2. Solving the system when one adds equations of the form f(rx+
b) = rf(x)+f(b)+ℓ is not as straight forward, hence we do not know whether
(Z,+,−, f) eliminate quantifiers.
Put L = {+,−, <, f, {pn}n∈N, {p
m,m′
n,n′ }n,n′∈N, 0, 1}, where f is a unary
function symbol, which will be interpreted in N with f(x) = ⌊ϕ · x⌋. The
symbol pn is a unary predicate symbol which we will interpret divisibility
by n. The predicate symbols pm,m
′
n,n′ will be used, as in the axiomatization
below, for determining whether a system of equation as in the paragraph
after Lemma 5 has a solution.
Note that all of the properties that we have mentioned for the function f
in the previous section are for the natural numbers.
Definition 6. Let T be the theory axiomatized as follows.
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i) Axioms for Presburger arithmetic.
ii) Axiom for the function f : f(x) = 0 for all x ≤ 0, f(1) = 1, and[
∀x > 0 f(x) = y ⇔ (∀t < x y 6= f(t) ∧ y 6= f(t) + t)∧(
∀z (∀t < x z 6= f(t) ∧ z 6= f(t) + t)→ y ≤ z
)]
.
In other words, if M |= T and 0 < x ∈M , then
f(x) = y ⇐⇒ y = minM \ {f(t), f(t) + t; t < x}.
iii) The axiom asserting that f gives a Beatty sequence, that is:(
∀x ∃y(x = f(y)) ∨ ∃y(x = f(y) + y)
)
.
iv) For all a, b, pm,m
′
n,n′ (a, b) if and only the following system is solvable.
x
n
≡ m
f(x)
n′
≡ m′
a < x < b
v)im,n For all m ∈ N, n ∈ N− {0}, and all y:
– If dj ≤
m
n
< dj+1, then for all i ≥ j + 1
∗ if f(x) =
m
n
x+ y, then
y
di −
m
n
≤ x <
y + 1
di −
m
n
;
∗ if f(x) >
m
n
x+ y, then x ≥
y + 1
di −
m
n
;
∗ if f(x) <
m
n
x+ y,then x <
y
di −
m
n
,
with (di) is the sequence di =
F2i+1
F2i
.
– If uj+1 <
m
n
≤ uj, then for all i ≥ j + 1
∗ if f(x) =
m
n
x+ y, then
y + 1
ui −
m
n
< x ≤
y
ui −
m
n
;
∗ if f(x) >
m
n
x+ y, then x ≤
y + 1
ui −
m
n
;
∗ if f(x) <
m
n
x+ y,then x >
y
ui −
m
n
,
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with (ui) is the sequence ui =
F2i+2
F2i+1
.
Remark 3. Axioms for the function f can be replaced with the following:
• f(x) = 0, for all x ≤ 0,
• f(1) = 1,
• f(f(x)) = f(x) + x− 1,
• f(f(x) + x) = 2f(x) + x.
Observation 7. Since (Z,+,−, <, f, {pn}, {p
m,m′
n,n′ }, 0, 1) |= T, the theory T
is consistent.
Note that the theory T is recursively enumerable. We will prove that the
theory T eliminates quantifiers in the language L and hence, by elementary
model theory, since (Z,+,−, <, f, {pn}, {p
m,m′
n,n′ }, 0, 1) is the prime model of
T, it is complete.
3 Quantifier-elimination and decidability
In this section we prove that the theory T has quantifier-elimination in the
language L. For this we show that if M1 and M2 are saturated-enough
models of T, and M is a common substructure of M1 and M2, then there
is a back and forth system between substructures of M1 and M2.
So, let M1,M2 be saturated models and M a common substructure.
First we extend the L-structure M as in the following lemma.
Lemma 8. There is M ⊆ M′ ⊆ M1 ∩ M2, such that all axioms except
possibly for iv) hold in M′.
Proof. Put M ′ = { x
n
|x ∈ M,M1,M2 |= pn(x)} and consider the induced
structure on M ′ by M1.
Claim 1. M′ is closed under the function f .
Proof. Suppose that t = x
n
∈ M ′. So x = nt and x ∈ M . Because an
L-structure M is closed under the function f , hence f(x) ∈ M . By the
first property of the function f , we have M1,M2 |= f(x) = nf(t) + ℓ,
where ℓ is the remainder of the division of f(x) by n, which is the same in
M1 and M2. So M1,M2 |= pn(f(x) − ℓ), and f(x) − ℓ ∈ M . Therefore
f(t) = f(x)−ℓ
n
∈M ′.
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claim 2. Item iv) of the axiomatization holds in M′: Let x ∈ M ′ and
M1,M2 |= ∃y x = f(y). We know that:
M1 |= x = f(y) for some y ∈ M1
M1 |= f(x) = x+ y − 1 by the 5-th property of the function f
M1 |= y = f(x)− x+ 1.
Moreover, f(x)− x + 1 ∈ M ′, so y ∈ M ′. Hence, if x ∈ M ′ and M1,M2 |=
∃y x = f(y), then f−1(x) ∈ M ′. Similarly, suppose that x ∈ M ′ and
M1,M2 |= ∃y x = f(y)+y. Hence for exampleM1 |= f(x) = f(f(y)+y) =
2f(y) + y = x+ f(y) for some y ∈ M1, by the 5-th property of the function
f , and therefore M1 |= f(y) = f(x) − x. On the other hand, x ∈ M
′ and
f(x) ∈ M ′ so f(y) = f(x) − x ∈ M ′. Now since f(y) ∈ M ′, by the above
argument we have y ∈M ′. SoM′ |= T−{iv)} andM⊆M′ ⊆M1∩M2.
In the following, by tppr(x) we mean the type of an element x in the
language of Presburger arithmetic.
Theorem 9. The theory T has quantifier elimination.
Proof. By elementary model theory, we need to show that there is a back and
forth system of isomorphisms between substructures of any two saturated-
enough models of the theory T.
Suppose that M1 and M2 are two κ-saturated models of T, for a large-
enough κ, and M⊆M1 ∩M2. By Lemma 8, we assume that all axioms of
the theory T holds in the structure M except possibly for axioms iv). We
need to show that for all x ∈ M1 −M , there is a y ∈ M2 −M such that a
substructure of M1 containing x and f(x) is isomorphic to a substructure
of M2 containing y and f(y) with an isomorphism which sends x to y and
f(x) to f(y). We will indeed show that M〈x, f(x)〉 as a substructure of M1
is isomorphic to M〈y, f(y)〉 as a substructure of M2. By M〈x, f(x)〉 we
mean the substructure of M1 generated by M, x, and f(x) in the language
of Presburger arithmetic, as described in Lemma 8, which also bears an L-
structure, as proved in the first step of the proof of the Lemma 8.
Let x ∈ M1 −M . Let the notation cut(
x
M
) stand for the cut of x over M ,
consists of all {≤}-formulas with parameters from M .
Claim 1. If y ∈ M2 −M is such that cut(
x
M
) = cut( y
M
), then cut(f(x)
M
) =
cut(f(y)
M
).
Proof. Suppose that a < f(x) for a ∈ M . If M |= a = f(t) for some t ∈ M ,
then f(t) < f(x), and since the function f is strictly increasing t < x. Now
because cut( x
M
) = cut( y
M
), we have t < y and also a = f(t) < f(y). On
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the other hand, if M |= ¬∃y(a = f(y)), then M |= a − 1 = f(t) for some
t ∈ M . Hence by the above argument, t < x so t < y and f(t) = a − 1 <
f(y). Therefore a ≤ f(y), but a = f(y) yields a contradiction, because
M |= ¬∃y(a = f(y)) ∧ a = f(y), hence a < f(y). By a similar argument, if
f(x) < b for b ∈M then f(y) < b. Therefore cut(f(x)
M
) = cut(f(y)
M
). Claim 1
Claim 2. For all x ∈ M1 −M there is y ∈ M2 −M such that tppr(
x
M
) =
tppr(
y
M
) and tppr(
f(x)
M〈x〉
) = tppr(
f(y)
M〈y〉
).
Proof. Suppose that x ∈M1 −M and
M1 |=
∧
i∈S
(
x
ni
≡ mi ∧ f(x)
n′
i
≡ m′i ∧ ai < x < bi
)
with S an infinite subset of N. We shall show that there is y ∈M2−M such
that
M2 |=
∧
i∈S
(
y
ni
≡ mi ∧ f(y)
n′
i
≡ m′i ∧ ai < y < bi
)
,
and by quantifier elimination of Presburger, this will prove that tppr(
x
M
) =
tppr(
y
M
) and f(x)
n
≡ f(y), for all natural number n. By compactness and
saturation, we need to show that for a finite ∆ ⊆ S there is a y ∈ M2 such
that M2 |=
∧
i∈∆(y
ni
≡ mi ∧ f(y)
n′
i
≡ m′i ∧ ai < y < bi). Every system of
equation consisting finitely many congruence equations can be replaced by
a single congruence equation. So we need to show that M2 |= ∃y (y
n
≡
m ∧ f(y)
n′
≡ m′ ∧ a < y < b) for some a, b ∈ M and some natural numbers
n, n′, m,m′.That is in term of the predicates, M2 |= p
m,m′
n,n′ (a, b). But this
is true because M1 |= p
m,m′
n,n′ (a, b). This holds for all finite subsets of S.
Thus, M2 |=
∧
i∈S
(
y
ni
≡ mi ∧ f(y)
n′
i
≡ m′i ∧ ai < y < bi
)
. To show that
tppr(
f(x)
M〈x〉
) = tppr(
f(y)
M〈y〉
), because the Presburger type of f(x) over M〈x〉
describes its cut over M〈x〉, its congruences classes, and some equalities. It
is sufficient to prove the following.
a. If M1 |= f(x) =
m
n
x+ b, then M2 |= f(y) =
m
n
y + b.
b. If M1 |= f(x) <
m
n
x+ b, then M2 |= f(y) <
m
n
y + b.
c. If M1 |= f(x) >
m
n
x+ b, then M2 |= f(y) >
m
n
y + b.
for m ∈ N, n ∈ N− {0}, and b ∈M .
Case 1. Suppose there is an index j such that dj ≤
m
n
< dj+1.
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a. Suppose that M1 |= f(x) =
m
n
x+ b, then for i ≥ j + 1
M1 |=
b
di −
m
n
≤ x <
b+ 1
di −
m
n
. (2)
Assume that M2 |= f(y) 6=
m
n
y + b, so either M2 |= f(y) <
m
n
y + b, or
M2 |= f(y) >
m
n
y + b. If M2 |= f(y) <
m
n
y + b, then for i ≥ j + 1
M2 |= y <
b
di−
m
n
. But cut( x
M
) = cut( y
M
), so
M1 |= x <
b
di −
m
n
.
This is a contradiction with (2). If M2 |= f(y) >
m
n
y + b, then M2 |=
y > b+1
di−
m
n
for i ≥ j + 1. Similarly, this is a contradiction with (2). Hence,
M2 |= f(y) =
m
n
y + b.
b. If M1 |= f(x) <
m
n
x+ b, then for i ≥ j + 1
M1 |= x <
b
di −
m
n
. (3)
Assume that M2 |= f(y) 6<
m
n
y + b. So M2 |= f(y) ≥
m
n
y + b, this implies
that M2 |= y ≥
b
di−
m
n
for i ≥ j+1. This is a contradiction with (3), because
cut( x
M
) = cut( y
M
). So M2 |= f(y) <
m
n
y + b.
c. Assume that M1 |= f(x) >
m
n
x + b, but M2 |= f(y) 6>
m
n
y + b. So for
all i ≥ j + 1, M1 |= x ≥
b+1
di−
m
n
. And, M2 |= y <
b+1
di−
m
n
. This is also a
contradiction, hence M2 |= f(y) >
m
n
y + b.
Case 2. Suppose that there is an index j such that uj+1 <
m
n
≤ uj. It is
easy to proof, by using the sequence (ui) instead of the sequence (di) and a
similar argument. Claim 2
By Claim 2, tppr(
x
M
) = tppr(
y
M
) and tppr(
f(x)
M〈x〉
) = tppr(
f(y)
M〈y〉
) so there is an
isomorphism F :M〈x, f(x)〉 →M〈y, f(y)〉 such that F |M = idM , F (x) = y,
and F (f(x)) = f(y). We now only need to prove that F (f(rx+b)) = f(ry+b)
for all r ∈ N and b ∈M .
Since cut( x
M
) = cut( y
M
), by Claim 1, cut(f(x)
M
) = cut(f(y)
M
). Hence,
cut(f(rx+b)
M
) = cut(f(ry+b)
M
) and cut( rf(x)
M
) = cut( rf(y)
M
). So cut(f(rx+b)−rf(x)
M
) =
cut(f(ry+b)−rf(y)
M
). Suppose thatM1 |= f(rx+b) = rf(x)+f(b)+ℓ, for some
ℓ. So, M1 |= f(rx + b) − rf(x) = f(b) + ℓ. Because f(b) + ℓ ∈ M and
cut(f(rx+b)−rf(x)
M
) = cut(f(ry+b)−rf(y)
M
), M2 |= f(ry + b) − rf(y) = f(b) + ℓ.
Moreover, F (rf(x) + f(b) + ℓ) = rf(y) + f(b) + ℓ since F (f(x)) = f(y), that
is F (f(rx+ b)) = f(ry + b).
Now it is easy to check that the function F preserves all predicates pn
and pm,m
′
n,n′ , that is F is an isomorphism.
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Theorem 10. The theory T is complete and as a result, T = Th(Z,+,−, <
, f, {pn}, {p
m,m′
n,n′ }, 0, 1).
Proof. Because the theory has quantifier elimination and (Z,+,−, <
, f, {pn}, {p
m,m′
n,n′ }, 0, 1) is the prime model of the theory T, so it is com-
plete. Since (Z,+,−, <, f, {pn}, {p
m,m′
n,n′ }, 0, 1) is a model of this structure,
T = Th(Z,+,−, <, f, {pn}, {p
m,m′
n,n′ }, 0, 1).
Corollary 11. The theory T is decidable.
Proof. Because the theory is complete and it is recursively enumerable, it is
decidable.
Remarks
While proving quantifier elimination we have encountered the following ques-
tions which we leave here.
1. Let M be a non-standard model of T. We know that the system
consists the equations of the forms x
n
≡ m, f(x)
n′
≡ m′, and a < x is
solvable. Our question whether or not the following system solvable.
x
n
≡ m,
f(x)
n′
≡ m′,
a < x < b.
2. It is also interesting to have a look at the structure (N,+, f, 0, 1),
propose an axiomatization for this structure and also try to prove
quantifier-elimination in a nice language. Indeed the question about
quantifier elimination is equivalent to solvability of a system consisting
of equations of the following form.
f(rx+ b) = rf(x) + b+ ℓ.
3. The function f has repetitive pattern, that is after each Fibonacci
number, the pattern of the sequence cn repeats from the beginning. So
we can add a ⌊·⌋-F function to the language to represent the biggest
Fibonacci element before the number. Also add axioms about this and
relation with the sequence cn to the theory. Elements in non-standard
model, do have an infinite decomposition into elements of the Fibonacci
elements.
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