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Chakraborty and Leonardo[1] have shown that a spatial search by quantum walk is optimal for
almost all graphs. However, we observed that on some graphs, certain states cannot be searched
optimally. We present a method for constructing an optimal graph that searches an arbitrary state
and provides the optimal condition. We also analyze the monotonicity of the search performance
and conclude that the search performance can be improved by adding edges.
I. INTRODUCTION
The study of quantum search algorithms began with
Grover’s study [2]. He proposed an algorithm for deter-
mining a marked state in an unorganized database of the
size n in O (
√
n) time. Grover’s algorithm proved optimal
in quantum conditions[3]. In this study, we focus on the
optimization of a quantum search algorithm based on the
continuous-time quantum walk (CTQW). The CTQW
was first proposed by Farhi and Gutmann[4] to deal with
problems related to decision trees. In the frame of the
CTQW, we let the system evolve using a special Hamil-
tonian operator that is dependent on the structure of the
walk’s graph and is time-invariant. We used the algo-
rithm proposed by Childs and Goldstone[5], who devel-
oped a Hamiltonian using a combination of a Laplacian
matrix and an oracle operation; this algorithm provided
excellent results. Using this Hamiltonian, the first time
the amplitude of a marked state reaches the maximal
value is the time complexity. Search algorithms based
on the CTQW have been investigated by many scholars.
Past research has mainly focused on the time complex-
ity of special graphs such as complete graphs and hyper-
cubes. These studies have shown that many type of graph
are suitable for quantum searches but few studies have
evaluated whether an algorithm can perform a fast search
for a general concrete graph. Janmark and Meyer[6] have
shown that global symmetry is unnecessary for a fast
quantum search and that a strongly regular graph can be
used for fast searching. Subsequently, Meyer and Wong
used a parallel computation method (theory of degener-
ate perturbation) and concluded that connectivity is a
poor indicator of a fast quantum search. In their study,
the authors computed two types of graphs with differ-
ent connectivities and demonstrated that the graph with
a low connectivity resulted in a faster quantum search.
For many special graphs, the CTQW search algorithm
can detect the marked state in time O (
√
n). A graph
is considered optimal if O (
√
n) time is required for de-
tecting the marked state. Chakraborty and Leonardo[1]
∗ A footnote to the article title
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demonstrated that almost all graphs are optimal from
the perspective of the random graph theory.
Although almost all random graphs are optimal based
on this theory, for a general graph, the optimal condi-
tion often cannot be defined clearly and there are few
studies on the construction of an optimal graph. In this
study, we provide the conditions for optimal searching
and observe that a graph with too many pendant ver-
tices (degree-one vertex) is not appropriate for optimal
searching. Furthermore, we consider whether a graph
can be used for detecting the optimal marked state. We
prove that this is possible, present the optimal condition,
and provide a method for constructing the optimal graph.
The method involves joining a complete graph Km to a
cycle graph Cn. If the complete graph has more than six
vertices, we can obtain an optimal graph. We analyze
the changes in the search amplitude and determine that,
as expected, the search amplitude can be improved by
adding edges to the graph. Subsequently, we compute
the search amplitude of several graph examples. The ex-
amples demonstrate that we can use a relatively sparse
graph when searching for a specially marked state but
that this does not apply to any state.
II. PRELIMINARIES
Let G (V,E) be a connected graph with vertex set
V = {1, . . . n} where the vertex set corresponds to the
computational basis of a n-dimensional Hilbert space and
is denoted by {|1〉 , . . . , |n〉}. The initial state is a uniform
superposition state:
|s〉 = 1√
n
n∑
i=1
|i〉
The system evolves with the Hamiltonian
H = γL− |w〉 〈w| (1)
where L=D-A is the Laplacian matrix of the graph,
A and D are adjacency matrix and degree matrix re-
spectively. γ is the jumping rate from a vertex to its
adjacent vertex and γ is constrained to the interval(0, 1)
, |w〉 is the marked state and − |w〉 〈w| is oracle. Let
2the spectrum of L be {λ1, . . . , λn} in a non-incremental
arrangement, and λ1 ≥ · · · ≥ λn−1 > λn = 0; the cor-
responding eigenvectors are {|λ1〉 , . . . , |λn〉}. Note that
|s〉 = |λn〉 is the eigenvector belonging to the minimum
eigenvalue 0. We let the eigenvalues set of the Hamilto-
nian H be {µ1, . . . , µn}. The eigenvectors set belonging
to the eigenvalues is {|µ1〉 , . . . , |µn〉}. The eigenequation
is
H |µκ〉 = µκ |µκ〉 (2)
At time t, the probability amplitude of detecting the
marked state is:
〈w| e−iHt |s〉 =
∑
k
〈w |µk〉 〈µk |s〉 e−iµkt (3)
Define Pk = 〈w |λk〉 and f (µ) =
∑
k
P 2k
γλk−µ ; using the
method of Child and Goldstone [5], we have:
〈w| e−iHt |s〉 = − 1√
n
∑
k
e−iµkt
µkf ′(µk)
(4)
The estimation of expression (4) is:
∣∣〈w| e−iHt |s〉∣∣ ≈ 1√
n
∣∣∣∣2 sin (µ1t)µ1f ′ (µ1)
∣∣∣∣
=
γ
β
∣∣∣∣sin
(
γ
β
√
n
t
)∣∣∣∣
(5)
Where γ and β are two parameter derived from the
eigenvalues and eigenvectors:


γ=
∑
k 6=n
P 2k
λk
β=
√∑
k 6=n
P 2
k
λ2
k
(6)
Equation (4) is the generalization of the period lattice
to an arbitrary graph. The parameter γ is the critical
value that is constrained to the interval (0, 1), i.e., if the
γ of graph goes beyond the interval, we will not use the
graph for quantum searching based on CTQW.
The sinusoidal form of equation(5)allows for determin-
ing the search time and the corresponding amplitude.
The first time we detect the marked state on the max-
imum amplitude is T = piβ2γ
√
n . If γ/β ∈ (1/√2, 1),
T = O(
√
n) is also satisfied. The ideal situation is
γ/β ≈ 1. The optimal condition for a graph is as fol-
lows: {
γ
β
∈
(
1√
2
, 1
)
γ ∈ (0, 1)
(7)
Using the eigenvalues and eigenvectors in equation (7),
we have 

1√
2
<
∑
k 6=n
P2
k
λk√ ∑
k 6=n
P2
k
λ2
k
< 1
0 <
∑
k 6=n
P 2k
λk
< 1
(8)
Therefore, equation (8)describes the conditions of
whether a graph is optimal or not. However, the Lapla-
cian eigenvalues and eigenvectors have to be calculated
for every graph, which makes it difficult to derive general
conclusions.
III. THE OPTIMAL CONDITION
Firstly, we will show that a graph with a degree-one
vertex is not a good choice for optimal CQWT searching.
We assume that our marked state is approximately equal
to one of the Laplacian eigenvectors, i.e.,
|w〉 = 1√
n
|s〉+
√
n− 1√
n
|λi〉 ,
Substituting this into equation (8), we obtian
γ=
∑
k 6=n
|〈λi |λk〉 |2
λk
=
n− 1
n
1
λi
(9)
From [7], we know that λn−1 <= nn−1δ, where δ is
the minimum degree of the graph. For large n and δ =
1, λ <= 1 almost satisfies, while this lead to γ > 1 is
satisfied. Hence a graph with an eigenvalue of less than
1 is not a good choice. This example implies that one
can search some state in O (
√
n) with a high probability,
but maybe can never find some other state. Therefore,
an optimal graph is defined as a graph that is optimal
for searching any state. Obviously, a complete graph is
optimal since its nonzero eigenvalues are all n, and γ/β ≈
1. Furthermore, the spanning graph obtained by deleting
q(≤ 12n) disjoint edges in a complete graph is optimal
because it has the same eigenvectors as a complete graph
and its eigenvalues are {n, n− 2, 0} corresponding to the
multiplicities {n− q, q, 1}[7, 8].
We will provide a method for constructing an optimal
graph by using the graph’s join operation [9]. Consider
a cycle graph Cn and a complete graph Km, the join
of Km and Cn is graph Jm+n obtained by adding edges
from all the vertices of Km to every vertices of Cn, where
the subscripts denote the number of vertices of the graph
and we let n≫ m.
The λ(Cn) is {2 − 2 cos 2pijn , j = 1, · · · , n} [7], based
on the theorem of [9], the eigenvalues λ(Jm+n) are
m+ 2− 2 cos 2pij
n
, j = 1, · · · , n and m+ n, where m+ n
has the multiplicity m. Since n ≫ m, the contribution
3FIG. 1. The graph by joining K3 and C9
of the largest eigenvalue m + n can be ignored in γ/β.
Therefore, for any two eigenvalues, except for the largest
eigenvalues, we have: ∣∣∣∣ 1λi −
1
λj
∣∣∣∣ < θ (10)
where θ = 4
m(m+4) is the difference between the recip-
rocal of the nonzero minimal and maximal eigenvalues.
Therefore, for any other configuration {p1, · · · , pn−1}, we
have the difference:∣∣∣∣∣∣
1
λi
−
∑
k 6=n
pk
λk
∣∣∣∣∣∣ ≤ θ (11)
and
∑
k 6=n
pk
λ2k
−

∑
k 6=n
pk
λk


2
=
∑
k 6=n
pk
(
1
λk
−
∑
i
pi
λi
)2
≤ θ2
(12)
We divide by
∑
k 6=n
pk
λ2
k
on both sides of equation (12) to
obtain:
γ2
β2
≥ 1− θ
2
β2
(13)
We make the right side larger than 1/2 and bring θ and
β into equation (13) to obtain:
1
2
≥ 4
2
m2(m+ 4)2
n∑
j=1
pj
(m+2−2 cos 2pijn )
2
(14)
In equation (14), when m ≥ 6, γ
β
≥ 12 always satisfy.
Hence the graph Jm+n is optimal whenm ≥ 6. Moreover,
we can use the above process for an arbitrary graph by
replacing the m and m+4 by the minimal and maximal
eigenvalues of that graph, i.e., λn−1 and λ1 respectively.
Then we have the optimal condition
(λ1 − λn−1)2
λ2n−1
≤ 1
2
(15)
For Cn and Km, we can also construct a new type of
graph using their Cartesian product[10]. The cartesian
product of Cn and Km is the graph Rmn whose vertex
set is V (Cn)×V (Km) and whose edge set is the set of all
pairs (u1, v1)(u2, v2) such that either u1u2 ∈ E(G) and
v1 = v2, or v1v2 ∈ E(H) and u1 = u2.
FIG. 2. The regular graph with regularity 4 obtained by the
cartesian product of C9 and K3
Note that Rmn is a regular graph with a regular de-
gree m + 1 and it’s eigenvalues are all possible sums of
{λ(Km) + λ(Cn)} [9]. Rmn is not optimal, because it
has n eigenvalues that overlap with λ(Cn) and many of
them must be less than 1; m = 6 means that Rmn is a
7−regular graph. Shanshan Li and Stefan Boettcher[11]
showed that 8 − regular graph be optimal for a special
state |w〉.
|w〉 = 1√
n
∑
k
|λk〉 (16)
Where |λk〉 is the Laplacian eigenvector, all the coeffi-
cients are equal to 1√
n
, i.e.,
〈w |λk〉 = 1√
n
(17)
It is an exception if a graph is optimal, hence we con-
sider the mean optimality of a graph. A mean-optimal
graph is defined as a graph that can be used for search-
ing the state |w〉 defined as optimal in (16). For many
graphs, their Laplacian spectrum is well known. Gen-
erally, the changes in γ/β can be determined when the
graph is changed by adding or deleting edges. For the
purpose of this study, we use the theory of majorization
and the Schur-concave function[12].
Definition. A real-valued function f defined on a set
A ⊂ Rn is said to be Schur-concave on A if
x,y ∈ A,x ≺ y ⇒ f(x) ≥ f(y).
4Where x ≺ y means

k∑
i=1
xi ≤
k∑
i=1
yi
n∑
i=1
xi =
n∑
i=1
yi
(18)
where x and y are arranged in descending order; we say
x is majorized by y if (18) is satisfied; when the second
equation in (18)is not satisfied,we say x is weakly ma-
jorized by y, and this is denoted as x ≺w y. We consider
the function:
f(x) =
∑
i
xi√∑
i
x2i
(19)
For any two components xk and xl, we have
(xk − xl)
(
∂f
∂xk
− ∂f
∂xl
)
≤ 0 (20)
Equation (20) shows that f(x) is an Schur-concave
function, then,if x ≺ y, it implies that f(x) ≥ f(y).
Consider a graph G with spectrum {λ1, · · · , λn}, and
the graph G′ is derived from G by adding a new edge,
its spectrum is {µi, · · · , µn}. The eigenvalues of the two
graphs satisfy the following relationship [13, 14]
µ1 ≥ λ1 ≥ µ2 ≥ λ2 ≥ · · · ≥ µn−1 ≥ λn−1 (21)
Then we have
1
µ1
≤ 1
λ1
≤ 1
µ2
≤ 1
λ2
≤ · · · ≤ 1
µn−1
≤ 1
λn−1
(22)
This means that 1
µ
≺w 1λ , although the week majorization
does not imply f( 1
µ
) ≥ f( 1
λ
); however, it is satisfied and
we show the inequality in the second part of the supple-
ment materials. Hence, we have:∑
i
1
µi√
n
∑
i
1
µ2
i
≥
∑
i
1
λi√
n
∑
i
1
λ2
i
(23)
Actually, if we ignore the variation of the eigenvectors,
the inequality is also satisfied when we replace |w〉 with
any other state, i.e.,∑
i
pi
µi√∑
i
pi
µ2
i
≥
∑
i
pi
λi√∑
i
pi
λ2
i
(24)
The inequality tells that we can increase the search
amplitude by adding edges to a graph. We next will de-
termine the amplitudes of two kinds of graphs; one is
a wheel graph, the other is a subdivision of a complete
graph (S(Kn)); the latter is obtained by applying a sub-
division operation on a complete graph.
(a) wheel graph (b) S(K5) subdivision of K5
FIG. 3. Two kind of graph
IV. EXAMPLES OF WHEEL GRAPH AND
S(Kn)
A wheel graph is obtained by joining a single vertex to
a cycle graph, i.e., by adding new edges from each vertex
of the cycle graph to the new vertex.
The eigenvalues of the wheel graph Cn [9, 15], and they
are 0, n+1 and 3−2 cos 2pii
n
, i = 1, · · · , n−1. Our marked
state is |w〉 defined in (16). We omit the contribution of
the eigenvalue n+ 1 and use equation (14)
γ (w)
β (w)
=
1
n
∑
i6=n
1
3−2 cos( 2piin )√
1
n
∑
i6=n
1
(3−2 cos( 2piin ))
2
(25)
For large values of n, we can obtain the integer form:
γ (w)
β (w)
=
1√
2π
∫ 2pi
0
1
3−2 cos(x)dx√∫ 2pi
0
1
(3−2 cos(x))2 dx
= 0.863
(26)
We have γ/β = 0.863 > 1/
√
2. For the S(Kn), we
also have γ/β > 1/
√
2. To construct the S(Kn) graph, a
subdivision operation should be used. A Subdivision of
an edge e is to delete the edge e, add a new vertex x, and
join x to the ends of e [10].
We apply the subdivision operation on all the edges in
a complete graph Kn to obtain the S(Kn). The charac-
teristic polynomial of the S(Kn) graph is given by Grone
snd Merris [16]
p(x) = (−1)n(x− 2)m−n det (x (n+ 2− x) In − L (G))
(27)
So the spectrum of S(Kn) is {0, 1, 2, n, n+ 1}and the
corresponding multiplicity is {1, n−1, n(n−3)/2, n−1, 1}.
using equation (6), we have
γ (S)
β (S)
≈ 1 (28)
If the complete graph used for constructing the S(Kn)
graph has n vertices, then S(Kn) has n(n − 1)/2 + n
5vertices and n(n − 1) edges; therefore, the ratio of the
edges to the vertices approximates to 2 and the ratio is
the same for the wheel graph. The examples imply that
the search graph can be relatively sparse if we only want
to search for a specific marked state.
V. CONCLUSION
We first determine that a graph with pendant vertices
is not an appropriate choice for optimal CQWT searching
because it will result in eigenvalues that are less than one.
Second, we propose a method for developing an optimal
graph by joining a cycle graph Cn to a complete graph
Km where m > 6. Third, we determine that the Carte-
sian product of Cn and Km generates a mean-optimal
graph but cannot generate an optimal graph. We also
provide an analysis of the changes in the search ampli-
tude when edges are added to the graph. The search
amplitude can indeed be improved by adding edges. Fi-
nally, we compute the search amplitudes of the wheel
graph and the S(Kn) and the results show that the op-
timal state can be detected in a relatively sparse graph.
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VII. APPENDIX A
In this section, we provide the procedures for deriving
the amplitude of the marked state. The methods and
procedures are similar to those reported in [4]
We rewrite the eigenequation as:
H |µκ〉 = µκ |µκ〉 (29)
Bring L into equation into (29) and define Rk =
|〈w |µk〉 |2
|µk〉 =
√
Rk(γL− µk)−1 |w〉 (30)
multiply by |w〉 on the left, which results in:
〈w| (γL− µk)−1 |w〉 = 1 (31)
The eigenvectors of L {|λ1〉 , . . . , |λn〉} constitute a
standard orthogonal set; then the marked state |w〉 has
a unique representation as
|w〉 =
∑
i
|λi〉 〈λi| w〉 =
∑
i
P ∗i |λi〉 (32)
where Pi = 〈w| λi〉. By combining equations (31) and
(32), we obtain
〈w| (γL− µk)−1 |w〉 =
∑
i
P 2i
γλi − µk (33)
Here define:
f (µ) =
∑
i
P 2i
γλi − µ (34)
then f (µk) = 1, Since
〈µk |µk〉 = Rk 〈w| (γL− µk)−2 |w〉 = 1 (35)
Bring equation (34) into equation (35)
〈µk |µk〉 = Ri 〈w| (γL− µi)−2 |w〉
= Ri
∑
i
|Pi|2
(γλi − µk)2
(36)
Therefore Ri =
1
f ′(µ) and since the initial state |s〉 is
one of the eigenvector of L with eigenvalue 0, we have
〈s |µk〉 =
√
Rk 〈s| (γL− µk)−1 |w〉
= −
√
Rk√
nµk
(37)
At time t, the amplitude of marked states is
〈w| e−iHt |s〉 =
∑
k
〈w |µk〉 〈µk |s〉 e−iµkt (38)
We bring all the results into equation (38) to obtain
the amplitude equation:
〈w| e−iHt |s〉 = − 1√
n
∑
k
e−iµkt
µkf ′(µk)
(39)
Separating equation (34) into the sum of two parts
results in:
f (µ) = −P
2
n
µ
+
∑
i6=n
P 2i
γλi − µ (40)
If |µ| ≪ γλi, based on the Taylor expansion, we have:
f (µ) ≈ −P
2
n
µ
+
1
γ
∑
i6=n
P 2i
λi
+
µ
γ2
∑
i6=n
P 2i
λ2i
(41)
Setting γ =
∑
i6=n
1
λi
P 2i , and let (41) equal to 1, the two
eigenvalues can be solved as:
µ1 =
γPn√∑
i6=n
P 2
i
λ2
i
µ2 =
−γPn√∑
i6=n
P 2
i
λ2
i
(42)
6From (41), we have
f ′ (µ) ≈ P
2
n
µ2
+
1
γ2
∑
i6=n
P 2i
λ2i
(43)
Substituted equation (42) into equation (43) results in:
f ′ (µ1) ≈ f ′ (µ2) ≈ 2
γ2
∑
i6=n
P 2i
λ2i
(44)
When t = 0, the result of equation (39) is 1/
√
n, there-
fore, the sum of all entries except the first two in equation
in (39) is
− 1√
n
∑
i>2
1
µif ′(µi)
=
1√
n
(
1 +
1
µ1f ′ (µ1)
+
1
µ2f ′ (µ2)
)
(45)
Since µ1f
′ (µ1) = −µ2f ′ (µ2);therefore, the contribution
of the entries greater than k = 2 is far less than 1; we
ignored them so that the result of equation (39) approx-
imates:
∣∣〈w| e−iHt |s〉∣∣ ≈ 1√
n
∣∣∣∣2 sin (µ1t)µ1f ′ (µ1)
∣∣∣∣
=
γ
β
∣∣∣∣sin
(
γ
β
√
n
t
)∣∣∣∣
(46)
VIII. APPENDIX B
we have two graph G and G′, with spectrum
{λ1, · · · , λn} and {µi, · · · , µn} respectively. The graph
G′ is derived from G by adding a new edge and the eigen-
values of the two graph satisfy the following relationship:
µ1 ≥ λ1 ≥ µ2 ≥ λ2 ≥ · · · ≥ µn−1 ≥ λn−1 (47)
B Then we have
1
µ1
≤ 1
λ1
≤ 1
µ2
≤ 1
λ2
≤ · · · ≤ 1
µn−1
≤ 1
λn−1
(48)
we want to show that∑
i
1
µi√
n
∑
i
1
µ2
i
≥
∑
i
1
λi√
n
∑
i
1
λ2
i
(49)
We know that f(x) is a Schur-concave function:
f(x) =
∑
i
xi√∑
i
x2i
(50)
That is to say, if 1
µ′
≺ 1
λ
, then f( 1
µ′
) ≥ f( 1
λ
). For any k,
take the partial derivative of f with respect to xk
∂f
∂xk
=
β2 − xkγ
β3
(51)
where β =
√∑
i
x2i and γ =
∑
i
xi, we let D = β
2 − xkγ,
bring 1
µ
into D
D =
∑
i
1
µi
(
1
µi
− 1
µk
)
(52)
Hence, there must exist some k, such that if l ≤ k, then
partial derivative of f with respect to 1
µl
be greater than
0 and if l ≥ k that partial derivative is less than 0; Now
we make the following changes to 1
µ
to obtain 1
µ′
which
satisfies 1
µ′
≺ 1
λ
.


1
µ′
n−1
= 1
µn−1
+ ǫn−1
1
µ′
n−2
= 1
µn−2
+ ǫn−2
...
1
µ′
1
= 1
µ1
+ ǫ1
(53)
where
∑
i
ǫi =
∑
i
1
λi
−
∑
i
1
µi
(54)
We now choose two numbers s and t such that s > k > t,
next we let ǫs = ǫt = ǫ, and for i 6= s 6= t, keep ǫi = 0.
And consider the function f(ǫ)
f(ǫ) =
∑
i6=s6=t
xi + (xs + ǫ) + (xt + ǫ)√ ∑
i6=s6=t
x2i + (xs + ǫ)
2
+ (xt + ǫ)
2
(55)
Take the derivative with respect to ǫ
df
dε
= C
(
β2 − γ (xs + xt + 2ǫ)
)
(56)
Since the above derivative is less than 0, then f(ǫ) is a
decrease function. Therefore, if we repeat the process in
(53), then we have
f(
1
µ
) > f(
1
µ′
) > f(
1
λ
) (57)
Hence we obtain the desired result:
∑
i
1
µi√
n
∑
i
1
µ2
i
≥
∑
i
1
λi√
n
∑
i
1
λ2
i
(58)
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