Purpose: It is estimated that 7% of women in the western world will develop palpable breast cysts in their lifetime. Even though cysts have been correlated with risk of developing breast cancer, many of them are benign and do not require follow-up. We develop a method to discriminate benign solitary cysts from malignant masses in digital mammography. We think a system like this can have merit in the clinic as a decision aid or complementary to specialized modalities. Methods: We employ a deep convolutional neural network (CNN) to classify cyst and mass patches. Deep CNNs have been shown to be powerful classifiers, but need a large amount of training data for which medical problems are often difficult to come by. The key contribution of this paper is that we show good performance can be obtained on a small dataset by pretraining the network on a large dataset of a related task. We subsequently investigate the following: (a) when a mammographic exam is performed, two different views of the same breast are recorded. We investigate the merit of combining the output of the classifier from these two views. (b) We evaluate the importance of the resolution of the patches fed to the network. (c) A method dubbed tissue augmentation is subsequently employed, where we extract normal tissue from normal patches and superimpose this onto the actual samples aiming for a classifier invariant to occluding tissue. (d) We combine the representation extracted using the deep CNN with our previously developed features. Results: We show that using the proposed deep learning method, an area under the ROC curve (AUC) value of 0.80 can be obtained on a set of benign solitary cysts and malignant mass findings recalled in screening. We find that it works significantly better than our previously developed approach by comparing the AUC of the ROC using bootstrapping. By combining views, the results can be further improved, though this difference was not found to be significant. We find no significant difference between using a resolution of 100 versus 200 micron. The proposed tissue augmentations give a small improvement in performance, but this improvement was also not found to be significant. The final system obtained an AUC of 0.80 with 95% confidence interval [0.78, 0.83], calculated using bootstrapping. The system works best for lesions larger than 27 mm where it obtains an AUC value of 0.87. Conclusion: We have presented a computer-aided diagnosis (CADx) method to discriminate cysts from solid lesion in mammography using features from a deep CNN trained on a large set of mass candidates, obtaining an AUC of 0.80 on a set of diagnostic exams recalled from screening. We believe the system shows great potential and comes close to the performance of recently developed spectral mammography. We think the system can be further improved when more data and computational power becomes available.
INTRODUCTION
It is estimated that 7% of women in the western world will develop palpable breast cysts in their lifetime. Even though cysts have been correlated with risk of developing breast cancer, 1 many of them are benign and do not require follow-up. On mammography, benign cysts and solid lesion can be difficult to discriminate and consequently, many women are being recalled unnecessarily for a second diagnostic exam or core needle biopsy. Literature suggest that 20% 2 to 37% 3 of recalls can be attributed to benign solitary cysts. False positives have been shown to cause severe psychological stress up to 3 years after diagnosis, sometimes as high as women diagnosed with breast cancer. 4 To better differentiate between findings, ultrasound is commonly used in diagnostic examinations, but this is typically not available during screening. In a recent study, Erhard et al. 2 employed spectral mammography, an extension of mammography utilizing two energy thresholds with a single exposure, which allows measuring attenuation and consequently cystic and lesion volume accurately. Two features are computed, the first based on the ratio of cystic against lesion volume and a second one measuring the cystic diameter. A linear discriminant analysis (LDA) is subsequently used for classification. Their method obtained an area under the ROC curve (AUC) of 0.88 with a median specificity of 56% at 99% sensitivity. The authors estimate the employment of their method in the clinic would result in a reduction of 32% of recalls based on well-defined solitary lesions and an overall reduction in recall of 6%. 2 Aside from specialized modalities, computer-aided detection (CADe) or diagnosis (CADx) 5, 6 systems are being developed to aid readers of medical images. Mammography has so far been on the forefront of this development, where CAD has FDA approval in the US, is reimbursed and is already widely applied as a second reader. 7, 8 In spite of this, there is still much debate regarding the efficacy of current technology, with some studies suggesting CADe for masses increases neither specificity nor sensitivity. 9, 10 Additionally, research suggests most human error does not stem from oversight but rather misinterpretation. 8 Methods that focus on classification rather than detection could therefore have far more merit in the clinic.
CAD systems generally rely on machine learning methods, which have seen a surge of new interest with the advent of deep learning 11, 12 resulting in several landmark studies. 11, 13, 14 Techniques are slowly but steadily making their way into medical image analysis. [15] [16] [17] The key strength of deep learning lies in the fact that feature hierarchies are learned from data rather than defined manually, preventing any bias imposed by the engineer. The consensus seems to be that the biggest downside is the supervised nature of the training procedure, 18 warranting large amounts of annotated data for each task, which for medical problems may prove to be a big hurdle. Learning features on a (mildly) related problem has been shown to improve performance in various medical tasks. [19] [20] [21] [22] [23] In this paper, we present a CADx system to discriminate benign cysts from solid lesion in regular digital mammography. The key contribution is showing that a deep Convolutional Neural Network (CNN) can be used effectively on a small dataset by pretraining the network on other data. Contrary to related work, 23 ,24 the network is not pretrained on natural images, but on a large dataset of soft tissue lesion candidates from a set of screening mammograms. Features are extracted from the network and a second classifier is trained for the diagnosis task. The method is compared to the only previously developed method for this problem, where a model of the cysts and solid lesions was applied to derive two descriptors invariant to surrounding tissue.
During a mammographic examination, two views of each breast are typically recorded and when radiologists evaluate a case, the information in both is taken into account. We show that by combining these two views, better classification performance can be obtained. We subsequently show that by augmenting samples with normal tissue from normal areas in the breast higher performance can be obtained. Lastly, we combine the features extracted from the CNN with the previously developed method to obtain our final results.
The method is evaluated on a large dataset of roughly 1000 malignant masses and 600 cysts. Typical examples of masses and cysts in our dataset are shown in Fig. 1 . To the best of our knowledge, this is the best performance reported in literature for this problem in digital mammography and the first method that investigates transfer between related medical tasks in deep CNNs.
The rest of this paper is divided into five sections. In the section 2, we will provide an overview of the data. Section 3 A will give details on the CNN setup and how data augmentation is applied, followed by a brief description of the previously published method which we compare the CNN against. In section 4, we provide experimental details and results, followed by a discussion in section 5 and conclusion in section 6.
DATA
We make use of two different datasets. The first dataset concerns a large collection of screening mammograms obtained from a screening program in The Netherlands (bevolking-sonderzoek midden-west) and recorded using a Hologic Selenia digital mammography system at a resolution of 70 micron. All tumors are biopsy-proven malignancies and annotated under the supervision of a certified radiologist. The data were randomly split into a training and validation set on a patient level. This dataset is used to pretrain the CNN.
The second set was used for retraining and producing the final results, which were obtained using nested cross-validation with eight inner and outer folds with all data split on a patient level. It consists of diagnostic exams of women who were recalled in screening for a suspicious mass lesion. Again, all malignant lesions are biopsy proven. Images were recorded using a GE Senograph 2000D(S) at an original resolution of 100 micron. All soft tissue lesions used in this study were either marked as ductal carcinoma in situ, invasive ductal carcinoma, or invasive lobular carcinoma. Masses marked as lobular carcinoma in situ were removed from the dataset. All cysts in the dataset were classified as solitary cysts by experienced radiologists. All images with multiple cysts were removed from the dataset, even though they were recalled in screening. The dataset contained three cases with a breast implant, which were removed from the set as well (Table I) .
In both datasets, we extracted patches of 260 9 260 at 200 micron, or 5.2 cm per patch (unless mentioned otherwise in the experiments section). The center of each patch was taken as the mean x and y values of a contour drawn by research assistants under the supervision of experienced radiologists.
METHODS

3.A. Deep convolutional neural network
Many deep learning applications enjoy gains in terms of improved accuracy or lower training times by employing a network trained on large annotated datasets such as ImageNet 25 and subsequently applying it off-the shelf or finetuning it for the particular task, 26, 27 in particular when training data for the actual task is scarce. A similar strategy was also used for several medical problems. [19] [20] [21] [22] [23] An arguable downside of using a network trained on natural images is that the input data are significantly different. Natural images often have three channels, whereas medical images can have any format, ranging from gray scale to volumetric, meaning channels need to be copied thereby wasting network parameters. In addition, learned invariance properties may not transfer well or may not have been learned from the source dataset. For instance, object classes in natural images are typically invariant to linear intensity changes, whereas many medical imaging problems are not. Conversely, natural objects are generally not rotation invariant and tumors in mammography are to some extent. Learning features on a large dataset of a more related task could therefore make transfer easier.
Although annotated data of abnormalities in many medical imaging problems is often difficult to come by, normal data can be far more ubiquitous. A possible approach to initialize a network would be to simply train a set of stacked Autoencoders on randomly selected normal samples and subsequently finetune the network for the real classification task. The actual information in normal samples, however, may be low and many weights in the network will be dedicated to represent structure without any discriminative power for the actual problem. Instead, we proposed to train fully supervised on a large set of mass candidates: patches found by a candidate detector to resemble masses, extract feature representations from the network, and learn a new classifier for diagnosis.
To this end, we used a large dataset of unprocessed screening mammograms. All images were log-transformed and inverted and the breast and pectoral muscle area were segmented. We subsequently extracted five texture features, two looking for the center of a focal lesion, two designed to spot spiculae, characteristic of malignant soft tissue lesions, and a last feature capturing the optimal response in scalespace. 28 An ensemble of five multilayered perceptrons (MLPs) was then trained on this feature set. Normal pixels for the training set were sampled randomly from normal parts in the segmented breast area, and positive datapoints were sampled densely from a circle of constant size, inside each annotated malignant mass. Pixels in all images were classified using the learned ensemble to form a likelihood image on which we performed nonmaximum suppression to generate a set of candidate locations for each image. Centered at each location we extracted patches, which are then used to train the deep CNN. Figure 2 shows examples of true and false positives the network is trained with.
Rather than retraining the full network, we treated the CNN as a feature extractor and simply extracted latent representations from the network by feeding cyst and mass patches and trained a shallow nonlinear classifier on this feature set. This has a main advantage that the experiments can be run in cross-validation in reasonable time and that the hyperparameters of contemporary ('shallow') classifiers such as gradient boosted trees (GBT) are easier and faster to tune. The latent representation can be accessed from any part in the network, but the dimensionality increases closer to the input patch, imposing computational and memory problems. Instead, we focused on the last three layers. Figure 3 shows an illustration of the network and the layers at which we extracted features.
An arguable shortcoming of the deep neural network models is that prior knowledge, such as knowledge about invariances to nuisance factors in the classification problem, other than translation, is difficult to encode into the architecture. Rather, CNNs are typically fed data that are transformed in such a way that it reflects as many possible variations that we Unfortunately, they are often difficult to distinguish during mammography screening meaning cancers can be missed or women are recalled unnecessarily for a follow-up examination. We are developing a computer-aided diagnosis (CADx) method to discriminate malignant masses from benign cysts in mammography.
expect to see in the image in the hope that the network learns an invariant representation with respect to these nuisance factors. The process of adding training samples this way is known as data augmentation. For natural images, simple scaling, translation, and color transformations are typically applied, but for medical data, different sources of variation are present. One of such sources is variation in the amount of tissue surrounding a tumor. All other things being equal, the same tumor will look different on the mammogram if fibroglandular is added or removed. To simulate different forms of occluding tissue, we proposed to use tissue augmentation, where parenchymal patterns from different images are added to the patch in a physically plausible fashion.
3.B. Tissue augmentations
To perform tissue augmentation, we manually selected 200 patches from normal regions in mammograms of normal breasts recorded with the same detector. In doing so, we made sure the patch was sufficiently far from the breast boundary and that the full patch contained tissue (i.e., no pectoral muscle or boundaries of the breast). To perform realistic augmentations, we make use of the following model of pixel value I(x) at 2D location x:
IðxÞ ¼ e ÀhðxÞlðxÞ (1) with h the height of the tissue and l the linear attenuation coefficient. By taking the log and adding the augmentation patch also in log space, super scripted a, to source image s we get
Therefore, physically plausible augmentations entail a simple addition. To prevent unrealistically thick patches, we introduce a blending factor a that governs the amount of tissue added to the source patch: Figure 4 shows several examples of normal patches (top row) which are added to the first image in the bottom row to generate augmented patches shown in the rest of the bottom row. Each patch in the training set was blended with eight randomly selected patches from the pool of normals. We have chosen to apply the tissue augmentations in the fine tuning 2 ). Solitary cyst and malignant mass patches from a diagnostic dataset are subsequently presented to the network and features are extracted from the hidden layers and used for the diagnosis task. The network employed is similar to the one in Ref. 33, 34 . For brevity, only the first feature maps and fully connected layers used are shown. The exact architecture is described in section 4. Abbreviations fc1, fc2, and fm7 refer to the fully connected layers, feature maps, and their index.
stage and not to the pretrained network, such that the effect of the a parameter can be evaluated more easily.
3.C. Contrast features
To the best of our knowledge, no methods have been published that tackle this specific problem in mammography. We therefore compare the system to our own previous work, as described in Ref. 29 which we briefly repeat here. The method is based on contrast features, popular descriptors of candidate findings in mammography prior to the deep learning paradigm, which were designed to be invariant to tissue surrounding a potential tumor. This type of feature typically relies on a segmentation of the candidate, for which we use the segmentation algorithm proposed by Timp et al., 30 which was shown to be superior to other methods on their particular feature set and dataset.
To derive the two contrast features, a simple model of the lesion f was proposed: log½Iðx; yÞ ¼ F z ðx; yÞ þ if (x, y) lies inside the 2D projection of f else
where I(x, y) indicates the image value of the unprocessed mammogram at location (x, y), $ P() is the integral along the z-axis of the nuisance term, the surrounding tissue, we are trying to ignore, coming from some undefined distribution. F z (x, y) = R f(x, y, z)dz denotes the z-integral of the lesion f we are trying to describe. The z-axis is chosen to be parallel to the direction of x-ray quanta. This model assumes the 2D segmentation of the projected lesion is correct and that the tumor grows in such a way that the distribution of tissue in the surrounding region is the same as above and below it.
Two descriptors were subsequently derived to be invariant to surrounding tissue and scaling. Assuming cysts are easily compressed during the recording of a mammogram and therefore behave like ellipsoids, and masses are hard and behave like spheres, gives the following two features:
andV
4. EXPERIMENTS
4.A. Deep CNN learning settings
The CNN was implemented in Theano. 31 We used a VGGlike network architecture 32 that was similar to the one employed in Kooi et al. 33, 34 with two additional convolutional layers. The model employs 3 9 3 kernels in seven convolutional layers with {16, 16, 32, 32, 64, 128, 128} feature maps, pooling on {2, 1, 2, 1, 2, 1, 2} and ReLU units in all layers, except for the classification layer. Two fully connected layers with 300 units each were added. We have experimented with deeper networks and more feature maps but did not see an improvement in performance on the validation set. We employed a binary cross-entropy loss which was minimized using ADAM 35 and a learning rate of 0.00005. Dropout 36 was applied to all fully connected layers with P = 0.5. We added an L2 norm with a weight of 0.00005 to all layers. Weights were initialized using the MSRA weight filler. 37 Early stopping was used using the AUC on the validation set.
As the dataset is heavily imbalanced, we generated two separate sets: one with all normal samples and one with all malignant masses. We iterate through the set of normals, reading chunk by chunk from disk and hold the set of positives in host RAM. For each minibatch of normals, we randomly sample an equal amount malignant masses from the FIG. 4 . Deep CNNs are largely problem agnostic methods. To make them learn the right invariance properties, data augmentation is typically performed, where patches are transformed in such a way that they represent all possible variation in the data. We propose a data augmentation method dubbed tissue augmentation, where we randomly select normal tissue from normal areas in the breast and superimpose these over mass and cyst patches to simulate different amounts of parenchymal tissue surrounding the lesions. (Top row) Normal patches that are superimposed on the leftmost patch in the bottom row generating patch 2-4 in the bottom row. We used a blending factor a = 0.4 set in host RAM to maintain a 50/50 class ratio. The model was trained for 5 days on a Titan X, 12 GB GPU. For our pretrained network, we augmented each patch 16 times with scaling, translation and all eight reflective symmetry permutations.
Patches were scaled between 0 and 1, when employing tissue augmentations the scaling factors were multiplied by 1 + a. As some candidates occur at the border of the breast, we padded each mammogram with zeros.
4.B. Top layer learning settings
For both the manual features and the features extracted from the CNN, we employed a gradient boosting tree (GBT) classifier 38 with a binomial deviance loss function:
Lðy; hðxÞÞ ¼ log½1 þ expðÀ2yhðxÞÞ (6) a tighter upper bound on the zero-one loss and less susceptible to outliers than the exponential or squared loss. We employed nested cross-validation with eight inner folds on the maximum depth and shrinkage and 16 outer folds for testing. We used the square root heuristic for the maximum number of features. Data were split on a patient level to prevent any bias in both inner and outer fold. In all settings, 100 estimators were used. A weight was used inversely proportional to the class ratio to account for imbalance. During screening, two images are typically recorded of each breast: a top-down view (CC) and sideways view (MLO), which gives the radiologists additional information. To harness this information, we also experimented with combining the classifiers posterior of the two different views. We evaluated two simple rules: mean and max. If only one view is present or the lesion is only annotated in one of the two views, only this view was used.
4.C. Results
As was done in our previous work, 29 we first compared the tissue normalized descriptors to two similar naive contrast features: A simple estimate of the mean
and variance: Figure 5 shows the ROCs obtained with the different sets of contrast features. Figure 6 shows results obtained when combining views using the max rule. 95% Confidence intervals and P-values were computed using bootstrapping 39 with 2000 bootstraps in all settings. We found no significant difference (P = 0.4456, mean difference 0.0017 with 95% confidence interval [À0.0306, 0.0325]) between the unnormalized and normalized features when using only a single view, but did find a significant difference when combining them using the max rule (P = 0.0286).
4.C.1. Effect of the depth
We subsequently investigated the optimal level at which features can be extracted. When extracting features deeper in the network, the size of the feature vector increases, thereby adding some computational burden, so if two depths perform equal in terms of classification performance, the smaller representation is still preferred. Additionally, it gives insight into how 'transferable' the latent representation is, i.e., if feature maps closer to the input give optimal performance, it would suggest the learned features are suitable for both tasks. Table II shows the AUC values and a 95% confidence interval, obtained after retraining the network with features extracted from the final fully connected layer (fc2), the first fully connected layer (fc1), and the last feature maps (fm7). (4) and (5), and unnormalized features as defined in Eqs. (7) and (8) Single and combined refers to using only a single view and combining two views, as described earlier. We have experimented with feature maps extracted deeper in the network but did not see a clear increase in performance. We found a significant difference between the performance of last feature maps (fm7) and the normalized features, both using single view and the combination (P = 0.01).
We did not find a clear difference between using the mean and max rule on this feature set and therefore only the max rule is shown in the table. Although there is an improvement when going deeper and combining views, we also did not find this to be significant (P ≫ 0.05, mean difference between fm7 and fc2 on exam level: 0.0247 with 95% confidence interval [0.0476, À0.0025]) in any combination. Figure 7 shows the ROC curves comparing the single and combined classification with features extracted from the final feature maps.
4.C.2. Effect of resolution
In the next setting, we extracted the cyst and mass patches at 100 micron rather than 200, but kept using the same network trained at a resolution of 200. We used the fully convolutional approach described by Long et al. 40 to also extract the representation from the fully connected layers. This test can give insight into two things: (a) is there any possible additional information when going for a higher resolution and (b) what kind of features are actually learned by the network. Table III shows AUC values and 95% confidence intervals obtained after extracting features from different layers in the network, this time retrained on patches of 100 micron. Results show the higher resolution gives very marginal improvements, but they are not found to be statistically significant (P ≫ 0.05 red mean difference between 0.002, 95% confidence interval [À0.0203, 0.0164]) and considering the far higher computational needs, we continued the rest of the experiments with the 200 micron patches.
4.C.3. Effect of Mixing
We subsequently investigated the effect of the mixing parameter a. Table IV shows AUC values plus again a 95% confidence interval obtained after bootstrapping. Figure 8(a) shows the ROC curve obtained when applying the best a (last row in Table IV) . Although we see an improvement using several values of a, we did not find these to be significant when comparing them to the performance without (P = 0.9 for the best value, 0.0470 95% confidence interval [0, 0.0240]).
4.C.4. Effect of combining with contrast features
In an attempt to further increase the performance of the system, we combined the normalized contrast features with the features extracted from the pretrained CNN by simply concatenating the feature vectors. For this, we used the value of a found to be optimal in the previous experiment. We Table II ) [Colour figure can be viewed at wileyonlinelibrary.com] TABLE I. Overview of dataset. We used two different sets: (a) A large dataset of screening mammograms containing normal exams and biopsy-proven malignant masses (i.e., no cysts or other benign abnormalities) that was used to learn the features from the CNN and (b) a set of diagnostic exams referred from screening containing biopsy-proven malignant masses and benign solitary cysts. For the first dataset, we used a separate validation set to optimize the CNN's hyperparameters, and the amount of training and validation samples are indicated as (# training/ #validation). As the second dataset is relatively small, we used nested cross-validation and hence no fixed validation or test set was employed.
Screening combining views. Plots of the ROC curves are provided in Fig. 8 .
4.C.5. Effect of size
Lastly, similar to Erhard et al., 2 we split the performance of the system over different sizes of lesions. Results for the 200 micron case at fm7 are shown in Table V . The AUC for all lesions of size greater than 10 mm was 0.806 with 95% confidence interval [0.777, 0.834]. The images in Figure 9 show the cysts and masses that were found to be most difficult by the final system.
DISCUSSION
From the ROC curves in Fig. 6 , we can see the normalizations as described in section 3 C to improve performance when combining views, but not for the single view case. This is contrary to what we found in previous work. Part of this can be explained by the fact that the dataset used in this study is more difficult and in previous work only images were used where two views were present.
It seems the improvement obtained when combining views is less when the method works better on a single view. We believe a big part of this can be explained by the fact that the closer you get to the optimal information a system gets out of a dataset, the more difficult it is to improve upon the results.
From the results in Table II , we can see marginal improvements in performance when extracting latent representations deeper in the network. We have tried extracting features closer to the input as well, but did not see an increase in performance. This suggests the tasks are related enough for easy feature transfer and is in contrast to results reported when transferring between natural images and medical images, 24 where retraining deeper has been shown to be beneficial for several tasks. A downside of our approach is that the dimensionality of the feature vector increases the deeper the features are extracted. We think retraining the full network could result in a minor performance increase, but due to the difficulty of running this in cross-validation, we have chosen not to do this.
Interestingly, the performance was roughly similar at 100 micron. As we did not see a very clear increase in performance either, we have chosen to use the downscaled version only. However, the roughly equal performance gives the idea that the features learned are not responding to any specific part but are more general texture descriptors useful for TABLE III. AUC values and 95% confidence interval obtained after extracting features from different layers in the network using patch resolution of 100 micron and retraining a classifier for the task at hand. Abbreviations fc and fm indicate the index of the fully connected layer and feature map, respectively. See Fig. 3 mammography, which we think is an interesting finding. In future work, we plan to explore training a network on mass candidates at 100 micron and subsequently retraining it for this task to see if the performance increases.
From the results in Table IV , we see the tissue augmentations give a small amount of improvement for large values of a and the most improvement over the baseline for an a = 0.05, though none of these improvements were found to be significant. In this study, we have shown results for all values of the mixing coefficient to get some insight into its performance on a test set. When using the system, the parameter should be cross-validated, similar to the parameters of the classifiers. We do believe that this will still give an improvement in performance. Similarly, we found the scaling factors to be an important influence, for which we now choose one setting, but these can equally be cross-validated for better performance.
In recent years, several groups have started working on deriving networks invariant to basic geometric transformations [41] [42] [43] possibly obviating the need for geometric data augmentation. We feel the tissue augmentations proposed are particularly relevant, as it may prove to be difficult to derive networks invariant to this nuisance factor mathematically.
In comparison to a similar study performed with spectral mammography, a specialized modality, Erhard et al. 2 obtained an AUC of 0.88. Their set contained only 62 solid and 52 cystic lesions. From the solid lesions, 15 were benign. Similar to their study, we find the method works slightly better for larger lesions, though very small and very large lesions are most difficult for the system (see Fig. 9 ). We suspect these are simply underrepresented in the training set and as training data become more ubiquitous the performance will increase.
From the curves in Fig. 8 , we can see that the performance already comes close to that reported by Erhard et al. 2 and that part of the lesions can be filtered out and do not need to be recalled. As with any study, the performance can be worse when tested on other data, as there is still some variation in the AUC indicated by the confidence intervals. However, we think the proposed deep CNN approach shows great potential and even better results could be obtained. For instance, by looking at Table III , we can see a very small increase in performance when using patches extracted at 100 micron. By using a network also pretraining on mass candidates at a resolution of 100 micron and subsequently using the features from this network, we suspect the results to be better and more information can be extracted from the patches. Unfortunately, the increased training time is currently still prohibitive to execute this. Lastly, the context of the mammogram has not been taken into account yet. When radiologists look at an exam, they will most likely not only consider a patch but also look at the image as a whole, which could result in better diagnosis.
CONCLUSION
In this paper, we have presented a computer-aided diagnosis (CADx) method to discriminate cysts from solid lesion in mammography using features from a deep CNN trained on a large set of mass candidates, obtaining an AUC of 0.8 on a set of mass candidates recalled from screening. We have compared the CNN-based system to our own previous work and only method published for this problem and have shown it outperforms this method. Contrary to related work investigating transfer, 23, 24 we do not use pretrained networks on natural images, but use a large dataset from a more related task.
We have shown that by augmenting the patches with randomly sampled tissue from normal images, small improvements in performance can be obtained. The final system works best for lesions larger than 20 mm where it obtains an AUC of 0.866. The AUC of the system comes close to the AUC obtained with the recently proposed spectral mammography, 2 which is promising. We also believe that with more data and more computational power, the performance can still be improved significantly. Author to whom correspondence should be addressed. Electronic mail: thijs.kooi@radboudumc.nl.
