In most current models of word recognition, the word recognition process is assumed to be driven by the activation of letter units (i.e., that letters are the perceptual units in reading). An alternative possibility is that the word recognition process is driven by the activation of grapheme units, that is, that graphemes, rather than letters, are the perceptual units in reading. If so, there must be representational units for multiletter graphemes like CH and PH, which play a key role in this process. We examined this idea in four masked priming experiments. Primes were created by transposing, replacing entirely, or removing one component of either multiletter graphemes or two adjacent letters that each represented a grapheme, using both English and Spanish stimuli. In none of the experiments was there any evidence of differential priming effects depending on whether the two letters being manipulated formed a single grapheme or formed two separate graphemes. These data are most consistent with the idea that multiletter graphemes have no special status at the earliest stages of word processing and, therefore, that word recognition is, indeed, driven by the activation of units for individual letters.
Based on these types of results, a number of authors have claimed that grapheme units are "perceptual" or "functional" reading units that drive the early stages of visual word recognition (e.g., Havelka & Frankish, 2010; Marinus & de Jong, 2011; Rey et al., 2000) , although the precise role that these units are assumed to play was not fully specified by these authors. In itself, the claim that the reading system represents multiletter graphemes is uncontroversial. Such representations are commonplace in well-known models of visual word recognition (e.g., Coltheart, Rastle, Perry, Ziegler, & Langdon, 2001; Perry, Ziegler, & Zorzi, 2010; Plaut, McClelland, Seidenberg, & Patterson, 1996; Zorzi, Houghton, & Butterworth, 1998) . However, the idea that grapheme units are perceptual reading units appears to be a stronger claim about the architecture of the visual word recognition system. This distinction can be illustrated with reference to two different versions of a dual-route model of visual word recognition (see Figure 1 ). Within a dual-route framework, one can ask the question: At what point do the two routes diverge? Or to put it another way: What are the largest common units shared by the two routes? The model illustrated on the left-hand side of Figure 1 illustrates what might be considered the standard approach, according to which the largest common units shared by the two routes are letter units. This model includes grapheme units, but they are assumed to be an intermediate level of representation between letter units and phonologically based units and, hence, their role is to activate phonology rather than to activate word units.
This letter-input approach is the one that is assumed in most computational implementations of the dual-route framework, as in the dual-route cascaded model (Coltheart et al., 2001) , the connectionist dual process (CDP) and CDPϩϩ models (Perry et al., 2010; Zorzi et al., 1998) , and the bimodal interactiveactivation model (Diependaele, Ziegler, & Grainger, 2010) . Furthermore, most models that attempt to describe the early stages of visual word recognition (i.e., orthographic-coding or lexical-activation models) do not assume the existence of grapheme units (e.g., Davis, 2010; Gó mez, Ratcliff, & Perea, 2008; Grainger & Jacobs, 1996; McClelland & Rumelhart, 1981; Norris, Kinoshita, & van Casteren, 2010; Paap, Newsome, McDonald, & Schvaneveldt, 1982; Whitney, 2001) . Some of the latter models do posit multiletter orthographic units, specifically, the highly influential open-bigram models (e.g., Dehaene, Cohen, Sigman, & Vinckier, 2005; Grainger & van Heuven, 2003; Grainger, Granier, Farioli, Van Assche, & van Heuven, 2006; Schoonbaert & Grainger, 2004; Whitney, 2001 Whitney, , 2004 , which assume a level of representation between the letter and the word level in which the units represent all the possible letter pairs. It is these units that drive activation of word units. The point to note, however, is that the multiletter Figure 1 . Two possible versions of a dual-route model of visual word recognition. A letter-input model, in which the common input to both routes comes from a level of (abstract) letter units (a), and a grapheme-input model, in which the common input to both routes comes from a level of grapheme units (b) . Both models assume the existence of grapheme representations, but in the letter-input model these units are assumed to be specific to the nonlexical, graphemeϪphoneme conversion route.
units in these models are assumed to represent all letter pairs, not simply those pairs corresponding to multiletter graphemes. 1 The model illustrated on the right-hand side of Figure 1 illustrates an alternative solution, according to which the largest common units shared by the two routes are grapheme units. Indeed, such an assumption was made in the first computational implementation of the dual-route framework (Reggia, Marsland, & Berndt, 1988) . In this model, the input layer is a set of positionspecific grapheme units. These units code 168 different possible graphemes, including multiletter graphemes like CH, OU, and EIGH. Each grapheme unit has two sets of output connections, one to phoneme nodes (the graphemeϪphoneme conversion route) and one to word nodes (the lexical route; see Figure 4 in Reggia et al., 1988) . One rationale for such a solution could be that the use of grapheme units as inputs to the lexical route helps to increase the efficiency of the orthographic code (e.g., coding SCHOOL requires only three graphemes rather than six letters). A further rationale might be that the nature of the orthographic units developed during reading acquisition is constrained by phonological representations (cf. Perry et al., 2010; Plaut et al., 1996) .
Although Figure 1 illustrates the distinction between letter-input and grapheme-input models of visual word recognition with regard to dual-route framework, the same issue arises for models in the triangle framework (e.g., Seidenberg & McClelland, 1989; Plaut et al., 1996) . In these models, a common set of orthographic input representations projects along one vertex of the triangle to phonological representations and along another vertex to semantic representations. According to Plaut et al. (1996) , these orthographic input representations are grapheme units. In their implemented model, the input layer consists of 105 grapheme units. Note, however, that this assumption is not a necessary feature of models in the triangle framework. For example, a subsequent model proposed by Harm and Seidenberg (1999) assumed that the orthographic input layer codes position-specific letter units.
The question addressed in the present research is not, therefore, whether there are any units at all in the reading system representing multilevel graphemes. The fact that readers are able to recognize that, for example, the digraph CH should be pronounced /J/ means that there must be phoneme units for multilevel graphemes somewhere in the system. Rather, the question is whether it is necessary for models of word recognition to give grapheme units a central role in the word recognition process. That is, do grapheme units provide the input to both the lexical and nonlexical routes (in dual-route models) or in the mappings from orthography to both phonology and meaning (in triangle models)? If it can be demonstrated that graphemes represent the "perceptual units" driving word recognition, many of the existing computational models of visual word recognition will have to be modified.
An empirical demonstration supporting a grapheme-input model would, at the very least, require eliminating any explanation of those results based on the recruitment of phonological information. Unfortunately, it is somewhat difficult to argue that any of the evidence cited above satisfies that criterion. Many of the results cited above, for example, come from experiments in which the task is naming, a task that clearly requires the retrieval of phonological information. The letter search experiments (Marinus & de Jong, 2011; Rey et al., 2000) are not subject to this same criticism, however, it seems quite likely that phonological information plays at least some role in these types of tasks (e.g., Ziegler & Jacobs, 1995) . That is, a letter search for an A is likely a multipronged search for both the letter A and the phoneme /{/. Because only the former is in the word COAST, that may make it more difficult to respond positively than when both the letter and the phoneme are in the target word (i.e., when searching for A in STAND). This problem, of course, would essentially be restricted to searches for the second letter in a multiletter grapheme, which was true in most of these experiments. The only experiment demonstrating an effect when searching for the initial letter in a multiletter grapheme is Experiment 2 in Rey et al. (2000) , in which they reported that it took longer to find the O in FLOAT than in SLOPE. Brand, Giroux, Puijalon, and Rey (2007) , however, were unable to replicate this effect in their Experiment 3, while at the same time nicely replicating the effect when the search involved the second letter in multiletter graphemes (e.g., Is there an A in COAST vs. STAND?). (See also Ziegler and Jacobs, 1995 , for a demonstration of the difficulty in finding a letter in a nonword if that letter is the second letter in a multiletter grapheme.)
Finally, a similar issue arises when considering case-mixing experiments. Case mixing involves the presentation of a visually unfamiliar stimulus. Although this manipulation has no differential impact when the stimuli are presented as masked primes (e.g., Forster, 1998) , as Mayall, Humphreys, and Olson (1997) have noted, with clearly visible stimuli, this particular manipulation seems to force readers to automatically group letters together based on similarity of size and case. As a result, completing the (lexical-decision) task requires readers to invoke processes not involved in normal reading. For example, making a lexicaldecision response to cOaSt or cOAst may be, to a large degree, based on successfully generating a phonological code for the letter string that matches a lexical code in a reader's phonological lexicon. For cOaSt, this process would be somewhat more difficult (than for cOAst) because of the difficulty of separating the "O" from the "S" and linking the "O" together with the "a" and the "S" together with the "t" in order to produce the correct phonological code. The present experiments were, therefore, designed to examine this issue, using a procedure or task in which the contrast between a stimulus containing a multiletter grapheme and a stimulus that does not is less likely to be affected by the recruitment of phonological information in order to perform the task.
In recent years, the masked priming paradigm (Forster & Davis, 1984) has been used extensively to investigate questions about orthographic coding (e.g., Davis & Lupker, 2006; Grainger, Granier, Farioli, Van Assche, & van Heuven, 2006; Lupker & Davis, 2009; Perea & Lupker, 2003 , 2004 Perry, Lupker, & Davis, 2008; Schoonbaert & Grainger, 2004) . The basic premise of this research is that there is a 1 Over the past decades, a number of models have assumed multiletter representational units. For example, almost 40 years ago, Smith and Spoehr (1974) and Spoehr and Smith (1975) proposed a theory involving units representing "vocalic center groups," units that code various consonantϪvowel and vowelϪconsonant combinations. A few years later, Taft (1979) proposed units representing basic orthographic syllable structures (or BOSSes), subsequently extending this idea with a proposal that there are units representing the body of the BOSS (the BOB, Taft, 1992) . Treiman and colleagues (Treiman & Chafetz, 1987; Treiman, Mullennix, Bijeljac-Babic, & Richmond-Welty, 1995; Treiman & Zukowski, 1988) have suggested that there may be units corresponding to word onsets and rimes. Note again that none of these models was based on the idea of representational units for graphemes.
fairly direct (although imperfect) relationship between prime-target similarity at the orthographic level and the size of the priming effect. For present purposes, the basic idea is that, if word recognition is based on the activation of grapheme units, disturbing the letters in a multiletter grapheme when creating a prime should have costs that will differ from the costs of disturbing letters that constitute two graphemes. (A similar line of reasoning has been employed in experiments examining the cost of disturbing morphemes in the course of visual word recognition, see Christianson, Johnson, and Rayner, 2005, and Carreiras, 2006.) 2 In the present experiments, we disturbed multiletter graphemes in a number of ways. In the first experiment, conducted in English, we contrasted the priming effect created by a prime in which a multiletter grapheme has been replaced (e.g., the one-grapheme condition: amxxnt-AMOUNT) with the priming effect created by a prime in which one letter in a multiletter grapheme and a neighboring letter/ grapheme have been replaced (e.g., the two-grapheme condition: axxunt-AMOUNT). The latencies produced in these two conditions were compared to the latencies in their respective control conditions to measure the priming effects obtained. A word like AMOUNT has five graphemes. If grapheme units are central to the word recognition process, a word prime in which a multiletter grapheme has been replaced (i.e., amxxnt) still shares four graphemes with its target (i.e., AMOUNT), which should make it a reasonably effective prime. In contrast, a prime like axxunt shares only three graphemes with AMOUNT as well as having a grapheme not actually in AMOUNT (the "u" grapheme), which should make it a much less effective prime (Grainger, 2008; Lupker & Davis, 2009; Schoonbaert & Grainger, 2004) . In contrast, if the orthographic units driving word recognition are all letter-based, there should be no difference in the priming effects from the two prime types.
One aspect peculiar to Experiment 1 should be noted. All of the multiletter graphemes used were multivowel graphemes. A reasonable proportion of the prior work (e.g., Havelka & Frankish, 2010; Marinus & de Jong, 2011) has focused on multivowel graphemes and, therefore, it was important to investigate them in the present research as well. In our subsequent experiments, however, only multiconsonant graphemes were used. The reason is that the main manipulation in those experiments involved disturbing graphemes by transposing letters. When primes are created by transposing vowels, even when they are nonadjacent vowels and, therefore, do not form a grapheme (e.g., cisano-CASINO), the resulting letter strings tend to be no more effective primes than primes created by simply replacing those vowels (e.g., cesuno-CASINO; Perea & Lupker, 2004) . Such is not true for consonants which show much larger priming effects when letters are transposed than when they are replaced (the transposed-letter [TL] prime advantage). Because this difference between transposing and replacing letters is a key contrast in Experiments 2, 3, and 4, only multiconsonant graphemes were used in those experiments.
A final point is that, even in the manipulation involved in Experiment 1, the use of multivowel graphemes did create a small issue. The primes in the one-grapheme condition (e.g., amxxnt for AMOUNT or prxxst for PRIEST) inevitably maintained one more consonant than the primes in the two-grapheme condition (e.g., axxunt or prixxt). In general, primes that maintain consonants are better primes than primes that maintain vowels (New, Araújo, & Nazzi, 2008) . Therefore, the one-grapheme condition may have had a slight advantage over the two-grapheme condition for reasons unrelated to the issue being investigated here (i.e., the question of whether units for multiletter graphemes play a role in word recognition). To look ahead slightly, the failure to observe a difference in the size of the priming effects in the two conditions in Experiment 1 indicates that this difference in terms of the number of consonants maintained in the primes was not a crucial one.
As just noted, in the remainder of the experiments, we added a slightly different type of manipulation to disturb multiletter graphemes, transposing letters. Further, unlike in Experiment 1, in each of these experiments a second set of words was selected to create the two-grapheme (control) condition. The manipulations done to the two letters in multiletter grapheme words were also done to pairs of letters in these words (e.g., two single-letter graphemes were transposed). As noted, typically, TL primes involving consonants produce reasonable size priming effects (O'Connor & Forster, 1981; Perea & Lupker, 2003 , 2004 Schoonbaert & Grainger, 2004; Van der Haegen, Brysbaert, & Davis, 2009 ), although they rarely produce priming at the same level as produced by identity primes, indicating that maintaining letter order is useful but not crucial in producing an effective prime. A potentially key distinction between transposing letters of a multiletter grapheme and transposing letters that create two graphemes is that, in the former case, there is no transposition of grapheme units. That is, the grapheme order in anhtem (ANTHEM) is maintained whereas the grapheme order in emlbem (EMBLEM-a twographeme control word) is not. Therefore, if grapheme units play a key role in word recognition, one would expect more priming when the letters in a multiletter grapheme are transposed than when letters that make up two separate graphemes are transposed.
Also reexamined in Experiment 2 was the impact of replacement-letter (RL) primes. As in Experiment 1, when both letters in a multiletter grapheme are replaced, the prime and target differ in only a single grapheme. By contrast, when two letters are replaced in a word in the two-grapheme condition, the prime and target differ in two graphemes. Therefore, as in Experiment 1, one would expect that there would be more priming when a multiletter grapheme is replaced (the one-grapheme condition) than when two separate letters are replaced (the two-grapheme condition). 3 2 The masked priming paradigm is not completely immune to the impact of phonology (Ferrand & Grainger, 1993 , 1994 . For example, Ferrand and Grainger (1994) have shown that pseudohomophone primes can facilitate lexical decision making slightly more than orthographic control primes for low-frequency targets when the prime duration is 50 ms, a duration that is essentially the same as those used here. What is more relevant, however, is that these effects are, presumably, not due to the recruitment of phonological information to aid in response production, but rather are due to the normal processes involved in word recognition. Therefore, any evidence for the impact of grapheme units in experiments of the sort reported here will need to be explained by models of word recognition, even if the effects ultimately are determined to be phonological in nature.
3 Because all of the graphemes are maintained in the TL primes in the two-grapheme condition (i.e., emlbem-EMBLEM) but not in the onegrapheme condition (i.e., anhtem-ANTHEM), one could make the counter prediction, that the two-grapheme condition should actually produce more (or at least equivalent) priming. Such would not be the case, however, when using RL primes. The fact that the data patterns turned out to be the same in the TL and RL prime conditions removes this concern. We thank Carol Whitney for bringing this issue to our attention. Experiment 2 was carried out in English. Experiment 3 was a parallel experiment carried out in Spanish. Because Spanish is an orthographically shallow language, the expectation was that phonology would have a greater impact on the nature of orthographic representations than in English, which is a somewhat deeper language. In Spanish, there are only two multiletter graphemes that one can use in this type of situation: CH and QU. Because the CH grapheme involves two consonants, the impact of transposing or replacing CH was investigated in Experiment 3 (with those effects being compared to the impact of transposing or replacing letters that do not form multiletter graphemes).
Finally, Experiment 4, also carried out in Spanish, involved two new manipulations that again allowed a contrast between words with multiletter graphemes and words without. One was again based on a comparison between TL and RL primes, except that, in multiletter grapheme words, the letters in question were the final letter in the grapheme and the following letter (mecehro-MECHERO vs. menedro-MECHERO). Both of these changes involve eliminating the multiletter grapheme and adding two new incorrect graphemes (i.e., one for "c" and one for "h" in mecehro as well as one for the "n" and one for the "d" in menedro). As a result, TL and RL primes for these words should be relatively ineffective and certainly should not be differentially effective (i.e., there should be no TL prime advantage). In contrast, when the letters being transposed or replaced do not form a multiletter grapheme (e.g., secerto-SECRETO vs. senesto-SECRETO), the standard TL prime advantage should be observed (i.e., for these words, the pattern in Experiment 4 should be identical to that in Experiment 3).
Also included in these experiments were two other conditions that act as a type of control manipulation to evaluate a potential alternative account. One involved deleting the second letter of the grapheme (e.g., mecero-MECHERO) and the other involved replacing the multiletter grapheme with a single letter grapheme (e.g., menero-MECHERO). The purpose of the deleted-letter (DL) primes was to focus on the possibility that a single letter in a multiletter grapheme may partially activate that grapheme's unit (a possibility that could impact the interpretation of the contrast between the TL (i.e., mecehro) and RL primes (i.e., menedro) in this experiment). If single letters have the ability to activate units for multiletter graphemes, one would expect these DL primes to be quite effective primes for words containing multiletter graphemes (in contrast to when both letters of the grapheme have been replaced by a new single letter). Words without multiletter graphemes would receive no such benefit.
Experiment 1 Method

Participants.
Participants were 48 undergraduates from Royal Holloway, University of London. who received course credit or a small payment for their participation. All were native speakers of English and reported having normal or corrected-tonormal vision.
Stimuli and apparatus. The target stimuli were 60 six-letter words and 60 orthographically legal, six-letter nonwords. Each of the stimuli contained a medial vowel digraph (e.g., EA, OU). The nonwords were constructed by changing two letters of each of the target words (e.g., BLEACH f BREASH). The mean frequency of the target words was 37.3 per million (CELEX written frequency, range 1-612). The mean neighborhood size (N-obtained from N-Watch, Davis, 2005 ) was 1.0 (range 0 -5) for the word targets and 0.4 for the nonword targets (range 0 -3).
There were four prime conditions, corresponding to a 2 ϫ 2 (Number of Graphemes Changed [1, 2] ϫ Relatedness [related, unrelated] ) design. Related primes were formed by replacing two letters of the target word with "xx," such that only the target's multiletter grapheme was affected (e.g., BLEACH f blxxch) or two graphemes, including the multiletter grapheme, were affected (e.g., BLEACH f bxxach). (The stimuli for all of the present experiments are listed in the Appendix.) The average ordinal position of the substituted letters in these two conditions was matched. The unrelated primes were formed by changing the corresponding letters of an unrelated word; for example, the unrelated primes for the target BLEACH were trxxty and txxaty. Each nonword target was associated with only a single prime, which was formed by replacing two medial letters with "xx." Four different counterbalanced versions of the experiment were designed, so that each participant saw a given target word only once, paired with one of its four primes; 12 participants completed each version of the experiment.
The experiment was run using DMDX experimental software produced by Forster and Forster (2003) . Stimuli were presented on a SyncMaster monitor (Model 753DF). The presentation was controlled by an IBM-clone Intel Pentium. Stimuli appeared as black characters on a white background. Responses to stimuli were made by pressing one of two buttons on a custom-made button box.
Procedure. Participants were tested individually. Each participant sat approximately 45 cm in front of the computer screen. Participants were instructed to respond to strings of letters presented on the computer screen by pressing one button if the letters spelled an English word or another button if the letters did not spell a word. They were also told that a string of number signs (i.e., ######) would appear prior to the string of letters. They were not told of the existence of the prime. They were also told to respond to each target as quickly and as accurately as possible.
On each trial, participants saw the string of number signs for 500 ms followed by the presentation of the prime for 50 ms in lowercase letters. The target then appeared in uppercase for either 3 s or until the participant responded. All stimuli were presented in 12-point Arial font.
Participants performed 12 practice trials before beginning the experiment and were given the opportunity both during the practice trials and immediately afterward to ask the experimenter any questions to resolve confusion about what was required.
Results
The analysis of reaction times (RTs) excluded the 6.6% of trials in which participants made errors. Of the remaining 5,382 trials, six trials in which RTs were longer than 1,500 ms (three word trials and three nonword trials) and one word trial in which the RT was less than 250 ms were also excluded from the analysis.
Mean latencies and error rates for word targets from the subject analysis are shown in Table 1 . Data were analyzed using analyses of variance (ANOVAs) based on a 2 ϫ 2 ϫ 4 (Number of Graphemes Changed [1, 2] ϫ Relatedness [related, unrelated] ϫ List [1, 2, 3, 4]) design. Number of graphemes changed and relatedness were both within-subject and within-item factors. List was a between-subject and between-item factor. List was included as a factor in the analysis in order to extract variance due to the method of counterbalancing, following the procedure recommended by Pollatsek and Well (1995) . We conducted separate analyses treating either subjects (F 1 ) or items (F 2 ) as a random factor.
Word latencies. Word errors. The analysis of error rates showed nonsignificant main effects of relatedness, F 1 (1, 44) ϭ 1.86, MSE ϭ 0.0036, p Ͼ .15; F 2 (1, 56) ϭ 1.89, MSE ϭ 0.0046, p Ͼ .15, and number of graphemes changed, F 1 (1, 44) ϭ 0.13, MSE ϭ 0.0017, p Ͼ .50; F 2 (1, 56) ϭ 0.07, MSE ϭ 0.0030, p Ͼ .50. The interaction of these factors was also not significant, although there was a trend toward significance in the items analysis, F 1 (1, 44) ϭ 2.48, MSE ϭ 0.0050, p Ͻ .15; F 2 (1, 56) ϭ 3.31, MSE ϭ 0.0048, p Ͻ .10, due to the fact that there was no priming effect for the two-grapheme target primes and a 2% priming effect (4% errors in the related condition, 6% errors in the unrelated condition) for the onegrapheme target primes.
Nonword targets. The mean correct RT for nonword targets was 584 ms, and the mean error rate was 7.5%.
Discussion
If grapheme units (rather than letter units) drive the word recognition process, primes like amxxnt preserve four out of five units in AMOUNT, while primes like axxunt preserve only three out of five units in AMOUNT (as well as activating a grapheme unit not involved in the encoding of AMOUNT, the unit for "u"). Therefore, one would expect the former primes to be more effective than the latter. In Experiment 1, there was no statistical evidence to support this prediction.
Experiment 2
Although the interaction in Experiment 1 was far from significant, the amxxnt primes produced a numerically larger priming effect than the axxunt primes (in both the error and latency data).
If this difference were real, it would be consistent with the idea that there are representational units for multiletter graphemes that affect the word recognition process. Such small differences, however, could also have been due to the fact that the one-grapheme primes maintained one more consonant than the two-grapheme primes (New et al., 2008) . In Experiment 2, we reexamined the question of grapheme units driving the word recognition process again, with a complete control on the number of consonants in the prime.
In this experiment, priming effects were contrasted for words having multiletter graphemes (one-grapheme targets) with priming effects for matched words without multiletter graphemes (twographeme targets). Both word types were primed by either TL primes (i.e., the two letters in the grapheme or two internal letters in words without multiletter graphemes were transposed, e.g., anhtem-ANTHEM or emlbem-EMBLEM) or RL primes (i.e., the two letters in question were replaced, e.g., ankfem-ANTHEM or emfdem-EMBLEM). As in Experiment 1, the expectation is that disrupting a multiletter grapheme would be less problematic than disrupting two graphemes in the words without multiletter graphemes. Hence, the words containing a multiletter grapheme (onegrapheme targets) should produce larger priming effects. Note also that, as mentioned, the primes and targets in the two target type conditions were matched in terms of the number of consonants maintained in the prime.
Method
Participants.
Participants were 56 undergraduate students from the University of Western Ontario who received either course credit or $10 (CAD) for their participation in a set of (unrelated) experiments. All participants were native speakers of English and had normal or corrected-to-normal vision.
Stimuli and apparatus. The word targets were 96 English words between six and nine letters in length. Forty-eight of the words contained a two-consonant grapheme in the middle and 48 had a two-consonant bigram involving two graphemes. The two word sets were matched on mean frequency (13.3 vs. 14.5 per million, respectively; Kuçera & Francis, 1967) , bigram frequency (2.23 vs. 2.36, respectively), N (1.06 vs. 1.02, respectively; Coltheart, Davelaar, Jonasson, & Besner, 1977) , and length (7.56 vs. 7.58, respectively). They were also matched on the position of the first letter that was to be manipulated (3.50 vs. 3.60, respectively).
For each of these word types, two related primes were created. In one, the two letters of interest were transposed (e.g., anhtem-ANTHEM, emlbem-EMBLEM). In the other, those two letters were replaced by letters not contained in the target word (e.g., ankfem, emfdem). Each set of 48 targets was further divided into four subsets for purposes of counterbalancing. One set was presented with their TL primes, a second with their RL primes, a third with unrelated TL primes, and a fourth with unrelated RL primes. Primes for the last two conditions were selected by re-pairing primes and targets from within a subset with the restriction that the prime and target share no letters.
Ninety-six nonwords were created by changing one letter of a real word having between six and nine letters. Forty-eight contained a two-letter grapheme and 48 contained a bigram involving two graphemes. Primes for the nonwords were created in the same way as they were for the words. Because a given participant saw each target only once, to successfully counterbalance the assignment of targets to conditions, there were four groups of participants (each group containing 14 people). The experiment was run using DMDX experimental software (Forster & Forster, 2003) . Stimuli were presented on a SyncMaster monitor (Model 753DF). Presentation was controlled by an IBMclone Intel Pentium. Stimuli appeared as black characters on a white background. Responses to stimuli were made by pressing one of two Shift keys on the keyboard.
Procedure. The procedure was the same as that in Experiment 1, except that the string of number signs was presented for 550 ms, the primes were presented for 55 ms, and there were only eight practice trials.
Results
Error trials (6.3% of the word trials, 5.0% of the nonword trials) and trials with latencies longer than 1500 ms or less than 250 ms (6.5% of the word trials, 10.6% of the nonword trials) were removed from the latency analyses. For both the word and the nonword analyses, 2 ϫ 2 ϫ 2 ϫ 4 (Prime Type [transposed letter, replacement letter] ϫ Relatedness [related, unrelated] ϫ Target Type [one grapheme, two graphemes] ϫ List) ANOVAs were performed with either subjects (F 1 ) or items (F 2 ) as a random factor. Prime type and relatedness were within-subject and withinitem factors. Target type was a within-subject and between-item factor. List was a between-subject and between-item factor that was again included as a dummy factor in order to remove variance due to the counterbalancing of stimuli across conditions (Pollatsek & Well, 1995) . The mean latencies and error rates from the subject analyses are contained in Table 2 .
Word latencies. The only significant main effects were relatedness, F 1 (1, 52) Nonwords with multiletter graphemes showed a 7-ms negative priming effect whereas nonwords without multiletter graphemes showed a 7-ms positive priming effect. None of the other interactions was significant, ps Ͼ .10.
Nonword errors. As in the latency data, the only main effect that was significant was the main effect of target type, although only in the subject analysis, F 1 (1, 52) ϭ 9.09, MSE ϭ 0.005, p Ͻ .01; F 2 (1, 88) ϭ 1.66, MSE ϭ 0.022, p Ͼ .20. Nonwords containing multiletter graphemes had an error rate 1.9% less than nonwords not containing multiletter graphemes. None of the other effects approached significance, ps Ͼ .25.
Discussion
As in Experiment 1, there is little in these data supporting the idea that grapheme units are important in the word recognition process. That is, it did not seem to matter whether the multiletter grapheme were transposed or replaced: The resulting prime produced virtually the same amount of priming as the same manipulation done to two adjacent letters that represented separate graphemes. Note. Values in parentheses are mean error percentages.
As in Experiment 1, although there was no statistical evidence to support the idea that the priming patterns differed in the oneand two-grapheme conditions, the data pattern in Experiment 2 was not completely inconsistent with that possibility. That is, the priming effects were slightly larger for the multiletter grapheme words than for the other words in both the TL (6 ms) and RL (3 ms) conditions. Thus, the question again emerged whether these effects might be real, albeit small. In Experiment 3, we attempted to increase the potential for observing the effects we sought. Experiments 1 and 2 were done in English. English has a fairly deep orthography and one could argue that the nature of the representational units for English readers is not likely to be strongly shaped by phonology. By contrast, Spanish has a fairly shallow orthography. Hence, it seemed reasonable that the nature of the orthographic representations would be more strongly shaped by phonology in Spanish and, therefore, one might be able to find effects of the sort being examined here in experiments using Spanish words.
4
As it turns out, there are only a few multiletter graphemes in Spanish. Leaving aside the graphemes "rr" and "ll" (which contain repeated letters), in Spanish there are only two multiletter graphemes: CH and QU. The focus of Experiments 3 and 4 was the Spanish grapheme CH, which is pronounced as the phoneme /J/.
In both of these experiments, the manipulation was similar to that in Experiment 2. There were TL and RL manipulations involving both words with a CH grapheme (one-grapheme targets) and matched words without a multiletter grapheme (two-grapheme targets). The main difference between the manipulation in Experiment 3 and that in Experiment 2 was that no unrelated control conditions were used. Thus, the specific prediction differed slightly as well. As noted previously, both removing and transposing the letters in a multiletter grapheme should be less damaging than similar manipulations done to two adjacent letters that create two graphemes. Therefore, one would expect shorter latencies in both the TL and RL prime conditions for words containing a multiletter grapheme than for words that do not.
5
Following from the argument presented in footnote 3, the contrast between the two related prime conditions (i.e., the RLϪTL difference) as a function of target type may also be of interest. In the TL prime conditions, all the target's graphemes are maintained in the primes for two-grapheme stimuli (serceto for SECRETO) but not in the primes for the one-grapheme stimuli (mehcero for MECHERO). Such is not the case in the RL prime condition (i.e., senseto and mebvero). Therefore, one could construct an argument that the two-grapheme condition targets might have an advantage over the one-grapheme targets when using TL, but not RL, primes. If this argument were valid, one would expect a larger TLϪRL difference for two-grapheme targets than for one-grapheme targets.
Method
Participants.
Participants were 28 undergraduate students from the Universitat de València. All participants were native speakers of Spanish. All had normal or corrected-to-normal vision.
Materials. The word targets were 128 Spanish words that were six to 10 letters in length (M ϭ 7.7). Sixty-four of these words (the one-grapheme targets) had the grapheme CH in an internal position of the word (second or third syllable, e.g., MECHERO-the Spanish word for lighter). The other 64 words (two-grapheme targets) had two adjacent consonants in internal positions of the word and those consonants formed two graphemes (e.g., SECRETO-the Spanish word for secret). Word frequency was controlled across one-grapheme and two-grapheme target words (mean frequency per one million ϭ 4.6 and 4.9 for onegrapheme and two-grapheme target words, respectively, in the Spanish database; Davis & Perea, 2005) . The targets were presented in uppercase and were preceded by primes in lowercase that were (a) the same as the target, except for a transposition of either the two grapheme constituents or the two adjacent consonants (mehcero-MECHERO or serceto-SECRETO, the TL condition) or (b) the same as the target, except for the replacement of the two letters of interest by two consonants with the same word shape (mebvero-MECHERO or sensato-SECRETO, the RL condition). The primes were always nonwords. Bigram frequencies for the TL and RL primes were matched (M ϭ 1.8 and 1.8, respectively, p Ͼ .50). An additional set of 128 nonwords was selected because the task was lexical decision (64 containing a CH and 64 not containing a CH or any other multiletter grapheme). The manipulation for the nonword targets was the same as that for the word targets.
Two lists of materials were constructed so that each target appeared once in each list. In one list, half the targets were primed by TL primes and half were primed by RL primes. In the other list, targets were assigned to the opposite prime conditions. Half of the participants were presented with each list.
Procedure. The procedure was the same as that for Experiment 1.
Results
Incorrect responses (5.6% for word targets and 9.6% for nonword targets) and latencies less than 250 ms or greater than 1,500 ms (3.1%) were excluded from the latency analysis. The mean latencies for correct responses and the error percentages are presented in Table 3 . Subject and item ANOVAs based on both subject and item correct response latencies and error rates were conducted, based on a 2 ϫ 2 ϫ 2 (Target Type [one grapheme, two graphemes] ϫ Prime Type [transposed letter, replacement letter] ϫ List) design. Prime type was a within-subject and withinitem factor. Target type was a within-subject and between-item factor. List was a between-subject and between-item factor. The mean latencies and error rates from the subject analyses are contained in Table 3 .
Word latencies and errors. Words preceded by a TL prime were responded to 13 ms faster than the targets preceded by an RL prime, F 1 (1, 26) ϭ 6.16, MSE ϭ 740.3, p Ͻ .025; F 2 (1, 124) ϭ 5.08, MSE ϭ 1506.8, p Ͻ .025. This TL prime advantage was similar for one-grapheme and two-nongrapheme targets, as indicated by the lack of an interaction between prime type and target type, ps Ͼ .15. More importantly, there was no significant effect of target type, ps Ͼ .15. The ANOVA on the error data did not reveal any significant effects, ps Ͼ .15.
Nonword latencies and errors.
None of the effects approached significance in the ANOVAs on the nonword data, ps Ͼ .15.
Discussion
The results of Experiment 3 (in Spanish) supported the main finding and conclusion of Experiment 2 (in English). Neither RL nor TL primes conveyed any advantage on words with a multiletter grapheme over words without a multiletter grapheme. Note also that the TLϪRL difference did not vary as a function of whether the letters involved form a multiletter grapheme. These results provide additional support for the idea that adjacent letters forming a single grapheme are processed no differently than adjacent letters that involve two graphemes.
Experiment 4
In Experiments 2 and 3, both the TL and RL manipulations were designed in a way that maintained the integrity of the multiletter grapheme (as was in the one-grapheme condition in Experiment 1). That is, the two letters making up the multiletter grapheme either were removed together or both were maintained with their order reversed. The expectation was that doing so would produce a prime that would be superior to the prime in the two-grapheme condition because the primes in the two-grapheme conditions in all experiments disturbed two graphemes. As noted, none of these manipulations produced the expected result (i.e., the primes were equally effective in the one-and two-grapheme conditions). In Experiment 4, a different approach was taken. In this experiment, the main manipulation was designed to produce primes that would be less effective for the one-grapheme words than for the twographeme words.
In Experiment 4, there were two separate manipulations. In the first and more central manipulation, there were again TL and RL primes, however, the transposition involved the second letter of the grapheme and the next letter in the word (e.g., mecehro-MECHERO or menedro-MECHERO) in the one-grapheme words. As in Experiment 3, the impact of these primes was compared to the impact of similar manipulations for two-grapheme words, that is, words not having a multiletter grapheme (e.g., secerto-SECRETO or senesto-SECRETO). Because the two-grapheme words, as in Experiments 2 and 3, involved the transposition or replacement of two graphemes, the pattern they should produce in Experiment 4 should be comparable to the patterns they produced in Experiments 2 and 3 (i.e., a TL prime advantage). In contrast, for the one-grapheme words, there should be a clear difference between these manipulations and the TL and RL manipulations in previous experiments (manipulations that were, as noted, intended to maintain the integrity of the multiletter grapheme). Specifically, in Experiment 4, both TL and RL primes not only eliminated the two-letter grapheme sequence, but they also added 2 incorrect graphemes (i.e., in mecehro, the "c" and the "h," in menedro, the "n" and the "d"). The expectation, therefore, was that the TL and RL primes would not differ in effectiveness and they would be less effective than in the prior experiments. That is, unlike in Experiments 2 and 3, they should now be less effective than the RL and TL primes in the two-grapheme condition, yielding a target type main effect.
In addition, in Experiment 4, we included two new conditions, one in which the prime was the same as the target except for the deletion of the second constituent of the grapheme (mecero-MECHERO, DL condition), and one in which the two-letter grapheme was replaced by a single letter (menero-MECHERO, substituted-letter [SL] condition). There were also parallel conditions involving words not containing multiletter graphemes (e.g., seceto-SECRETO or seneto-SECRETO). These conditions were included to address a potential alternative account of the results in the other conditions. That is, if the TL condition described above did not produce longer latencies for one-grapheme targets, one possible reason would be that the letter from the grapheme that remained in position (e.g., "c" in mecehro-MECHERO) may have some ability to partially activate the relevant multiletter grapheme representational unit. If so, because that first letter was also contained in the DL condition with the one-grapheme words (i.e., mecero-MECHERO), one would expect DL primes to be effective primes for those words, leading to a larger DLϪSL difference for words having multiletter graphemes.
Method
Participants.
Participants were 44 undergraduate students from the Universitat de València. All had normal or corrected-tonormal vision and were native speakers of Spanish.
Materials. The word and nonword targets were the same as used in Experiment 3. The targets were presented in uppercase and were preceded by primes in lowercase that were the same as the target (a) except for a transposition of the second letter of the grapheme and the following letter (mecehro-MECHERO, TL con- 
Results
Incorrect responses (5.9% for word targets and 8.8% for nonword targets) and latencies less than 250 ms or greater than 1,500 ms (1.6% for word targets) were excluded from the latency analysis. In one analysis, ANOVAs involving both subject and item response latencies and error rates were conducted based on a 2 ϫ 2 ϫ 4 (Target Type [one-grapheme, two-grapheme] ϫ Prime Type [transposition, replacement] ϫ List) design. In a second analysis, ANOVAs involving both subject and item response latencies and error rates were conducted based on a 2 ϫ 2 ϫ 4 (Target Type [one-grapheme, two-grapheme] ϫ Prime Type [deletion, substitution] ϫ List) design. In both analyses, prime type was a withinsubject and within-item factor, target type was a within-subject and between-item factor, and list was a between-subject and betweenitem factor. The mean latencies and error rates from the subject analyses are presented in Table 4 .
TL Versus RL Effects
Word latencies and errors. Words preceded by TL primes were responded to 17 ms faster than words preceded by RL primes, F 1 (1, 40) ϭ 13.19, MSE ϭ 933.9, p Ͻ .001; F 2 (1, 120) ϭ 10.21, MSE ϭ 2155.1, p Ͻ .005. In addition, words without multiletter graphemes were responded to 15 ms slower than words with a CH grapheme in the analysis by subjects , F 1 (1, 40) 
DL Versus SL Effects
Word latencies and errors. The ANOVA on the latency data showed an effect of target type in the subject analysis, F 1 (1, 40) ϭ 16.42, MSE ϭ 939.4, p Ͻ .001; F 2 Ͻ 1: words without a multiletter grapheme were responded to 19 ms slower than words with a CH grapheme. No other effects were significant in either the latency or the error ANOVAs, ps Ͼ .15.
Nonword latencies and errors. There were no significant effects in the nonword analyses, ps Ͼ .15.
Discussion
The results of Experiment 4 showed that the TLϪRL contrast was remarkably similar in size when the prime manipulation involved splitting a multiletter grapheme (CH) versus when the prime manipulation involved splitting two letters that did not form a grapheme (e.g., CR). With respect to the main prediction, that the primes would be more effective for two-grapheme targets than for one-grapheme targets, the data showed exactly the opposite pattern. In addition, the DLϪSL contrast also showed no effect for the CH targets. This final result provided no support for the idea that the first letter in a multiletter grapheme may be able to partially activate a sublexical representational unit for that grapheme. Taken together (and along with the results of the previous experiments), the results of Experiment 4 supported the conclusion that units for (multiletter) graphemes have no special status and, therefore, those units are not the perceptual units driving the word recognition process.
General Discussion
The main goal of these experiments was to investigate the idea that representational units for (multiletter) graphemes drive the word recognition process. To that end, a number of priming conditions were created involving primes that disturbed the two letters in a multiletter grapheme as well as two adjacent letters Note. Values in parentheses are mean error percentages. CH ϭ target containing a CH grapheme; TL ϭ transposed-letter condition; RL ϭ replacementletter condition; TL effect ϭ difference between RL and TL conditions; DL ϭ deleted-letter condition; SL ϭ substituted-letter condition; DL effect ϭ difference between DL and SL conditions. either in the same words or in words not containing a multiletter grapheme. In Experiments 1, 2, and 3, more priming was expected when the letters in multiletter graphemes were disturbed, whereas in the TL and RL prime conditions in Experiment 4, it was expected that the primes would be less potent when using targets containing multiletter graphemes. In virtually all of the experiments, however, the effects were essentially the same when the constituents of a multiletter grapheme were disturbed as when two letters that did not form a multiletter grapheme were disturbed. Further, results in Experiment 4 showed that: (a) there was still an TL prime advantage when the second letter in a multiletter grapheme was transposed with the subsequent letter despite the fact that the TL and RL manipulations should have been equally destructive to the multiletter grapheme and (b) a prime containing the first letter of a multiletter grapheme (the DL condition) did not produce significantly shorter latencies than a prime containing a letter that was not a constituent of the multiletter grapheme (the SL condition), suggesting that single letters do not have the ability to activate multiletter grapheme units. The present findings are, therefore, entirely consistent with the argument that multiletter graphemes are not represented as units in the visual word recognition system at a level of processing relevant to initial visual word identification. As noted previously, readers do recognize that the pronunciation of a multiletter grapheme is not the concatenation of the pronunciations of its constituent letters, which means that there must be representational units for the phonemes of multiletter graphemes somewhere in the system. The phonological computation leading to activation of these phonemes may, of course, be directly linked to early orthographic activation processes, however, that fact does not imply that those units play any role in the normal word recognition process.
So, what are the sublexical units that drive the word recognition process? The most obvious answer, and the one consistent with most current models of word recognition, is that they are letter units. However, the present data cannot be regarded as providing incontrovertible proof of this specific conclusion. That is, for example, the present results are not at all incompatible with the proposal, incorporated in open-bigram models (e.g., Dehaene et al., 2005; Grainger & van Heuven, 2003; Grainger et al., 2006; Schoonbaert & Grainger, 2004; Whitney, 2001 Whitney, , 2004 , that word units are activated by bigram units. In fact, models of this sort would be very consistent with the present findings because, by their nature, they make no distinction between the bigrams forming a grapheme and all other bigrams. Similarly, the present data would not necessarily rule out accounts based on larger sublexical units like vocalic center groups (Smith & Spoehr, 1974; Spoehr & Smith, 1975) , basic orthographic syllable structures (Taft, 1979) , or rimes (Treiman et al., 1995) , because the present experiments were not specifically designed to test these alternatives.
The present results also point to the conclusion that the prior results, supporting the existence of representational units for multiletter graphemes, were more likely effects of phonology. Indeed, many of those experiments involved processes far removed from the lexical-activation process involved in normal reading, for example, the spelling experiments of Rapp and colleagues (e.g., Buchwald & Rapp, 2004; Tainturier & Rapp, 2004) and the luminance incrementing experiment of Rey et al. (1998) . Others expressly required the activation of phonological information because the task was a naming task (Rastle & Coltheart, 1998; Rey et al., 1998; Rey & Schiller, 2005) . The two exceptions are the letter detection task used by Marinus and de Jong (2011) and Rey et al. (2000) , and the mixed-case lexical-decision task used by Havelka and Frankish (2010) . Performance in both tasks likely involves the lexical-activation processes involved in reading, and in neither task is use of phonology required.
What is true about both tasks, however, is that performance would certainly be aided by use of phonology. In a letter detection task, when presented with the letter H as a target, it would be quite useful to simultaneously search the visual stimulus for that letter and the phonological code generated by that stimulus for the phoneme /h/. When that letter is in a multiletter grapheme like CH, only one of those searches would be successful, slowing down detection latency as compared to the case when both the letter H and the grapheme /h/ exist in the word (e.g., OVERHANG). The only result inconsistent with this analysis is Rey et al.'s Experiment 2 result, which, as noted, could not be replicated by Brand et al. (2007) .
In the mixed case lexical-decision task used by Havelka and Frankish (2010) , phonological codes may also play an important role in a participant's processing strategy. Stimuli like cOaSt do not have a familiar visual form and, as Mayall et al. (1997) have noted, they can lead to some rather unusual grouping processes causing the normal sublexical processes to unfold somewhat slowly, if at all. If a phonological code could be derived and compared to lexical representations in a phonological lexicon, some of the delay caused by the unfamiliar visual representation could be overcome. If this is what is done, it would seem like it would be easier to group the two letters of a grapheme together to derive that phonological code if they are the same case (e.g., "OA") rather than if they are different cases (e.g., "Oa"), producing the same case advantage that Havelka and Frankish reported.
Findings of No Difference
One aspect of the present data that should be mentioned is that, in virtually all cases, the results showed equivalent effects in two key conditions. That is, there were equivalent priming effects in Experiment 1, there were equivalent priming effects for the two word types in both the RL and TL conditions in Experiment 2, and there were essentially equivalent latencies and TL advantages for the two word types in Experiments 3 and 4. Such a situation is far from ideal. It would have been better to have been able to base our conclusions on a set of findings showing significant differences between conditions. Therefore, one may be tempted to feel that the support for our conclusion provided by the present results is weaker than one would want. To a large degree, however, these concerns are mitigated by a number of considerations.
First, in Experiments 1 and 2 and, to some extent, in Experiments 3 and 4, the observed equivalency was not between two mean latencies but between the sizes of two effects with the effects themselves (as well as the TLϪRL difference in Experiment 2) being highly significant. Therefore, our analyses did not seem to lack any power. Second, while a number of factors could cause a single difference not to be significant, the lack of a difference across a set of four experiments, carried out in three different labs using two languages, should rule out a simple explanation of this sort. Both of these facts speak to what Frick (1995) referred to as "the good effort" criterion that needs to be satisfied before one accepts a null hypothesis. Third, the issue in question was whether there was any role for units representing multiletter graphemes in the word recognition process. Our conclusion is that there is not. Something's lack of an impact can only be demonstrated by showing that the system does not operate in the fashion expected if that something did have an impact. Therefore, a demonstration that something does not have an impact, by definition, would require a set of findings like those reported here. As Rouder, Speckman, Sun, Morey, and Iverson (2009) have argued, identifying invariance is critical for theoretical advancement (see Rouder et al., 2009 , for a number of examples in psychology and other sciences).
The final consideration is statistical. Because the standard way of analyzing data in psychology (i.e., null hypothesis significance testing) can lead to a situation like that produced here, diminishing the ability of researchers to make strong conclusions when the null hypothesis appears to be true, new statistical methods have been developed, methods based on Bayesian analysis (e.g., see Gallistel, 2009; Masson, 2011; Rouder et al., 2009; Wagenmakers, 2007; Wagenmakers, Ratcliff, Gómez, & Iverson, 2004) . One method employs parametric bootstrapping simulations (Wagenmakers et al., 2004) , in which simulated data are generated on the basis of two hypotheses (the null hypothesis and the alternative hypothesis) and a likelihood ratio of the two scenarios is obtained (e.g., see Perea, Gómez, & Fraga, 2010) . A simpler alternative, which does not require complex methods (and is the one we adopted), is to compute the probability of the null hypothesis being true, given the data obtained, p(H 0 |D) (Wagenmakers, 2007; see Masson, 2011 , for examples of how to compute this index). Positive evidence that the null hypothesis is true is obtained when this probability value exceeds .75. Strong evidence is obtained with probability values above .90 (Raftery, 1995; see also Masson, 2011) .
The p(H 0 |D) values obtained in the present experiments for the subject and the item analyses were .86 and .88 in Experiment 1 and .87 and .91 in Experiment 2, respectively, for the relevant interaction (Number of Graphemes Changed ϫ Relatedness in Experiment 1, Target Type ϫ Relatedness in Experiment 2). In Experiment 3, the p(H 0 |D) values for the relevant main effect (target type) were .84 and .91. The values for the target type main effect in Experiment 4 were .04 and .84, with the value in the subject analysis implying that the null hypothesis is wrong. As noted, however, with respect to the issues under investigation, the main effect in Experiment 4 went in the wrong direction (i.e., multiletter grapheme words had shorter latencies than words without a multiletter grapheme). This analysis, therefore, provides additional support for the conclusion that multiletter graphemes are not represented as units in the reading system at a level of processing relevant to initial visual word idenfication.
6
Simulations
The evidence from all four experiments reported here indicates that priming effects are equivalent for primes in which a multiletter grapheme has been disturbed and primes in which the disturbed letter pair creates two graphemes. To this point, we assumed that this evidence would be consistent with letter-based models of visual word identification. To examine this assumption further, we conducted simulations of the present data. For this purpose, we used the spatial coding model, which has been shown to accommodate a very broad range of masked form priming data (Davis, 2010) . The model's default vocabulary contains 30,605 English words, and thus we used the model to simulate the results from Experiment 1 and 2 (i.e., the English-language experiments that we reported here). The testing procedure and parameters were identical to those in Davis (2010) , except that the mismatch inhibition parameter was set to zero (a setting of .04, as in Davis, 2010 , would have resulted in an identical pattern of predictions, but smaller predicted priming effects overall). Both simulations produced a good fit to the observed data. Figure 2 shows the correspondence between the data and the model predictions for Experiment 1. The predicted priming effects for one-and two-grapheme conditions were 17.0 and 18.4 cycles, respectively, compared with observed priming effects of 17 and 20 ms (the parameter settings used by Davis, 2010 , were scaled so that priming effects in cycles could be compared directly with the effects observed in milliseconds). The interaction of prime type and number of graphemes changed was not significant in the simulation data (p ϭ .18). Figure 3 shows the correspondence between the data and the model predictions for Experiment 2. The absolute magnitude of the priming effects was slightly smaller in the simulation than in the data, but the pattern of priming effects across conditions was identical in model and data (r ϭ .999).
The results of these simulations confirm our expectation that the observed experimental data are consistent with letter-based models of visual word recognition. These simulations do not, of course, demonstrate that Davis's (2010) model is the only model that can account for these data or even that it provides the optimal account. Open-bigram models may also do a good job. In fact, even models incorporating grapheme units could be made to account for the present data if system parameters were selected judiciously (i.e., if the weightings were set so that the impact of those units was quite small). Therefore, what the simulations provide is really an existence proof for the viability of a model based completely on the assumption that the only sublexical units required for modeling word recognition are letter units.
Vowels and Consonants
As previously noted, the multiletter grapheme words in Experiment 1 were the only stimuli used here that involved multivowel graphemes. The reason, as discussed, is that Experiments 2Ϫ4 all involved transpositions of letters, and primes involving vowel transpositions are no more effective primes than replacement letter primes (i.e., they show no TL priming advantage; Lupker, Perea, & Davis, 2008; Perea & Lupker, 2003 , 2004 . This fact is true even when the transposed letters are not adjacent and, thus, do not form a grapheme (e.g., caniso-CASINO vs. cisano-CASINO). Therefore, this lack of a TL priming advantage for vowel transpositions cannot be due to the fact that those transpositions break up graphemes. In any case, the implication is that the conclusions reached here are much better supported when considering multiconsonant graphemes than when considering multivowel graphemes.
As noted, at least some of the research discussed earlier specifically investigated multivowel graphemes, for example, Marinus and de Jong (2011) . In their experiments, as in the experiments of Rey et al. (Rey et al., 1998 (Rey et al., , 2000 , Marinus and de Jong demonstrated that there is greater difficulty finding a letter when it is part of a multiletter grapheme than when it is not. This type of finding can be explained in terms of a parallel phonologically based search. What is interesting, however, is that Marinus and de Jong found the same effects with dyslexic individuals, readers who are poor at generating phonology and, hence, presumably less likely to use such a phonologically based search strategy. Therefore, whether the present conclusions can be fully extended to multivowel graphemes is a question that would benefit from further research.
Conclusion
The masked priming experiments we report in this article provided multiple opportunities to detect evidence of the influence of multiletter graphemes. None of these experiments detected any evidence for such an influence. As such, it appears that SOLAR, SERIOL, Open Bigram, Overlap, and other similar letter-input models are able to capture the pattern of "prime-target" similarity reported in the present research. Thus, our data provide good evidence that multiletter graphemes are not represented as basic perceptual units in reading, a conclusion that is compatible with many of the letter-coding schemes in recent models of visual word recognition. 
Stimuli for all Four Experiments
