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A UNIVERSALITY RESULT FOR SUBCRITICAL COMPLEX
GAUSSIAN MULTIPLICATIVE CHAOS
HUBERT LACOIN
Abstract. In the present paper, we show that (under some minor technical assumption)
Complex Gaussian Multiplicative Chaos defined as the complex exponential of a log-
correlated Gaussian field can be obtained by taking the limit of the exponential of the
field convoluted with a smoothing Kernel. We consider two types of chaos: eγX for a log
correlated field X and γ “ α` iβ, α, β P R and eαX`iβY for X and Y two independent
fields with α, β P R. Our result is valid in the range
Osub :“ tα2 ` β2 ă du Y t|α| P p
a
d{2,
?
2dq and |β| ă
?
2d´ |α|u,
which, up to boundary, is conjectured to be optimal.
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1. Introduction
1.1. Real Gaussian Multiplicative Chaos and the question of universality. The
theory of Gaussian multiplicative chaos (GMC) developped by Kahane [15] was developped
with the objective of giving a rigourous meaning to random measures of the type
eγXpxq´
γ2
2
ErpXpxqq2sνpdxq (1.1)
where X is a log-correlated Gaussian field, that is, a Gaussian field with a covariance
function of the form
Kpx, yq “ log 1|x´ y| ` Lpx, yq (1.2)
where L is continuous function and νpdxq is a finite measure, both defined in a bounded
measurable set D Ă Rd, and γ is a positive real number. For the sake of simplicity, we
assume in our discussion that ν is absolutely continuous with respect to Lebesgue and with
bounded density (νpdxq “ ρpxqdx where ρ is a positive bounded function and dx denotes
Lebesgue measure). Motivations to define a random distribution corresponding to (1.1)
are numerous and come from various fields such as fluid mechanics (study of turbulence),
quantitative finance and mathematical physics (Conformal Field Theory), we refer to [21]
for a detailed account of applications.
Let us quickly expose the reasons why giving a meaning to (1.1) poses a mathematical
challenge. As the kernel K diverges on the diagonal, the field X can be defined only as a
random distribution (see Section 2.1 below): the quantity Xpxq is not well defined, and
one can only make sense of X integrated along suitable test functions. To give a meaning
to (1.1), a possibility (and this is the original idea of Kahane’s construction in [15]) is
to consider a sequence pXnpxqqxPD of functional approximations converging to X and to
consider the limit
lim
nÑ8 e
γXnpxq´ γ
2
2
ErpXnpxqq2sνpdxq, (1.3)
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as the definition of GMC.
In [15] this approximation approach is sucessfully applied with the additional assump-
tion that K can be written in the form Kpx, yq “ ř8k“1Qkpx, yq where Qk is a sequence of
bounded definite positive function satisfying Qkpx, yq ě 0 for every x, y. This assumptions
allows in particular to approximate X by a martingale sequence, by definingXn “
řn
k“1 Yk
where Yk is a sequence of independent fields, each of covariance Qkpx, yq. Under this as-
sumption, it is shown in [15] that the limit (1.3) exists forall γ ě 0, is non trivial when
γ P p0,?2dq (this range of parameter has been refered since as the subcritical phase of the
GMC) and is equal to 0 when γ ě ?2d. The result of Kahane yields a couple of natural
questions:
(A) Is the limit obtained a function of X or does it depend on the extra information
which is present in the sequence pXnqně1?
(B) Would one obtain the same limit for some other kind of approximation of X (e.g.
considering convolution of X by a smooth kernel)?
A positive answer to both question is necessary to establish without a doubt that the
construction in [15] as the natural definition of (1.1).
Let us focus on pBq which is the question of universality and has been the object of
studies through several decades (an extensive account on this is given in [4]). A statement
concerning universality in law was proved in [22]. More precisely, it was shown that if one
approximates X with convolution by a smooth kernel, then the sequence (1.1) converges
in law and that the law of the limiting object is independent of the convolution kernel.
More recent works [4, 24] (see also [10]) gave a full answer to the universality question.
In [24] an axiomatic definition of Gaussian Multiplicative Chaos which allows to uniquely
define (1.1) without the need of approximation is given (in a setup which is much more
general than the one considered here), and it is furthermore shown that for any reasonable
notion of approximating sequence Xn (1.3) converges in probability to the object given by
this axiomatic definition. In [4], it is established via elementary computations that every
convolution approximatation of the field yields the same limit in probability (and that this
limit is identical to the one from the martingale approximation by Kahane).
Note that this positive answer to pBq also entails that the Gaussian multiplicative chaos
is indeed only a function of X, thus providing an answer to pAq.
1.2. Complex Gaussian Multiplicative Chaos. More recently, Gaussian Multiplica-
tive Chaos has been considered in a complex setup, the idea being to give a rigourous
meaning to eγXpxq´
γ2
2
ErpXpxqq2sνpdxq for complex values of γ [1, 3, 13] (see also [2, 7, 8, 9]
where hierarchical versions of the model are considered). A variant of this problem con-
sidered in [16] is to consider two independent log-correlated Gaussian fields X and Y and
consider the measure
eαXpxq`iβY pxq´
γ2
2
ErpXpxqq2s`β2
2
ErpY pxqq2sνpdxq. (1.4)
Complex Gausian multiplicative chaos found applications in random Geometry [20], in
the study of log-gases [17], and connections with the Ising model [12], the Riemann Zeta
function and randommatrices [23]. We refer to the references mentionned above for further
details and motivation.
The main objective of this work is to establish a result similar to the one of [4] for
complex Gaussian multiplicative chaos. In the case of complex γ it has been shown in [13]
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under some regularity assumption for L in (1.2) (more details are given below) that the real
Gaussian multiplicative chaos admits an analytic continuation in an open domain which
includes the real segment p´?2d,?2dq. The domain is explicit (given by (2.13) see also
Figure 1) and is optimal, in the sense that there are very strong heurisitc evidences that
convergence to a non trival limit cannot hold outside of the closure of this open set. What
we establish in the present paper is that under the same assumption, the approximation
obtained by a convolution the field with a smooth kernel converges to this universal object.
Concerning the case of independent real and imaginary part (1.4), the existence of the
measure has been proved for some martingale approximation under some restriction on
the kernel K (existence of an integral decomposition). In the present work, we prove
convergence of the approximation by convolution with no additional assumption on K
besides the fact that it is log-correlated.
Before introducing our results in more details, we provide a short and comprehensive
technical introduction to GMC in the real and complex case.
2. Setup and results
2.1. Log-correlated fields and their regular convolutions. Given an open set D Ă
R
d. Consider K a positive definite Kernel defined on D2 of the form
Kpx, yq “ log 1|x´ y| ` Lpx, yq (2.1)
where L is continuous function on D. By positive definite, we mean thatż
D2
Kpx, yqfpxqfpyqdxdy ě 0 (2.2)
for every continuous f with compact support. Using the same formalism as in [4], we
define the field X with covariance function K as a random process indexed by a set of
signed measure. We define M`K to be the set of positive borel measures on D such thatż
D2
|Kpx, yq|µpdxqµpdyq ă 8 (2.3)
and let MK be the space of signed measure spanned by M
`
K
MK :“
 
µ` ´ µ´ : µ`, µ´ PM`K
(
. (2.4)
We define pK as the following quadratic form on MKpKpµ, µ1q “ ż
D2
Kpx, yqµpdxqµ1pdyq. (2.5)
The assumption (2.2) ensures that pK is positive and definite. Finally letX “ pxX,µyqµPMK
be the centered Gaussian process indexed by MK with covariance function given by pK.
Note that from (2.1), MK contains all compactly supported continuous functions (with
some abuse of notation we identify the measure mpxqdx with function mpxq). We use the
improper notation ż
D
Xpxqmpxqdx :“ xX,my (2.6)
We want to consider now an approximation of X obtained by convolution with a smooth
Kernel. Consider θ a non-negative C8 function whose compact support is included in
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the Euclidean ball of radius one, and such that
ş
Bp0,1q θdx “ 1. We define for ε ą 0,
θε :“ 1εd θpε´1¨q
Given D Ă D measurable with compact closure D and ε ă ε0 where
ε0pD,Dq :“ 1^ min
xPD,yRD
|x´ y| (2.7)
we define the convoluted version of X by setting
Xεpxq :“
ż
D
Xpyqθεpx´ yqdy. (2.8)
With this definition on can check that Xεpxq is a centered Gaussian field indexed by
p0, ε0q ˆD with covariance function
Kε,ε1px, yq :“ ErXεpxqXε1pyqs “
ż
pRdq2
θεpx´ z1qθε1py ´ z2qKpz1, z2qdz1dz2. (2.9)
We simply write Kε when ε “ ε1, and Kεpxq when x “ y. Finally Kε,ε1px, yq is sufficiently
regular (that is, both Ho¨lder continuous in x and ε) to apply Kolmogorov criterion (see
e.g. [18, Theorem 2.9]). Thus, in particular, there exists a version of the field which is
jointly continuous in ε and x. In what follows we will always be considering this continuous
version of the field.
2.2. Gaussian multiplicative chaos in the complex case. Given K satisfying (2.1),
X a Gaussian field with covariance K, D Ă D measurable with compact closure, and
pXεpxqq a continuous version in ε and x of the mollified field and µ a finite Borel measure
on D. We define for ε ă ε0 (recall that with our notation Kεpxq “ E
“pXεpxqq2‰) we define
the ε-mollified the Gaussian Multiplicative chaos associated with X and reference measure
ν and with parameter γ “ α` iβ P C by
M pγqε “
ż
D
eγXεpxq´
γ2
2
Kεpxqνpdxq. (2.10)
A variant of this problem with independent real and imaginary parts of the field in the
exponential can also be considered. Given α and β two real numbers, X and Y two
independent fields with covariance K we set
M pα,βqε :“
ż
D
eαXεpxq`iβYεpxq`
β2´α2
2
Kεpxqνpdxq. (2.11)
We are interested in the limit when ε tends to zero of the quantities defined above. More
specifically we want to show that, within some range for the parameters α and β, Mε
converges to a non-trivial limit which does not depend on the convolution kernel θ. As
mentionned in the introduction above such a result has been proved in the real case (when
β “ 0 since γ “ α simply write M pαqε ). Let us mention this result as found in [4]. For the
rest of the paper we will assume that νpdxq “ ρpxqdx where ρ is a non-negative measurable
function on D (note that [4] allows for some flexibility on the choice of the measure νpdxq
but we have chosen to keep the setup as simple as possible here).
Theorem A. Let α P p´?2d,?2dq be a real number. Then for M pαqε defined as in (2.10)
we have the following convergence in probability and in L1
lim
εÑ0
M pαqε “M pαq0 . (2.12)
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where M
pαq
0 ą 0 almost surely. Furthermore the limit does not depend on the choice of of
the smoothing kernel θ.
Note that the range of parameter α considered above is optimal since it is known that
when |α| ě ?2d we have limεÑ0M pαqε “ 0, in probability (see e.g. [22]).
In the complex setup presented above, we are focusing on the so-called subcritical case
which corresponds to the following range for the parameter α and β
Osub :“ tα2 ` β2 ă du Y t|α| P p
a
d{2,
?
2dq and |β| ă
?
2d´ |α|u. (2.13)
In words, Osub is the convex envelope of the union of the ball of radius
?
d and the segment
p´?2d,?2dqˆt0u (see Figure 1). Our aim is to extend Theorem A to the complex setup,
in the subcritical case.
PSfrag replacements
?
d
?
2d
β
α
Figure 1. The domain Osub. The green (dark) region α
2 ` β2 ă d corresponds to
the L2 region for which the proof of convergence is relatively straighforward (see Section
3). The yellow (lighter) region corresponds to the zone where a more advanced proof is
required (and presented in Sections 4 and 5)
Let us mention that when pα, βq P Osub (and under some additional assumption on the
Kernel K) the existence of a random distribution corresponding the formal expressions
eαXpxq`iβY pxq`
β2´α2
2
ErpXpxqq2sνpdxq and eγXpxq´ γ
2
2
ErpXpxqq2sνpdxq (2.14)
was established in in [16] and [13] respectively. In both cases, the construction relies on
a martingale approximation of the field X similar to Kahane’s construction. What we
establish in the present paper is that any convolution approximation of the field yields the
same object in the limit.
2.3. Results. Our first result concerns the case where real and imaginary part are inde-
pendent.
Theorem 2.1. If pα, βq P Osub and M pα,βqε is defined as in (2.11), then the following limit
exists in probability and in L1
6 HUBERT LACOIN
lim
εÑ0
M pα,βqε “M pα,βq0 . (2.15)
Furthermore the limit does not depend on the choice of of the smoothing Kernel θ.
Note that the convergence in L1 implies that
E
”
M
pα,βq
0
ı
“ lim
εÑ0
E
”
M pα,βqε
ı
“
ż
D
ρpxqdx, (2.16)
which indicates that the limit is non trivial.
In the case of a single complex parameter γ, we require and extra regularity assumption
on K (which comes from [13]) More specifically we are going to assume that K can be
written in the form (2.1) where the function L belong to the local Sobolev spaceHslocpDˆDq
for some s ą d, where for an open set U the Sobolev space with index s is defined by
HspUq :“
"
ϕ : U Ñ R ˇˇ ż p1` |ξ|2qd pϕpξq2dξ ă 8* (2.17)
and HslocpUq denotes the function which belongs to HspUq after multiplication by an
arbitrary smooth function with compact support
Hsloc :“ tϕ : U Ñ R : ρϕ P HspUq for all ρ P C8c pUqu . (2.18)
Theorem 2.2. Assuming that K is of the form (2.1) for a function L P Hsloc, s ą d. If
pα, βq P Osub, γ “ α` iβ and M pγqε is defined as in (2.10), then the following limit exists
in probability and in L1
lim
εÑ0
M pγqε “M pγq0 . (2.19)
Furthermore the limit does not depend on the choice of the smoothing Kernel θ.
Remark 2.3. While in [10], the complex GMC is not obtained using smoothing kernels,
it is worthwhile mentionning that the limit defined above coincides with the complex GMC
constructed in [10] (this follows uniqueness of the limit on the real line and analyticity in
γ, we refer to [10] for details on how to prove analyticity). In the same manner, the limit
presented in Theorem 2.1 coincides with the one defined [16, Theorem 3.1]. Some details
about this last point are given in Section 4.3.
2.4. Possible extensions of the result and open problems. We have chosen to keep
the setup as simple as can be for the ease of the exposition but let us mention here some
small extension that can be obtained with only minor modifications in the proof.
Correlated real and imaginary part. In [8, 9, 14] the case of multiplicative cascades with
correlated real and imaginary part is also considered. In our context this corresponds to
considering X and Y with covariance K and such that the covariance between X and Y
is given by pK in the sense that
E
“xX,µyxY, µ1y‰ :“ p ż Kpx, yqdµpdxqdµ1pdyq.
In that case, the tecniques we develop for the proof of Theorem 2.2 (in Section 5) fully
adapts (without any need for change) under the same assumption for K (that is L P Hsloc
for some s ą d).
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More general reference measures ν. We restricted our study to measures which are abso-
lutely continuous with respect to Lebesgue. This assumption can be relaxed, and we can
adapt our proof to a setup as general as the one considered the real case [4]. More precisely,
considering d1 P p0, ds and assuming that the measure ν satisfies ş
DˆD
1
|x´y|d1 νpdxqνpdyq,
then, , we have convergence of M
pα,βq
ε and M
pγq
ε as soon as
α2 ` β2 ă d1 or |α| P p
a
d1{2,
?
2d1q and |β| ă
?
2d1 ´ |α|.
Convergence of M pγq as a distribution. Note that M pγqε can be defined as a distribution
by setting for any bounded continuous f
M pγqε pfq :“
ż
D
eγXεpxq´
γ2
2
Kεpxqfpxqνpdxq.
Our results implies that, given f , in the subcritical phaseM
pγq
ε pfq converges almost surely.
Some additinal effort is needed to show that M
pγq
ε p¨q converges in an adequate space of
distribution. Some results have been obtained concerning the regularity of the limiting
object (see [16, Theorem 3.1] and [11]) and it is reasonable to expect convergence in the
spaces corresponding regularity, but the proof may present some technical difficulties.
Convergence on a part of the boundary of Osub. As mentionned in the introduction, the
range of parameter Osub is almost optimal for the convergence problem. Indeed, from the
phase diagramm presented in [16] (which was discovered earlier in [7] for the hierachical
version of the model, see also [14, 9]) indicates that the limit of M
pα,βq
ε (and by analogy
also M pγq) does not exists or is degenerate on the complement of the closure of Osub. The
boundary case is more delicate but [16] indicates that M
pα,βq
ε and M
pγq
ε should converge to
a non-trivial limit only when when |β| “ ?2d´ |α|, |α| P pad{2,?dq, the other boundary
cases corresponding to either convergence to 0 or no convergence. Proving this rigourously
and in full generality remains a challenging task.
2.5. Organization of the paper. In the short Section 3 we expose the argument which
entails convergence in the case α2`β2 ă d (the so called L2 region). The argument is not
new, but we include it since it is very short and yield some information about the proof
strategy in the other cases. In Section 4, we prove Theorem 2.1 and in Section 5 we prove
Theorem 2.2. The two proof are are partially inspired by the method used in [4], though
they present significant novelty, and share some common ideas, but the case of complex
γ requires some more advanced strategy. The sections are placed in increasing order of
technical difficulty and should be read in that order.
3. The L2 convergence when |γ| ă
?
d
Let us display in this section the full proof of the convergence of M
pγq
ε when |γ| ă
?
d
(the same proof also applies to M
pα,βq
ε in the same range of parameters). While this is not
a new result (or proof), we have not seen it written up in details elsewhere in this context,
and it may provide to the reader some insight for the techniques used in the next sections.
For notational ease we write all the proof only in the case ρ ” 1, but the reader can check
that the adaptation to the case of general bounded ρ is completely straight-forward.
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Proposition 3.1. If γ P C satisfies |γ| ă ?d, then the following limit exists in L2
lim
εÑ0
M pγqε “M pγq0 . (3.1)
Furthermore the limit does not depend on the choice of of the smoothing Kernel θ.
Our proof is going to rely on the following estimate for correlation kernel. The proof is
standard and left to the reader (note that since L is bounded and continuous, it is sufficent
to prove (3.2) for Kpx, yq “ log 1|x´y|).
Lemma 3.2. Given a correlation kernel of the form (2.1) D Ť D and a convolution kernel
θ, there exists a constant such that for any ε, ε1 ď ε0{2pD,Dq and any x, y P Dˇˇˇˇ
Kε,ε1px, yq ´ log 1|x´ y| _ ε_ ε1
ˇˇˇˇ
ď C (3.2)
and we have furthermore for x ‰ y
lim
ε,ε1Ñ0
Kε,ε1px, yq “ Kpx, yq. (3.3)
Proof of Proposition 3.1. It is sufficient to prove that the sequence is Cauchy in L2. We
have
E
“|Mε ´Mε1 |2‰“ E “|Mε|2‰` E “|Mε1 |2‰´ E “MεM ε1‰´ E “M εMε1‰ . (3.4)
Hence it is sufficient to show that E
“
MεM ε1
‰
converges when ε and ε1 both go to zero
(this implies that the four terms in the r.h.s. of (3.4) cancel out in the limit). Now we
have
E
“
MεM ε1
‰ “ ż
D2
E
„
eγXεpxq`γXεpyq´
γ2Kεpxq`γ
2K
ε1 pyq
2

dxdy “
ż
D2
e|γ|
2Kε,ε1px,yqdxdy. (3.5)
And thus from Lemma 3.2, we have e|γ|
2Kε,ε1px,yq ď C|x ´ y|´|γ|2 and thus we obtain by
dominated convergence
lim
ε,ε1Ñ0
ż
D2
e|γ|
2Kε,ε1px,yqdxdy “
ż
D2
e|γ|
2Kpx,yqdxdy. (3.6)

4. Proof of Theorem 2.1
4.1. The strategy of proof. In this section we prove Theorem 2.1. The proof builds on
the ideas developped [4] to prove Theorem A, the main one being to consider a “truncated”
partition function M
pα,βq
ε by discarding the contribution of excessively high values of Xε.
However, there is a key difference here. In [4], it is shown that the difference between
the truncated partition function and the original one is small in L1. This is not possible
to show this in the complex case and we have to make sure that our truncated partition
function exactly coincides with the original one with a probability which tends to one
when the truncation level goes to infinity.
Our result is proved by showing that:
(A) The truncated version of the partition function converges in L2,
(B) With a large probability the truncated and non-truncated version of the partition
function coincide.
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Note that without loss of generality we can assume that α and β are both non-negative.
Let us assume that pα, βq P Osub with α P p
a
d{2,?2dq and β ą 0 (the other case can be
treated with the L2 method). We choose a parameter λ that satisfies
?
2d ă λ ă 2α and d` p2α´ λq
2
2
ą α2 ` β2. (4.1)
The reader can check that the existence of such a λ follows from our assumptions. For
k ě 1 we define (with some minor abuse of notation) Xk :“ Xεk where εk “ e´k. For any
integer q ě 1, we define the events, Aq,λpxq and Aq,λ as
Aq,λpxq :“
"
@k ě q, max
xPD
Xkpxq ď kλ
*
,
Aq,λ :“
č
xPD
Aq,λpxq “
"
@k ě q, max
xPD
Xkpxq ď kλ
*
.
(4.2)
Now we defineM
pα,βq
ε,q (we will omit the dependence in α and β most of the time to alleviate
the notation) by
M pα,βqε,q :“
ż
D
eαXεpxq`iβYεpxq`
β2´α2
2
Kεpxq1Aq,λpxqdx. (4.3)
The convergence of M
pα,βq
ε is deduced from the two following statements.
Proposition 4.1. For every q the sequence pM pα,βqε,q qεPp0,ε0q is Cauchy in L2. In particular
the following limit exists
lim
εÑ0
M pα,βqε,q :“M pα,βq0,q . (4.4)
Furthermore the limit does not depend on the choice of θ.
Proposition 4.2. We have for any δ ą 0
lim
qÑ8PrAq,λs “ 1. (4.5)
The proof of Proposition 4.1 is detailed in the next subsection. The study maximum of
the Gaussian Free Field has given rise to a rich litterature and Proposition4.2 is a much
weaker statement than state of the art results found in [19, 6, 5] amond other references,
however since we could not find a reference that matches our setup we include a proof in
Appendix A.
Proof of Theorem 2.1 from Proposition 4.1 and 4.2. Let q0 be the smallest value of q such
that Aq,λ holds. Proposition 4.2 implies that q0 is finite almost surely. We have for every
ε, M
pα,βq
ε “ M pα,βqε,q0 , and thus as consequence of Proposition 4.1, M pα,βqε converges in
probability towards M
pα,βq
0,q0
(q0 is a random variable but the convergence in probability
can be obtained by decomposing on all its possible values since there are only countably
many). 
4.2. Proof of Proposition 4.1. We first prove the convergence result for a fixed θ and
discuss the dependence in θ (which turns out to be direct consequence of the proof) in
Section 4.3.
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4.2.1. The convergence of Mε. For the same reason as in (3.4), we only need to prove
the convergence of E
”
M
pα,βq
ε,q M
pα,βq
ε1,q
ı
towards a finite limit. Let us assume that ε1 ď ε.
Averaging first we respect to Y , and setting Aqpx, yq “ Aq,λpxq XAq,λpyq we obtain
E
“
Mε,qM ε1,q
‰ “ ż
D2
eβ
2Kε,ε1px,yqE
„
eαpXεpxq`Xεpyqq´
α2
2
pKεpxq`Kε1pyqq1Aqpx,yq

dxdy
“
ż
D2
epα
2`β2qKε,ε1 px,yqrPε,ε1,x,ypAqpx, yqqdxdy, (4.6)
where rPε,ε1,x,y is defined by its density with respect to P which is equal to
drPε,ε1,x,y
dP
“ eαXεpxq`γXεpyq´α
2
2
pKεpxq`K 1εpyqq`2Kε,ε1 px,yq. (4.7)
We conclude from (4.6) using dominated convergence theorem and the following estimate
for rPε,ε1,x,ypAqpx, yqq.
Lemma 4.3. The following domination and convergence results holds
(A) There exists a constant Cq ą 0 such that for every ε1 ď ε ă ε0 and x, y P D,
rPε,ε1,x,ypAqpx, yqq ď Cqp|x´ y| _ εq p2α´λq22 (4.8)
(B) We have limε,ε1Ñ0 rPε,ε1,x,ypAqpx, yqq “ PrAqpx, yqs, where
Aqpx, yq :“
č
kěq
tXkpxq ď kλ´ αHkpx, yq ; Xkpyq ď kλ´ αHkpy, xqu ,
and Hkpx, yq :“ Kεk,0px, xq `Kεk,0py, xq (εk “ e´k and Kε,0 is defined by (2.9)).
By Lemma 3.2 and Lemma 4.3, the integrand in the r.h.s. of (4.6) satisfies
epα
2`β2qKε,ε1 px,yqrPε,ε1,x,ypAqpx, yqq ď |x´ y| p2α´λq22 ´pα2`β2q,
which is integrable due to the assumption (4.1). Hence using dominated convergence we
obtain that
lim
ε,ε1Ñ0
E
“
Mε,qM ε1,q
‰ “ ż
D2
epα
2`β2qKpx,yq
PrAqpx, yqsdxdy ă 8. (4.9)

Proof of Lemma 4.3. The change of measure given by (4.7) is simply a Cameron-Martin
shift. It does not change the mean of the field Xk but it modifies its mean, we have
Eε,ε1,x,yrXkpzqs “ α
`
Kεk,εpz, xq `Kεk,ε1pz, yq
˘ “: αJε,ε1pk, zq. (4.10)
Hence we haverPε,ε1,x,ypAqpx, yqq “ P “@k ě q,@z P tx, yu, Xkpzq ď kλ´ αJε,ε1pk, zq‰ . (4.11)
To obtain the domination (4.8) it is sufficient to evaluate the probability for the restriction
of Xk0 , with k0pε, x, yq :“ log 1|x´y|_ε . We have from (3.2) for some adequate constant C
Jε,ε1pk, xq ě 2k0 ´ C{α,
VarpXk0pxqq ď k0 `C,
(4.12)
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Assuming that k0pλ´ 2αq ` C is negative and that k0 ě q (which we can, all other cases
can be treated by taking Cq large since a probability is always smaller than one) the
probability we wish to bound is smaller than
P rXk0pxq ď k0pλ´ 2αq ` Cs ď 2e´
pk0p2α´λq´Cq
2
2pk0`Cq ď C 1p|x´ y| _ εq p2α´λq
2
2 (4.13)
where we have used (4.12) and the following simple Gaussian bound valid for all u ě 0
1?
2πσ
ż 8
u
e
´ x2
2σ2 dx ď 2e´u
2
σ2 . (4.14)
The convergence for fixed distinct values of x and y is simply a consequence of the con-
vergence of Jε,ε1pk, xq and Jε,ε1pk, xq to Hkpx, yq and Hkpy, xq respectively. Some care is
needed here since we are dealing with countably many Xks. Let us define
Bℓqpε, ε1q :“
 @k P Jq, ℓK,@z P ty, zu,Xkpzq ď kλ´ αJε,ε1pk, zq( ,
Cℓqpε, ε1q :“
 Dk ě ℓ` 1, Dz P ty, zu,Xkpzq ą kλ´ αJε,ε1pk, zq( . (4.15)
We use the notation Bℓqp0q the event corresponding to ε, ε1 “ 0. We have from (4.11)
rPε,ε1,x,ypAqpx, yqq “ PrBℓqpε, ε1qs ´ PrBℓqpε, ε1q X Cℓqpε, ε1qs. (4.16)
Hence we have
|rPε,ε1,x,ypAqpx, yqq ´ PrAqpx, yqs|
ď |PrBℓqpε, ε1qs ´ PrBℓqp0qs| ` |PrBℓqp0qs ´ PrAqpx, yqs| ` PrCℓqpε, ε1qs. (4.17)
We are first going to show that for ℓ “ ℓ0pδ, x, yq sufficiently large, each of the two last
terms are smaller than δ{3, and then conclude using the fact that since for fixed ℓ0 we
have
lim
ε,ε1Ñ0
P
”
Bℓ0q pε, ε1q
ı
“ PrBℓ0q p0qs,
the first term can also be made smaller than δ{3 by choosing ε and ε1 small. Since
XℓěqBℓqp0q “ Aqpx, yq, the second term is indeed small if ℓ0 sufficiently large. Now from
(3.2) we have for every ε, ε1 and z P ty, zu
Jε,ε1pk, zq ď k ` log 1|x´ y| ` C.
Using the Gaussian bound (4.14) and making the value of ℓ0 large if necessary, this implies
that for some constant C 1 (allowed to depend on x and y)
PrCℓ0q pε, ε1qs ď PrDk ě ℓ0 ` 1, Dz P ty, zu,Xkpzq ą kpλ´ αq ´ C 1s.
The above probability can be bounded from above something arbitrarily small is ℓ0 is large
by using union bound and the Gaussian tail bound (4.14) (here we are using that α ă λ
and the fact that the variance of Xk is of order k).

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4.3. The limit does not depend on θ. Given θ1 another smoothing kernel we let X 1ε
be the regularized field obtained by convolution with θ1ε and M 1q,ε be the corresponding
truncated partition function (based on the event A1q,λ defined as in (4.2) with X replaced
by X 1). We show that limεÑ0 Er|Mq,ε ´M 1q,ε|2s “ 0 converges by showing that
lim
εÑ0
Er|Mq,ε|2s “ lim
εÑ0
Er|M 1q,ε|2s “ lim
εÑ0
ErMq,εM 1q,εs
“
ż
D2
epα
2`β2qKpx,yq
PrAqpx, yqsdxdy. (4.18)
The two first convergence statements are special cases of (4.9). For ErMq,εM 1q,εs, we just
have to prove a variant of Lemma 4.3 for the adequate tilting measure, which can be done
without difficulty by reproducing the exact same proof.
About Remark 5.2 In [16], instead of being approximated by convolutions, X is given
a martingale approximation (see [16, Equation (2.2)]) which we denote here by rXε. If
similarly to what is done above, we replace Mq,ε by ĂMq,ε which is defined by replacing X
by rX in every definition, we can also prove in the same manner (and under the assumption
of regularity given in [16] for the covariance kernel of rXε) that
lim
εÑ0Er|Mq,ε ´
ĂMq,ε|2s “ 0,
and hence that our limit coincides with the chaos defined in [16].
5. The case of complex γ
The previously developed strategy does not adapt to the complex case, but we can
nonetheless use some of the ingredients of the previous section. It requires some additional
technical assumption on the covariance function, which ensures that the field X can be
written as a sum of independent functional increments. Luckily enough, it has been
recently proved in [13] that this assumption is satisfied locally as soon as our function L
in (2.1) is sufficiently regular.
5.1. The case of decomposable kernels. We are going to prove the result with an
additional assumption on the covariance kernel. We assume that K can be written in the
form
Kpx, yq “ Q0px, yq `
8ÿ
ně1
Qnpx, yq, (5.1)
where Q0px, yq is a positive definite and Ho¨lder continuous (in both variable x and y).
The functions pQnqně1 are continuous positive definite function on D satisfying$’’’&’’’%
Qnpx, yq ě 0,
Qnpx, xq “ 1,
Qnpx, yq “ 0 if |x´ y| ě e´n,
|Qnpx, yq ´Qnpx1, y1q| ď Cenp|x´ x1| ` |y ´ y1|q
(5.2)
for every x, x1, y, y1 P D. It is not very difficult to check that these assumptions implies
in particular that (5.1) hold. Our main task will be to prove convergence of M
pγq
ε in this
setup.
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Proposition 5.1. Let us assume that K satisfies assumption (5.1)- (5.2). If pα, βq P Osub,
γ “ α ` iβ and M pγqε is defined as in (2.10), then the following limit exists in probability
and in L1
lim
εÑ0
M pγqε “M pγq0 . (5.3)
Furthermore the limit does not depend on the choice of the smoothing Kernel θ.
Remark 5.2. Our assumptions on Q are not all necessary. For instance the assumptions
Qnpx, yq ě 0 could be suppressed. Some mild assumptions on the decay of correlation could
replace the one about compact support and Qnpx, xq “ 1 could be replaced by |Qnpx, xq ´
1| ď rpnq for a summable function n. As we felt that this would not present a significant
extension of Theorem 2.2 in any case, we preferred to keep stronger assumptions in order
to keep the proof as readable as possible.
5.2. Deducing Theorem 2.2 from the decomposable case. To prove Theorem 2.2
building on the case of decomposable kernels, we crucially rely on a result in [13] which
implies that if L P HslocpDˆDq, s ą d, then our kernelK admits a decomposition satisfying
(5.1)-(5.2).
We present only a simple consequence of this result which is sufficient to our purpose. Let
us define for r ě 0 (in the equation below | ¨ | denotes the Lebesgue measure)
κprq :“ |Bp0, 1q XBp0, 2re1q||Bp0, 1q|
where Bpx,Rq denote the open Euclidean ball of radius R and e1 is the vector p1, 0, . . . , 0q.
The reader can check that qpx, yq :“ κp|x ´ y|q defines a Lipshitz positive definite kernel
with range 1 correlation. The following proposition is a particular case of [13, Theorem
4.5].
Proposition 5.3. If K is of the form (2.1) with L P HslocpD ˆ Dq, s ą d, then for any
z P D there exists δpzq ą 0 and t0pzq ą 0 which are such that the function (extended by
continuity on the diagonal)
Q0px, yq :“ Lpx, yq ´
ż 8
t0`1
κpet|x´ y|qdt` log 1|x´ y| , (5.4)
is a positive definite function on Bpz, δpzqq.
Deducing Theorem 2.2 from Propositions 5.1 and 5.3. Note that from Sobolev and Mor-
rey’s inequality, the assumption L P HslocpD ˆ Dq , s ą d, implies that Lpx, yq is locally
Ho¨lder continuous for some positive Ho¨lder exponent η and thus so is Q0 (the reader can
check that Q0 ´ L is Lipshitz). Now defining
Qnpx, yq :“
ż t0`n`1
t0`n
κpet|x´ y|qdt, (5.5)
it is easy to check that (5.1)-(5.2) is satisfied on Bpz, δpzqq. Now since D is compact, we
can cover it by a finite collection of balls Bpzi, δiqki“1 obtained with Proposition 5.3. We
can write D as a disjoint union of measurable sets
Ťk
i“1Di where Di Ă Bpzi, δiq for all
i “ 1, . . . , k. Then we establish the convergence of
M pγqε :“
kÿ
i“1
ż
Di
eγXεpxq´
γ2
2
Kεpxqdx, (5.6)
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simply using Proposition 5.1 for each term of the sum.

5.3. Extending the probability space and truncating the partition function. To
prove Proposition 5.1, we are going to work in an extended probability space. Together
with the Gaussian process X indexed by MK (recall Section 2.1) we define a process
pYnpxqqně1,xPD such that pX,Y q is jointly Gaussian and centered. The covariance function
of Y is given by
E rYnpxqYmpyqs “
m^nÿ
k“1
Qkpx, yq “: Kn^mpx, yq, (5.7)
and the covariance with X is given by ErYnpxqxX,µys “
ş
D
Knpx, zqµpdzq, for µ PMK in
particular we have for y P D and ε ď ε0
Kn,εpx, yq :“ E rYnpxqXεpyqs “
ż
D
Knpx, zqθεpz ´ xqdz. (5.8)
We consider for every n a continuous version of the field Ynp¨q (which exists since Kn is
Lipshitz).
We assume (without loss of generality) that both α and β are positive, that pα, βq P Osub
with α ą
a
d{2 (the other cases belong to the L2 region), and consider λ satisfying (4.1).
We can now introduce a truncated version of the partition function, similar to the one
considered in the previous section, but with Xe´k replaced by Yk. We recycle the notation
of the previous section, and redefine the events Aq,λpxq, Aq,λ by setting
Aq,λpxq :“ t@k ě q, Ykpxq ď kλu ,
Aq,λ :“
č
xPD
Aq,λpxq “
"
@k ě q, sup
xPD
Ykpxq ď kλ
*
,
(5.9)
and then set
M pγqε,q “
ż
D
eγXεpxq´
γ2
2
Kεpxq1Aq,λpxqdx. (5.10)
Then Proposition 5.1 is an immediate consequence of the two following results (see Section
4.1 above for details). Proposition 5.4 is the more important statement and the remain-
der of the section is dedicated to its proof. Proposition 5.5 is in spirit very similar to
Proposition 4.2 and has a similar proof (see Appendix A)
Proposition 5.4. For every q the sequence pM pγqε,q qεPp0,ε0q is Cauchy in L2. In particular
we the existence of the following limit
lim
εÑ0
M pγqε,q :“M pγq0,q . (5.11)
Furthermore the limit does not depend on the choice of θ.
Proposition 5.5. We have for any δ ą 0
lim
qÑ8PrAq,λs “ 1. (5.12)
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5.4. Reducing the proof of Proposition 5.4 to a domination statement. As in
previous cases, we only need to prove that E
”
M
pγq
ε,q M
pγq
ε1,q
ı
converges to a finite limit when
both ε and ε1 go to zero (the fact that the limit does not depend on θ follows from the
argument developed in Section 4.3 which also applies to the present case). We have, setting
Aqpx, yq :“ Aq,λpxq X Aq,λpyq and interpreting the real part of the exponential tilt as a
change of measure (we use the definition (4.7) for rPε,ε1,x,y)
E
“
MεM ε1
‰ “ ż
D2
E
„
eγXεpxq`γXεpyq´
γ2Kεpxq`γ
2K
ε1 pyq
2 1Aqpx,yq

dxdy
“
ż
D2
e
α2Kε,ε1px,yq`
ˆ
β2
2
`iαβ
˙
Kεpxq´
ˆ
β2
2
´iαβ
˙
Kε1pyqrEx,y,ε,ε1 ”eiβpXεpxq´Xεpyqq1Aqpx,yqı dxdy
(5.13)
As noticed before, under rPε,ε1,x,y, the mean of the field is shifted and its covariance is
preserved. More precisely we haverEε,ε1,x,yrXηpzqs “ α `Kε,ηpx, zq `Kε1,ηpx, zq˘ ,rEε,ε1,x,yrYnpzqs “ α `Kn,εpz, xq `Kn,ε1pz, yq˘ . (5.14)
We introduce the functions Ln,ε,ε1 and Ln defined by (these functions depend also on x
and y but we want to keep the notation as light as possible)
Ln,ε,ε1pzq :“ Kn,εpz, xq `Kn,ε1pz, yq and Lnpzq “ Knpz, xq `Knpz, yq. (5.15)
Then setting rAq,ε,ε1px, yq :“  @n ě q,@z P tx, yu, Ynpzq ď λn´ αLn,ε,ε1pzq( (5.16)
the quantity (5.13) can be rewritten asż
D2
epα
2`β2qKε,ε1 px,yqE
”
: eiβpXεpxq´Xε1 pyqq : 1 rAq,ε,ε1 px,yq
ı
dxdy, (5.17)
where we have used the Wick exponential notation for a centered Gaussian variable Z
: euZ : :“ euZ´u
2
2
ErZ2s. (5.18)
To conclude we introduce statement, which is analogous to Lemma 4.3 and use dominated
convergence.
Proposition 5.6. There exists a constant Cq ą 0 such that for every ε1 ď ε ă ε0 and
x, y P D,
E
”
: eiβpXεpxq´Xε1 pyqq : 1 rAq,ε,ε1 px,yq
ı
ď Cqp|x´ y| _ εq
p2α´λq2
2 (5.19)
Furthermore the above expectation admits a limit when ε and ε1 both go to zero.
Indeed the integrand in (5.17) is dominated by C|x´ y| p2α´λq
2
2
´pα2`β2q which is integrable
from assumption (4.1). The proof of Proposition 5.6 is slightly more involved than that
of Lemma 4.3 and requires a new method. We develop it in the following subsection.
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5.5. Proof of Proposition 5.6. Our main idea is to decompose 1 rAq,ε,ε1 px,yq into an alge-
braic sums of indicator functions of events in Fn for some finite n where Fn :“ σpYkp¨q, k ď
nq. To underline the advantage of dealing with events in Fn, let us perform a few Gaussian
computations. Note that we have
E rXηpzq | Fns “
ż
D
θεpz ´ z1qYnpz1qdz1 “: Yn,ηpzq (5.20)
hence using the fact that in a Gaussian space the conditional expectation of the Wick
exponential coincides with the Wick exponential of the conditional expectation, if Bn,ε,ε1 P
Fn we have
E
”
: eiβpXεpxq´Xε1 pyqq : 1Bn,ε,ε1
ı
“ E
”
: eiβpYn,εpxq´Yn,ε1 pyqq : 1Bn,ε,ε1
ı
, (5.21)
and since limεÑ0 Yn,ε “ Yn the convergence of the right hand side can be proved using
dominations argument provided Bn,ε,ε1 is suitably chosen. We set
n0pε, x, yq :“
R
log
1
|x´ y| _ ε
V
and n‹0px, yq :“
R
log
1
|x´ y|
V
. (5.22)
We let A
pε,ε1q
n0 denote the event that the upper bound constraint in rAq,ε,ε1 is satisfied for
all n ď n0
Apε,ε
1q
n0
:“  @n P Jq, n0K,@z P tx, yuYnpzq ď nλ´ αLn,ε,ε1pzq( . (5.23)
Now we set for n ě n0`1 and define Bpε,ε
1q
n,1 (resp. B
pε,ε1q
n,2 ) the events that A
pε,ε1q
n0 is satisfied
and that n is the first index for which Ynpxq (resp. Ynpyq) violates the upper constraint
in rAq,ε,ε1
B
pε,ε1q
n,1 :“ Apε,ε
1q
n0
X  inft m ě n0 : Ympxq ą mλ´ αLn,ε,ε1pxqu “ n( ,
B
pε,ε1q
n,2 :“ Apε,ε
1q
n0
X  inft m ě n0 : Ympyq ą mλ´ αLn,ε,ε1pyqu “ n( . (5.24)
Finally we define C
pε,ε1q
n,m :“ Bpε,ε
1q
n,1 XBpε,ε
1q
n,2 . The reader can then quickly check that
1 rAq,ε,ε1 “ 1Apε,ε1qn0 ´
ÿ
něn0`1
ˆ
1
B
pε,ε1q
n,1
` 1
B
pε,ε1q
n,2
˙
`
ÿ
n,měn0`1
1
C
pε,ε1q
n,m
. (5.25)
Note that the event remain well defined in the limit when ε, ε1 tend to 0. We let and we
let A‹n‹
0
, B‹n,j and C
‹
n,m (for n,m ě n‹0 ` 1) denote the event obtained in the ε, ε1 Ñ 0
limit, replacing n0 by n
‹
0 and Ln,ε,ε1 by Ln. We are going to deduce Proposition 4.3 from
the following estimates.
Proposition 5.7. Assume that ε1 ď ε. The following statement holds for a sufficiently
large constant C which may depend only on α, β, q and the kernel K.
(A) We have ˇˇˇˇ
E
„
: eiβpXεpxq´Xε1 pyqq : 1
A
pε,ε1q
n0
ˇˇˇˇ
ď Cp|x´ y| _ εq p2α´λq
2
2 . (5.26)
and
lim
ε,ε1Ñ0
E
«
: eiβpXεpxq´Xε1 pyqq : 1
A
pε,ε1q
n‹
0
ff
“ E
„
: e
iβ
´
Yn‹
0
pxq´Yn‹
0
pyq
¯
: 1A‹
n‹
0

. (5.27)
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(B) We have for every n ě n0 ` 1 and j “ 1, 2ˇˇˇˇ
E
„
: eiβpXεpxq´Xεpyqq : 1
B
pε,ε1q
n,j
ˇˇˇˇ
ď Cp|x´ y| _ εq p2α´λq
2
2 e
1
2
rpλ´αq2`β2spn´n0q. (5.28)
and for n ě n˚0 ` 1 we have
lim
ε,ε1Ñ0
E
„
: eiβpXεpxq´Xε1 pyqq : 1
B
pε,ε1q
n,j

“ E
”
: eiβpYnpxq´Ynpyqq : 1B‹n,j
ı
. (5.29)
(C) We have for every n,mˇˇˇ
E
”
: eiβpXεpxq´Xε1 pyqq : 1Cn,m
ıˇˇˇ
ď Cp|x´ y| _ εq 12 p2α´λq2e 12 rpλ´αq2`β2spn_m´n0q. (5.30)
and for n,m ě n‹0 ` 1 we have
lim
ε,ε1Ñ0
E
”
: eiβpXεpxq´Xε1 pyqq : 1
C
pε,ε1q
n,m
ı
“ E
”
: eiβpYn_mpxq´Yn_mpyqq : 1C‹n,m
ı
. (5.31)
Proof of Proposition 5.6. Looking at (5.25) and using the triangle inequality we deduce
from (5.26),(5.28) and (5.30)ˇˇˇ
E
”
: eiβpXεpxq´Xεpyqq : 1 rAq,ε,ε1 px,yq
ıˇˇˇ
ď Cp|x´ y| _ εq 12 p2α´λq2
˜
1`
ÿ
něn0`1
e
pλ´αq2`β2
2
pn´n0q `
ÿ
n,měn0`1
e
pλ´αq2`β2
2
pn`m´2n0q
¸
. (5.32)
Moreover, by dominated convergence (our bounds are uniformly summable in n and m)
and (5.27),(5.29), (5.31) we have
lim
ε,ε1Ñ0
|E
”
: eiβpXεpxq´Xεpyqq : 1 rAq,ε,ε1 px,yq
ı
“
E
„
: e
iβ
´
Yn‹
0
pxq´Yn‹
0
pyq
¯
: 1A‹
n‹
0

`
ÿ
něn0`1
j“1,2
E
”
: eiβpYnpxq´Ynpyqq : 1B‹n,j
ı
`
ÿ
n,měn0`1
E
”
: eiβpYn_mpxq´Yn_mpyqq : 1C‹n,m
ı
. (5.33)

5.6. Proof of Proposition 5.7. The proof of convergence statement is the easier part
and is identical for (5.27),(5.29), (5.31)(recall that n0 “ n‹0 when ε and ε1 are sufficiently
small). Let us fully detail the case (5.31) for the sake of completeness. Since the event
C
ε,ε1
n,m is Fn,m measurable we have from (5.21)
E
”
: eiβpXεpxq´Xεpyqq : 1
C
pε,ε1q
n,m
ı
“ E
”
: eiβpYn,εpxq´Yn,ε1 pyqq : 1
C
pε,ε1q
n,m
ı
. (5.34)
and we can conclude (using dominated convergence) by observing that the quantity inside
the expectation converges in probability towards : eiβpYnpxq´Ynpyqq : 1C‹n,m and is bounded
above by e2β
2n.
To prove the domination part, we are going to rely on the following probability estimates
for the events involved in the expectation. The proof of these estimates is postponed to
the end of the section.
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Lemma 5.8. The following inequalites are valid for all x, y, ε1 ď ε, n P Jn0`1, tlog 1{εuK,
m P Jn0 ` 1, tlog 1{εuK for a constant C that does not depend of the afore mentionned
parameters
PrApε,ε1qn0 s ď Cp|x´ y| _ εq
1
2
p2α´λq2 . (5.35)
PrBpε,ε1qn,j s ď Cp|x´ y| _ εq
1
2
p2α´λq2e´
pn´n0q
2
pλ´αq2 , (5.36)
PrCpε,ε1qn,m s ď
#
C|x´ y| 12 p2α´λq2e´ pn`m´2n0q2 pλ´αq2 , if |x´ y| ď ε,
Cε
1
2
p2α´λq2e´
pn_m´n0q
2
pλ´αq2 if |x´ y| ą ε.
(5.37)
We are also going to rely on an estimate for the covariance of Yn,ε. We set
Kn,ε,ε1px, yq :“ ErYn,εpxqYn,ε1pyqs.
The following estimate follows from assumption (5.2) (we include a proof in Appendix B
for completeness).
Lemma 5.9. We have for any x, y P D any n ě 1 and ε1 ď εˇˇˇˇ
Kn,ε,ε1px, yq ´min
ˆ
log
1
|x´ y| , log
1
ε
, n
˙ˇˇˇˇ
ď C. (5.38)
We now have all the ingredients to prove the domination statements
Proof of (5.26). We have
E
„
: e
iβ
´
Yn0,εpxq´Yn0,ε1pyq
¯
: 1
A
pε,ε1q
n0

ď eβ
2
2
VarpYn0,εpxq´Yn0,ε1pyqqPrApε,ε1qn0 s. (5.39)
As a consequence of (5.38), and of the choice for n0, the variance
VarpYn0,εpxq ´ Yn0,ε1pyq “ Kn0,ε,εpx, xq `Kn0,ε1,ε1py, yq ´ 2Kn0,ε,ε1pε, ε1q
is uniformly bounded in x, y, ε and ε1 and we can conclude using (5.35). 
Proof of (5.28) and (5.30). The idea is the same for (5.28) and (5.30). We treat only the
latter, which is the more delicate, in details. The inequality we prove differs according to
the value of ε. When |x´ y| ą ε we prove (5.30) while if |x´ y| ď ε we prove the stricter
inequalityˇˇˇ
E
”
: eiβpXεpxq´Xε1 pyqq : 1Cn,m
ıˇˇˇ
ď C|x´ y| 12 p2α´λq2e´ 12 rpλ´αq2`β2spn`m´n0q (5.40)
The reader can check here that simply repeating the proof of (5.26) replacing n0 by
n_m (case pCq), does not yield a satisfactory result (we obtain a factor β2 instead of the
desired β2{2 in the exponential). We need thus some refinement in the conditioning. For
simplicity, let us assume that n ď m (strictly speaking, since we already assumed ε ď ε1,
there is a loss of generality here but this is of no consequence). We define the σ-algebra
Gn,m as
Gn,m “ Gn,mpx, yq :“ Fn _ σ pYlpyq, l P Jn` 1,mKq . (5.41)
Clearly we have C
pε,ε1q
n,m P Gn,m. Hence similarly to (5.21) we have
E
”
: eiβpXεpxq´Xε1 pyqq : 1
C
pε,ε1q
n,m
ı
“ E
”
: eiβpErXεpxq´Xε1 pyq | Gn,msq : 1
C
pε,ε1q
n,m
ı
ď eβ
2
2
VarpErXεpxq´Xε1 pyq | Gn,msqPpCpε,ε1qn,m q. (5.42)
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We can conclude using 5.37, provided that one can show that
Var pE rXεpxq ´Xε1pyq | Gn,msq ď
#
n`m´ 2n0, if |x´ y| ď ε,
m´ n0, if |x´ y| ą ε.
(5.43)
We perform a decomposition of E rXεpxq ´Xε1pyq | Gn,ms into a sum of orthogonal Gauss-
ian variables. We let Zn :“ Yn´Yn´1 denote the n-th increment of Yn. Using independence
of the increments we obtain
E rXεpxq ´Xε1pyq | Gn,ms “ Yn,xpxq´Yn,ε1pyq`
mÿ
k“n`1
E rXεpxq ´Xε1pyq | Znpyqs . (5.44)
We have
VarpYn,xpxq ´ Yn,ε1pyqq “ Kn,ε,εpx, xq `Kn,ε1,ε1py, yq ´ 2Kn,ε,ε1px, yq (5.45)
and thus, as a consequence of (5.38) we have
VarpYn,εpxq ´ Yn,ε1pyqq ď
#
n´ n0 ` C if |x´ y| ą ε,
2pn ´ n0q ` C if |x´ y| ď ε.
(5.46)
On the other hand, a simple Gaussian computation yields
Var pE rXεpxq ´Xε1pyq | Zkpyqsq “ E rpXεpxq ´Xε1pyqqZkpyqs2 ErZkpyqs´1. (5.47)
Similarly to (5.20) we have
E
“pXηpzq | pZkpz1qqz1PD‰ “ ż θηpz1 ´ zqZkpz1qdzq
This allow to compute the covariance and we have
E rpXε1pyq ´XεpxqqZkpyqs “
ż
D
pθε1py ´ zq ´ θεpx´ zqqQkpz, yqdz. (5.48)
Now since 0 ď Qkpz, yq ď 1 we haveˇˇˇˇż
D
pθε1py ´ zq ´ θεpx´ zqqQkpz, yqdz
ˇˇˇˇ
ď 1. (5.49)
and thus (recall that ErZkpyqs´1 “ Qkpy, yq “ 1s)
Var
˜
mÿ
k“n`1
E rXεpxq ´Xε1pyq | Znpyqs
¸
ď m´ n, (5.50)
which together with (5.43) concludes the proof of (5.46). The case (5.28) is dealt similarly
but with a conditioning with respect to Gn0,npy, xq (for j “ 1) or Gn0,npx, yq (for j “ 2). 
Proof of Lemma 5.8. The proof of (5.35) is identical to that of (4.8) in Lemma 4.3. It is
sufficient to observe that
P
´
Apε,ε
1q
n0
¯
ď PpYn0pxq ď λn0 ` αLn,ε,ε1pxqq ď PpYn0pxq ď pλ´ 2αqn0 `Cq. (5.51)
For (5.36)-(5.37) we use the same idea and restrict the event to a single inequality. Let us
give the details for (5.37), the case (5.36) being similar but simpler. We assume here also
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for simplicity that m ě n. Let us start with the case |x ´ y| ď ε. Note that if Cpε,ε1qn,m is
satisfied then we have
Yn0,npxq ` Yn0,mpyq
ą λpn`m´ 2n0q ´ αrpLn,ε,ε1 ´ Ln0,ε,ε1qpxq ` pLm,ε,ε1 ´ Ln0,ε,ε1qpyqs. (5.52)
where we used the short-hand notation Yn1,n2 :“ Yn2 ´ Yn1 . If we pCpε,ε1qn,m denote the event
in (5.52), as pCpε,ε1qn,m is independent from Fn0 and hence of Apε,ε1qn0 (since Yn0,n and Yn0,m
are), with the bound already proved for A
pε,ε1q
n0 , we only need to show that
Pp pCpε,ε1qn,m q ď e´ pα´λq22 pn`m´2n0q. (5.53)
Hence we need an upper bound on the variance of Yn0,npxq ` Yn0,mpyq and on pLn,ε,ε1 ´
Ln0,ε,ε1qpxq ` pLm,ε,ε1 ´ Ln0,ε,ε1qpyq. We have
Var pYn0,npxq ` Yn0,mpyqq “ n`m´ 2n0,
pLn,ε,ε1 ´ Ln0,ε,ε1qpxq ` pLm,ε,ε1 ´ Ln0,ε,ε1qpyq ď n`m´ 2n0 ` C,
(5.54)
where the first line comes from the fact Yn0,npxq and Yn0,mpyq are independent (due to
Assumption (5.2) and the fact that |x´ y| ď ε). The second line comes from Lemma 5.9.
Then (5.53) is a consequence of (4.14) and (5.54).
When |x´ y| ď ε we observe that Cpε,ε1qn,m implies
Yn0,mpyq ą λpm´ n0q ´ pLm,ε,ε1 ´ Ln0,ε,ε1qpyq, (5.55)
and we conclude similarly using (4.14) together with the following estimates to conclude
Var pYn0,mpyqq “ m´ n0,
pLm,ε,ε1 ´ Ln0,ε,ε1qpyq ď m´ n0 ` C.
(5.56)

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Appendix A. Proof of Propositions 4.2-5.5
The proof is almost identical for the two results so let us give the full details for the
field Xk and explain briefly how to adapt the argument for Yk. We are going to prove that
there exists c ą 0 such that for all k sufficiently large
PpBkq :“ P
ˆ
max
xPD
Xkpxq ą λk
˙
ď 1
c
e´ck. (A.1)
We first prove give a bound for the maximum on a dyadic grid of mesh e´p1`δqk simply by
using a union bound. Then we show that local fluctuation within a distance e´p1`δqk are
very small in amplitude. This second step of the proof is simply based on a quantitative
version of the argument used to prove continuity of Gaussian processes from Kolmogorov-
Chentsov criterion (see e.g. [18, Section 2.2] for the classic proof of continuity of Brownian
Motion). Recalling the definition of ε0, we extend a bit our domain D to make it more
regular. We set
D` :“ tx P D : Dy P D, |x´ y| ď ε0{2u.
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We assume that e´k ď ε0{4 so that Xk is well defined in D. Let us consider for p ě 1, Dp
the set of points in D` whose coordinates are integer multiple of 2´p (the cardinality of
Dp is of order 2
dp) . We set p
pkq
0 :“ rkp1`δqlog 2 s.
Let us fix δ such that 2dp1 ` δq ă λ2. From (3.2) the variance of Xk uniformly larger
than k ´ C and we have thus from Gaussian tail bound (4.14), for some constant C 1
P
„
max
xPDp0
Xkpxq ě λk ´ 1

ď 2|Dp0 |e´
pλk´1q2
2pk´Cq ď C 1e´ krλ
2´2dp1`δqs
2 . (A.2)
Note that for every point in x P D and p ě p0 there exists a sequence pxpqpěp0 , converging
to x such that for every p, xp P Dp and |xp ´ xp´1| ď
?
d2´p. What we are going to show
is that with probability larger that 1´ e´ck we have
@p ě p0 ` 1,@y, z P Dp,
!
|y ´ z| ď
?
d2´p
)
ñ
"
|Xkpyq ´Xkpzq| ď 1
ppp´ 1q
*
(A.3)
and we can conclude using continuity that
|Xkpxq ´Xkpxp0q| “ |
ÿ
pěp0`1
Xkpxpq ´Xkpxp´1q| ď 1
p0
ď 1.
In order to control local fluctuation, first note that a simple computation allows to deduce
from (2.9) that the Lipshitz constant of Kεpx, yq is at most Cε´1| log ε| (and hence Ckek
for εk). Hence the variance of pXkpxq ´ Xkpyqq is at most kek|x ´ y|. Now taking into
account that the number of pair of close-by vertices below is of order 2p, we have for any
P
¨˚
˝ max
x,yPDp
|x´y|ď?d2´p
|Xkpxq ´Xkpyq| ď 1
ppp` 1q
‹˛‚ď C2pe´ 2p2Cdkekpp`1q2 , (A.4)
and it only remains to check that the sum over p ě p0 indeed yields something exponen-
tially small in k. The field Yk possesses the same kind of regularity as Xk so that the
argument exposed above adapts verbatim to that case. 
Appendix B. Proof of Lemma 5.9
Let us start with the case ε, ε1 “ 0 and proveˇˇˇˇ
Knpx, yq ´min
ˆ
n, log
1
|x´ y|
˙ˇˇˇˇ
ď C. (B.1)
The assumptions Qnpx, yq “ 0 if |x ´ y| ě e´n and Qnpx, yq ď
a
Qpx, xqaQpy, yq “ 1
immediately yields the upper bound. For the lower bound, we have, using the positivity
and Lipshitz constant for Qk
Knpx, yq ě
min
´
n,log
´
1
|x´y|
¯¯ÿ
k“1
Qkpx, yq ě
min
´
n,log
´
1
|x´y|
¯¯ÿ
k“1
”
Qkpx, xq ´ Cek|x´ y|
ı
, (B.2)
and conclude from the fact that
řlog´ 1|x´y|¯
k“1 e
k|x ´ y| is bounded. From the definition of
Yn,ε in Equation (5.20) we have
Kn,ε,ε1px, yq “
ż
Rd
Knpz1, z2qθεpz1 ´ xqθε1pz2 ´ yqdz1dz2. (B.3)
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From (B.1) we can replace Knpz1, z2q by min
´
n, log 1|z1´z2|
¯
and the results then follows
from standard computations.

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