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ASYMPTOTICS OF SCALAR WAVES ON LONG-RANGE
ASYMPTOTICALLY MINKOWSKI SPACES
DEAN BASKIN, ANDRA´S VASY, AND JARED WUNSCH
Abstract. We show the existence of the full compound asymptotics
of solutions to the scalar wave equation on long-range non-trapping
Lorentzian manifolds modeled on the radial compactification of Minkowski
space. In particular, we show that there is a joint asymptotic expansion
at null and timelike infinity for forward solutions of the inhomogeneous
equation. In two appendices we show how these results apply to certain
spacetimes whose null infinity is modeled on that of the Kerr family. In
these cases the leading order logarithmic term in our asymptotic expan-
sions at null infinity is shown to be nonzero.
1. Introduction
In this paper we analyze the full compound asymptotics of solutions to
the scalar wave equation on long-range non-trapping Lorentzian scattering
manifolds. This class of Lorentzian scattering manifolds, introduced in [2],
includes short-range perturbations of the Minkowski spacetimes as well as
a broad class of rather different spacetimes that admit a compactification
analogous to the spherical compactification of Minkowski space. In this pa-
per we extend these results to the more physically meaningful setting of
long-range perturbations of gravitational type: this entails adding a term
to our metric that involves a constant Bondi mass. We analyze the com-
pound asymptotics of scalar waves near the boundary at infinity. The most
interesting region for this expansion is near the boundary of the light cone,
where we obtain a full understanding of the asymptotics via an appropriately
scaled blow-up; the front face of this blow-up, i.e., the new boundary face
obtained by introduction of polar coordinates, is I +, the null infinity of our
spacetime. We analyze the Friedlander radiation field, which is given by the
restriction of the rescaled solution to I +; in particular we find as in [2] that
the asymptotics of the radiation field in the “time-delay” parameter (given
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by s = 2(t − r) in Minkowski space and subtler here owing to long-range
effects) are determined by the resonance poles of an associated Laplace-like
operator for an asymptotically hyperbolic metric on the “cap” in the sphere
at infinity reached by forward limits of time-like geodesics. Among the main
differences of the construction here and that used for the short-range case
in [2] is the necessity of a change of C∞ structure on the compactified space-
time, prior to the radiation field blow-up, in order to construct the correct
I +.
In particular, in the following theorem, the variable s is analogous to the
“lapse function” 2(t−r) in Euclidean space; in the long-range case it is given
instead by
(1.1) s = 2(t− r) +m log r−1;
here the logarithmic correction has a coefficient, denoted m, related to the
long-range asymptotics permitted in our spacetimes. The geometric hy-
potheses of the theorem are spelled out in detail in Section 3 below, and
indeed we will restate the theorem in a more precise fashion in Section 8.
Theorem 1.1. Let (M, g) be a non-trapping Lorentzian scattering manifold,
and let
gu = f
with u ∈ C−∞(M), f ∈ C˙∞(M). Assume that u is a forward solution. Then
u has a joint polyhomogeneous asymptotic expansion in s → ∞, r → ∞
(where r and s are as in equation (1.1)
(1.2) u ∼ r−(n−2)/2
∑
j
∑
κ≤mj
∞∑
`=0
∑
α≤2`
ajκ`αs
−ıσj (log s)κ(s/r)`(log(s/r))α.
If m = 0 then only α = 0 terms appear.
The slightly eccentric-looking presentation of the terms in the sum is mo-
tivated by the fact that the variables s−1 and (s/r) should be viewed as
defining functions of the two faces of a manifold with corners obtained by
the blowup of the light cone at infinity (depicted on the right side of Fig-
ure 1). The exponents σj have an explicit description as resonance poles of
a family of operators closely related to the spectral family of the Laplacian
on asymptotically hyperbolic space. The radiation field, which is conven-
tionally defined [7] by taking the s-derivative of the restriction to r =∞ of
r(n−2)/2u, is thus well defined and enjoys an asymptotic expansion as s→∞
with terms (given by taking ` = α = 0 in (1.2)) of the form s−ıσj−1(log s)κ.
Note that because u is a forward solution, u is Schwartz for s  0 when ρ
is small, hence the regime s→ +∞ is the only interesting one.
This theorem represents an improvement over the results of [2] even in the
case m = 0 (which was all that was treated in that paper), as the appearance
of log terms in the expansion is considerably clarified.
In practice, the variables in (1.2) are not well suited to the problem,
as, for instance, the regime r, s → +∞ is the more interesting part of the
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Figure 1. A schematic view of the blow-up. The lapse func-
tion s increases along I + towards C+. In the typical Penrose
diagram of Minkowski space, C± are collapsed to i± and C0
is collapsed to i0.
parameter range. As in [2] we will in fact view our spacetime as the in-
terior of a compact manifold with boundary M, analogous to the radial
compactification of Minkowski space to the ball Bn. We will let S± denote
the forward/backward light cones where they intersect the boundary at in-
finity, and let C± denote the interiors of ∂M interior to these light cones,
i.e., the future/past timelike infinity, which here is a smooth manifold with
boundary S±. Then ρ denotes a boundary defining function (analogous to
(1 + t2 + r2)−1/2) while v will denote a function such that v = 0 defines S+,
the future light cone at infinity. Near S+, we can in fact simply change the
ρ variable to ρ = r−1 for simplicity. Then in the short-range case, s = v/ρ
and r = ρ−1 are the variables used above, while s−1 = ρ/v and s/r = v will
be defining functions for the boundary faces of the blow-up of ρ = v = 0,
and the compound asymptotics (1.2) are thus expressed in these variables.
Note that I + = {v = 0} while ρ/v tends to 0 as we move along I + to for-
ward timelike infinity. In the long-range case treated here, these definitions
are seriously affected by the mass parameter, and the necessary changes are
addressed extensively in Section 7 below.
1.1. Notation. We use the notation O(f) to denote an element of f · C∞
and the notation O(f1, . . . , fk) to denote an element of f1 ·C∞+ · · ·+fk ·C∞.
We use Olog(f) and Olog(f1, . . . , fk) similarly (but with C∞log in place of C∞).
Our convention is that the natural numbers include 0 :
N ≡ {0, 1, 2, 3, . . . }.
1.2. Sketch of proof. As the method of proof is in certain respects some-
what round-about, we sketch it here. The strategy mimics that developed
by the authors for the short-range case in [2] up to a certain point, where
we prove conormality of the solution up to the boundary and to S+. The
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subsequent treatment of the full asymptotic expansion is completely new,
however, and much improves the earlier treatment even in the short-range
case.
The main steps in the proof are as follows:
Set-up. As noted above, we will let ρ be a boundary defining function for the
boundary (at infinity!) of M (e.g., ρ = r−1 in the region of most interest)
while v cuts out S+, the future null cone (e.g. t/r − 1 in Minkowski space);
let y denote the remaining variables (analogous to θ = x/|x| ∈ Sn−2 when
(t, x) ∈ R1,n−1).
We now consider the equation
gu = f
but then rescale and conjugate1 to rewrite it as
Lw = g
where
(1.3) L ≡ ρ−(n−2)/2−2gρ(n−2)/2,
w = ρ−(n−2)/2u ∈ C−∞(M), g = ρ−(n−2)/2−2f ∈ C˙∞(M).
This is advantageous because L is then a “b-differential operator” in the
sense of Melrose [17], and enables us to employ the b-pseudodifferential
calculus to obtain microlocal estimates on w near X = ∂M.
Propagation of b-regularity. We first prove a propagation of b-regularity,
which is to say (microlocalized) conormality with respect to the boundary,
starting at the backward null cone, where by hypothesis the solution is trivial
(zero near the boundary), along X = ∂M. This works easily until we reach
S+, where the relevant bicharacteristic flow has radial points, and we need
to use subtler estimates. The idea is that instead of proving conormality
with respect to X, which is to say, iterated regularity under ρ∂ρ, ∂v, and ∂y,
we must settle for less: we only obtain regularity under vector fields that
are additionally tangent to S+ ⊂ X as well as to X. This is the content of
Proposition 5.4 below.
We also employ a refined version of the b-estimates described above that
have a semiclassical parameter corresponding to the Mellin dual of the vector
field ρ∂ρ.
1The conjugation here rescales g to a b-operator and makes it formally self-adjoint in
the b-sense. It also renormalizes the leading asymptotics of solutions of the wave equation
to size 1. It is advantageous to work in the b-setting because the operator is degenerate
in the sense of the scattering calculus, corresponding to its characteristic set over the
boundary being singular at the zero section, the tip of the light cone in the fibers.
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Fredholm estimates. The propagation estimates are the necessary ingredient,
following the strategy developed by the second author in [25], in showing
that we may set up a global Fredholm problem on X for the family of
“reduced normal operators” Pσ. This is the family of operators given by
an appropriate freezing of coefficients at ρ = 0 and conjugating L by the
Mellin transform in the boundary defining function (which simply acts on L
by replacing the vector field ρDρ by the parameter σ wherever it appears).
Crucially, Pσ is taken to act on spaces with varying degrees of regularity,
with more regularity mandated at the backward (in the sense of the time
orientation) end of the flow lines than at the forward end. The non-trapping
hypothesis is used here in a crucial way to show that the family P−1σ (which
we show always exists as a meromorphic operator family) may moreover
only have finitely many poles in a given horizontal strip in C, and satisfies
polynomial estimates as |Reσ| → ∞.
Global asymptotic expansion. We then begin the asymptotic development of
w (and hence u) near the boundary as follows. Cutting off near ∂M and
Mellin transforming, the equation
Lw = g
becomes a family of equations of the form
Pσw˜ = g˜.
A priori, all we know is that w˜ is analytic in a half-space Imσ ≥ ς0. However
we may invert Pσ to obtain meromorphy of w˜, with poles arising from the
poles of P−1σ . If L were in fact dilation-invariant near ∂M, we would imme-
diately have global meromorphy, but as error terms need to be dealt with at
each stage, we are only able to improve our domain of meromorphy a little
at a time, increasing the half-space in which we know meromorphy by finite
increments in an iterative argument. This iteration does eventually yield
global meromorphy, but with the subtlety that poles may arise not merely
from the poles of P−1σ itself but also from their shifts by ıj for j ∈ N.
Applying the inverse Mellin transform has the effect of turning poles of
w˜ into terms in an asymptotic expansion, with a pole at σ = z of degree
k becoming a term ρız log ρk−1. The coefficients of this expansion, however,
are functions on X = ∂M that become worse in their regularity at S+ as
Im z decreases, i.e. as we obtain more decay in ρ. This development thus
suffices to get an asymptotic expansion valid as ρ ↓ 0 for v 6= 0, and indeed
to get this expansion uniformly as ρ/v ↓ 0 near v = 0, which is in effect one
of the two asymptotic expansions at intersecting boundary faces in (1.2)
(where s−1 = ρ/v and v should be regarded as the defining functions for
two intersecting boundary faces of a manifold with corners, where we seek
a joint asymptotic expansion).
Full asymptotics. It thus remains to obtain the full expansion (1.2), in both
variables. It will suffice, via an argument discussed in Section 2, to show
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that in the short-range case w has improved asymptotics under applications
of vector fields of the form
(R+ ıj) . . . (R+ ı)(R)
where R = vDv +ρDρ is the scaling vector field about S+. In the long-range
case, we must employ instead
(R+ ıj)2j+1 . . . (R+ ı)3(R),
with the increased multiplicity corresponding to the additional log terms
appearing in the long-range case. These extra difficulties arise because of a
change of coordinates necessary to obtain good estimates at S+: if we (lo-
cally) replace the variable v that defines S+ with v + mρ log ρ, this change
of variables has the considerable virtue of making the leading order form of
L near S+ the same in the long- and short-range cases, but also the consid-
erable defect of introducing additional log singularities into the coefficients
of the remaining terms in L. It is these additional error terms that are re-
sponsible for the additional log singularities in our expansion. This change
of variables and its consequences (in particular, a change of C∞ structure
on the manifold M) are discussed in Section 7 below.
2. Basics of b- and scattering-geometry
2.1. b-geometry. The main microlocal tool that we employ is the b-pseudodifferential
calculus of Melrose, together with refinements involving conormal regularity
at submanifolds. We therefore begin by recalling notation and basic results
about these objects.
Accordingly, the following preliminaries are essentially taken from [2].
For a more thorough discussion of b-pseudodifferential operators and b-
geometry, we refer the reader to Chapter 4 of Melrose [17].
In this section and the following, we initially take M to be a manifold
with boundary with coordinates (ρ, y) ∈ [0, 1) × Rn−1 yielding a product
decomposition M ⊃ U ∼ [0, 1) × ∂M of a collar neighborhood of ∂M.
In particular, for now we lump the v variable in with the other boundary
variables as it will not play a distinguished role.
The space of b-vector fields, denoted Vb(M), is the vector space of vector
fields on M tangent to ∂M . In local coordinates (ρ, y) near ∂M , they
are spanned over C∞(M) by the vector fields ρ∂ρ and ∂y. We note that
ρ∂ρ is well-defined, independent of choices of coordinates, modulo ρVb(M);
one may call this the b-normal vector field to the boundary. One easily
verifies that Vb(M) forms a Lie algebra. The set of b-differential operators,
Diff∗b(M), is the universal enveloping algebra of this Lie algebra: it is the
filtered algebra consisting of operators of the form
(2.1) A =
∑
|α|+j≤m
aj,α(ρ, y)(ρDρ)
jDαy ∈ Diffmb (M)
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(locally near ∂M) with the coefficients aj,α ∈ C∞(M). We further define a
bi-filtered algebra by setting
Diffm,lb (M) ≡ ρ−l Diffmb (M).
The first index (here m) is the order of the operator and the second (here
l) is the weight.
The b-pseudodifferential operators Ψ∗b(M) are the “quantization” of this
Lie algebra, formally consisting of operators of the form
b(ρ, y, ρDρ, Dy)
with b(ρ, y, ξ, η) a Kohn–Nirenberg symbol (i.e., a symbol smooth in all vari-
ables with an asymptotic expansion in decreasing powers of (ξ2 + |η|2)1/2);
likewise we let
Ψm,lb (M) = ρ
−lΨmb (M)
and obtain a bi-graded algebra.
The space Vb(M) is in fact the space of sections of a smooth vector bundle
over M, the b-tangent bundle, denoted bTM. The sections of this bundle are
of course locally spanned by the vector fields ρ∂ρ, ∂y. The dual bundle to
bTM is denoted bT ∗M and has sections locally spanned over C∞(M) by
the one-forms dρ/ρ, dy. We also employ the fiber compactification bT ∗M of
bT ∗M , in which we radially compactify each fiber. If we let
ξ
dρ
ρ
+ η · dy
denote the canonical one-form on bT ∗M then a defining function for the
boundary “at infinity” of the fiber-compactification is
ν = (ξ2 + |η|2)−1/2;
a (redundant) set of local coordinates on each fiber of the compactification
near {v = ρ = 0} is given by
ν, ξˆ = νξ, ηˆ = νη.
The symbols of operators in Ψ∗b(M) are thus Kohn-Nirenberg symbols
defined on bT ∗M. The principal symbol map, denoted σb, maps (the classical
subalgebra of) Ψm,lb (M) to ρ
−l times homogeneous functions of order m on
bT ∗M. In the particular case of the subalgebra Diffm,lb (M), if A is given by
(2.1) we have
σb,m,l(ρ
−lA) = ρ−l
∑
|α|+j≤m
aj,α(ρ, y)ξ
jηα
where ξ, η are “canonical” fiber coordinates on bT ∗M defined by specifying
that the canonical one-form be
ξ
dρ
ρ
+ η · dy.
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There is a canonical symplectic structure of bT ∗M◦ given by the exterior
derivative of the canonical one-form
1
ρ
dξ ∧ dρ+ dη ∧ dy.
The symbol of the commutator operators in Ψ∗b(M) is one order lower than
the product, with principal symbol given by the Poisson bracket of the
principal symbols with respect to this structure. By contrast, the weight
(second index) of the commutator is, in general, no better than that of the
product, owing to noncommutativity of the normal operators introduced
below.
Here and throughout this paper we fix a “b-density,” which is to say a
density which near the boundary is of the form
f(ρ, y)
∣∣∣∣dρρ ∧ dy1 ∧ · · · ∧ dyn−1
∣∣∣∣
with f > 0 everywhere and smooth down to ρ = 0. Let L2b(M) denote the
space of square integrable functions with respect to the b-density. We let
Hmb (M) denote the Sobolev space of order m relative to L
2
b(M) correspond-
ing to the algebras Diffmb (M) and Ψ
m
b (M). In other words, for m ≥ 0, fixing
A ∈ Ψmb (M) elliptic, one has w ∈ Hmb (M) if w ∈ L2b(M) and Aw ∈ L2b(M);
this is independent of the choice of the elliptic A. For m negative, the space
is defined by dualization. (For m a positive integer, one can alternatively
give a characterization in terms of Diffmb (M).) Let H
m,l
b (M) = ρ
lHmb (M)
denote the corresponding weighted spaces. The spaceH∞,lb (M) are of special
importance, as they are the spaces of conormal distributions with respect to
the boundary (having different possible boundary weights). They can more
be easily characterized without any microlocal methods by the iterated reg-
ularity condition
u ∈ H∞,lb (M)⇐⇒ V1, . . . VNu ∈ ρlL2(M) ∀N, ∀Vj ∈ Vb(M).
We recall also that associated to the algebra Ψ∗b(M) is associated a notion
of Sobolev wavefront set: WFm,lb (w) ⊂ bS∗M is defined only for w ∈ H−∞,lb
(since Ψb(M) is not commutative to leading order in the decay filtration);
the definition is then α /∈ WFm,lb (w) if there is Q ∈ Ψ0,0b (M) elliptic at α
such that Qw ∈ Hm,lb (M), or equivalently if there is Q′ ∈ Ψm,lb (M) elliptic
at α such that Q′w ∈ L2b(M). We refer to [13, Section 18.3] for a discussion
of WFb from a more classical perspective, and [19, Section 3] for a general
description of the wave front set in the setting of various pseudodifferential
algebras; [26, Sections 2 and 3] provide another discussion, including on the
b-wave front set relative to spaces other than L2b(M).
In addition to the principal symbol, which specifies high-frequency asymp-
totics of an operator, we will employ the “normal operator” which measures
the boundary asymptotics. For a b-differential operator given by (2.1), this
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is simply the dilation-invariant operator given by freezing the coefficients of
ρDρ and Dy at ρ = 0, hence
(2.2) N(A) ≡
∑
|α|+j≤m
aj,α(0, y)(ρDρ)
jDαy ∈ Diffmb ([0,∞)× ∂M).
It is instructive in studying operators that are approximately dilation-
invariant near ∂M to employ the Mellin transform. Thus we define the
Mellin transform of u a distribution onM (suitably localized near the bound-
ary) by setting
(2.3) Mu(σ, y) =
∫
χ(ρ)ρ−ıσ−1 dρ
where χ is compactly supported and equal to 1 near 0.
The Mellin conjugate of the operator N(A) is known as the “reduced
normal operator” and, ifN(A) is given by (2.2), the reduced normal operator
is simply the family (in σ) of operators on ∂M given by
(2.4) N̂(A) ≡
∑
|α|+j≤m
aj,α(0, y)σ
jDαy .
This construction can be extended to b-pseudodifferential operators, but
we will only require it in the differential setting here. Moreover, while the
construction is more subtle if we extend our coefficient ring to C∞log, as we
would need to do to consider the d’Alembertian following the logarithmic
coordinate change we will employ below, we will in practice only employ
this construction in the setting of our original manifold with its smooth
coordinates.
The Mellin transform is a useful tool in studying asymptotic expansions
in powers of ρ (and log ρ). In particular, we recall from Section 5.10 of [17]
that if u is a distribution on our manifold with boundary M, we write
u ∈ AEphg(M)
iff u is conormal to ∂M with
u ∼
∑
(z,k)∈E
ρız(log ρ)kaz,k
where az,k are smooth coefficients on y ∈ ∂M. Here E is an index set, which
is required to satisfy the following properties2:
• E ⊂ C× {0, 1, 2, . . . }.
• E is discrete.
• (zj , kj) ∈ E and |(zj , kj)| → ∞ =⇒ Im zj → −∞.
• (z, k) ∈ E =⇒ (z, `) ∈ E for ` = 0, . . . , k − 1 as well.
• (z, k) ∈ E =⇒ (z − jı, k) ∈ E for j ∈ N.
2We have chosen to use the index set conventions of [21] rather than those in [17],
which differ by a factor of ı in how the powers in the expansion relate to the z variable in
the index set.
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We refer the reader to [17] for an account of why these conditions are natural
ones to impose. When z ∈ C denotes an index set, this means the smallest
index set containing (z, 0), i.e., {(z − jı, 0) : j ∈ N}.
We now remark that we may characterize distributions in AEphg(M) in
two different ways: by Mellin transform, or by applying radial vector fields.
To see the former, we recall that by Proposition 5.27 of [17], we have
u ∈ AEphg(M) iff its Mellin transform Mu is meromorphic, with poles of
order k only at points z such that (z, k − 1) ∈ E, as well as satisfying
appropriate decay estimates in σ. (We will state a quantitative L2 version
of this result below, hence will not discuss the estimates here.)
Alternatively, we recall that we may test for polyhomogeneity by use of
radial vector fields: Let R denote the vector field ρDρ (recalling that Dρ
has a factor of ı−1 built into it). We can characterize u ∈ AEphg(M) for
E = {(zj , kj)} by the requirement that for all l there exists γl with γl →∞
as l→ +∞ such that
(2.5)
 ∏
(z,k)∈E, Im z>−l
(R− z)
u ∈ H∞,γlb (M).
(Note that by our index set conventions, the product includes k + 1 factors
of (R− zj) if (zj , k) ∈ E, since (zj , 0), . . . (zj , k − 1) are in E as well.)
Theorem 1.1 is about polyhomogeneity not just to one but to two bound-
ary hypersurfaces of a manifold with codimension-two corners given by blow-
up of our original spacetime M at S+. We thus make a few remarks here
on the generalization of the theory of polyhomogeneity to this context; it is
covered in some detail in Section 5.10 of [17], but that treatment only deals
with the case where all but one of the index sets are the set
0 ≡ {(−jı, 0) : j ∈ N}
of indices for smooth functions. The more general case is treated in the
unpublished [21], but follows similarly. Thus, here we have an index set at a
codimension two corner with defining functions ρ1, ρ2 such that E = (E1, E2)
with Ej an index set at each of the boundary hypersurfaces individually. The
idea is simply that u has an expansion at each boundary hypersurface with
coefficients that are polyhomogeneous at the other:
u ∈ AEphg(M)
iff for each ` = 1, 2, we have
u ∼
∑
(z,k)∈E`
φ`(z, k)ρ
ız
` (log ρ`)
k mod H∞,γ`(M),
where for each (z, k) we have coefficients
φ`(z, k) ∈ AE(`)phg
with E(`) given by (0, E2) resp. (E1, 0) for ` = 1, 2 and where for ` = 1, 2
γ` = (∞,−A) resp. (−A,∞) with fixed A > sup{Im z : (z, k) ∈ E`, ` = 1, 2}.
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In testing for polyhomogeneity at two boundary hypersurfaces by radial
vector fields, it is of considerable importance that it suffices to test individ-
ually at each boundary hypersurface, with uniform estimates at the other;
this is a consequence of a characterization by multiple Mellin transforms
(see Chapter 4 of Melrose’s book [21], or indeed the Appendix of the PhD
thesis of Economakis [4], where a proof provided by Mazzeo is presented).
Thus we will in particular use the following:
Proposition 2.1 (Mazzeo, Melrose). Let R` denote ρ`Dρ` , the radial vector
field at the `’th hypersurface. Suppose that for each ` = 1, 2, there exists a
γ′, and for all A there is a γA, with limA→+∞ γA =∞ such that
(2.6)
 ∏
(z,k)∈E`, Im z>−A
(R` − z)
u ∈ H∞,γA,γ′b ,
where γA refers to the growth slot for the `’th hypersurface, and (abusing
notation) γ′ to the growth at the other boundary hypersurfaces. Then u ∈
AEphg(M) where E = (E1, E2).
Note that there is no requirement in (2.6) that the coefficients in the
expansion (or indeed the remainder on the right hand side) be polyhomo-
geneous; this follows automatically when (2.6) is required for all boundary
hypersurfaces H.
We let E0 denote the “index set”3 of poles of the operator family P−1σ
with imaginary part less than some fixed ς0. Here we have
Pσ ≡ N̂(L)(σ)
with L the rescaled conjugate of g given by (1.3) and N̂(L) the reduced
normal operator as defined in (2.4). (The spaces on which we should consider
this operator to act will be defined below, in Section 6.) Thus (σ0, k) ∈ E0 if
σ0 is a pole of P
−1
σ of order at least k + 1. Though P
−1
σ may have poles σj
with Imσj → +∞, the presence of ς0 in the definition restricts our attention
to a lower half-plane. In practice, we fix ς0 large enough to consider only
the half-plane in which our function is not a priori holomorphic.
To account for accidental multiplicities arising from multiplication by C∞
(or C∞log, defined in Definition 7.1) functions, we must also include in the
resonance set the shifts of E0 corresponding to the index sets of C∞ (or C∞log)
functions. Namely, for each j = 1, 2, . . . , we set
Ej = {(σ − ıj, k) : (σ, k) ∈ E0(ς0)}
We define the massless resonance set as the extended union of Ej :
(2.7) E0res ≡ E0∪E1∪E2∪ . . . ,
3Note that this is not technically an index set as defined, as it is not closed under shifts
by −ı.
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where ∪ denotes the extended union of index sets as in [17, Section 5.18]:
E∪F ≡ E ∪ F ∪ {(z, k) : (z, `1) ∈ E, (z, `2) ∈ F, k = `1 + `2 + 1};
this corresponds to the increase in order of the poles of a product of mero-
morphic function in the case when poles of the two functions coincide. Fi-
nally we define the resonance set that we obtain on the “logified” space—
when m 6= 0—by transformation of E0res (see Proposition 7.8):
Eres ≡
{
E0res m = 0
{(σ − jı, k + `) : (σ, k) ∈ E0res, 0 ≤ ` ≤ j} m 6= 0
We also set
EI =
{
0, m = 0
{(−jı, `), ` ∈ {0, . . . , 2j}, m 6= 0.
Thus, the latter is the index set describing an expansion in ρj(log ρ)` for
` = 0, . . . , 2j.
Finally, write the “total index set” as
Etot = (Eres, EI )
where the two index sets on the RHS are for the lift of C+ and I + respec-
tively in the radiation field blowup. This is the index set that we will show
occurs in the asymptotic expansion.
In an intermediate step of our construction, we will need to consider
slightly different kinds of asymptotic expansions: those that are global ex-
pansions in the ρ variable of M but with coefficients that are not smooth:
they will have conormal singularities of increasing orders at S+. Index sets
and manipulations for these expansions are defined analogously to those of
the smooth expansions described above, but we need to slightly clarify the
testing definition: Suppose that
(2.8) u ∼
∑
aj(v, y)ρ
ıσj (log ρ)kj
where now we assume that overall, u is a conormal distribution with respect
to ρ = v = 0, and that for some fixed q0, s0, L
aj ∈ I(q0−Re(ıσj))
are also conormal, and where the asymptotic sum now means that
u−
∑
Imσj≥−A
aj(v, y)ρ
ıσj (log ρ)kj ∈ ρL+A−0Hs0−Ab (M).
Thus the the remainder has better decay at the cost of conormal regularity
(and since u is a priori conormal w.r.t. N∗S+, this loss of regularity is only
there).
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Proposition 2.2. A distribution u conormal with respect to N∗S+ enjoys
the expansion (2.8) (interpreted as described above) if and only if we have∏
Imσj>−A
(ρDρ − σj)kju ∈ ρL+A−0Hq0−Ab (M).
2.2. Scattering geometry. In addition to the notion of b-geometry, we
also need to study a different set of metric and operator structures on a
manifold with boundary. If we radially compactify Euclidean space, we
remark that linear vector fields become the b-vector fields described above,
while constant coefficient vector fields become elements of
Vsc(M) ≡ ρVb(M).
These “scattering” vector fields are thus spanned over C∞(M) by ρ2∂ρ and
ρ∂y in the coordinates employed above, and as with b-vector fields, they are
sections of a bundle, denoted scTM. The dual bundle, scT ∗M, has sections
spanned by the one-forms
dρ
ρ2
,
dy
ρ
.
The Euclidean and Minkowski metrics, under radial compactification of Eu-
clidean resp. Minkowski spaces to a ball, are quadratic in these one-forms,
and hence (non-degenerate) quadratic forms on scTM.
We may build “scattering differential operators” out of scattering vector
fields by setting
A =
∑
|α|+j≤m
aj,α(ρ, y)(ρ
2Dρ)
j(ρDy)
α ∈ Diffmsc(M)
There is a well defined “scattering principal symbol” σksc(P ) which replaces
ρ2Dρ resp. ρDy by ξsc resp. ηsc, their canonical dual variables in the fibers
of scT ∗M. See [18] for details, as well as the construction of the associated
pseudodifferential calculus.
3. Long-range scattering geometry
In this section, we specify our geometric hypotheses in detail.
Let (M, g) be an n-dimensional manifold with boundaryX = ∂M equipped
with a Lorentzian metric g over M◦ such that g extends to be a nondegen-
erate quadratic form on scTM of signature (+,−, . . . ,−).
We motivate our definition of Lorentzian scattering metrics by recalling
that if we radially compactify Minkowski space by setting t = ρ−1 cos θ,
xj = ρ
−1ωj sin θ with ω ∈ Sn−2 and then set v = cos 2θ, the metric becomes:
(3.1) g = v
dρ2
ρ4
− v
4(1− v2)
dv2
ρ2
− 1
2
(dρ
ρ2
⊗ dv
ρ
+
dv
ρ
⊗ dρ
ρ2
)− 1− v
2
dω2
ρ2
.
This motivates the form of the following definition when m = 0. The more
general case is of course motivated by the need to include the case of non-
trivial solution to the Einstein vacuum equations, and in particular we show
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below in Appendix A that the Kerr solution of the Einstein equations is
in this broader class sufficiently far from the event horizon and away from
timelike infinity : for any  > 0 and C sufficiently large, the region described
in Boyer-Lindquist coordinates by r > C + t will have the desired metric
form.
Definition 3.1. We say that g is a long-range Lorentzian scattering metric if
g is a smooth, Lorentzian signature, symmetric bilinear form on scTM , and
there exist a boundary defining function ρ for M , a function v ∈ C∞(M),
and a constant m ∈ R so that
(1) when V is a scattering normal vector field, g(V, V ) has the same sign
as v at ρ = 0, and
(2) in a neighborhood of {v = 0, ρ = 0} we have
g = (v −mρ)dρ
2
ρ4
−
(
dρ
ρ2
⊗ ϑ
ρ
+
ϑ
ρ
⊗ dρ
ρ2
)
− g˜
ρ2
with ϑ a smooth 1-form on M and g˜ a smooth symmetric 2-cotensor
on M so that
g˜|Ann(dρ,dv) is positive definite.
We further require that
ϑ =
1
2
dv +O(v) +O(ρ) near ρ = v = 0.
We make two additional global assumptions on the structure of our space-
time:
Definition 3.2. A Lorentzian scattering metric is non-trapping if
(1) The set S = {v = 0, ρ = 0} ⊂ X splits into S+ and S−, each
a disjoint union of connected components; we further assume that
{v > 0} ⊂ X splits into components C± with S± = ∂C±. We denote
by C0 the subset of X where v < 0.
(2) The projections of all null bicharacteristics on scT ∗M \ o tend to S±
as their parameter tends to ±∞ (or vice versa).
In particular, our non-trapping hypothesis guarantees that (M, g) is time-
orientable: At each point the light cone has two components; we specify that
the future-directed component is the one from which the nullbicharacteristics
for the forward Hamilton flow tend to S+.
The final definition needed to make sense of the statement of Theorem 1.1
is the following.
Definition 3.3. Let gu = f on (M, g) a Lorentzian scattering manifold.
We say that u is a forward solution if u is smooth near C− and vanishes to
infinite order there.
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We now analyze the inverse metric. Our metric, as a metric on the fibers
of scTXM , i.e., in the frame
ρ2∂ρ, ρ∂v, ρ∂y
has the block form
(3.2) G0 =

v −12 + a0v a1v . . . an−2v
−12 + a0v b c1 . . . cn−2
a1v c1 −h1,1 . . . −hn−2,1
...
...
...
. . .
...
an−2v cn−2 −h1,n−2 . . . −hn−2,n−2
 ,
with the lower (n− 2)× (n− 2) block negative definite, hence hij is positive
definite. Blockwise inversion shows that in the frame
dρ
ρ2
,
dv
ρ
,
dy
ρ
,
the inverse metric when restricted to the boundary has the block form
G−10 =
 ω −2 + αv −12µT +O(v)−2 + αv −4v + βv2 −vΥT +O(v2)
−12µ+O(v) −vΥ +O(v2) −h−1 +O(v)
 .
In the above, h−1 = hij is the inverse matrix of hij , while ω, α, β, µj , and
Υj are smooth near ρ = v = 0, and A
T denotes the transpose of a matrix
A.
In a neighborhood of the boundary, i.e., at ρ 6= 0, there are further cor-
rection terms in the inverse metric as the actual metric is given by
G = G0 +H,
H =
−mρ+O(ρ2) O(ρ) O(ρ)O(ρ) O(ρ) O(ρ)
O(ρ) O(ρ) O(ρ)
 .
Thus in the inverse frame above,
(3.3) G−1 = G−10 +
O(ρ) O(ρ) O(ρ)O(ρ) 4mρ+O(ρ2) +O(ρv) O(ρ)
O(ρ) O(ρ) O(ρ)
 .
Thus in the coordinate frame ∂ρ, ∂v, ∂y, the dual metric becomes
(3.4)
gρρρ4 +O(ρ5) gρvρ3 +O(ρ4) gρyρ3 +O(ρ4)gρvρ3 +O(ρ4) gvvρ2 +O(ρ4) +O(ρ3v) gvyρ2 +O(ρ3)
gρyρ3 +O(ρ4) gvyρ2 +O(ρ3) gyyρ2 +O(ρ3)
 ,
where g•• are given by
gρρ = ω gρv = −2 + αv gρy = −1
2
µ+O(v)(3.5)
gvv = −4v + 4mρ+ βv2 gvy = −vΥ +O(v2) gyy = −h−1 +O(v)
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Again all terms are smooth. We remark at this juncture that the appearance
ofm only at level ofO(ρ) terms means that the normal operator of rescaled
will be independent of m, and arguments involving only the inversion of this
normal operator will thus be identical to those in [2]. Arguments involving
the detailed structure of  near S+, however, require serious modifications.
From (3.4) it is easy to read off the scattering principal symbol of g : if
the canonical one-form on scT ∗M is given by
ξsc
dρ
ρ2
+ γsc
dv
ρ
+ ηsc
dy
ρ
,
then
(3.6)
σ2sc(g) = (ω−mρ+O(ρ2))ξ2sc +(−4+2αv+O(ρ))ξscγsc +(−4v+βv2)γ2sc
−(hij+O(v)+O(ρ))(ηsc)i(ηsc)j+(−2vΥ+O(v2)+O(ρ))γscηsc+(−µ+O(v)+O(ρ))ξscηsc.
The transition to the b-principal symbol is likewise quite simple, since di-
viding by ρ2 simply converts all sc-vector fields into corresponding b-vector
fields, with commutator terms contributing only at lower order. Hence we
simply obtain
(3.7)
σ2b(ρ
−2g) = (ω−mρ+O(ρ2))ξ2 + (−4 + 2αv+O(ρ))ξγ+ (−4v+βv2)γ2
−(hij+O(v)+O(ρ))ηiηj+(−2vΥ+O(v2)+O(ρ))γη+(−µ+O(v)+O(ρ))ξη.
4. The Hamilton vector field and its radial set
We record the form of the b-Hamilton vector field of the conjugated oper-
ator. If λ is the b-principal symbol of the conjugated and rescaled operator
(4.1) L = ρ−(n−2)/2−2gρ(n−2)/2
then, since conjugation does not affect the principal symbol, we still have,
by (3.7)
λ ≡ σb(L) = gρρξ2 − 2(2− αv +O(ρ))ξγ − (4v − 4mρ− βv2 +O(ρv) +O(ρ2))γ2
+ 2gρy · ηξ − 2(vΥ +O(ρ)) · ηγ + gyiyjηiηj ,
(4.2)
which yields the Hamilton vector field
Hλ = (2g
ρρξ − 2(2− αv +O(ρ))γ + 2gρy · η) ρ∂ρ
− 2 [(4v − βv2 − 4mρ+O(ρv) +O(ρ2)) γ + (2− αv +O(ρ))ξ + (vΥ +O(ρ)) · η] ∂v
+ 2 (gρyξ − (vΥ +O(ρ))γ + gyyη) · ∂y − (ρ∂ρλ)∂ξ − (∂vλ)∂γ − (∂yλ) · ∂η.
We now analyze the radial set R of the Hamilton vector field within the
characteristic set of L. This is defined as the conic set
R = {p ∈ bT ∗M : λ(p) = 0,Hλ|p ∈ RR},
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where R denotes the scaling vector field in the fibers of bT ∗M. In order for
Hλ|p ∈ RR, the projection piHλ of Hλ to the base must vanish as a smooth
vector field. We recall that λ is a nondegenerate Lorentzian metric on the
fibers of bT ∗M and denote the induced b-metric on bTM by gb. For a point
p = (xi, ζi) ∈ bT ∗M not in the zero section, the projection piHλ is given by
piHλ = 2
(
gρjζjρ∂ρ + g
vjζj∂v + g
yjζj∂y
)
.
In other words, at a point p = (x, ζ) ∈ bT ∗M , the projection piHλ is the
vector at x associated to ζ by regarding gb as a linear map
bT ∗xM → bTxM .
Thus piHλ must be a non-vanishing b-vector field. In particular, for it to
vanish as a smooth vector field, it must be a nonzero multiple of ρ∂ρ. We
further have that
gb (piHλ, piHλ) = 4gij(g
ikζk)(g
j`ζ`) = 4(g
j`ζjζ`) = 4λ(p),
and so ρ∂ρ must be a null vector field at ρ = 0 and thus v = 0. An
examination of the coefficients of the spatial vector fields then shows that
the radial set R within ρ = 0 is exactly v = 0, η = 0, ξ = 0. Equivalently
(and this will be used below—cf. (5.3)), we can take it to be defined by
λ, ρ, η, ξ, substituting λ for v as a defining function.
On the fiber compactification of bT ∗M near R, we use local coordinates
ν =
1
γ
, ξˆ =
ξ
γ
, ηˆ =
η
γ
,
and compute the linearization of Hλ at R. Modulo terms vanishing quadrat-
ically at ∂R, we have
νHλ = −4ρ∂ρ + (−8v − 4ξˆ + 8mρ)∂v + 2
(
gρy ξˆ − vΥ + cρ+ gyyηˆ
)
∂y
− 4mρ∂ξˆ − 4
(
ν∂ν + ξˆ∂ξˆ + ηˆ∂ηˆ
)
+ I2V(bT ∗M),
with c smooth.
In particular, the linearization of νHλ has eigenvectors and eigenvalues
given by
dv + dξˆ −mdρ with eigenvalue − 8,
dρ, dν, dηˆ, with eigenvalue − 4,
4dy + 2gyydηˆ + (2c− 3mΥ− 2mgρy)dρ−Υdv + (2gρy + Υ)dξˆ, with eigenvalue 0.
For m 6= 0, this leaves one dimension unaccounted for, and in a notable
difference with the short-range case, for m 6= 0, there is in fact a nontrivial
Jordan block in the generalized eigenspace −4, spanned by dρ and dξˆ.
Consequently, we must revisit the proof of propagation of b-regularity to
radial points (Proposition 4.4 of [2]) in this context. We undertake this in
the following section.
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5. Propagation of b-regularity and module regularity
Definition 5.1. LetM⊂ Ψ1b(M) denote the Ψ0b(M)-module of pseudodiffer-
ential operators with principal symbol vanishing on the radial set R = {ρ =
0, v = 0, ξ = 0, η = 0}. We also letMD ⊂ Diff1(M) denote the module of
differential operators with principal symbol vanishing on the radial set R.
Note that a set of generators for M over Ψ0b(M) is given by the vector
fields ρ∂ρ, ρ∂v, v∂v, ∂y, and I. The differential moduleMD is generated by
the same vector fields over C∞(M).
We recall from [2] that the module M is closed under commutators.
If we disregard factors in M2 we note that the operator L defined by
equation (4.1) takes a particularly simple form:
Lemma 5.2.
(5.1) L = 4∂v (ρ∂ρ + v∂v)− 4mρ∂2v +M2.
Proof. As in the previous section, we let gb denote the induced b-metric
given by λ, so that gb = ρ
2g. We observe that L and gb have the same
principal symbol and are both self-adjoint with respect to the volume ρn
√
g,
hence these operators agree up to a smooth zero-th order term (which is
automatically in M2). We must thus show that gb has the desired form.
To see this we start by noting that gb is an element of Diff2b(M) and
so the only terms of gb not lying in M2 are those terms containing a ∂v
(because ρ∂ρ and ∂y lie in M). We then observe that
gvyb = O(v), g
ρv
b = −2ρ+O(ρv),
gvvb = −4v + 4mρ+O(v2) +O(ρv) +O(ρ2).
Because
√
gb = ρ
−2A, where A is smooth and non-vanishing, it follows that
gb (and hence L) has the desired form. 
We begin by recalling, just as in [2], that regularity/singularities of solu-
tions to Lw = f ∈ C˙∞(M) propagates along maximally extended integral
curves of the Hamilton vector field for a wide class of operators L: let
L ∈ Ψs,rb (M) be arbitrary, and let Σ ⊂ bS∗M denote the characteristic set
of L, λ denote the principal symbol of L in Ψs,rb (M).
Proposition 5.3. Suppose w ∈ H−∞,lb (M). Then
(1) Elliptic regularity holds away from Σ, i.e.,
WFm,lb (w) ⊂WFm−s,l−rb (Lw) ∪ Σ,
(2) In Σ, WFm,lb (w) \WFm−s+1,r−lb (Lw) is a union of maximally ex-
tended bicharacteristics, i.e., integral curves of Hλ.
Note that the order in WFm−s+1,r−lb (Lw) is shifted by 1 relative to the
elliptic estimates, corresponding to the usual hyperbolic loss. This arises
naturally in the positive commutator estimates used to prove such hyperbolic
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estimates: commutators in Ψb(M) are one order lower than products in the
differentiability sense (the first index), but not in the decay order (the second
index); hence the change in the first order relative to elliptic estimates but
not in the second. We refer the reader to, e.g., [26], for a proof; the idea is
essentially a version of the usual real-principal type propagation argument
by positive commutators.
Proposition 5.3 by itself fails to give any useful information exactly at R,
the radial set of L. To analyze the solutions at R we require a considerably
subtler result that yields propagation into and out of the radial set but which
is sensitive to the order of Sobolev regularity under study. The statement
below is thus only about the particular operator L under study here, as it
depends in detail on the behavior near R. Our result here has the same
statement as Proposition 4.4 of [2] but as noted above is complicated by the
existence of a nontrivial Jordan block in the linearization of the Hamilton
vector field about R in the long-range case considered here.
Proposition 5.4. Let L = ρ−(n−2)/2−2gρ(n−2)/2. If w ∈ H−∞,lb (M) for
some l, Lw ∈ Hm−1,lb , and w ∈ Hm,lb on a punctured neighborhood U \ ∂R
of ∂R in bS∗M (i.e., WFm,lb (w) ∩ (U \ ∂R) = ∅) then for m′ ≤ m with
m′ + l < 1/2, w ∈ Hm′,lb (M) at ∂R (i.e., WFm
′,l
b (w) ∩ ∂R = ∅) and for
N ∈ N with m′+N ≤ m and for A ∈MN , Aw is in Hm′,lb (M) at ∂R (i.e.,
WFm
′,l
b (Aw) ∩ ∂R = ∅).
We sketch the proof, focusing on the differences from [2].
Proof. First we show propagation of ordinary b-regularity up to the thresh-
old regularity m′. We inductively show that WFm˜,lb (w) ∩ ∂R = ∅ assuming
that we already have shown WFm
′′,l
b (w) ∩ ∂R = ∅ with m′′ = m˜ − 1/2. As
w ∈ Hm0,lb (M) for some m0, we start with m˜ = min(m0 +1/2,m′) and then,
increasing m˜ by an amount ≤ 1/2 at each step, we may reach m˜ = m′ in
finitely many steps.
To do this, we set
a = ρ−rν−sφ2,
where φ ≥ 0, φ ≡ 1 near R and suppφ ⊂ U . Taking r + s < 0 and
constraining the support of φ appropriately gives
νHλa = −b2 + e,
with b elliptic near R and e supported on supp dφ, which we choose to be
away from R. Choosing A ∈ Ψs,rb (M) with symbol a then gives
ı[L,A] = −B∗B + E + F,
with E ∈ Ψs+1,rb (M) microsupported away from R, B ∈ Ψ(s+1)/2,r/2b (M),
and F ∈ Ψs,rb (M). Hence we have an estimate
(5.2) ‖Bw‖2 ≤ |〈Ew,w〉|+ |〈Fw,w〉|+ 2 |〈Lw,Aw〉|
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when w is a priori sufficiently regular. Given m˜, l, we take s = 2m˜− 1 and
r = 2l so that s + r < 0 is satisfied. As F has order ≤ 2m′′, the inductive
assumption gives a bound on 〈Fw,w〉. A standard regularization argument
to justify the pairing then proves the proposition for N = 0.
Now we turn to the general case, following the methods of Hassell, Mel-
rose, and Vasy [10, 11] (cf. also the appendix of [19]). In particular, we
follow the treatment of Section 6 of [10], which covers the propagation of
regularity under test modules into and out of radial points.
Thus as generators of the module we may take quantizations of ν−1g,
where g runs over the set
(5.3) {ηˆ, ρ, ξˆ, ν2λ}.
Recall that dηˆ, dρ are eigenvectors of the linearization of νHλ with eigenvalue
−4 while dξˆ lies in the same generalized eigenspace.
Now let G0 = I and let G1, . . . , Gn−1 be given by quantizing ν−1ηˆ and
ν−1ρ; let Gn be the quantization of ν−1ξˆ and let Gn+1 = ΛL. Here Λ ∈ Ψ−1b
has symbol ν near R. We employ the obvious multi-index notation for Gα.
Since dν, dηˆ, dρ have equal eigenvalues for 1 ≤ j ≤ n− 1, we have
ıΛ[Gi, L] =
n+1∑
j=1
CijGj + Ei,
where Ei ∈ Ψ−∞b (M) and for i ≤ n− 1,
(5.4) σb,0,0(Cij)|R = 0.
By contrast,
ıΛ[Gn, L] =
∑
j
Cn,jGj + En,
with En ∈ Ψ−∞b (M) and
(5.5) σb,0,0(Cn,j)|R = 0, j 6= n− 1;
the term Cn,(n−1) will not enjoy this vanishing property, however.
We now inductively control regularity under MN , with N = 0 being
the case established above. In proving regularity of w under MN given
regularity underMN−1, we recall that it suffices to consider the application
of elements Gα with |α| = N and with αn+1 = 0, since the presence of a
single factor of Gn+1 in the correct slot renders w residual. (We can arrange
that factors of Gn+1 are always in the correct slot as the induction hypothesis
allows us to bound the commutators.)
We thus consider the system of commutators
ı[L,Wα],
with
Wα = 
−αn−1 Op(
√
a)∗(Gα)∗(Gα) Op(
√
a),
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where a is chosen as above,  > 0 is small (to be fixed later), and where we
let α run over all values with
|α| = N,αn+1 = 0.
As before, since s + r < 0 (and if the support of φ is sufficiently small),
we have
ı[L,Wα] = −−αn−1B∗(Gα)∗(Gα)B
+
∑
β
−αn−1 Op(
√
a)∗
(
(Gβ)∗Cαβ(Gα) + (Gα)∗C ′αβ(G
β)
)
Op(
√
a)(5.6)
+ Eα + Fα
Here the terms involving the Gβ (and adjoint) arise from the commutators
of L with the Gα (and adjoint) factors; B is elliptic near R, as before. Eα
is microsupported away from R, and Fα has lower order. Crucially, the
vanishing of the symbols of Cij on R imply that
σb,0,0(Cαβ) = 0, σb,0,0(C
′
αβ) = 0, on R unless β = α+ δn−1 − δn,
where δj is the multi-index with δji = 0 for i 6= j, δjj = 1. Now on pairing
equation (5.6) with w, we note that:
• Terms with βn+1 6= 0 are trivially bounded because Lw is residual.
• Terms with |β| < N can be absorbed in the positive terms by the
inductive hypothesis and Cauchy–Schwarz.
• Terms with |β| = |α| can likewise be absorbed in the main positive
terms unless β = α + δn−1 − δn by the vanishing of the symbol
(shrinking supports if necessary).
• Terms with β = α+ δn−1 − δn can be likewise handled by Cauchy–
Schwarz, as they come with a coefficient −αn−1 , while the corre-
sponding positive term has coefficient −βn−1 = −αn−1−1. Hence for
 sufficiently small, these terms, too, may be controlled by the main
commutator terms.

6. Fredholm properties
We now turn to the Fredholm properties of the operator family Pσ on
variable-order Sobolev spaces, which we can deduce from the propagation
theorems above. This argument is identical to that used in [2], again follow-
ing the strategy first used by the second author in [25].
Definition 6.1. Let Cν denote the halfspace Imσ > −ν and letH(Cν) denote
holomorphic functions on this space. For a Fre´chet space F , let
H(Cν) ∩ 〈σ〉−kL∞L2(R;F)
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denote the space of gσ holomorphic in σ ∈ Cν taking values in F such that
each seminorm ∫ ∞
−∞
∥∥gµ+ıν′∥∥2•〈µ〉2k dµ
is uniformly bounded in ν ′ > −ν.
Note the choice of signs: as ν increases, the halfspace gets larger.
We will further allow elements of H(Cν) to take values in σ-dependent
Sobolev spaces, or rather Sobolev spaces with σ-dependent norms. In par-
ticular, we allow values in the standard semiclassical Sobolev spaces Hmh
on a compact manifold (without boundary), with semiclassical parameter
h = 〈σ〉−1. Recall (see [30, Section 8.3]) that these are the standard Sobolev
spaces and up to the equivalence of norms, for h in compact subsets of (0,∞),
the norm is just the standard Hm norm, but the norm is h-dependent: for
non-negative integers m, in coordinates yj , locally the norm ‖g‖Hmh is equiv-
alent to
√∑
|α|≤m ‖(hDyj )αg‖2L2 .
We let Pσ be the normal operator for the conjugated operator L =
ρ−(n−2)/2ρ−2gρ(n−2)/2. Recall that under our global assumptions, the char-
acteristic set of Pσ in S
∗X has two parts Σ± such that the integral curves
of the Hamilton flow in Σ± tend to S± as the parameter tends to +∞.
We recall now from [2] that the radial points of the Hamilton vector field
of Pσ (an operator on X = ∂M) occur when v = 0. Indeed, they occur at
(6.1) Λ12 = {v = 0, η = 0, 2γ > 0} ∩ Σ1 ⊂ T ∗X, i = ±,
so that the ± in the superscript distinguishes “past” from “future” null
infinity, while that in the subscript separates the intersections with the two
components of the characteristic set. The past and future radial sets are
denoted Λ± = Λ±+ ∪ Λ±−.
The operator family Pσ is Fredholm on appropriate variable-order Sobolev
spaces, which we now recall. Let s¯±(σ) denote the threshold Sobolev expo-
nents at Λ±, i.e., at the future and past radial sets. From [2], we recall that
in fact
s¯±(σ) =
1
2
+ Imσ.
Now let sftr be a function on S
∗X so that
(1) sftr is constant near Λ
±,
(2) sftr is decreasing along the Hp-flow on Σ+ and increasing on Σ−,
(3) sftr is less than the threshold exponents at Λ
+, towards which we
propagate our estimates, i.e., sftr|Λ+ < s¯+(σ), and
(4) sftr is greater than the threshold value at Λ
−, away from which we
propagate our estimates.
We also require a function s∗past on S∗X satisfying the above assumptions
for P ∗σ with s¯±,∗(σ) = −s¯±(σ) + 1, and may thus take s∗past = −sftr + 1 so
that
(Hsftr)∗ = Hspast∗−1, (Hsftr−1)∗ = Hs
∗
past .
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As Imσ decreases, the constant value s(S+) assumed by sftr near S+ must
satisfy s(S+) <
1
2 + Imσ. Because we are ultimately interested in functions
that are identically zero near S−, we may typically choose sftr and spast so
that they are constant on the support of our functions.
For U ∈ Hsftr near Λ−, propagation of regularity from Λ− to Λ+ yields
estimates of the form
‖U‖Hsftr ≤ C (‖PσU‖Hsftr−1 + ‖U‖H−N ) ,
with similar estimates holding for Pσ. We may thus obtain Fredholm prop-
erties for Pσ and P
∗
σ by changing the spaces slightly. We set
Ysftr−1 = Hsftr−1, X sftr = {U ∈ Hsftr : PσU ∈ Ysftr−1}.
(Recall that the last statement in the definition of X sftr depends only on the
principal symbol of Pσ, which is independent of σ.)
The following proposition then holds for Pσ:
Proposition 6.2 ([2], Proposition 5.1). The family of maps Pσ enjoys the
following properties:
(1) Pσ : X sftr → Ysftr−1 and P ∗σ : X s
∗
past → Ys∗past−1 are Fredholm maps.
(2) Pσ is a holomorphic Fredholm family on these spaces in
Cs+,s− = {σ ∈ C | s+ < s¯+(σ), s− > s¯−(σ)},
with sftr|Λ± = s±. P ∗σ is antiholomorphic in the same region.
Non-trapping versions of the above estimates yield the following proposi-
tion as well:
Proposition 6.3 ([2], Proposition 5.2). If the non-trapping hypothesis holds,
then
(1) P−1σ has finitely many poles in each strip a < Imσ < b.
(2) For all a, b there exists V such that∥∥P−1σ ∥∥Ysftr−1|σ|−1 →X sftr|σ|−1 ≤ C〈Reσ〉−1
for a < Imσ < b and |Reσ| > C.
Here the spaces with |σ|−1 subscripts refer to the variable order versions
of the semiclassical Sobolev spaces.
An inductive argument about the Jordan block structure of P−1σ and the
Cauchy integral formula establish the following lemma as well:
Lemma 6.4 ([2], Lemma 8.3). Let σ0 be a pole of order k of the operator
family
P−1σ : Ysftr−1 → X sftr
and let
(σ − σ0)−kAk + (σ − σ0)−k+1Ak−1 + · · ·+ (σ − σ0)−1A1 +A0
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denote the Laurent expansion near σ0, with A0 locally holomorphic. If a
function f vanishes in a neighborhood of C−, then A`f is supported in C+
for ` = 1, . . . , k.
7. Logification
The long-range term in the metric induces a logarithmic divergence of the
light cones near infinity when compared to the short-range setting. There are
several ways to compensate for this fact: for example, one could introduce a
logarithmic correction when blowing up S±. This method, however, causes
problems, as the resulting manifold is no longer a smooth manifold with
corners. We adopt a different strategy here: we change the smooth structure
on M to obtain a new smooth manifold with boundary M before the blow-
up. This process removes the ambiguity surrounding what sort of object
the blown-up manifold becomes, but at the cost of introducing logarithmic
singularities in the metric coefficients. All methods require fixing a product
structure in X = ∂M near S±, but the results do not depend on the choice
of product structure. We emphasize that this change of smooth structure
will be employed only in the final stage of our arguments (denoted “Full
Asymptotics” in the sketch from the introduction), when we perform the
radiation field blowup and deduce our asymptotic expansion at I +; in the
intervening stage, at which we iteratively invert the reduced normal operator
of L globally on ∂M, we are using the original smooth structure.
In what follows, the coordinates on the new, “logified” space are denoted
by the same letters but in different fonts. We typically distinguish the
logified function spaces with a subscript “log”.
Our assumptions on the metric g imply that dv is non-degenerate in a
neighborhood of S±. In particular, we now consider an atlas of coordinate
charts ϕα : Uα → Vα ⊂ Rn+ of this neighborhood so that ρ and v are always
two of the coordinates. (We denote the remaining coordinates by ϕyα.) Note
that restricting our attention to such charts fixes a product decomposition
near S±.
Because S± are compact, there is some constant C so that {ρ = 0, |v| ≤ C}
is covered by the union of the Uα. Fix now a function χ ∈ C∞c (R) so that
χ ≡ 1 near 0 and χ(v) ≡ 0 for |v| ≥ C.
We now introduce the functions % = ρ and v = v + χ(v)mρ log ρ and
observe that the restriction of v to X agrees with v. We change the smooth
structure of the manifold by defining a new atlas in the neighborhoods Uα.
Indeed, we define charts ϕ˜α : Uα → V˜α ⊂ Rn+ on M by
ϕ˜α = (%, v, ϕ
y
α).
In other words, we change the smooth structure of M by asking that the
function v (rather than v) be smooth. We also use the notation y = y in
these coordinates.
Because v = v−χm% log %, smooth functions on M (i.e., those admitting
expansions in (ρ, v, y) with nonnegative integer exponents) no longer are
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smooth on M but instead admit expansions in %, % log %, v, and y with
nonnegative integer exponents.
We now define the algebras of functions and of differential operators with
mildly singular coefficients that we employ.
Definition 7.1. We let C∞(M) denote the coefficient ring of functions smooth
on M (i.e., M equipped with the new smooth structure), while we let C∞log(M)
denote the coefficient ring consisting of smooth functions of %, % log %, v, and
y.
Observe that C∞log is also the set of distributions conormal to X = ∂M
that are polyhomogeneous with index set
EC∞log = {(k, j) : k = 0, 1, 2, . . . , j = 0, 1, . . . , k}.
To clarify which manifold we are working on, we introduce the notation
ι : M → M
for the tautological map between these two manifolds. We let
ι∗ : C∞(M)→ C∞log(M)
denote the natural pullback map, and also, by modest abuse of notation, let
ι∗ : C∞(M)→ C∞log(M),
denote pullback under ι−1. We will employ the analogous notation for push-
forward (and pullback!) of vector fields as well.
Definition 7.2. We say that P ∈ Diffkb,log(M) if P ∈ C∞log(M)⊗Diffkb(M). In
other words, P ∈ Diffkb,log(M) if there are coefficients aα ∈ C∞log(M) so that
P =
∑
|α|≤k
aαD
α,
where Dα are monomials in the vector fields %D%, Dv, and Dyj .
Even though the lift of ι∗L of L to M lives in this space, we include here
a more general class of operators for future work. In particular, we also
allow terms of the form % log %D%, which are not in Diffb,log. We consider
the slightly larger space D˜iff
k
b,log(M). Elements of this space have the form∑
|α|≤k
aαD
α,
where aα ∈ C∞log and Dα are monomials in the vector fields %D%, % log %D%,
Dv, and Dyj . Observe that Diff
k
b,log ⊂ D˜iff
k
b,log.
4
Let I ⊂ C∞ denote the ideal of smooth functions vanishing at S+, while
Ilog ⊂ C∞log is the ideal of C∞log functions vanishing at S+. In other words, f ∈
4Unfortunately, this larger space is not a graded algebra (and D˜iff
1
b,log/D˜iff
0
b,log is not
a Lie algebra), but we avoid these problems by working with Diffb,log when possible.
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I if there are smooth functions a1 and a2 so that f = %a1+va2, while f ∈ Ilog
if there are C∞log functions a1, a2, and a3 so that f = %a1 + va2 + (% log %)a3.
We now define the module MD,log ⊂ Diff1b,log to be the module of vector
fields logarithmically tangent to ρ = 0 and S+, i.e. that map %, v to O(%) +
O(% log %) + O(v). Over C∞log, this module is generated by %D%, %Dv, vDv,
and Dy.
Finally, we define the “bad module” N ⊂ D˜iff1b,log as the corresponding
module in the larger space, so it is generated over C∞log by %D%, % log %D%,
%Dv, % log %Dv, vDv, and Dyj .
Observe that just as the module M maps I to itself, MD,log preserves
Ilog. The “bad module” N maps I to Ilog.
Lemma 7.3. We may characterize MD,log as
MD,log = C∞log ⊗MD(M)
and the following inclusion holds for N :
N ⊂MD,log + (log %)MD,log.
Moreover,
ι∗MD ⊂ N ,
while
N ⊂ ι∗MD(M) + ι∗(log ρ)MD(M).
Proof. The first statement follows because MD and MD,log are generated
by the same vector fields but over different rings. The second statement
follows by examination of the generators of N .
For the final statement, we need only calculate the lifts of the generators.
For instance,
ι∗ρDρ = %D% + %
(
∂v
∂ρ
Dv
)
= %D% + %m(log %+ 1)Dv +O(%
2 log %)Dv.

A consequence of Lemma 7.3 is that the passage from M to M does not
materially change the b-Sobolev spaces. In particular, we have the following
equalities for all s and γ:
(7.1) ι∗Hs,γ−0b (M) = H
s,γ−0
b (M).
This means that, provided we are willing to lose a small amount of regularity
and decay, neither the Sobolev nor conormal spaces change. A further con-
sequence of this fact is that Proposition 5.4 implies that module regularity
under M(M) immediately implies module regularity under MD,log(M) and
N . In particular, the bad module loses just an epsilon relative to the good
one owing to log terms:
Proposition 7.4. For each k ∈ N, we have
(7.2) MNDu ∈ Hs,γb (M) ∀N =⇒MNDN kι∗u ∈ Hs,γ−0b (M) ∀N.
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We now easily verify the following:
Proposition 7.5. The space Diff1b,log(M)/Diff
0
b,log(M) consisting of b-vector
fields with coefficients in C∞log is a Lie algebra; Diff∗b,log(M) is a graded alge-
bra.
Proof. The only new ingredient compared to the usual, smooth, case is the
fact that
[%,D%, % log %] = ı
−1(% log %+ %) ∈ C∞log.

An essential ingredient in our iterative argument will be the following
refinement of Lemma 5.2; this is essentially the main point of our change
of variables from v to v, which makes the −4mρD2v term in the operator
disappear.
Lemma 7.6. We have
(7.3) ι∗L = 4∂v (%∂% + v∂v) +N 2
Proof. We note that in the coordinate change from v to v, we have
ι∗∂v = (1 + χ′(v)m% log %)∂v, ι∗∂ρ = ∂% + χ(v)m(1 + log %)∂v
and hence
ι∗v∂v = (v − χm% log %)
(
1 + χ′m% log %
)
∂v
ι∗ρ∂ρ = %∂% + χm%(1 + log %)∂v
Applying Lemma 7.3 yields (7.3). 
The following lemma is useful in Section 9; it shows that additional van-
ishing at S+ in fact improves regularity.
Lemma 7.7. I ⊂ Ψ−1b MD and Ilog ⊂ Ψ−1b MD,log.
Proof. We prove the lemma in the first case; the proof is nearly identical in
the logified setting.
It suffices to show that ρ, v ∈ Ψ−1b MD. To do this, note that as a com-
position of operators, ρ∂ρ∂v
∂y
 ◦ v ∈
MD...
MD
 .
The vector-valued b-operator on the left has a left-invertible symbol and
thus has a left inverse in (Ψ−1b , . . . ,Ψ
−1
b ) modulo Ψ
−∞
b , hence (since certainly
Ψ−∞b ⊂ Ψ−1b MD) we have
v ∈ Ψ−1b MD.
The proof for ρ proceeds in the same way. 
We now discuss how asymptotic expansions are transformed by the logi-
fication process.
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Proposition 7.8. Let u ∈ AEphg(M). For each j ∈ N let
E(j) ≡ {(z − jı, `) : (z, k) ∈ E, 0 ≤ ` ≤ k + j}.
Let
E′ ≡ E(0) ∪ E(1) ∪ E(2) ∪ . . .
Then
ι∗u ∈ AE′phg(M).
We note that an alternative definition of E′, since E is an index set and
therefore closed under (z, k) → (z − ı, k), is in terms of extended unions as
the set
E′ = E∪E1∪E2∪ . . .
with Ej = {(z − jı, k) : (z, k) ∈ E}.
Proof. We employ the method of testing by radial vector fields. Note that
R ≡ %D% = ι∗ (ρDρ − χmρ(1 + log ρ)Dv) + χ′m%2 log %(1 + log %)Dv.
Thus,
ι∗(R− z)k+1 = (ρDρ − z)k+1 + F,
where
F ∈ ρDiffk+1b,log(M) + ρ log ρDiffk+1b,log(M),
and more precisely, F is a sum of products of smooth b-vector fields times
coefficients containing powers of ρ and ρ log ρ between 1 and k + 2 (though
we do not need this characterization).
Now for any index set G let S denote the shift operation with increase of
multiplicity:
S(G) ≡ {(z − ı, k + 1) : (z, k) ∈ G}.
Hence E(j + 1) = S(E(j)) and E′ is closed under S.
Now, since application of b-vector fields preserves index sets while mul-
tiplication by ρ and ρ log ρ shifts them according to the map S, we find in
general that if w has index set G on M and if (z, k) ∈ G, then
ι∗(R− z)k+1w ∈ AGzphg(M),
where
Gz = (G \ (z, k)) ∪ S(G) ∪ S2(G) ∪ . . . .
Letting z be the value of in G with largest imaginary part, we then see that
this process yields an index set with strictly smaller imaginary parts. (If
there are several with same imaginary part, we must of course repeat the
process finitely many times.)
Now we apply this argument iteratively to u: if u has index set E, i.e.,
improved decay under application of∏
(z,k)∈E
(ρDρ − z)k+1,
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then we pick (z0, k0) with largest imaginary part (again iterating if this is
not unique) and note that
ι∗(R− z0)k0+1u ∈ AEzphg(M),
where now Ez is an index set with smaller imaginary part, and is contained
in E′. Continuing inductively (and remembering at every stage that E′ is
conserved by S) we see that u has improved decay under application of
ι∗
∏
(z,k)∈E′
(R− z)k+1.
Pushing forward (and recalling that the scale of weighted Sobolev spaces is
essentially unchanged by ι∗) we see that ι∗u has improved decay under∏
(z,k)∈E′
(R− z)k+1,
as desired. 
We will in practice need the version of this result that deals with the
rougher expansions with coefficients conormal at S+. To this end, we say
that u lies in the L2-based conormal space I(s)(Λ+) if u ∈ Hs(X) and
A1 . . . Aku ∈ Hs(X) for all k ∈ N and Aj ∈MD. We then have the following
Proposition 7.9. If a distribution u on M conormal with respect to N∗S+
enjoys an expansion
(7.4) u ∼
∑
E
aj(v, y)ρ
ıσj (log ρ)kj
with index set E and with
aj ∈ I(q0−Re(ıσj))(Λ+)
then on M, ι∗u has an expansion
ι∗u ∼
∑
E′
bj(v, y)ρ
ıσj (log ρ)kj
where
bj ∈ I(q0−Re(ıσj)−0)(Λ+).
and where the index set
E′ ≡ E(0) ∪ E(1) ∪ E(2) ∪ . . .
with
E(j) ≡ {(z − jı, k + `) : (z, k) ∈ E, 0 ≤ ` ≤ j},
Proof. The proof is just as in Proposition 7.8, using the oscillatory testing
characterization (Proposition 2.2) but with the additional feature that we
note that the logarithmic change of variables shifts conormal orders by  for
any  > 0. 
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8. The radiation field blow-up
In this section we recall from [2] the construction of the manifold [M;S]
on which the radiation field lives.
We now blow up S = {v = % = 0} in M by replacing it with its inward
pointing spherical normal bundle.5 This process replaces M with a new
manifold with corners [M;S] on which polar coordinates in %, v are smooth,
and depends only on S and the smooth structure of M. The blow-up comes
equipped with a natural blow-down map [M;S] → M which is a diffeo-
morphism on the interior. [M;S] is a manifold with corners with several
boundary hypersurfaces: the closure of the lifts of C0 and C± to [M;S],
which we still denote C0 and C±, and I , which we define as the lift of S
to [M;S]. Further, the fibers of I over the base, S, are diffeomorphic to
intervals, and indeed, the interior of a fiber is naturally an affine space (i.e.,
these interiors have R acting by translations, but there is no natural origin).
Given v and %, the fibers of the interior of I in [M;S] can be identified
with R via the coordinate s = v/%. In particular, ∂s is a well-defined vector
field on the fibers.
In what follows, we note that s = v/% is a smooth coordinate along I +,
and s−1, % are respectively the defining functions of (the lift of) C+ and I +.
If we are interested in studying forward solutions, this corner and the two
faces meeting at it are the only places where u has nontrivial asymptotics.
With the notation of the previous sections in hand, we finally restate our
main theorem in more detail:
Theorem 1.1. Let (M, g) be a non-trapping Lorentzian scattering manifold,
and let
gu = f
with u ∈ C−∞(M), f ∈ C˙∞(M). Assume that u is a forward solution. Then
u lifts to [M;S] to have a joint polyhomogeneous expansion at all boundary
faces, vanishing except at the face C+ and the front face I + of the blowup
of S+. At that pair of faces the powers in the polyhomogeneous expansion
are given by Etot described above in Section 2.1, hence with terms that are
powers of a defining function at C+ described in terms of poles of the family
of Pσ and at I + given by terms ρj(log ρ)` for ` = 0, . . . , 2j for m 6= 0 and
simply by ρj for m = 0.
9. Asymptotic expansions
We are now ready to derive the asymptotic expansion of solutions to the
wave equation on M, thereby proving Theorem 1.1. In the case m = 0, such
an asymptotic expansion was derived in [2], but adapting the argument given
there would be rather cumbersome. Instead, we proceed with a different,
and (we hope) more transparent, argument which in fact yields more.
5The reader may wish to consult [17] for more details on the blow-up construction than
we give here.
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The proof will proceed in two steps, one for each boundary face of the ra-
diation field blowup. By Proposition 2.1, it will suffice to obtain the asymp-
totics at each boundary face with uniform control of error terms at the other
face. To begin, we work at C+; while this argument will initially appear to
be a global one near ∂M, the worsening error terms at S+ will mean that
this first step will yield only the asymptotics at C+, uniformly up to I +
after the radiation field blowup.
As we use the following spaces many times, it is convenient to introduce
a compact notation:
Definition 9.1. For ς, s ∈ R, we let
B(ς, s) = H(Cς) ∩ 〈σ〉−∞L∞L2(R; I(s)(Λ+)).
Here H(Cς) is the space of holomorphic functions on the half-space Cς de-
fined in Definition 6.1.
9.1. Asymptotics at C+. We start by recalling a portion of the argument
of [2] yielding asymptotic expansions at C+.
As in Lemma 7.6, we write the operator L = N(L) + E, where E ∈
%Diff2b(M). We let Rσ be the family of operators intertwining E with the
Mellin transform, i.e., satisfying
M◦ E = Rσ ◦M.
Rσ is thus an operator on meromorphic families in σ in which %D% is replaced
by σ and multiplication by % translates the imaginary part.
Note that since the mass term only appears with an O(ρ) relative to the
main terms in L when written as a b-operator, N(L) is independent of m,
hence agrees with the expression found in [2].
By Lemma 7.6 we have the following result on the mapping properties
of Rσ. The mapping properties of Rσ are slightly worse here than in our
previous work owing to the presence of a term of the form ρD2v in L in the
long-range setting.
Lemma 9.2 ([2], Lemma 9.1). For each ν, k, `, s, the operator family Rσ
enjoys the following mapping properties:
(1) Rσ enlarges the region of holomorphy at the cost of regularity at Λ
+:
Rσ :H(Cν) ∩ 〈σ〉−kL∞L2(R; I(s)(Λ+))
→H(Cν+1) ∩ 〈σ〉−k+2L∞L2(R; I(s−2)(Λ+))(9.1)
(2) If fσ vanishes near C− for Imσ ≥ −ν, then Rσfσ also vanishes near
C− for Imσ ≥ −ν − 1.
As discussed above, we transform the equation
gu = f
by rescaling and conjugation to rewrite it as
Lw = g
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where
(9.2) L ≡ ρ−(n−2)/2−2gρ(n−2)/2,
w = ρ−(n−2)/2u ∈ C−∞(M), g = ρ−(n−2)/2−2f ∈ C˙∞(M).
Thus, suppose Lw = g, where g ∈ C˙∞(M) and u vanishes in a neighbor-
hood of C−. Taking the Mellin transform, we obtain
(9.3) Pσw˜σ = g˜σ −Rσw˜σ.
As g ∈ C˙∞(M), we have
g˜σ ∈ B(C, s′) for all C, s′.
Because ρ(n−2)/2w lies in some Hs,γb (M), we have
(9.4) w˜σ ∈ H(Cς0) ∩ 〈σ〉max(0,−s)L∞L2(R;Hs),
where ς0 = γ− (n−2)/2. By reducing s, we may assume that s+γ < 1/2 so
as to be able to apply the module regularity results of Proposition 5.4. We
may also arrange that w˜σ vanishes in a neighborhood of C− in X because,
by hypothesis, w vanishes near C− in M .
Because the metric is non-trapping, we know that w has module regularity
with respect to M, and so by [2, Lemma 2.3],
w˜σ ∈ B(ς0,−∞),
and thus, by interpolation with (9.4),
w˜σ ∈ B(ς0, s− 0).
In particular, Rσw˜σ (and hence Pσw˜σ) lies in
B(ς0 + 1, s− 2− 0)
Because Pσw˜σ is known to be holomorphic in a larger half-plane, we
can now invert Pσ to obtain meromorphy of w˜σ on this larger space: by
Propositions 6.2 and 6.3, Pσ is Fredholm as a map
X sftr → Ysftr−1,
and P−1σ has finitely many poles in any horizontal strip Imσ ∈ [a, b]. More-
over, P−1σ satisfies polynomial growth estimates as |Reσ| → ∞. Here we
recall from Section 6 that given any ς ′, in order for Pσ to be Fredholm for
σ ∈ Cς′ , the (constant) value s(S+) assumed by the variable Sobolev order
sftr near S+ must satisfy s(S+) < 1/2− ς ′; thus as one enlarges the domain
of meromorphy for w˜σ, one needs to relax the control of the derivatives.
Thus w˜σ is obtained by applying P
−1
σ to the right hand side of (9.1); this
term is meromorphic in Cς0+1 with values in
(9.5) 〈σ〉−∞L∞L2(R;Hmin(s−1−0,1/2−ς0−1−0))
with (finitely many) poles in this strip, arising from the poles of P−1σ . Here
(and below) we are ignoring the distinction between X sftr and Hs as w˜σ is
trivial by hypothesis on the set where the regularity in the variable-order
Sobolev space differs from Hs.
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Now we can improve our description of the remainder terms (going back
to Lemma 9.2 for the description of Rσw˜σ) since Pσ maps the expression in
question to 〈σ〉−∞L∞L2(R; I(s−2−0)(Λ+)). Thus the term (9.5) must in fact
be meromorphic with values in the conormal space
〈σ〉−∞L∞L2(R; Imin(s−1−0,1/2−ς0−1−0)(Λ+)),
by propagation of singularities away from radial points (Proposition 4.1
of [2]) and the first case of Theorem 6.3 of [9], which deals with propaga-
tion of Lagrangian regularity into conic Lagrangian submanifolds of radial
points.6
Thus we have now shown that
w˜σ ∈B(ς0 + 1,min(s− 1− 0, 1/2− ς0 − 1− 0))(9.6)
+
∑
(σj ,mj)∈E0
Imσj>−ς0−1
(σ − σj)−mjaj ,(9.7)
where
aj ∈ B(ς0 + 1, Imσj + 1/2− 0).
Here the conormal regularity of the coefficients of the polar part follows from
the Cauchy integral formula.
We now iterate this argument as follows. (The argument is simpler than
the analogous argument in [2], as we will allow derivative losses in our conor-
mal spaces that we will recoup later.)
Assume inductively that
w˜σ ∈ B(ς0 +N,min(s−N − 0, 1/2− ς0 −N − 0)) + . . .(9.8)
+
∑
(σj ,mj)∈E0∪...∪EN ,
Imσj>−ς0−N
(σ − σj)−mjaj ,
with
aj ∈ B(ς0 + 2N, 1/2 + Imσj − 0).
By Lemma 9.2,
Rσw˜σ ∈ B(ς0 +N + 1,min(s−N − 2− 0, 1/2− ς0 −N − 1− 0)) + . . .
(9.9)
+
∑
(σj ,mj)∈E0∪...∪EN
Imσj>−ς0−N
(σ − (σj − ı))−mj,1a′j
(9.10)
6Here Theorem 6.3 is applied pointwise in σ; the result there is not stated in terms of
bounds (just as a membership in the claimed set), but just as in the case of Proposition 5.4
here, estimates can be recovered from the statement of Theorem 6.3 by the closed graph
theorem or alternatively recovered from examination of the proof, which proceeds via such
estimates.
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where
a′j ∈ B(ς0 +N, 1/2 + Im(σj − ı)− 0),
We remark that all the shifted poles in the above expressions lie in the new
index set
E1∪ . . .∪EN+1.
Now we may apply P−1σ as above to solve for w˜σ on the left hand side of (9.3)
and find that (9.8) holds for all N, since the new poles introduced by the
operator family are given by the extended union with E0. Inverse Mellin
transforming this result then yields the following asymptotic expansion. We
thus have the following:
Proposition 9.3. Let E0res be the massless resonance index set (with ς0
chosen to ignore those resonances where w˜σ is a priori holomorphic). Then
on M,
w =
∑
(σj ,k)∈E0res
Imσj>−l
%ıσj (log %)kajk + w
′,
where, for C = s+ ς0,
w′ ∈ %lHmin(C−l−0,1/2−ς0−l−0),γb (M).
The coefficients ajk are C∞ functions of % taking values in I(1/2−Re(ıσj)−0)
and are supported in C+.
Moreover on the logified manifold M we have
ι∗w =
∑
(σj ,k)∈Eres
Imσj>−l
%ıσj (log %)kbjk + w
′,
where the coefficients bjk have the same properties as the ajk and
w′ ∈ %lHmin(C−l−0,1/2−ς0−l−0),γb (M).
Proof. The proposition follows by taking the inverse Mellin transform of
P−1σ applied to (9.9): the polar terms yield the terms in the sum, while the
“remainder” term arises from the first 2N terms in (9.9). This yields the
expansion with index set E0res on M. Now applying Proposition 7.9 gives us
the corresponding expansion with index set Eres on M. 
Remark 9.4. Note that the expansion appears somewhat unsatisfactory as
the conormal regularity declines as the power of % increases, but we will
cope with this inconvenience later.
Remark 9.5. We remark that we can recover a form of Price’s law in the
setting of very short-range perturbations of Minkowski space. If (M, g)
decays sufficiently quickly to Minkowski space, then the induced operator
Pσ on the boundary agrees with the operator in Minkowski space. The poles
of P−1σ can be computed explicitly and lie at −ın−12 − ıj, where j ∈ N; when
the spacetime dimension is odd the resonant states corresponding to these
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poles are supported on S+. After applying the non-local operator P
−1
σ to
the residue from one of these poles, the pole shifts down and the new residue
(denoted ajk in Proposition 9.3) is supported in C+. The consequences of
this spreading of support are discussed below in Remark 9.12.
We now continue our discussion of asymptotic expansions working exclu-
sively on M. In what follows, though the exact value of the constant C is
irrelevant, it may be taken to be s+ ς0.
As a consequence of Proposition 9.3, we have
w′ =
 ∏
(σj ,k)∈Eres(ς0),Imσj>−l
(%D% − σj)
w ∈ %lHmin(C−l−0,1/2−ς0−l−0),γb (M).
Now by Proposition 5.4, w enjoys module regularity with respect to %lHs
′,γ
b (M)
for some s′. Thus for all N ′,
MN ′log
 ∏
(σj ,k)∈Eres(ς0),Imσj>−l
(%D% − σj)
w ∈ %lHs′,γb (M);
here we have of course used the fact that all the factors (%D% − σj) lie in
Mlog. Interpolation now yields for all N
MNlog
 ∏
(σj ,k)∈Eres(ς0),Imσj>−l
(%D% − σj)
w ∈ %lHmin(C−l−0,1/2−ς0−l−0),γb (M).
Now M includes a basis of vector fields in Vb(M) with the exception of ∂v,
but v∂v is in M. This leads to:
Lemma 9.6. If M`logw ∈ Hp,qb (M), then v`w ∈ Hp+`,qb (M). More generally,
if MN+`log w ∈ Hp,qb (M), then MNlogv`w ∈ Hp+`,qb (M).
Proof. Since Dvv ∈Mlog, we have
(%D%)
αDβyD
γ
vv
` ∈Mlog,
provided γ ≤ `, hence by our assumed module regularity,
(%D%)
αDβyD
γ
vv
`w ∈ Hp,qb (M),
provided α+ |β|+ γ ≤ `. 
Applying Lemma 9.6 now yields, for all N ,
MNlogvl
 ∏
(σj ,k)∈Eres(ς0),Imσj>−l
(%D% − σj)
w ∈ %lHmin(C−0,1/2−ς0−0),γb (M).
Since %−l commutes with all generators of Mlog except %D% and since
%D%%
−l = %−l%D% + ıl%−l, induction on N shows that we may commute
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ρ−l through the module factors to obtain
MNlog%−lvl
 ∏
(σj ,k)∈Eres(ς0),Imσj>−l
(%D% − σj)
w ∈ Hmin(C−0,1/2−ς0−0),γb (M).
In other words, if we set
$ = %/v
(ignoring |v/%| < 1 for notational convenience) is the defining function of
the side faces C+ and C0 in the blow-up [M;S],
MNlog$−l
 ∏
(σj ,k)∈Eres(ς0),Imσj>−l
(%D% − σj)
w ∈ Hmin(C−0,1/2−ς0−0),γb (M),
which is to say, switching over entirely to coordinates $ = %/v, v, and y
valid in a neighborhood of C+ including the corner C+ ∩I , we finally have
the following:
Proposition 9.7. On C+, uniformly up to the corner C+ ∩I + in [M;S+],
w enjoys an asymptotic expansion with powers given by the resonance index
set:  ∏
(σk,k)∈Eres(ς0),Imσj>−l
($D$ − σj)
w ∈ $lH∞,∗,∗b ([M;S]),
where the ∗’s represent fixed (i.e., independent of l) growth orders.
By Proposition 2.1, this is now one of the two ingredients required to
prove Theorem 1.1 in the short-range case, giving us the expansion at C+
uniformly up to I +. To complete the proof of Theorem 1.1 for the short-
range case, it thus suffices to obtain the expansion at I +, with uniform
control at C+.
9.2. Expansion at I +: the short-range case. In describing asymp-
totics at I +, we now specialize to the short-range case for the sake of clarity
of exposition, before returning to the more general long-range case in the
following section.
Throughout this section we use R to denote the vector field that lifts to
be the radial vector field at I , i.e.,
R = ρDρ + vDv.
We further set Rk to be the appropriate product of shifted radial vector
fields to test for the C∞ index set 0 ≡ {(−jı, 0), j ∈ N}. In other words, we
have
Rk =
k∏
j=0
(R+ ıj).
Here R−1 denotes the empty product, i.e., the identity operator.
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We begin by treating the short range case, i.e., assuming that m = 0;
what we will want to prove is that one has a polyhomogeneous expansion
on [M ;S]. This means that at the lift of C+, which is still denoted by C+,
one has an expansion given by the resonances (this is Proposition 9.7 above,
while at I one has smooth behavior (i.e., the standard expansion), and at
the lift of C0 there is rapid decay. These expansions at boundary hypersur-
faces are supposed to fit together smoothly at the corners; we recall that by
Proposition 2.1, the apparent challenge of verifying matching conditions is
moot.
We must thus prove such an expansion at C+ (with the resonance index
set), C0 (with the empty index set), and I (with the smooth index set). The
C+ expansion we have already obtained in both the short- and long-range
cases: this is Proposition 9.7 above.
At C0, the same argument applies, but, due to the support property of
the resonant states (Lemma 6.4), the coefficients all vanish to infinite order.
In particular, this means we need not apply the radial factors to obtain the
vanishing. In other words, for all l
(9.11) MNw ∈ $lHs,γb (U),
where U is a neighborhood of C0 in [M ;S] on which $ is bounded above
7
(say, $ < 1). Put differently,
w ∈ $lH∞,∗,∗(U).
We now turn to I . In dealing with the expansion near I we consider
the C∞(M)-submodule MD of M consisting of the first order differential
operators in M. Because M is generated as a module over Ψ0b by differen-
tial operators, regularity with respect to the module MD is equivalent to
regularity with respect to M.
Lemma 9.8. With I the ideal of C∞ functions vanishing at S, one has
(R+ ık) I ⊂ I(R+ ı(k − 1)) + I2
and
[R,MD] ⊂ ρMD + vMD = IMD.
The second part of the lemma is related to the statement that M lifts
to b-pseudodifferential operators on [M ;S], while ρDρ + vDv is the radial
vector field associated with the front face, which has a commutative nor-
mal operator. Thus, its commutator with anything has an extra order of
vanishing (i.e., in ρ or v) at the front face.
Proof. First if a ∈ C∞(M), then
(9.12) [R, a] = ρDρa+ vDva ∈ I.
7Although U is a subset of the blow-up, we abuse notation by treating it as a subset
of M in defining this weighted Sobolev space with a single weight.
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Since elements of I are of the form ρa1 + va2 with aj ∈ C∞(M), and since
(R+ ı)ρ = ρR, (R+ ı)v = vR,
we have
(R+ ık)(ρa1 + va2) = ρ(R+ ı(k − 1))a1 + v(R+ ı(k − 1))a2
= ρ[R, a1] + ρa1(R+ ı(k − 1)) + v[R, a2] + va2(R+ ı(k − 1)),
with the commutators on the right hand side in I as remarked at the outset,
so the membership of the right hand side in I(R+ ı(k − 1)) + I2 follows.
Turning to [R,MD], using (9.12) again, it suffices to show for a set of
generators Vj of MD that [R, Vj ] ∈ IMD. Using ρDρ, vDv, ρDv, and Dyj
in local coordinates as generators, all commute with R since they are ho-
mogeneous of degree zero under the action of dilations (ρ, v, y)→ (tρ, tv, y),
t > 0, in the first two variables. 
In fact, more generally one has
Lemma 9.9. With I as above:
[Rk,MlD] ⊂
k∑
j=0
Ij+1MlDRk−1−j
⊂
k+1∑
j=0
Ψ−j−1b Ml+j+1D Rk−1−j
Here the vanishing factor of powers of I arises from the classicality of
the coefficients, so if one has logarithmic coefficients, one needs additional
factors of the radial vector field plus appropriate constants.
Proof. The second inclusion in the statement of the lemma follows from
I ⊂ Ψ−1b MD, which we prove in Lemma 7.7.
First consider k = 0, i.e., [R, V1 . . . Vl] with Vj ∈MD. This is of the form
[R, V1]V2 . . . Vl + V1[R, V2]V3 . . . Vl + · · ·+ V1 . . . Vl−1[R, Vl],
and the commutators are in IMD by the second half of Lemma 9.8. Now,
as [MD, I] ⊂ I, one can commute the I factors to the front iteratively. This
proves the k = 0 case, namely that [R, V1 . . . Vl] ⊂ IMlD.
Now suppose k ≥ 1, and that the lemma has been proved with k replaced
by k − 1. Then
[Rk,MlD] ⊂ (R+ ık)[Rk−1,MlD] + [R,MlD]Rk−1(9.13)
By the inductive hypothesis the first term on the right hand side is in
(R+ ık)
k−1∑
j=0
Ij+1MlDRk−2−j
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Commuting R+ık through the ideal factors using the first half of Lemma 9.8
iteratively, this itself lies in
k−1∑
j=0
(
Ij+1(R+ ı(k − j − 1))MlDRk−2−j + Ij+2MlDRk−2−j
)
By the k = 0 case, commuting (R + ıj) factors on the left of MlD to the
right gives commutators in IMlD, so this expression is in
k−1∑
j=0
(
Ij+1MlDRk−1−j + Ij+2MlDRk−2−j
)
⊂
k∑
j=1
Ij+1MlDRk−1−j .
which is of the form in the statement of the lemma. On the other hand, the
second term in (9.13) is
[R,MlD]Rk−1,
so by the k = 0 case we get
IMlDRk−1
for this term, which is of the form given in the last term in the statement of
the lemma. 
The main claim is:
Proposition 9.10. If w ∈ Hs,γb (M) with Lw ∈ C˙∞(M), we have
MNDRkw ∈ Hs+(k+1),γb (M).
Notice that this proposition improves the b-regularity, but not the decay;
in particular, this does not involve normal operators. However, once we have
this, we can use the infinite order vanishing at C0 to establish vanishing at
the front face, as we show below.
Proof. The result follows from Proposition 5.4 if there are no radial vector
factors (so k = −1). If k = 0, notice that
L+ 4Dv(vDv + ρDρ) ∈M2D,
so Lw ∈ C˙∞ andMNDw ∈ Hs,γb for all N implies that DvRw ∈ Hs,γb by (5.1).
Because Dv is elliptic on WFb(w), this yields R0w ∈ Hs+1,γb (M). To finish
the k = 0 case, we now rewrite DvMNDR0w by commuting Dv withMD. In
particular, it suffices to consider the usual set of generators forMD; the only
one not commuting with Dv is vDv, but Dv(vDv) = (Dvv)Dv ∈ MDDv, so
DvMD ⊂MDDv +MD. Thus, iterating we find that
DvMND ⊂MNDDv +MND .
Consequently, we obtain
DvMNDRw ⊂MNDDvRw +MNDRw
⊂MNDLw +MN+2D w ⊂ Hs,γb (M).
The ellipticity ofDv on WFb(u) now proves the k = 0 case of the proposition.
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Now suppose k ≥ 1, and that the proposition has been proved with k
replaced by k − 1. We use then that
DvRk = Rk−1DvR,
so
DvRk ∈ Rk−1L+Rk−1M2D ⊂ Rk−1L+
k∑
j=0
Ψ−jb Mj+2D Rk−1−j ,
where we applied Lemma 9.9 for the last inclusion. Thus, using the inductive
hypothesis,
DvRkw ∈ Hs+k,γb .
Again, as Dv is elliptic in the microlocally relevant region,
Rkw ∈ Hs+(k+1),γb .
A similar result holds even with a factorMND added, by the same argument
as in the k = 0 case, which completes the proof of the proposition. 
We now use the proposition, which as pointed out gives additional reg-
ularity without additional decay, to prove vanishing at the front face using
the infinite order vanishing at C0. First, fixing v0 < 0, we already have
O(ρ∞) bounds for w near v0. Further, we have the following estimate near
C0:
Lemma 9.11. Let U be a neighborhood of C0 in [M ;S] as above. Then for
any  > 0 and N,N ′ ∈ N,
(9.14) Dk+1v MNDRkw ∈ (ρ/v)N
′
v−Hs,γb (U).
Proof. Without the (ρ/v)N
′
or v− factors, the desired estimate is just the
regularity statement of Proposition 9.10. On the other hand, since Rk ∈
Mk+1D , the decay statement (9.11) yields the growth/decay statement
MN˜DRkw ∈ (ρ/v)N
′
Hs,γb (U).
As vk+1Dk+1v ∈Mk+1D , we then have
Dk+1v MNDRkw ∈ v−k−1(ρ/v)N
′
Hs,γb (U).
Fixing k, taking N ′ large, and interpolating with Proposition 9.10 completes
the proof. 
Now integrating (9.14) k + 1 times in v from v0 gives
MNDRkw ∈ v−(ρN
′
+ ρN
′
v−N
′+k+1)Hs,γb (U),
which is, with N ′ > k + 1, an order k + 1 −  vanishing statement at the
front face in the region U where |ρ/v| is bounded.
Having this decay in U , we can proceed further into the front face. Since
w has no b-wavefront set except at ρ = v = 0, it is in particular smooth in v,
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and we can rewriteMRkw as an iterated integral of its (k+ 1)-st derivative
in v. Integrating from, say, v = −ρ/2, this gives an estimate
MNDRkw ∈ (v + Cρ)k+1Hs,γb (M),
with v + Cρ being the length of the integration curve in the coordinates
v, y, $ ≡ ρ/v valid in a neighborhood of the interior of I +. Now we lift
the module regularity statement on M to the blowup: since the generators
of the module span a basis of b-vector fields on [M ;S], the module regularity
lifts to give H∞b regularity on the blowup (as the generators of the module lift
to nondegenerate b-vector fields on the blow-up), i.e., the module regularity
means that
Rkw ∈ (v + Cρ)k+1HN,∗,∗b ([M ;S])
for suitable fixed (i.e., k-independent) weights ∗. As v + Cρ defines the
front face in the relevant region, this is exactly the desired polyhomogeneity
statement at I .
This finishes the proof of Theorem 1.1 in the short-range case.
Remark 9.12. In [2, Section 10.1], we incorrectly stated that the radiation
field was rapidly decaying as it is in Minkowski space. Instead, we have a
form of Price’s law, which in this case states that the radiation field decays as
s−
n−1
2
−1. In 3+1 dimensions, this means that the radiation field is expected
to decay as s−2 and the solution of the wave equation should decay as t−3
in the interior of the light cones.
9.3. Expansion at I +: the long-range case. In this section we return
to the general setting m 6= 0. The logification introduced in Section 7 added
logarithmic terms to the operators in question (in order to remove them
from the geometry). We proceed in much the same way as in the previous
section, though significant modifications arise from the presence of % log %
terms. In particular, the main difference is that, while in the short range
case, we showed that w was polyhomogeneous at I with index set
Esmooth = {(−ık, 0) : k = 0, 1, 2, . . . },
in the long-range setting we show that, owing to the additional log terms in
the coefficients of L, w is polyhomogeneous at I with index set
Elog = {(−ık, j) : k = 0, 1, 2, . . . , j = 0, 1, . . . , 2k}.
In what follows, we will abuse notation by letting w denote ι∗w, its push-
forward from M to M.
Let Rk be given by the following product of radial vector fields (note that
this differs from the product in Section 9.2):
Rk =
k∏
j=0
(%D% + vDv + ıj)
2j+1
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On [M;S] with coordinates %, v, $, observe that Rk has the following form:
Rk =
k∏
j=0
(%D% + ıj)
2j+1
In other words, Rk is the appropriate product of radial vector fields at I
to test for polyhomogeneity with index set Elog. For convenience with our
bookkeeping, we also define the k-th triangular number as follows:
t−1 = 0, tk = tk−1 + k
As in the short range case, the support property of the resonant states
means that all coefficients vanish to infinite order at C0, so that for all `, we
have
w ∈ $`H∞,∗,∗b (U),
where U is a neighborhood of C0 in [M;S] on which $ is bounded above.
The main difference in the proof concerns the behavior at I . In the pre-
vious section, the crux of the proof was Proposition 9.10. The replacement
for this proposition is the following:
Proposition 9.13. If w ∈ Hs,γb (M) with Lw ∈ C˙∞(M), we have
MND,logRkw ∈ Hs+(k+1),γ−0b (M).
We defer for now a discussion of the proof of Proposition 9.13 and note
that the following analogue of Lemma 9.11 immediately follows (with the
same proof):
Lemma 9.14. Let U be a neighborhood of C0 in [M;S] as in the discussion
immediately preceding equation (9.11). Then for any  > 0 and N ′ ∈ N,
(9.15) Dk+1v MD,logRkw ∈ (%/v)N
′
v−Hs,γ−0b (U).
As in the previous section, we can then integrate k+1 times in v to obtain
the desired vanishing (and hence polyhomogeneity) statements at I . This
completes the proof of Theorem 1.1 in the long-range case.
We now turn our attention to the proof of Proposition 9.13. Suppose we
are able to prove the following lemma (which is the analogue of Lemma 9.9):
Lemma 9.15. If w ∈ Hs,γb is as above and Lw ∈ C˙∞(M), then
DvRkw ∈
k∑
j=0
IjlogM
1+2(tk−tk−1−j)
D,log N 2Rk−1−jw + C˙∞(M).
Proof of Proposition 9.13. The proposition holds if there are no factors of
the radial vector field (i.e., if k = −1) by propagation of singularities (Propo-
sition 5.4). If k = 0, we notice that
L+ 4DvR0 ∈ N 2,
so because Lw ∈ C˙∞ and N 2w ∈ Hs,γ−0b (by (7.2)), we have DvR0 ∈ Hs,γ−0b .
Because Dv is elliptic on WFb(w), this yields R0w ∈ Hs+1,γ−0b .
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To finish the k = 0 case, we now rewrite DvMND,logR0w by commuting
Dv with MD,log. In particular, DvMD,log ⊂MD,logDv +MD,log and so
DvMND,log ⊂MND,logDv +MND,log.
We thus obtain
DvMND,logR0w ⊂MND,logDvR0w +MND,logR0w
⊂MND,logLw +MND,logN 2w ⊂ Hs,γ−0b (M).
The ellipticity of Dv on WFb(w) now proves the k = 0 case of the proposi-
tion.
Now suppose k ≥ 1 and that the proposition has been proved with k
replaced by k − 1. We then use Lemma 9.15 to see that
DvRkw ∈
k∑
j=0
IjlogM
1+2(tk−tk−1−j)
D,log N 2Rk−1−jw
⊂
k∑
j=0
Ψ−jb M
1+j+2(tk−tk−1−j)
D,log N 2Rk−1−jw ∈ Hs+k,γ−0b (M)
by the induction hypothesis. Because Dv is elliptic in the microlocally rele-
vant region, we see that Rkw ∈ Hs+(k+1),γ−0b (M).
A similar result holds even with a factor MND,log added, by the same
argument as in the k = 0 case (and using the fact that MD,log preserves
C∞log); this completes the proof of the proposition. 
We now turn our attention to the proof of Lemma 9.15. The intuitive
idea behind the proof is as before, namely that commuting the radial vector
field through the various factors yields an improvement. Unfortunately, it
is a bit more complicated than in the short-range case:
Lemma 9.16. Let R = %D% + vDv. The following relations hold:
(1) (R+ ık)N ⊂ N (R+ ık) +MD,log
(2) NMD,log ⊂MD,logN
(3) (R+ ık)MD,log ⊂MD,log(R+ ık) + IlogMD,log
(4) MD,logIlog ⊂ IlogMD,log
(5) (R+ ık)Ilog ⊂ Ilog(R+ ı(k − 1)) + %C∞log + I2log
(6) (R+ ık)%C∞log ⊂ %C∞log(R+ ı(k − 1)) + %Ilog
Proof. We first observe that if a ∈ Ilog, then [R, a] = %D%a+ vDva ∈ Ilog.
Now we observe that [R, % log %D%] =
1
ı %D% ∈MD,log and [R, % log %Dv] =
1
ı %Dv ∈ MD,log. Any element of N can be written as V + a1% log %D% +
a2% log %Dv, where V ∈MD,log and ai ∈ C∞log, proving the first statement.
The second statement follows from the observation that [MD,log,N ] ⊂ N .
The proof of Lemma 9.8, together with the observation that [R, a] ∈ Ilog
shows that the third statement holds.
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The fourth statement follows from the observation that [MD,log, Ilog] ⊂
Ilog.
For the fifth statement, we compute. The proof of Lemma 9.8 shows that
the statement is true for elements of Ilog of the form a1%+ a2v, so we must
only show it for elements of the form a% log %, where a ∈ C∞log. We then
compute
(R+ ık)a% log % = a% log %(R+ ı(k − 1)) + 1
ı
ρa+ % log %(Ra),
which lies in the desired space.
The final statement is similar. Suppose a ∈ C∞log, then
(R+ ık)ρa = ρa(R+ ı(k − 1)) + ρ(Ra).

By repeatedly applying Lemma 9.16, we obtain the following iterative
version of the lemma:
Lemma 9.17. Suppose α, β, γ, δ, and  are integers, and that γ ≥ 1. Let
R = %D%+vDv and let R˜
j denote any product of j shifts of the radial vector
field R. We then have that
• (R+ ık)ρα ⊂ ρα(R+ ı(k − α)) +
∑
i=1
min(i,−i)∑
a=0
ρα+aIi−alog R˜−i−a
• (R+ ık)Iβlog ⊂
min(,β)∑
a=0
ρaIβ−alog (R+ ı(k − β))−a
+
∑
i=1
min(−i,β+i)∑
a=0
ρaIβ+i−alog R˜−i−a
• (R+ ık)MγD,logN δ ⊂
min(δ,)∑
d=0
Mγ+dD,logN δ−d(R+ ık)−d
+
min(δ,)∑
d=0
−d∑
i=1
min(i,−d−i)∑
a=0
ρaIi−alog Mγ+dD,logN δ−dR˜−d−i−a
Remark 9.18. Lemma 9.16 implies that (R + ık)%αIβlogMγD,logN δ is con-
tained in a sum of terms of the form
%aIblogMcD,logN dR˜e,
where all exponents are nonnegative, γ+δ = c+d, and 2α+β+2γ+δ+ =
2a+ b+ 2c+ d+ e. The leading terms are those with a+ b = α+ β.
Proof. The main idea that one can “spend” a power of (R + ık) to do one
of the following:
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• Turn a factor of N into a factor of MD,log,
• Turn a factor of MD,log into a factor of Ilog,
• Turn a factor of Ilog into a factor of ρC∞log + I2log, or
• Turn a factor of ρ into a factor of ρIlog.
Moreover, commuting the radial vector field through a power of ρ or Ilog
shifts it by ı.
We show only the easiest of the three cases to indicate the method of
proof.
By applying Lemma 9.16 repeatedly, we see that
(R+ ık)ρα ⊂ ρα(R+ ı(k − α)) + ραIlog.
Now suppose that we have shown the first statement for . We have
(R+ ık)+1ρα ⊂ (R+ ık)ρα(R+ ı(k − α))
+ (R+ ık)
∑
i=1
min(i,−i)∑
a=0
ρα+aIi−alog R˜−i−a
⊂ ρα(R+ ı(k − α))+1 + ραIlog(R+ ı(k − α))
+
∑
i=1
min(i,−i)∑
a=0
ρα+aIi−alog R˜+1−i−a
+
∑
i=1
min(i,−i)∑
a=0
(
ρα+a+1Ii−a−1log + ρα+aIi+1log
)
R˜−i−a
⊂ ρα(R+ ı(k − α))+1 +
+1∑
i=1
min(i,+1−i)∑
a=0
ρα+aIi−alog R˜+1−i−a,
as desired. 
Putting Lemma 9.17 together, we have the following:
Lemma 9.19. Again suppose that α, β, γ, δ, and  are natural numbers
with γ ≥ 1. Then
(R+ ık)ραIβlogMγD,logN δ ⊂
min(δ,)∑
d=0
min(β,−d)∑
a=0
ρα+aIβ−alog Mγ+dD,logN δ−d(R+ ı(k − α− β))−d−a
+
min(δ,)∑
d=0
−d∑
i=1
min(β+i,−d−i)∑
a=0
ρα+aIβ+i−alog Mγ+dD,logN δ−dR˜−d−i−a.
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In particular, one has, for  ≥ β + 2,
(R+ ık)MγD,logN 2 ⊂Mγ+2D,logN 2(R+ ık)−2
+ IlogMγ+−1D,log N 2
(R+ ık)IβlogMγD,logN 2 ⊂ IβlogMγ+β+2D,log N 2(R+ ı(k − β))−2−β
+ Iβ+1log Mγ+−1D,log N 2
Proof. The proof of the first statement merely combines the three statements
of Lemma 9.17, while the second statement follows from the observations
that ρ ∈ Ilog and R˜ ∈MD,log. 
Proof of Lemma 9.15. We proceed via induction on k. Lemma 7.6 estab-
lishes that L + 4DvR0 ∈ N 2 ⊂ MD,logN 2, finishing the k = 0 case of the
lemma.
We now suppose the lemma is true with k replaced by k − 1. For conve-
nience, we let
s(k, j) = 1 + 2(tk − tk−1−j)
and observe that
DvRkw = (R+ ı(k − 1))2k+1DvRk−1w
∈ (R+ ı(k − 1))2k+1
k−1∑
j=0
IjlogMs(k−1,j)D,log N 2Rk−2−jw
⊂
k−1∑
j=0
IjlogMs(k−1,j)+j+2D,log N 2(R+ ı(k − 1− j))2k−1−jRk−2−jw
+
k−1∑
j=0
Ij+1log Ms(k−1,j)+2kD,log N 2Rk−2−jw,
where for the second inclusion we applied Lemma 9.19. Because R ∈MD,log,
we then have
DvRkw ∈
k−1∑
j=0
IjlogMs(k−1,j)+2j+2D,log N 2Rk−1−jw
+
k∑
j=1
IjlogMs(k−1,j−1)+2kD,log N 2Rk−1−jw.
We finally note that s(k − 1, j) + 2j + 2 = 1 + 2tk−1 − 2tk−2−j + 2j + 2 =
1 + 2(tk − tk−1−j) and s(k− 1, j− 1) + 2k = 1 + 2(tk − tk−1−j), finishing the
proof. 
Appendix A. The Kerr metric
In this appendix, we discuss the Kerr metric near null infinity as an
example of a Lorentzian scattering metric.
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The Kerr metric (with our “mostly-minus” sign convention) can be writ-
ten(
1− 2Mr
Σ
)
dt2+
4Mar sin2 θ
Σ
dt dϕ− Σ
∆
dr2 − Σ dθ2 −
(
r2 + a2 +
2Ma2r sin2 θ
Σ
)
sin2 θ dϕ2,
Σ = r2 + a2 cos2 θ,
∆ = r2 − 2Mr + a2.
We now introduce the new variables
ρ =
1
t
, v0 = 2
(
1− r
t
)
so that that the cone r = t now becomes v0 = 0. We easily compute
(A.1)
Σ
∆
∼ 1 + 2Mρ+Mρv0,
(A.2)
r
Σ
∼ ρ+ ρv0
2
where we use the notation f ∼ g if f − g = O(ρ2) +O(ρv20) near ρ = v0 = 0
and we will write O for terms that are O(ρ2) +O(ρv20) below. Thus we may
write
(A.3)
g =
(
1−2M(ρ+ρv0/2+O)
)dρ2
ρ4
−2Mar sin2 θ(ρ+ρv0/2+O)
(dρ
ρ2
dϕ+dϕ
dρ
ρ2
)
− (1 + 2Mρ+Mρv0)(− (1− v0/2)dρ
ρ2
− 1
2
dv0
ρ
)2 − Σdθ2 − (∗)dϕ2.
We then compute the coefficient of (dρ/ρ2)2 as
gρρ = v0 − 4Mρ− v20/4 +O.
Meanwhile, the coefficient of (dρdv + dvdρ)/ρ3 is given by
1
2
(
1− v
2
)(1 + 2Mρ+Mρv +O) = 1
2
+O(ρ) +O(v),
while all other cross terms with dρ are of the form O(ρ−1)dρ d•, with • =
θ, ϕ, or v. Thus, setting m = 4M, and changing coordinates to
v ≡ v0 − v20/4
near v0 = 0 brings the metric to the desired form.
Meanwhile, we continue to compute in the variables ρ, v0 for the moment.
The dual Kerr metric has the form
(A.4)
1
∆
(
r2+a2+
2Ma2r
Σ
sin2 θ)∂2t +
2Mr
Σ
a
∆
(∂ϕ∂t+∂t∂ϕ)− 1
∆ sin2 θ
(
1−2Mr
Σ
)
∂2ϕ−
∆
Σ
∂2r−
1
Σ
∂2θ .
Changing coordinates from r, t to ρ, v0 gives,
∂t  −ρ2∂ρ + 2(1− v0/2)ρ∂v0 , ∂r  −2ρ∂v0 .
48 DEAN BASKIN, ANDRA´S VASY, AND JARED WUNSCH
Thus, using (A.1), (A.2), the r, t block of the metric can be rewritten in
coordinates ρ, v, θ, ϕ as
(1 +O(ρ))∂2t − (1 +O(ρ))∂2r
= (1 +O(ρ))(−ρ2∂ρ + 2(1− v0/2)ρ∂v0)2 − (1 +O(ρ))(−2ρ∂v0)2.
In other words, the scattering principal symbol associated to these terms
(with canonical dual variables ξ, γ0 to dρ/ρ
2, dv0/ρ) is
(A.5) (1 +O(ρ))ξ2 − 4ξγ0(1− v0/2) + 4((1− v0/2)2 − 1)γ20 +O(ρ)
Now we change coordinates to the “correct” system of ρ, v = v0 − v20/4,
in which the metric assumes the normal form. We have
v0 = 2(1−
√
1− v),
hence in particular,
(1− v0/2) =
√
1− v,
while the vector fields are transformed by
∂v0  
√
1− v∂v, ∂ρ  ∂ρ,
so that
γ0  
√
1− vγ, ξ  ξ.
These changes yield the symbol
ξ2 − 4(1− v)ξγ − 4v(1− v)γ2 +O(ρ).
Thus we find that in the notation of (3.5), for the Kerr metric, we may read
off the coefficients of the dual metric in normal form as:
(A.6) ω|ρ=v=0 = 1, α|ρ=v=0 = 2, β|ρ=v=0 = 4.
Appendix B. Explicit log terms
In this section we describe how to explicitly compute the leading order
log singularity in the expansion at the radiation field face, and verify that
its coefficient is nonzero for the Kerr metric, whenever the radiation field
does not vanish identically.
Recall that we know a priori that if u = f with f ∈ C˙∞, then
w ≡ ρ−(n−2)/2u,
which solves
ρ−(n−2)/2−2ρ(n−2)/2w = ρ−(n−2)/2−2f ∈ C˙∞
has an expansion at the radiation field front face, i.e., locally in the variables
s = v/%, %, y beginning
(B.1) w ∼ w0(s, y) + w01(s, y)%+ w11(s, y)% log %+ w21(s, y)% log2 %.
To explicitly find these terms (at least in principle) we recall that we may
write
L = ρ−(n−2)/2−2ρ(n−2)/2 = L0 +N 2,
ASYMPTOTICS OF SCALAR WAVES 49
with
L0 = 4∂v (%∂% + v∂v) .
We will need to analyze the module term more closely to obtain the explicit
singularity.
To begin, we return to our original coordinate system ρ, v, y and note
that if we look at the module vector fields ρ∂v, v∂v, ρ∂ρ, when we change to
logified coordinates these become respectively
%∂%+χm%(1+log %)∂v, (v−χm% log %)(1+χ′m% log %)∂v, %(1+χ′m% log %)∂v.
We then perform the radiation field blowup s = v/% and note that the terms
we get in this manner are spanned by
∂s, log %∂s, %∂%, % log %∂%.
Of these terms, the important one for our purposes is log %∂s, as it is the
only one that can produce a log % term when applied to a series of the form
(B.1). We now note the crucial fact that in changing to log coordinates
followed by lifting vector fields from M, we have
ρ∂ρ  %∂% + (χm− s)∂s + χm log %∂s,
v∂v  (s− χm log %)(1 + χ′m% log %)∂s,
ρ∂v  (1 + χ′m% log %)∂s,
hence isolating the crucial term, we simply remark that
(B.2)
ρ∂ρ  χm log %∂s + . . . ,
v∂v  −χ′m log %∂s + . . . ,
ρ∂v  χ′m% log %∂s + . . . .
(In dealing with C∞log coefficients of such terms, meanwhile, we note that since
every factor log % also comes with a factor of %, in analyzing the coefficient
of log %∂s in the lift, it suffices to freeze these coefficients at ρ = 0.) We also
recall that the operator
4∂v(ρ∂ρ + v∂v)− 4mρ∂2v
lifts under this transformation to precisely
L0 = 4∂s∂%.
Now we return to the form of a general long-range scattering metric.
Following the proof of Lemma 5.2, we can more precisely write, using the
notation of (3.5) for the dual metric components,
L = 4∂v(ρ∂ρ + v∂v)− 4mρ∂2v + ω(ρ∂ρ)2 + 2αρ∂ρv∂v + β(v∂v)2 + E
where E consists of first order terms in the module, second order terms
vanishing to higher order at ρ = 0, and terms involving ∂y. Now lifting this
expression to the logified, blown-up space, using (B.2), it becomes
L = 4∂s∂% +m
2(ω − 2α+ β) log2 %∂2s + E′
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where E′ consists of terms up to second order in %∂%, % log %∂%, ∂s, log %∂s
with log-smooth coefficients, but containing at most one factor of this last
vector field, and ω, α, β denote the respective restrictions of these functions
to ρ = v = 0. Because the derivative of χ is supported away from the radial
set, E′ also includes the error terms from dropping the factors of χ and χ′
in the above expression.
Now we apply this expression for L to the series Ansatz (B.1). Matching
the resulting coefficients of log2 % yields
4∂sw
2
1 +m
2(ω − 2α+ β)∂2sw0 = 0,
hence, since all the coefficients vanish for s→ −∞, we may integrate to find
w21 = −
m2
4
(ω − 2α+ β)∂sw0.
For the particular case of the Kerr metric, (A.6) now gives
w21 = −
m2
4
∂sw0.
The function w0 cannot be constant unless it is zero (again since it vanishes
for s  0), so in general, we find that w21 6= 0. (Note that ∂sw0 is in fact
exactly the Friedlander radiation field in this context.)
References
[1] Serge Alinhac. Hyperbolic partial differential equations. Universitext. Springer, Dor-
drecht, 2009.
[2] D. Baskin, A. Vasy, and J. Wunsch. Asymptotics of radiation fields in asymptotically
Minkowski space. Amer. J. Math. 137:1293-1364, 2015.
[3] J. J. Duistermaat. On Carleman estimates for pseudo-differential operators. Invent.
Math., 17:31–43, 1972.
[4] M. Economakis. Boundary regularity of the harmonic map problem between asymp-
totically hyperbolic manifolds. University of Washington Ph.D. Thesis, 1993.
[5] J. J. Duistermaat and L. Ho¨rmander. Fourier integral operators, II. Acta Mathemat-
ica, 128:183–269, 1972.
[6] F. Faure and J. Sjo¨strand. Upper bound on the density of Ruelle resonances for
Anosov flows. Comm. Math. Phys., 308:325–364, 2011.
[7] F. G. Friedlander. Radiation fields and hyperbolic scattering theory. Math. Proc.
Cambridge Philos. Soc., 88:483–515, 1980.
[8] C. Guillarmou. Meromorphic properties of the resolvent on asymptotically hyper-
bolic manifolds. Duke Math. J. (129), 1:1–37, 2005.
[9] N. Haber and A. Vasy. Propagation of singularities around a Lagrangian submanifold
of radial points. Preprint, arXiv:1110.1419, 2011.
[10] A. Hassell, R. B. Melrose, and A. Vasy. Spectral and scattering theory for symbolic
potentials of order zero. Advances in Mathematics, 181:1–87, 2004.
[11] A. Hassell, R. B. Melrose, and A. Vasy. Microlocal propagation near radial points
and scattering for symbolic potentials of order zero. Analysis and PDE, 1:127–196,
2008.
[12] Ho¨rmander, L. The analysis of linear partial differential operators. III. Distribu-
tion theory and Fourier analysis. Second edition. Grundlehren der Mathematischen
Wissenschaften, 256. Springer-Verlag, Berlin, 1990.
ASYMPTOTICS OF SCALAR WAVES 51
[13] Ho¨rmander, L. The analysis of linear partial differential operators. I. Pseudo-
Differential Operators. Second edition. Grundlehren der Mathematischen Wis-
senschaften, 274. Springer-Verlag, Berlin, 1985.
[14] Lars Ho¨rmander. On the existence and the regularity of solutions of linear pseudo-
differential equations. Enseignement Math. (2), 17:99–163, 1971.
[15] Sergiu Klainerman. Uniform decay estimates and the Lorentz invariance of the clas-
sical wave equation. Comm. Pure Appl. Math. (38), 3:321–332, 1985.
[16] R. R. Mazzeo and R. B. Melrose. Meromorphic extension of the resolvent on complete
spaces with asymptotically constant negative curvature. J. Funct. Anal. (75), 2:260–
310, 1987.
[17] R. B. Melrose. The Atiyah–Patodi–Singer index theorem. Research Notes in Mathe-
matics, 4. A K Peters, Ltd., Wellesley, 1993.
[18] R. B. Melrose. Spectral and scattering theory for the Laplacian on asymptotically
Euclidian spaces. Marcel Dekker, 1994.
[19] R. B. Melrose, A. Vasy, and J. Wunsch. Propagation of singularities for the wave
equation on manifolds with edges. Duke Math. J., 144:109–193, 2008.
[20] R. Melrose and F. Wang. Personal communication.
[21] R. Melrose. Differential analysis on manifolds with corners. In preparation.
[22] Andre´ Unterberger. Re´solution d’e´quations aux de´rive´es partielles dans des es-
paces de distributions d’ordre de re´gularite´ variable. Ann. Inst. Fourier (Grenoble),
21(2):85–128, 1971.
[23] A. Vasy. Geometric scattering theory for long-range potentials and metrics. Int.
Math. Res. Notices, 1998:285–315, 1998.
[24] A. Vasy Microlocal analysis of asymptotically hyperbolic spaces and high energy
resolvent estimates. In: Inverse problems and applications. Inside Out II, edited by
Gunther Uhlmann, MSRI Publications, no. 60, Cambridge University Press, 2012.
[25] A. Vasy. Microlocal analysis of asymptotically hyperbolic and Kerr-de Sitter spaces.
Invent. Math. 194(2):381–513, 2013. With an appendix by S. Dyatlov.
[26] A. Vasy. Propagation of singularities for the wave equation on manifolds with cor-
ners. Ann. of Math. (2) 168(3):749–812, 2008.
[27] A. Vasy. The wave equation on asymptotically de Sitter-like spaces. Adv. Math.,
223(1):49–97, 2010.
[28] M. I. Viˇsik and G. I. E`skin. Sobolev-Slobodecki˘ı spaces of variable order with
weighted norms, and their applications to mixed boundary value problems. Sibirsk.
Mat. Z˘., 9:973–997, 1968.
[29] F. Wang. Radiation field for Einstein vacuum equations with spatial dimension n ≥
4. Preprint, arXiv:1304.0407, 2013.
[30] M. Zworski. Semiclassical analysis. Graduate Studies in Mathematics, 138. Ameri-
can Mathematical Society, Providence, RI, 2012.
Department of Mathematics, Texas A&M University
E-mail address: dbaskin@math.tamu.edu
Department of Mathematics, Stanford University
E-mail address: andras@math.stanford.edu
Department of Mathematics, Northwestern University
E-mail address: jwunsch@math.northwestern.edu
