Primates frequently make saccades direct fovea on interesting objects to receive acute visual information. However, saccade displaces the images on retina and disrupts the visual constancy. One possible mechanism to retain visual constancy is by integrating the presaccadic and postsaccadic visual information right at the time of saccade, which makes the timing of saccade crucial. So far, the saccadic timing signals have been found only in the subcortical regions, for example, the cerebellum and superior colliculus, but not in the neocortex. Here we report 2 types of saccadic timing signals in macaque lateral intraparietal area (LIP). First, many presaccadic response neurons started to decline activity either right around the start (saccade-on-decay) or the end (saccade-off-decay) of saccades. Notably, the time difference between saccade-off-decay and saccade-on-decay was highly correlated with the mean duration of saccades but not with the individual ones, and both saccade-off-decay and saccade-on-decay were better aligned with saccade end than saccade start-reflecting prediction. Second, the peak activity plateau of a group of postsaccadic response neurons was highly correlated with the actual duration of saccade-reflecting reality. While the predicted timing signals might facilitate the integration of visual information across saccades in LIP, the actual duration signals might calibrate the prediction errors.
In primates, the acute vision is highly relied on a small structure of retina, namely fovea (1-2 visual angle in diameter). Therefore, whenever we look at a natural scene, our eyes rapidly jump (saccadic eye movement) from one location to another with a frequency about 3-5 Hz (Yarbus 1967) . While saccades play important role for receiving acute visual information, they cause problems to visual constancy, because following each saccade, the retinal projections of stilled external objects are displaced. Nevertheless, despite the unstable retinal inputs, perceptually we see a stabilized visual world (Sommer and Wurtz 2008; Wurtz 2008) . One possible mechanism by which the brain retains visual constancy is through updating/ integrating the presaccadic and postsaccadic visual information right around the time of saccade (Duhamel et al. 1992a; Wang et al. 2016) . Therefore, online access to the timing of saccades is crucial.
Traditionally, it was believed that the sensory inputs, for example, proprioception (Rossetti et al. 1995) or retinal optic flow (Brandt et al. 1974) , were the sources for detecting and monitoring the self-originated movements (St George and Fitzpatrick 2011) . However, the lag in sensory signal generation (starting after movement initiation) and the delay in its transduction from peripheral to the central nervous system (tens of milliseconds), render sensory inputs inadequate for guiding motor control in real-time. In fact, cumulative evidence have suggested that the self-movement detection is dissociated from the peripheral sensations (Guthrie et al. 1983; Sommer and Wurtz 2002) , suggesting the existence of the internal realtime motor monitoring systems (Desmurget and Grafton 2000) . Supportively, the real-time saccade start and end signals have been found in the subcortical regions, for example, the superior colliculus (Sparks 1978; Waitzman et al. 1991; Dorris et al. 1997) and the cerebellum (Thier et al. 2000) . It is commonly believed that the inflow of the copy of motor command (efference copy/ corollary discharge) enables the brain to know the time-course of self-originated movements (Sommer and Wurtz 2008) . However, to date, the cortical representation of the saccade timing signals, in particular of the saccadic end signal, has not been identified. Although a study reported that the saccadic neurons in frontal eye field (FEF) had a peak activity~13 ms in average prior to the saccade start, the most saccadic neurons continuously discharged until~93 ms after the saccade end (Segraves and Park 1993) . Thus, the discharge duration of saccadic neurons in FEF did not match with the duration of saccades.
On the other hand, while the involvement of the lateral intraparietal cortex (LIP, another well-studied cortical area) in processing spatial related information has been intensively investigated (Barash et al. 1991a,b; Duhamel et al. 1992a; Snyder et al. 1997; Gottlieb et al. 1998; Colby and Goldberg 1999; Gottlieb and Goldberg 1999; Barash 2000, 2004; Andersen and Buneo 2002; Bisley and Goldberg 2003; Andersen and Cui 2009) , the involvement of LIP in processing temporal related information has been rarely studied. To our best knowledge, only few literatures reported the timing related activity in LIP, such as predicting the latency of saccades (Ipata et al. 2006) , generating self-timed action (Maimon and Assad 2006; Schneider and Ghose 2012) , and representing the elapsed time (Janssen and Shadlen 2005) . Although these studies found certain temporal correlation between neuronal activity and the time of saccade start, none of them found the correlation of neuronal activity with the time of saccade end.
We recently recorded single neuron's activity extracellularly from LIP of 2 macaques while they were performing oculomotor tasks. We found the neuronal representations of 2 types of saccadic timing signals: (1) some presaccadic response neurons started to decline activity either right around the time of saccade start (saccade-on-decay) or around the time of saccade end (saccade-off-decay); and (2) the peak activity plateau of a group of postsaccadic response neurons was highly correlated with the actual duration of saccades. To test whether these saccade timing signals in LIP was originated from the corollary discharge, we analyzed the temporal relationship between these neurons' discharge and the time of saccade start and end. If corollary discharge is the source of the saccadic timing signals in LIP, we expect to see a strong temporal correlation between these timing signals and the time of saccades, because corollary discharge veritably encodes the time-course of saccades. Indeed, the 2 types of saccadic timing signals in LIP show different correlation with the time of saccade. The time difference between saccade-off-decay and saccade-on-decay was highly correlated with the mean duration of saccades, but not with the actual saccade duration. Furthermore, both saccade-on-decay and saccade-off-decay were better aligned with the saccade end than the saccade start. These results suggest that the saccade-on-decay and saccade-off-decay activities reflect the prediction of the timing of saccades, which are unlikely originated from corollary discharge. In contrast, the mean peak activity plateau of a group of postsaccadic response neurons, which started to raise their activity right at the time of saccade execution without noticeable delay, was highly correlated with the real duration of saccades. Therefore, the activity of these early postsaccadic response neurons are very likely elicited by the corollary discharge signals, rather than the eye proprioceptive signals that arrive neocortex 30 ms after movement initiation (Wang et al. 2007 ). Taken together, we propose that the predictive timing signals might facilitate the integration of visual information across saccades in LIP, whereas the real saccade duration signals might calibrate the prediction errors.
Materials and Methods

Animal Preparation
We trained 2 male rhesus monkeys (6-8 kg) to perform 2 oculomotor tasks. The horizontal and vertical eye position signals were recorded using a sclera search coil system (Crist Instrument) at 1 kHz frequency. All experimental procedures were approved by the Animal Care Committee of Beijing Normal University and the Shanghai Institutes for Biological Sciences, Chinese Academy of Sciences.
Behavior Task
Visual stimuli were projected (ViewSonic, PJD7383) to a screen (covering 82°visual angle) 80 cm in front of the monkeys' eyes. We used a QNX computer to control the visual display and to run real-time data acquisition (REX; NIH, Bethesda, MD). Data from 2 oculomotor tasks were used in the present study.
Spatial-Cue Instructed Saccade Task
Monkeys needed to choose one of 2 identical visual stimuli as the saccade target based on the spatial location of a visual cue, which appeared either in the left or right of the visual field. Trials began with a central fixation point appearing at the center of the screen. Monkeys needed to keep fixation on this point for as long as it was present. After 500 ms, the monkey achieved central fixation, 2 identical dots appeared simultaneously, one on the left 10°and one on the right 10°of the fixation point (horizontal version), or one on the left upper quadrant (130°with 13°eccentricity) and one on the right lower quadrant (310°with 13°eccentricity) 10°of the fixation point. These 2 dots remained visible until the end of the trial. Then, 400 ms after the appearance of the 2 dots, a visual cue flashed for 200 ms in 1 of 24 possible locations on the screen that was chosen randomly. After an additional 400 ms relative to the visual cue offset, the central fixation point disappeared. The monkeys were required to make a saccade to the dot that was in the same hemifield as the visual cue (Fig. 1A) .
Color-Cue Instructed Saccade Task
This task has the same basic structure as the spatial cue task except for 2 key differences. First, the 2 targets appeared in different colors (one red and one green). Second, the spatial cue did not appear. The disappearance of the fixation point informed the monkeys to make a saccade to the red stimulus in order to succeed (Fig. 1B) .
Neuronal Recording
We used a micromanipulator (NAN Instruments) to drive glass covered tungsten microelectrodes (~1 MΩ), which were guided by gauged stainless steel guide tubes, down into the cortex to record single neuron activity. Neural signals were amplified (Alpha Omega MCP Plus 8), and then band-pass filtered in the range 300-3000 Hz (Krohn-Hite Model 3384). We used a QNX computer running a real-time neuronal analysis program (MEX; NIH, Bethesda, MD) to evaluate the spiking signals based on the amplitude and waveform of the spikes.
Behavioral Data Analysis
Criteria for Detecting Saccades The start and end of a saccade was determined using a threshold for velocity and a template matching criteria. The start of a saccade was defined as the time when the velocity exceeded 30 degree per second, while the end of a saccade was defined as the point at which velocity became less than 15% of the peak velocity. Furthermore, only trials that fitted the following criteria were further analyzed: (1) the saccade duration was in the range 10-100 ms, (2) the saccadic endpoint was within a 5°window centered around the saccade target, (3) the saccadic amplitude was larger than 4°, and (4) the saccadic latency was less than 500 ms.
Mapping LIP and Selecting Neurons
Neurons were recorded from a 2 cm diameter recording chamber. The recording chamber was centered, under head stereotactic condition, at 13 mm lateral to the middle sagittal line, and 3 mm posterior to the middle coronal line for monkey B; and at 13.5 mm lateral to the middle sagittal line and 4 mm posterior to the middle coronal line for monkey D. The location represents the spike density function around saccade. A time window from the peak activity point (marked by the grey downward triangle) to the last point within 2*STD of the peak activity is chosen as the peak activity fluctuation period (grey ribbon). We then fitted the activity data from each point in the fluctuation period to the lowest activity point (marked by the grey upward triangle) with an exponential function. The start point of the best fitting curve was defined as the activity decay time (see detail in Materials and Methods section). The dashed curves exemplify fitting curve with different start points. The time of activity decay of an example neuron detected by the fitting function aligned to saccade start (middle panel) or end (right panel). The shaded areas represent the 95% confidence interval of the neuron's activity.
The vertical line indicates the activity decline start time. (D) Demonstration of the method for calculating the peak activity time of postsaccadic activity. The mean spike density function in the preferred direction was calculated first, and then the maximum activity of the mean spike density was defined as the peak activity.
of electrode penetration was determined by a grade with 0.5 mm in diameter for each hole and 0.5 mm between adjacent 2 holes. We first mapped LIP based on the electrophysiological marker of LIP, that is, neurons with persistent activity during memory-guided saccades. The neuronal data presenting in the present study were recorded from the same holes and similar depth (~5-10 mm from the surface of the cortex) where we recorded the persistent activity neurons. The reconstructed recording sites show that most of neurons were recorded within a small area of 4 × 4 mm 2 in monkey B and 3 × 4 mm 2 in monkey D. We also did MRI brain scan for monkey B and found that the recording sites were within the lateral bank of the intraparietal sulcus (IPS). Taken together, neurons presented here were recorded mostly from LIP. During neuronal data collection, we recorded the activity of most of the well-isolated neurons in the spatial-cue instructed saccade (SCIS) task (for some neurons also in the MGS task), and online analyzed the task relevancy of each neuron. If a neuron's activity was task relevant, that is, showing correlation with any/all task event(s), we tried to record as many trials as request. Otherwise, we moved electrode to leave the task irrelevant neurons as soon as we could identify them, and these neurons did not include in the analysis of present study
Neuronal Data Analysis
Definitions for Saccade-Related Neurons We defined a neuron as a presaccadic response neuron if its activity showed the following: (1) the mean activity during the presaccadic interval (0-200 ms before saccade start) in the preferred direction was significantly larger than the mean activity in the baseline interval (0-500 ms after fixation start) (P < 0.01, two-tailed paired t-test); (2) at least 5 out of 10 bins (bin-width = 20 ms) during the presaccadic interval had significantly higher spiking rates than the mean activity in the baseline interval (P < 0.05, two-tailed paired t-test); and (3) the mean activity during the presaccadic interval in the preferred direction was significantly greater than the mean activity during the presaccadic interval in the nonpreferred direction (P < 0.01, Wilcoxon test). When calculating the correlation between the population activity decay time and saccadic time course, only neurons that had more than 50 recorded trials were included.
We classified the postsaccadic response neurons according to the following criteria: (1) the mean activity during the presaccadic interval was not significantly different compared with the mean activity in the baseline interval (P > 0.05, two-tailed paired t-test); (2) the mean activity during the interval from −150 ms to saccade end was not significantly greater than either the mean activity in the baseline nor the mean activity in the nonpreferred direction (P > 0.05, Wilcoxon test); (3) the mean activity in one of the 2 postsaccadic periods (0-200 ms after saccade end; 100-300 ms after saccade end) was significantly greater than both the mean activity in the baseline and the mean activity in the nonpreferred direction (P < 0.05, Wilcoxon test); (4) at least 2 out of 4 bins (bin-width = 50 ms) in either postsaccadic periods showed significantly greater activity than that in the baseline interval; and (5) the spatial tuning in the 2 postsaccadic periods was consistent.
Method for Finding the Start Time of the Decay of Presaccadic Activity
Since the presaccadic activity dropped more or less exponentially around the time of the saccade, we employed an exponential function to fit the mean activity of each neuron in order to find the optimal decay time. Specifically, we used the following method: (1) We first calculated the mean spike density of each neuron in the preferred direction by using a Gaussian kernel function (σ = 5 ms in spatial cue task; σ = 10 ms in color cue task. The reason that we used a large sigma in color cue task is because the trial number for each saccade direction in color cue task was much smaller than in spatial cue task (~30 trial in color cue task, ≥100 trials in spatial cue task). The averaged activity for a given saccade direction in color cue task was much nosier than that in color cue task. In order to reduce the activity noise in color cue task to a level similar as in spatial cue task, we used a larger time window (sigma = 10 ms) to smooth the spike density function, and then selected a time interval (200 ms before saccade start to 300 ms after saccade start, aligned at saccade start; 250 ms before saccade end to 250 ms after saccade end, aligned at saccade end) for further analysis. (2) We then used a moving window (bin-width = 20 ms, step = 1 ms) to find the peak activity point, which we chose as the start point for the exponential fitting. (3) The endpoint for the exponential fitting was defined as the lowest activity after the peak activity point. (4) Since neurons discharged with large variations, we defined a period of peak activity fluctuation for the activity decay time. This period started from the peak activity point to a point after where the activity was lower than the peak activity by 2 STD or 80% of peak activity. We used 2*STD as the criteria for most of the neurons. However, there are a minority of neurons whose firing rates were quite noisy, and their 2*STD of the peak activity were lower than the 80% of the peak activity. For these neurons, we used the 80% of the peak activity as the criteria. (5) We used an exponential function (y = A(1) * e +A (3)) to fit the spike density function starting from each time point within the fluctuation period to the endpoint (Fig. 1C) . The starting point of the best fitting curve, which had the least mean square residual error, was identified as the activity decay start time.
Method for Finding the Postsaccadic Activity Peak Following the Initiation of Saccades
(1) The mean spike density function in the preferred direction was calculated using the same method as above. (2) Then, found the maximum activity of the mean spike density (Fig. 1D ). If there were more than one peaks (less than one STD of the maximum activity) around the maximum activity, we defined the time of the first peak as the start time of peak activity.
Method for Defining the Activity Plateau of Postsaccadic Activity
The plateau contained on-phase and off-phase. We detected the activity plateau by the following steps: (1) the mean spike density function in the preferred direction was calculated using the same method as above; (2) the on-phase of plateau was the time of the maximum absolute acceleration of the activity near the first peak; and (3) the off-phase of the plateau was the time of the maximum absolute acceleration of the activity near the second peak.
Classifications of Subsets of Neurons
Presaccadic response neurons were further classified into 3 subsets (triple Gaussian fitting) based on the time when activity started to decline in the preferred direction: (1) "saccade-ondecay" neurons: neurons that started to decline activity shortly before saccade initiation (−50~0 ms before saccade start) or shortly after saccade start (but closer to saccade start than saccade end); (2) "saccade-off-decay" neurons: neurons that started to decline in activity after saccade start (but closer to saccade end than saccade start) or less than 35 ms after saccade end; and (3) neurons that started to decline in activity more than 35 ms after the saccade end.
Similarly, these neurons with purely postsaccadic activity could also be divided into 3 subsets (triple Gaussian fitting) according to the time of increasing activity relative to the time course of the saccades: (1) "saccade-on-peak" neurons: their peak activity time was earlier than the center (center of fitted Gaussian distribution) of the first peak (77 ms after saccade start, activity was aligned to saccade start) or it was closer to the center of the first peak than the center of the second peak; (2) "saccadeoff-peak" neurons: their peak activity time was shortly before the center of the second peak (75 ms after saccade end, activity was aligned to saccade end) and it was closer to the center of second peak than the first peak, or it was less than 107 ms after saccade end (within 1.5 STD of the second peak); and (3) other neurons: their peak activity time was later than 107 ms after saccade end.
Separating Trials Into Different Subsets
To seek the origins of saccadic timing signals, we analyzed the temporal correlation between saccade-related activity in LIP and the time of saccade, including start, end and duration of saccade. Thus, we separated trials into different subsets based on the saccadic duration. More specifically, for each group of neurons (presaccadic response neurons; postsaccadic response neurons), we firstly put all trials of these neurons together and plotted the distribution of saccadic duration. Then, this distribution was separated into different subsets with roughly equal number of trials. The neuronal activity within each subset is averaged for further analysis.
Statistical Analysis of the Time Distribution of Activity Decay (Presaccadic Response) and Activity Peak (Early Postsaccadic Response)
We employed the Hartigan's Dip test to conform the bimodal distribution of both decay of presaccadic activity and peak of postsaccadic activity around the time of saccade start and end, respectively. We first excluded the long tails of the distributions (decay time >90 ms for presaccadic activity when aligned at saccade start, decay time >35 ms when aligned at saccade end; peak time >170 ms for postsaccadic activity when aligned at saccade start). Then, we ran the Hartigan's Dip test 1000 times to compare the distribution of our experimental data with the data of artificially and randomly generated unimodal distributions. The results of Hartigan's Dip test allowed us to test the hypothesis of unimodal distribution, that is, the result of P < 0.05 rejected the hypothesis of unimodal distribution.
Since only a subset of presaccadic neurons (155 of 377) were recorded in the color-cue task, to overcome the influence of the size of neuron numbers in distribution analysis, we randomly selected data from 155 neurons to build a pseudo population with size of 377 neurons. To avoid any bias in building the pseudo population data, we used the method of bootstrap to build 1000 sets of pseudo population data. The P value calculation of Hartigan's Dip test was repeated independently for 1000 times, and the mean P value was calculated.
Results
We recorded single neuron's activity extracellularly from LIP of 2 macaques while they were performing 2 oculomotor tasks: spatialcue instructed saccade and color-cue instructed saccade (Fig. 1A,B) . The objective of the present study is to assess the temporal relationship between LIP neuronal activity and the time course of saccades, therefore, the present study focuses on analyzing the activity of neurons that have saccade-related response, i.e., changing (declining/raising) activity right at the time of saccade start or end. In total, we recorded 486 saccade-related neurons, in which 377 neurons started to increase activity hundreds of milliseconds before the initiation of saccades (presaccadic response neurons), whereas the rest 109 neurons started to increase activity after the initiation of saccades (postsaccadic response neurons). For each presaccadic response neuron, we employed an exponential fitting function to find the start time of activity decay relative to saccade start and end, while for each postsaccadic neuron the peak activity was defined as the time that postsaccadic activity firstly reached to peak (Fig. 1C,D , the method illustration and detailed description in Materials and Methods section).
Two Subsets of Presaccadic Response Neurons Declined Activity Either Around the Time of Saccade Start or End, Respectively
The distributions of the time of the activity decay of 377 presaccadic neurons relative to the saccade start and end in a spatial- cue instructed saccade task (SCIS, including horizontal and oblique saccades) are shown in Figure 2A and B, respectively. Despite the data alignment, there are 2 obvious modes (peaks) centered either at the time of the saccade start (the first peak in Fig. 2A , mean = −1.48 ±16.82 (STD) ms, P (unimodal) < 0.001, Hartigan's Dip test) or at the time of the saccade end (the second peak in Fig. 2B , mean = −2.41 ± 22.37 ms, P (unimodal) < 0.001, Hartigan's Dip test). These results indicate that there are 2 subsets of LIP presaccadic response neurons whose activity decay is highly correlated with the time of saccade start or end. Accordingly, we name these 2 subsets of presaccadic response neurons saccade-on-decay and saccade-off-decay neurons. The saccade-on-decay neurons gradually increased their activity before saccade initiation in the preferred direction and the activity began to decay right around the time of saccade start ( The saccade-on-decay and saccade-off-decay phenomena were not task specific because the similar activity was also observed in another task, that is, the color-cue instructed saccade task (CCIS). Firstly, the distribution patterns of activity decay time of 155 neurons (recorded in both tasks) relative to saccade start and end were very similar between 2 tasks (comparing Fig. 3A with C, p = 0.84, paired test; Fig. 3B with D, P = 0.35, paired test). Secondly, the comparisons of the activity decay time for individual neurons between the 2 tasks showed strong positive correlation (Fig. 3E , aligned at saccade start, r = 0.75, P < 0.001; Fig. 3F , aligned at saccade end, r = 0.73, P < 0.001).
Possible Temporal Relationship of Saccade-on-Decay and Saccade-off-decay Activity with Saccade Start and End
There are 3 most possible temporal relationships between saccadic timing related activity and saccade start and end. (1) the saccadic timing related activities are well correlated with the saccade start and end (Fig. 4A) , which most likely represents the actual saccadic timing signals (corollary discharge, proprioceptive inputs). (2) the saccadic timing related activity is either well aligned with saccade start or with saccade end (Fig. 4B,C) , which might reflect the learning-based prediction of the saccade start or end time. A practical way to distinguish between these 2 possibilities is to assess the temporal relationship between the time of activity decay and the time of saccade start and end. Since saccadic duration varies slightly even among saccades with similar amplitudes (Supplementary figure 1) , in case of possibility (1), the saccade timing related activity of both saccade-on-decay and saccade-off-decay neurons should correlate well with real saccade start and end, respectively, irrespective of the alignment of neuronal activity either at the saccade start or end (Fig. 4A) . In case of possibility (2), the start of the neural activity decay could in principle predict either the start or the end time of the saccade. If the neural activity predicted the saccade start time, the activity decay should be more precisely related to the start time of saccade but less related to the variations of the end time in individual trials, and vice versa (Fig. 4B, predicts saccade start; Fig. 4C , predicts saccade end). Furthermore, the time difference between saccade start and end related activity might not correlate with real saccadic duration, but rather with a fixed interval (equivalent to the mean duration of saccades with same amplitude). To test these possibilities, trials were divided into subgroups based on the saccade duration. There were 129 out of 150 saccade-ondecay and 111 out of 130 saccade-off-decay neurons that had enough trials (≥40 trials in the preferred direction) for further analysis.
The Activity Decay of Both Saccade-on-Decay and Saccade-off-Decay Neurons was More Precisely Correlated with the Time of Saccade End Than Saccade Start
The activity of signal and population saccadic-on-decay and saccade-off-decay neurons in exemplified subgroups of trials (2 subgroups for single neuron and 3 subgroups for population) are shown in Figure 5 . The insert histograms in Figure 5A gle neurons between the 2 tasks when activity is aligned at saccade start (E) or saccade end (F). Each symbol represents one neuron. Over all, the activity decay time of these neurons in the 2 tasks was positively correlated (aligned at saccade start, r = 0.7464, P < 0.0001; aligned at saccade end r = 0.7253, P < 0.0001).
time. Overall, when activity was aligned at saccade start, the average activity of saccade-on-decay neurons started to decay at about the time of the saccade start (Fig. 5A , single neuron; Fig. 5C , population), whereas the saccade-off-decay neurons started to decay activity around 50-60 ms after saccade start (Fig. 5E , single neuron; Fig. 5G, population) . However, while looking more closely, the activity decay occurred not at exact same time in different subgroups. Trials with shorter saccade duration started to decay activity earlier than trials with longer duration for both saccade-on-decay (Fig. 5A,C) and saccade-offdecay neurons (Fig. 5E,G) . In contrast, when activity was aligned at saccade end, the saccade-on-decay neurons started to decline activity slightly more than 50 ms before the saccade end (Fig. 5B , single neuron; Fig. 5D , population neurons), while the saccade-off-decay neurons started to decay around the time of saccade end (Fig. 5F , single neuron; Fig. 5H , population neurons). Remarkably, the activity decay time was similar among trials with different saccadic durations for both saccade-ondecay (Fig. 5B,D) and saccade-off-decay neurons (Fig. 5F,H) . Thus, comparing the temporal relationship of neuronal activity decay to saccade start and end, both saccade-on-decay and saccadeoff-decay neurons showed more precise correlation with the time of saccade end.
The Time Difference Between Saccade-off-Decay and Saccade-on-Decay Activity was Fixed Irrespective of the Real Saccade Duration
In the present experiments, there were 2 versions of SCIS task (Fig. 1A , horizontal version: saccadic target 10°eccentricity and 0°or 180°radian; oblique version: saccadic target 13°and 130°o r 310°radian). Since the mean saccade duration differed between these 2 versions (~50 ms for 10°horizontal saccades; 60 ms for 13°oblique saccades) of the SCIS task, to assess the relationship of the time difference between saccade-on-decay activity and saccade-off-decay activity with the actual saccade duration, we separately analyzed the population neuronal and behavioral data in horizontal and oblique saccades. First, all trials of horizontal saccades were separated into more subsets. When aligned to saccade start, for 101 saccade-on-decay neurons the average activity of each subset started to decay at around the time of saccade start (Fig. 6A , black dots, mean = 0.12 ms, STD = 6.55 ms); for 76 saccade-off-decay neurons, the average activity started to decline at~50 ms after the saccade start (Fig. 6A , red dots, mean = 50.93 ms, STD = 6.60 ms). Notably, there were positive linear correlations between the activity decay start time and saccadic duration in both groups (Fig. 6A , saccade-on-decay neuron: correlation coefficient analysis, r = 0.93, P < 0.0001; liner regression, slope = 0.96; saccadeoff-decay neuron: correlation coefficient analysis, r = 0.82, P = 0.0002; liner regression, slope = 0.95). When activity was aligned at the saccade end (Fig. 6B) , the average activity decay time was centered at either~50 ms before the saccade end for saccade-on-decay neuron or right at the time of the saccade end for saccade-off-decay neurons (saccade-on-decay neuron: correlation coefficient analysis, r = −0.22, P = 0.41; liner regression, slope = −0.089; saccade-off-decay neuron: correlation coefficient analysis, r = −0.080, P = 0.78; liner regression, slope = −0.051). Obviously, the activity decay times of both groups were correlated more precisely with saccade end (saccade-on-decay: red dots, mean = −0.13 ± 3.70 ms; saccade-off-decay: back dots, mean = −49.88 ± 2.57 ms) than with saccade start (saccade-ondecay: STD = 6.55 ms; saccade-off-decay: STD = 6.60 ms), which is consistent with the working hypothesis in Figure 4C , that is, predicting the saccade end. Moreover, despite data alignment, the time difference of activity decay between saccade-off-decay and saccade-on-decay neurons was relatively constant among trials with different saccade duration (Fig. 6A , aligned at saccade start, 49.1-50 ms; Fig. 6B , aligned at saccade end: 49-49.1 ms).
Second, data of oblique saccades showed very similar results as horizontal saccades with the exception that the time difference between saccade-off-decay activity (28 neurons) and saccade-on-decay activity (35 neurons) was fixed at about 60 ms instead of 50 ms (Fig. 6C,D) . These results indicated that the time difference between saccade-on-decay and saccadeoff-decay activity changed with the change of the mean saccadic duration. Thus, the saccade timing related activities of saccade-on-decay and saccade-off-decay neurons were not correlated with the actual saccade duration, but rather with a fixed interval, suggesting that these activities predicted the time of saccade start and end. Moreover, our results indicate that saccade-on-decay and saccade-off-decay neurons are dominated by a prediction of the saccade end (i.e., Fig. 4C ).
The Population Activity of Early Postsaccadic Response Neurons Represents the Actual Saccadic Duration
In addition to those presaccadic response neurons, we also recorded neurons that started to increase activity right around the execution of saccades (mean latency = 22.1 ± 29.4 ms before saccade end) and reached peak shortly after the end of saccades (postsaccadic response neurons). During data analysis, we realized that it was with higher reliability to find the peak activity (see Materials and Methods section and Fig. 1D for detail) than to find the activity latency. Therefore, for each individual postsaccadic response neuron, we calculated the time of reaching peak activity relative to the start of saccades, and the results are shown in Figure 7A . Obviously, there are 2 well separate modes that distribute shortly following the end of saccades (P (unimodal) = 0.008, Hartigan's Dip test). The mean of the first mode is 76.7 ms (STD 14.6 ms) and the mean of the second mode is 127 ms (STD 18.5 ms). And the time difference between the 2 modes is 50.3 ms, which is very similar as the mean saccadic duration of 10°saccades in our task. Moreover, neurons falling within these 2 modes commonly exhibited a transient bursting discharge as shown in Figure 7B (an example neuron). These observations inspired us to think whether the peak activity of these earlier postsaccadic response neurons represent saccadic timing signals.
At the first glance of the 2 modes distribution, it is natural to think that neurons within the first mode might represent the time of saccade start whereas neurons within the second mode might represent the time of saccade end. To examine this possibility, we analyzed the temporal correlation between the peak activity time of population neurons and the saccade start and end, respectively. To do so, the trials of each mode were first separated into 8 subgroups based on the saccadic duration. And then we calculated the temporal correlation between the peak activity of neurons and the saccade start and end. The correlation analysis showed that: (1) the peak activity time of neurons within the first mode was highly correlated with the saccade start (r = −0.97, P = 0.0001, slope = −0.71 in linear fitting), but less correlated with the saccade end (r = 0.72, P = 0.043, slope = 0.29 in liner fitting); (2) in contrast, the peak activity time of neurons within the second mode was better correlated with saccade end (r = 0.47, P = 0.28 slope = 0.51, in linear fitting) than with saccade start (r = −0.19, P = 0.68, slope = −0.28 in linear fitting), but did not reach the statistically significant level. Thus, the correlation analysis of neurons within second mode did not provide sufficient evidence to support the hypothesis that neurons within the second mode represent saccade end signal.
While we looked at the population activity of all 77 neurons within these 2 modes, clearly, there was a peak activity plateau (Fig. 7C , see Materials and Methods section). We wondered whether this peak activity plateau might represent the saccade timing signals. To test this possibility, we first separated trials into subgroups based on the saccadic duration, and then compared the duration of peak activity plateau with saccadic duration for each sub-group, respectively. To better illustrate the relationship between duration of peak activity plateau and saccadic duration, trials were separated into 3 subgroups (insert in Fig. 8A) , and the population activity of neurons in these 3 subgroups of trials were superimposed together in Figure 8A . We found that the duration of peak activity plateau increased following the increase of the saccadic duration, irrespective of the data alignment either to saccade start (Fig. 8A) or to end (Fig. 8B) . Moreover, the correlation analysis showed that the start of the activity plateau was more precisely correlated with saccade start, whereas the end of the activity plateau was more precisely correlated with saccade end. More specifically, when activity was aligned to saccade start, the activity plateau started at about 77 ms (mean = 76.8 ± 2.0 ms) after the saccade start among subsets of trials, and the ending time of the activity plateau became later as the saccadic duration increased (Fig. 8C) . When activity was aligned to saccade end, the activity plateau ended at about 76 ms (mean = 75.8 ± 5.1 ms) after the saccade end among subsets trails, while the starting time of the plateau became earlier as the saccadic duration increased (Fig. 8D) . In either alignment, the durations of activity plateau were nicely correlated with the saccadic durations. Such results suggested that these postsaccadic response neurons might convey information about the actual saccadic duration.
The Saccade Timing Related Neurons are Distributed in the Deep Part of LIP
To examine the locations of saccade timing related neurons in LIP, we constructed a 3-D map for each monkey based on the recording location and the depth of electrode tip after exiting guide tube. As shown in Supplementary Figure 2A and B, the majority of the saccade timing related neurons, including activity decay and activity burst, were distributed together and localized in the deep part of LIP, with a mean depth of~8 mm (after exiting guide tube).
Discussion
Based on the rate coding theory (Adrian and Zotterman 1926; Stein et al. 2005) , the change in neuron's firing rate (increase or decrease) encodes certain sensory, motor and cognitive information (Bracewell et al. 1996) . In the present study, we assessed whether the activity of LIP neurons represent the timing signal of saccade by analyzing the temporal relationship between the time of activity change and the time of saccade start and end. Here we report 2 types of saccade timing-related activities in LIP. First, some presaccadic response neurons in LIP started to decline their activity right around the time of saccade start and end, respectively. Second, a group of postsaccadic response neurons started to discharge right after the execution of saccades and reached peak shortly after the completion of saccades. Interestingly, the peak activity plateau of these neurons was highly correlated with the actual duration of saccades.
Many LIP neurons increase activity prior to the initiation of saccade when saccades directed to the neurons' response field (Barash et al. 1991a (Barash et al. ,1991b Snyder et al. 1997; Andersen and Buneo 2002; Zhang and Barash 2004; Bisley and Goldberg 2010) . Such presaccadic activity has been associated with spatial attention (Duhamel et al. 1992a; Colby and Goldberg 1999) , saccadic planning (Barash et al. 1991a (Barash et al. ,1991b Snyder et al. 1997; Andersen and Buneo 2002) neurons started to decrease their activity around the time of saccade start (saccade-on-decay) and end (saccade-off-decay), respectively. However, the time difference between saccadeoff-decay and saccade-on-decay was not precisely correlated with the actual saccadic duration, but has a fixed interval that was equivalent to the mean duration of saccades in a same task. Such results indicated that the saccade-on-decay and saccade-off-decay neurons in LIP provide internally generated signals to predict the time of saccade start and end, respectively. Neuronal activities relative to prediction were found in many cortical and subcortical areas, such as in the dopaminergic neural circuit (Schultz et al. 1997; Fiorillo et al. 2008) , frontal cortex (Hasegawa et al. 2000; Schultz and Dickinson 2000; Wessberg et al. 2000) , parietal cortex (Eskandar and Assad 1999; Kilner et al. 2004; Fontana et al. 2011) , cerebellum (Nowak et al. 2007; Synofzik et al. 2008) , thalamus (Tanaka 2007 ) and basal ganglia (Tanaka et al. 2004) . However, the neural activity relative to prediction of the time course of an action has not been identified previously in the cerebral cortex. In the present study, we showed that some presaccadic response neurons started to decay activity around the time of saccade start or end without a noticeable delay. These neurons might function as a saccade timing "predictor," rather than a "monitor," and thus might provide the real-time information of saccade start and end. The predictive signals in our study might be derived from the extensive behavior training, for example, monkeys were trained to perform the same saccadic tasks over years.
A striking finding of the present study is that both saccadeon-decay and saccade-off-decay were more precisely correlated with the saccade end than saccade start (Figs 4 and 5) , which implied that these neurons predicted the time of saccade end more precisely than its start. Note that even the saccade-ondecay neurons were time-locked to the variations of saccade end despite that their activity already began to decay around the start time of a saccade. This result indicates that the saccade end, rather than start, is a more important moment for visual spatial updating across saccades. In fact, the greater effect of the saccade end than the saccade start on sensation and perception has been described previously. For instance, visual sensitivity was enhanced immediately after saccade end in both behavioral performance (Burr et al. 1994 ) and neuronal activity (Ibbotson et al. 2008) . In a very recent study, saccade induced traveling waves in extrastriate visual cortex (V4) started and reset phase at around the time of the saccade end rather than start (Zanos et al. 2015) . Furthermore, it has been proposed that visual constancy was achieved by comparing remembered objects' locations with locations of the same objects immediately after the saccade end (Deubel et al. 2002) . However, despite the advanced knowledge that the time of saccade end is critical for visual perception, its cortical representation has not been identified previously. Our data show that the prediction of saccade end is more precise than saccade start in LIP.
Another group of neurons briefly discharged immediately following saccades and reach to peak activity at a constant time either after saccade start or end. Interestingly, we found that the population peak activity plateau of these neurons was highly correlated with the real saccadic duration. In principle, the actual saccadic timing signals might originate from 2 different sources: the efference copy/corollary discharge (Guthrie et al. 1983; Sommer and Wurtz 2008) and extraocular proprioception (Wang et al. 2007 ). Evidences to support the former possibility are that, the saccadic timing signals have been found in the subcortical motor areas, such as cerebellum (Thier et al. 2000) and superior colliculus (Sparks 1978; Waitzman et al. 1991; Dorris et al. 1997) . Since LIP receives indirect projections (via thalamus) from cerebellum and the superior colliculus (Andersen et al. 1990; Lewis and Van Essen 2000; Clower et al. 2001; Bostan et al. 2013) , the actual saccadic timing signals might be a readout of the corollary discharge signals. Alternatively, another possibility is that the actual saccadic timing signals might be evoked by the phasic phase of the contraction/reflection of extraocular muscles during making saccadic eye movement, that is, the phasic component of the proprioceptive inputs (Wang et al. 2007) . Considering the fact that the actual saccadic timing signals in our study raised up right around the time of saccades, it is more likely that the actual saccadic timing signals are elicited by the corollary signal even though we cannot certainly exclude the possibility of extraocular proprioceptive inputs. Considering the fact that LIP, superior colliculus and cerebellum play different roles in saccadic eye movements, the saccadic timing signals in these brain regions might function differently. A line of studies have revealed that LIP is not directly involved in saccade control, but plays an important role in spatial perception (Colby and Goldberg 1999; Bisley and Goldberg 2010) , such as remaining visual constancy across saccades (Duhamel et al. 1992b; Wang et al. 2016) . One possible mechanism to achieve the visual constancy is by integrating the presaccadic and postsaccadic visual information in retinotopic coordinate right at the time of saccade. Thus, the online access of the time of saccade is crucial. In the present study, we found that the decay of presaccadic response neurons in LIP was highly correlated with either onset or offset of saccades. Furthermore, the alignment of activity decay was more precisely with saccade offset than saccade onset, which suggested that the activity decay of presaccadic response neurons reflected the cortical representation of the time of saccade. Such predictive signals might be differed and independent from the corollary discharge (efference copy) and the eye proprioceptive signals. Presumably, the predictive signals emerged earlier in the cortex than corollary discharge and proprioceptive signals did. Therefore, it is reasonable to predict that the presaccadic timing activity might severs as a potential real time saccadic timing signal which is used for trans-saccadic updating/integrating, whereas the real saccade duration signals might calibrate the prediction errors. Moreover, it is also possible that the saccadic timing signals in LIP play a role for the consciousness of making saccade, because posterior parietal cortex (PPC) has been reported as a critical brain region in motor awareness (Sirigu et al. 1996 Desmurget and Sirigu 2009 ). On the other hand, cerebellum has been known for decades that it plays a critical role in motor learning (Ito 1970; Robinson 1975; Wolpert et al. 1998; Kawato et al. 2003; Pasalar et al. 2006; Nowak et al. 2007; Stein 2009; Shadmehr et al. 2010) . It has been found that, the peak activity of Purkinje cells in cerebellar vermis is precisely aligned with the onset of saccades; the termination of Purkinje cells' activity is precisely aligned with the offset of saccades (Thier et al. 2000) . Thus, it is not likely that the saccade-related Purkinje neurons in cerebellum directly control the time course of saccade. Such precise correlation between the activities of Purkinje neurons and the saccadic timing and amplitude might be involved in adaptively changing saccadic metric during saccadic learning. Finally, superior colliculus plays a crucial role in saccadic control. the saccadic burst neurons in the superior colliculus start to firẽ 20 ms before the initiation of saccades (Sparks 1978; Munoz and Wurtz 1995) . About 89% of them start to decline in activity before the end of saccades, in which 36% completely cut off activity (clipped cell) and 53% partially decline activity (partially clipped cell) by the time of saccade end (Waitzman et al. 1991) . The clipped and partially clipped cells might signal the time of saccade end. Thus, the saccadic timing signals in superior colliculus might causally relate with the duration of saccade. Gain fields, for example, the eye-position modulation of visual response, has been considered as an important mechanism to accurately represent the spatial information despite a consistently moving eye (Andersen and Mountcastle 1983; Andersen et al. 1985) . A number of models assume that the modulation of gain fields is accurate at all times, even around the time of saccadic eye movements (Zipser and Andersen 1988; Andersen 1997; Snyder 2000) . Recently, the timing of the activity relative to saccade in LIP has been brought up as an important evidence to challenge the validity of gain fields in spatial representation around the time of saccades. In a recent study, Goldberg and colleagues found that for at least 150 ms after a saccade, the activity of gain fields modulation in LIP are unreliable in presenting a saccadic target location (Xu et al. 2012) . Consistently, here we show 2 types of saccadic timing signals in LIP: predictive and actual. While the predictive signals, which are encoded by the presaccadic response neurons, do not accurately represent the actual timing of saccades, the actual signals, which are encoded by the postsaccadic response neurons, represent the exact duration of saccades. In our data, the actual saccadic timing signals were presented in LIP about 25-75 ms after the end of saccades. It is possible that, before the emergence of the actual saccadic timing signals, the gain fields modulation in LIP might not be initiated. Growing evidence from empirical (Thier et al. 2000; Imamizu and Kawato 2008; Cullen and Brooks 2015) and modeling (Wolpert et al. 1995 Kawato 1999; Shadmehr et al. 2010) studies suggest that that the brain forms an internal forward model to estimate the current and upcoming states of a motor effector, which is important in online motor control and in spatial constancy. Brain imaging and lesion studies have found that the frontal-parietal loop, in particular, the PPC plays a crucial role in motor monitoring and spatial perception. Patients with lesion of PPC frequently exhibit difficulties in evaluating and comparing the intended and actual positions (Haarmeier et al. 1997; Sirigu et al. 1999) , in maintaining and updating an internal representation of action state , and in motor error correction (Pisella et al. 2000) . Notably, the activities of neurons in monkey parietal reach region represent the static target direction and the online dynamic movement trajectory during a hand movement, reflecting a forward estimate of the state of hand (Mulliken et al. 2008) . More recently, neurons in LIP are also found to behave like an error detector that computes the saccadic error by comparing the intended and the actual saccade endposition signals (Zhou et al. 2016) . Here, we found instantaneous predictive and real saccadic timing signals coexisting in LIP. These results provide further evidence that the neuronal activity in LIP might represent an internal forward model during saccadic eye movement. The predictive online saccadic timing signal might reflect the internal estimate of the saccadic state in the temporal aspect, whereas the real saccadic timing signal might reflect the feedback signal to the internal model. A representation of the estimated state of the saccadic timing may be useful for precisely updating and integrating visual input before and after saccades, which is essential for achieving visual spatial constancy across saccades. As the estimated timing signals are not always precise, the real saccadic timing signals might be useful for updating and calibrating the estimated saccadic timing signals. The coexistence of the instantaneous predictive and real saccade timing signals in LIP render PPC to be an important brain area working as an internal forward model to correct the errors between intended and actual movements.
