This paper uses Weibull stress analysis to investigate whether the effective notch toughness for cleavage fracture measured using Compact Tension (CT) specimens containing a U-notch is dependent on the size and geometry of the CT specimen. Notched CT specimens are typically used to measure a material's effective notch toughness and to assess failure of a structure containing a non-sharp defect using the Notch Failure Assessment Diagram (NFAD). The paper concludes that is dependent on specimen thickness over and above the microstructural weakest link effect arising from differences in the volume of the plastic zone; is a function of not only the in-plane effect of the notch radius but also an out-of-plane constraint loss which itself is enhanced by the presence of the notch radius. This out-of-plane constraint loss can be more significant than the inplane effect of the notch radius. The use of experimentally measured values in an NFAD assessment of a notched structure may therefore be non-conservative if the out-of-plane constraint loss in the CT specimen is more significant than in the structure. For the material considered in this paper, doubling the thickness of the CT specimen resulted in plane strain conditions being sufficiently dominant to eliminate out-of-plane constraint loss in the CT specimen.
INTRODUCTION
The structural integrity of engineering structures is conventionally assessed using defect or flaw assessment procedures based on fracture mechanics approaches [e.g. [1] [2] [3] . For a real or postulated defect, the crack driving force (e.g. the elastic-plastic energy release rate or the elastic-plastic stress intensity factor ) under the loading conditions and temperature of interest is compared with the material fracture toughness. Such procedures assume flaws to be infinitely sharp. While this assumption may be appropriate for fatigue cracks, in other cases such as porosity, lack-of-fusion, corrosion damage, mechanical damage, or even design features such a crevices in tube-to-tubeplate assemblies, it can be an over-conservative assumption that can lead to a pessimistic assessment of the structure and a significant under-estimation of the safety margin against fracture.
Structural integrity assessments undertaken in accordance with [1] [2] [3] are carried out using a Failure Assessment Diagram (FAD) in which the ordinate indicates the proximity to fracture. is defined as / , where is the linear elastic stress intensity factor and is the material toughness typically derived from fatigue pre-cracked fracture toughness specimens tested according to welldefined standards, e.g. [4] [5] [6] . The abscissa indicates the proximity to failure by plastic collapse and is defined as / , where is the applied load and is the elastic-perfectly plastic limit load. and are both proportional to and a linear loading line can be plotted on the FAD. When all inputs are best-estimate values, failure is predicted at its intersection with the failure assessment curve which is represented by = ( ) for < ( ) where ( ) is the failure assessment curve, ( ) is the ratio of the uniaxial flow stress to the uniaxial yield stress defined at 0.2% plastic strain, and is defined as the mean of and the ultimate tensile stress UTS.
Over the last 25 years or so, several engineering assessment methodologies have been published in the literature for assessing structures that contain non-sharp defects using a modified form of the FAD called the Notch Failure Assessment Diagram (NFAD) [e.g. [7] [8] [9] [10] [11] [12] . The exact form of the NFAD varies from approach to approach. Taking the approach described in [7] and [12] as an example, proximity to the two failure limits of plastic collapse and fracture is quantified by the parameters and . is defined as / , where is the elastic-perfectly plastic limit load for a component containing a notch of root radius .
is defined as / , where is the linear-elastic notch stress intensity factor and is the effective notch toughness. The condition that the component does not fail is indicated by < ( ) for < ( ) . Several authors [7, 12, 13] have shown that when the NFAD axes are defined by and instead of and , failure assessment curves are broadly independent of . This enables the same failure assessment curve to be used in the NFAD as for the FAD.
Although the precise definitions of the parameters used in the various forms of NFAD vary between the different approaches, one similarity common to all NFAD approaches is the requirement to use an effective notch toughness in place of the material toughness , to calculate . No testing standards are currently available to provide guidance on how can be measured using fracture toughness specimens that contain notches instead of pre-cracks. In the absence of dedicated test standards for notched specimens, test standards originally designed for pre-cracked specimens such as [4] [5] [6] have been used widely in the literature [e.g. 7, 11, [16] [17] [18] [19] [20] [21] to obtain values of for notched specimens. It has recently been shown [14, 15] that in most cases, such testing standards can provide reasonably accurate values of for notched specimens. However, to the authors' knowledge no work has yet been undertaken to investigate whether the values of measured on laboratory specimens are independent of the size and geometry of the test specimen, and hence whether such values are transferable for use in NFAD approaches to assess the integrity of structures containing non-sharp defects.
The objective of the work presented in this paper is to investigate whether values for cleavage fracture measured using Compact Tension (CT) specimens containing notches instead of fatigue precracks are dependent on the size and geometry of the CT specimen.
BACKGROUND
The NFAD approaches in [7] [8] [9] [10] [11] [12] describe the increase in effective notch toughness either as a function of , or another parameter that characterises the notch radius. The approach described in [12] relates to the component of the elastic notch tip stress acting in a direction perpendicular to the plane of the notch.
scales with load: a given value of could correspond to an acute notch under low load, or a blunter notch subject to a higher load. An expression for was derived by Shin [23] based on the Creager-Paris elastic stress distribution ahead of a slender notch in a uniform stress field [24] :
where is the applied tensile stress remote from the notch and is a geometry factor used to define . The following empirical power law expression was found to describe the increase in effective cleavage toughness with increasing notch radius in [12] , and preliminary work in [25] indicated that the same expression may be used to describe the increase in ductile tearing initiation toughness with notch radius:
where and are non-dimensional material parameters that describe the sensitivity of material toughness to the notch root radius. Equation 2 defines the failure locus shown in Figure 1 . A loading line may be plotted on the diagram for a notched component of interest, with failure being predicted by its intersection with the failure locus. For the loading lines, the vertical axis is defined as / where is for a notch, , expressed in dimensions of . For blunt notches the loading curve rises steeply and failure is predicted at high values, and for acute notches the loading curve is less steep and failure is predicted at lower values. As → 0, the gradient of the failure locus at its intersection with the loading line approaches the horizontal and → . Depending on failure mechanism, values of and that define the failure locus in Figure 1 can be obtained using one of several methods: (a) For initiation by cleavage and ductile tearing, curve fitting to test data plotted in the form of ⁄ vs. ⁄ can be performed, where is the value of at failure for an individual test specimen containing a notch. This is straightforward for cleavage fracture, but is less so for ductile tearing initiation due to the lack of test guidance and the practical challenges of measuring and defining tearing initiation from a notch tip. (b) For initiation by cleavage only, the lookup table presented in [12] can be used based on a knowledge of Weibull modulus and strain hardening exponent . (c) For initiation by cleavage only, a combination of (a) and (b) can be used, useful for when is unknown but is known. (d) For initiation by cleavage and ductile tearing, micromechanical modelling using an appropriate local approach failure criterion can be used.
The lookup table for use in option (b) requires a knowledge of the Weibull modulus , a parameter used in the Beremin model [26] which describes the proximity to cleavage fracture by use of the scalar Weibull stress, . In its simplest form the probability of fracture is described by a twoparameter Weibull distribution:
where and are the Weibull parameters. The Weibull stress is calculated by integrating a weighted value of the maximum principal stress over the plastic zone ahead of the stress concentration:
The constant is a reference volume required to ensure dimensional consistency and in the current work is take as unity. The Weibull parameters and are determined by matching values calculated from the Beremin model to experimental values of cleavage fracture toughness. Reliable estimation of the Weibull parameters is only possible using experimental data of sufficient quantity that cover two different constraint levels. The method proposed by Gao et al [27] provides a suitable methodology.
The lookup table for values of and presented in [12] was generated using Weibull stress analysis of boundary layer models containing notches instead of fatigue pre-cracks. A full description of the method used can be found in [12] and is not repeated here. As a consequence of using boundary layer models, failure loci described using values of and obtained from the lookup table are relevant for notches in infinite solids, where the free surfaces are sufficiently far away such that the notch tip stress fields are unaffected. The combined condition of both plane strain and Small Scale Yielding (SSY) for a notch that are simultaneously present in the boundary layer model is referred to in this paper as SSY N for short. The intent of using this terminology is to clearly distinguish this condition from that in a notched compact tension specimen modelled in plane strain.
METHODOLOGY

Finite Element Analysis
The three-dimensional (3D) finite element (FE) models used in the current work were originally developed and validated as part of the work presented in [15] . Three different sizes of standard thickness CT specimens were modelled denoted as 1T, 0.5T and 0.25T corresponding to specimen thicknesses of 25mm, 12.5mm and 6.25mm respectively. In all standard thickness specimens modelled, = /2 where is the specimen width measured from the load line (i.e. the centre of the loading pins) to the base of the specimen, and / =0.5 where is the notch depth defined as the distance from the load line to the tip of the notch. For each specimen size (1T, 0.5T and 0.25T), four models were constructed, each containing a U-notch of a different , resulting in a total of twelve 3D FE model geometries of standard thickness CT specimens. The four notch radii modelled were / = 0.0256, 0.04, 0.08 and 0.16; pre-cracked specimens were not analysed as part of this work. It is not possible to model or test CT specimens with / values significantly larger than 0.16 due to the geometrical constraints arising from the holes through which the loading pins are inserted. An example of a CT specimen with / =0.16 is shown in Figure 2 (a). In addition to these 3D analyses, the models were also run with additional boundary conditions specified on the free surface to restrict out-of-plane displacement, effectively creating a set of twelve 2D plane strain analyses but using the same 3D models.
Non-standard double-thickness CT specimens were also modelled and analysed; an example of a double-thickness CT specimen with / =0.16 is shown in Figure 2 (b). These specimens were identical to the standard thickness CT specimens except that the specimen thickness was set equal to , i.e. double the thickness of a standard CT specimen. The change in thickness was achieved by doubling the extrusion depth, so the standard and double thickness models had the same number of elements in the thickness direction. The double-thickness CT specimens were analysed in 3D as well as in plane strain by imposing boundary conditions on the free surfaces to restrict out-of-plane displacement. The overall matrix of 48 FE models is provided in Table 1 . FE analyses were performed using ABAQUS version 6.12-1 [28] . For each CT specimen modelled, symmetry conditions were specified along the uncracked ligament ( =0) and the longitudinal mid-plane ( =B/2) thereby enabling one quarter of each CT specimen to be modelled numerically. Each model consisted of quadratic 20-noded reduced integration hexahedral elements (C3D20R) arranged into 14 variable thickness layers. The thickest element layer was defined at the longitudinal mid-plane with thinner elements defined near the free surface to accommodate the reduced constraint approaching plane stress conditions. Each model had a straight notch front.
Within each of the 14 variable thickness layers, rings of elements enclosed the notch tip as shown in Figure 3 . The notch tip elements had a dimension in the direction and a dimension approximately equal to in the angular direction, = tan -1 ( ⁄ ). In the angular direction, 10 equally sized elements were defined in the range 0 < < 2 ⁄ and was constant with . In the direction, increased with increasing distance from the centre of curvature of the notch tip, where = 2 /40. The ratio / was therefore the same in all models and ensured a consistency of mesh structures between models with notches of differing radii. The loading pin was modelled using a three-dimensional rigid analytical part in the shape of a cylinder positioned within the hole of the CT specimen. Loading in tension was simulated by applying a prescribed displacement in the direction to a single reference point tied to the loading pin. This enabled the reaction force to be evaluated through the single reference point. Rotation of the loading pin was prevented by setting all degrees of freedom, other than the displacement in the direction, to zero.
The tensile data used as an input to the FE models were for a 35mm thick roller-quenched and tempered structural steel grade S690Q which was given a non-standard heat treatment designed to promote brittle fracture at room temperature. Plasticity was modelled using true-stress vs. true-strain data obtained from tensile tests performed at 0°C for the initial part of the stress-strain curve, then a Ramberg-Osgood extrapolation to the test data for higher strains. The yield strength defined at 0.2% plastic strain was 430MPa and the strain hardening exponent used to extrapolate the stressstrain curve to high strains was derived as 6.4. More details of the material, heat treatment and resulting tensile and toughness properties are provided in [22] which also describes the methodology adopted for calibrating the Weibull modulus , calculated to be =19.9 at 0°C. In this paper, a value of =20.0 has been selected for the simplicity of using the lookup table in [12] .
Post-processing
To calculate the Weibull stress , numerical data (maximum principal stresses and integration point volumes) were post-processed from each FE model to define the evolution of , calculated using Equation 4 , with , calculated using Equation 5: was derived for use with pre-cracked specimens, it was shown in [15] that provides reasonable estimates of for a notch, , typically to within 5 or 10% depending on specimen geometry and loading level. An example plot of vs. is shown in Figure 4 (a). The probability of fracture is directly related to via Equation 3. Therefore a horizontal line plotted in Figure 4 (a) defines a particular cleavage fracture probability. Figure 4 (b) shows the corresponding plot of cleavage fracture probability as a function of for a range of FE models. Figure 4 shows a clear size effect between the 1T, 0.5T and 0.25T specimens that contain the bluntest notch modelled. For example, Figure 4 (b) shows that the 1T specimen with / = 0.16 achieves a cleavage fracture probability of 50% at an applied of 800kJ/m 2 , whereas the 0.25T specimen with the same / must be loaded to around twice that value of to achieve the same probability of cleavage fracture. The size effect becomes less significant with decreasing / , and almost vanishes for the most acute / modelled. was first assumed that provides a reasonable estimate of as shown in [15] . was then obtained using the expression = /(1 − ). The values of used to normalise were taken from the toughness properties of the modified S690Q plate reported in [22] which had been given a non-standard heat treatment designed to promote brittle fracture at room temperature. The Master Curve [29] Reference Temperature , defined as the temperature at which the median fracture toughness for a 25mm thick specimen is 100MPa√m, was measured as +49°C. The Master Curve provides a basis for the determination of at any cleavage fracture probability over a range of temperatures in the transition region. In this approach is defined by:
where is the temperature in °C, is 20MPa√m, and is in units of millimetres. Values of used to normalise were calculated at =0°C, =0.5, and the specific crack front length (equal to the CT specimen thickness ) for the relevant CT specimen geometry as summarised in Table 1 , i.e. in the range 6.25< <50mm. Equation 6 assumes plane strain conditions; its accuracy would therefore be expected to reduce for specimens that are sufficiently thin that plane strain conditions no longer dominate the crack-tip region. Fracture toughness testing standards such as [5] provide minimum thickness requirements to ensure plane strain conditions dominate in fatigue pre-cracked specimens.
For the relevant material properties and value predicted by Equation 6 for the thinnest compact tension specimen of =6.25mm, the minimum thickness requirement is met, albeit with a relatively small margin. In terms of temperature, the Master Curve approach is restricted to failure by cleavage fracture in the range -50< -<50°C, hence the -value of -49°C considered in this work is at the lower end of the valid temperature range of the Master Curve. The lower temperature limit prevents the Master Curve being applied to data generated at temperatures on the lower shelf where there is a change in failure mechanism from cleavage caused by a single initiating microstructural feature to fracture caused by multiple initiating sites. Such lower shelf fractures are not described by the weakest link statistics of the Master Curve. For the material used in this study, detailed post-test fractography using Scanning Electron Microscopy (SEM) on selected specimens tested at 0°C was reported in [22] . This confirmed the presence of a single cleavage initiating site in each specimen studied, providing confidence that cleavage fracture is controlled by a weakest link mechanism and that the use of Equation 6 is appropriate.
values relevant for ductile tearing initiation are not dependent on crack front length; Equation 6 is therefore not valid for upper shelf behaviour. Figure 5 shows plots of the loading curves / vs. / for three sizes of CT specimen. The pattern of dashed lines used in Figure 5 is consistent with that used in Figure 4 . The position on each loading curve at which = 0.5 was identified, resulting in one 'failure point' for each loading curve, indicated by the solid symbols. Equation 2 was then curve fitted through the failure points to determine the values of and . The curve fitting was achieved by first re-arranging Equation 2 such that it is in a form suitable for fitting a straight line, Equation 7 . Note that in Equation 2 has been replaced by in Equation 7 , as the equation is intended for plotting individual test results:
The failure points were plotted in the form of Equation 7, i.e. with value of ln ⁄ − 1 plotted on the ordinate axis and value of ln ⁄ plotted on the abscissa axis. A straight line was fitted using the least squares method to obtain values of and , where the gradient of the line is equal to -and the intercept equal to ln( ). The resulting failure locus using the values of and in Equation 2 is plotted in black in Figure 5 for each of the three sizes of CT specimen.
The maximum and minimum values of / that were modelled, 0.16 and 0.0256, result in predicted / ratios of approximately eight and two respectively as shown in Figure 5 . Curve fits shown outside this range are therefore extrapolations. The results presented in Section 4, Results and Discussion, show extrapolated curves as a means to indicate overall trends. However the extrapolated nature of these curves at high and low / ratios should be noted. 
RESULTS AND DISCUSSION
Standard thickness CT specimens
The failure loci for standard thickness 1T, 0.5T and 0.25T specimens are plotted on the same axes in Figure 6 , together with the failure locus defined by the lookup table which corresponds to Small Scale Yielding for a notch (SSYᴺ). Using the lookup table in [12] , =20 and =6.4 results in values of and of 74.1 and 1.90 respectively. The regions of the graph where the failure loci have been extrapolated are labelled, and loading lines for / =0.16 for the three specimen sizes are also plotted.
To distinguish between the effects of notch radius and of specimen size, loading lines can be compared with the relevant failure loci. Taking the example of the 0.25T specimen, the loading line intersects the SSY N failure locus relevant for a notch in an infinite solid at / ~3, and the relevant failure locus for the 0.25T test specimen at / ~8. This indicates that less than half of the observed enhancement in toughness is directly due to the effect of the notch radius; most of the observed toughness enhancement in this case is due to the specimen size effect. For the 1T specimen, the notch radius effect and specimen size effect contribute to the overall in roughly equal proportions. The specimen size effect was attributed to two different types of constraint loss in [12] : out-of-plane constraint loss (a thickness effect), and the in-plane constraint loss due to large scale yielding. It is not possible to deduce from the results presented in Figure 6 whether the out-of-plane or the in-plane constraint loss is the primary cause of the specimen size effect, or whether both effects contribute in similar proportions, because both the thickness (which controls out-of-plane constraint loss) and the un-cracked ligament = − (which controls the in-plane constraint loss due to large scale yielding) change from one sized CT specimen to another.
For this reason, and as described previously, all FE models of standard thickness CT specimens were also analysed in plane strain, i.e. with boundary conditions imposed on the free surface to restrict outof-plane displacement. The resulting failure loci for the plane strain condition are shown in Figure 7 . These are positioned below the failure loci for the 3D analyses, and much closer to the SSY N condition. This indicates that the overall size effect is dominated by out-of-plane constraint loss.
Loading lines for the 1T and 0.25T specimens with / =0.16 are also shown in Figure 7 . A more detailed examination of the results can be undertaken by comparing the intersection of the loading lines with the various failure loci, and this approach has been used to show the relative contribution that each form of constraint loss contributes to the specimen size effect. Taking again the 0.25T specimen with / =0.16 as an example, the loading curve intersects the SSY N failure locus at / ~3, the 0.25T plane strain failure locus at / ~4 and the 0.25T 3D failure locus at / ~8. This confirms that the vast majority of the specimen size effect is due to out-of-plane constraint loss, with in-plane constraint loss contributing very little to the specimen size effect for the 0.25T specimen. The results in Figure 7 also indicate that there is a small difference between the SSY N solution and the 1T plane strain solution: the cause of this difference is discussed later in Section 4.3. Table 2 , with the approach in [12] using to characterise the in-plane mechanical (constraint loss) effect of notch radius on . The remaining rows in Table 2 show other size effects which can occur in the pre-cracked specimens, and whose magnitude can be amplified for notched specimens due to the presence of the notch radius. For example, the out-ofplane mechanical constraint loss effect for pre-cracked specimens is not significant for standard 1T CT specimens. However as shown by the results in this paper, this effect becomes significant in a notched specimen of the same size. Conversely, the in-plane mechanical constraint loss caused by geometry and loading effects that is typically characterised by the T-stress or Q-parameter does not appear to have been significantly amplified by the presence of the notch for the conditions studied in this work. Further work would be beneficial to confirm whether this conclusion holds more widely. It has previously been proposed that this form of in-plane constraint loss is independent of the notch radius effect and can be treated separately to the in-plane notch radius effect [11, 30] . The last row of Table 2 refers to an out-of-plane microstructural effect which is relevant only for cleavage fracture. For thick specimens, a longer crack front length and hence larger plastic zone volume increases the probability of sampling a microstructural feature capable of triggering cleavage fracture compared with a thin specimen. This effect is incorporated into Figure 7 through the use of a value specific to the crack front length for the relevant CT specimen geometry, defined by Equation 6 .
The results in Figure 7 show that values measured using standard thickness CT specimens will be non-conservative if used in an NFAD assessment of a structure where the out-of-plane constraint loss is less significant. For example, a long surface-breaking non-sharp defect in a structure would be predominantly in plane strain at the deepest part of the notch, but tests on standard thickness CT specimens of the same material may exhibit much higher values of than in the structure due to the out-of-plane constraint loss in the CT specimens. Using values from these CT tests to assess failure in a structure where plane strain conditions dominate would result in a non-conservative NFAD assessment. This indicates that minimum thickness requirements specified in fracture toughness testing standards such as [5] for ensuring plane strain conditions dominate in test specimens are only applicable to specimens with fatigue pre-cracks. It is therefore important to ensure that the out-of-plane constraint loss in the notched CT test specimen is properly considered. The following section considers whether testing CT specimens with a greater thickness can reduce the out-of-plane constraint loss in the test specimen.
Double thickness CT specimens
As described previously, double thickness CT specimens of each size (1T, 0.5T and 0.25T) were also modelled and analysed. The results, shown in Figure 8 , show a significant reduction in effective toughness for all specimen sizes, with the difference between the 3D analyses and SSY for a notch also being significantly reduced. The intersection of the loading lines with the failure loci show that the specimen size effect is significantly reduced in the double thickness CT specimens compared with the standard thickness CT specimen results shown in Figure 6 .
Plane strain models of the double-thickness CT specimens were also analysed for comparison with the 3D analyses. The results in Figure 9 show that the failure loci for the 3D double-thickness specimens coincide precisely with the plane strain analyses for the 1T and 0.5T specimens, and match closely with the plane strain analyses for the 0.25T specimens. This is a significant change from the differences observed for standard-thickness CT specimens in Figure 7 where the 3D and plane strain results were significantly different. The results in Figure 9 indicate that, for the material considered in this paper, doubling the thickness of the CT specimen results in plane strain conditions being sufficiently dominant to eliminate out-of-plane constraint loss in the CT specimen. Figures 7-9 is the existence of a small difference between the SSY N failure locus and those of the plane strain or thick 1T specimens. Closer inspection of the methodology used to generate the lookup table presented in [12] shows that the stress-strain curve was defined using tensile properties defined according to:
where is the total true strain and is the limit of proportionality being related to through the relationship = ⁄ . The shape of the stress-strain curve according to Equations 8 and 9 is slightly different to that used in the modelling work presented in this paper, which uses experimentally measured stress-strain data at low strains and an extrapolated curve based on a Ramberg-Osgood fit at higher strains. An value of 6.4 was found to provide the best curve fit over the range 0.01< <0.1, a strain range recommended in [30] for modelling sharp cracks where the high strain region ahead of Table) Thick 0.25T (B=12.5mm) 3D Thick 0.25T (B=12.5mm) PS the crack tip controls fracture. However, for strains below this range, the use of =6.4 in Equations 8 and 9 increasingly over-predicts the stress around the yield point compared to the test data, as shown in Figure 10 . Although such an over-prediction is not usually significant when modelling sharp cracks, this may not necessarily be the case for blunt notches where the stresses controlling fracture are lower; it may therefore be necessary to give greater weight to an accurate curve fit at lower strains than those recommended for modelling cracks. To investigate the sensitivity of the SSY N failure locus to the value of n used in the lookup table, Equations 8 and 9 were fitted to the test data over a lower range, arbitrarily chosen as 0.005< <0.05. As can be seen in Figure 11 , =5.8 was found to give a reasonable fit to the test data in this range, but at the expense of accuracy at larger strains. There remains some over-estimation of stresses at the yield point, however this is less than shown in Figure 10 . Based on =20 and =5.8, the lookup table in [12] gives values of and of 83.68 and 1.88 respectively. standard thickness plane strain analysis. Noting the sensitivity of the SSY N solution to the stress-strain curve, the remaining small differences between the SSY N locus and those for the 1T solutions are likely to be due to the remaining difference between the stress-strain curve of the test data and of the fit shown in Figure 11 (b). Table) Thick 1T (B=50mm) 3D The overall contribution of the out-of-plane and in-plane constraint loss is much clearer in both Figures. From Figure 13 it is evident that specimen size effects have been almost completely removed from the double-thickness 1T and 0.5T specimens. Hence it can be concluded that the value that would be measured using these specimens will be a true measure of the in-plane notch effect alone.
The results from Figure 12 and Figure 13 are combined in Figure 14 . This shows predicted values of / at failure (i.e. the intersection of the loading line with the relevant failure locus) for / =0.16, with the relative contributions shown for each of the mechanical size and geometry effects listed in Table 2 . From this Figure it is clear the extent to which values measured on standardthickness CT specimens are increased by out-of-plane constraint loss for the material considered in this study. 
CONCLUSIONS
The main conclusions of this work are as follows:
 The effective toughness measured using CT specimens containing a U-notch is dependent on specimen thickness , over and above the microstructural weakest link effect arising from differences in the volume of the plastic zone which is accounted for in the analysis.
 is a function of both the in-plane effect of the notch radius and an out-of-plane constraint loss which itself is enhanced by the presence of the notch radius. This out-of-plane constraint loss can be more significant than the in-plane effect of the notch radius alone.
 The use of experimentally measured values in an NFAD assessment of a structure may be non-conservative if the out-of-plane constraint loss in the CT specimen is more significant than in the structure.  Minimum thickness requirements specified in fracture toughness testing standards for ensuring plane strain conditions dominate are only applicable to specimens with fatigue precracks.
 For the material considered in this paper, doubling the thickness of the CT specimen resulted in plane strain conditions being sufficiently dominant to eliminate out-of-plane constraint loss in the CT specimen.
 For the notched CT specimens with a/W=0.5 modelled in this paper, there was no indication that the presence of the notch radius enhanced in-plane constraint loss effects due to crack depth and loading type that is typically characterised by the T-stress or Q-parameter. Further work would be beneficial to confirm whether this conclusion holds more widely.
 When using the lookup table in [12] to obtain the material parameters and that describe the SSY N failure locus, the value of used should be that which provides a good curve fit at relatively low strain ranges on the stress-strain curve.
