Direct-detection laser radars can measure the range and the intensity returns from a target, with or without clutter, for each part of the target resolved in angle by the optical system. Because the ladar's angular resolution is in micro-radians, there are generally at least a few angular pixels "on target." In addition, for narrow pulse ladar systems, there may be ten or so sequential intensity measurements in range per pixel as the laser pulse propagates down the target's surface. The output image is, therefore, potentially a three dimensional "cube" of intensity measurements and quantized in the range axis by the range-bin size or "voxel." This is known as "range resolved angle-angle-intensity" ladar, and one such system is being built by BMDO under the DITP effort.
INTRODUCTION
There are many two dimensional image processing algorithms useful in automatic target recognition and identification that can be found in the literature. We summarize some of these in Section 3.0 as developed by the passive sensor community, but now we extrapolate them to three dimensions: elevation, azimuth, range, and intensity per voxel. Even with a single range measurement per elevation / azimuth pixel (current tactical ladars), the effects of laser speckle must be accurately modeled. Recent work has allowed the numerical evaluation of the speckle "M" parameter for arbitrary source region, illumination irradiance, and receiver aperture. These speckle effects are briefly summarized in Section 2.0. In addition, as the photons are detected by a photon-counting photo-multiplier tube, the detector's response and the electronic's bandwidth result in a classical "shot-noise" impulse-response summation process. This is also reviewed in Section 2.0 based on state of the art photomultplier tube detector data.
The 3D template correlation results to date are described in Section 5.0. Simple diffuse cone, sphere, and cylinder numerical targets without clutter are used in this initial work and are described in Section 4.0.
SUMMARY OF LADAR SPECKLE AND SHOT-NOISE EFFECTS
In order to accurately simulate ladar target images for algorithm development, it is necessary to have the correct laser radar speckle and detector response models. In this section we review laser speckle theory, photon counting statistics, and the detector with electronics bandwidth and resulting shot-noise stochastic process effects. Round-trip turbulence modulation of the Poisson counting statistics are also mentioned, but no further analysis of endo-atmospheric ladar will be presented in this paper.
SPECKLE IRRADIANCE STATISTICS
When laser light is back-scattered from a rough target, constructive and destructive interference results in the well known "laser speckle" pattern distribution back at the receiving aperture. Goodman [1] [2] [3] [4] has shown that the sum of a number of uncorrelated irradiances, collected by the finite size ladar receiving aperture, has a probability density function given by:
This can be approximated by a simpler gamma distribution given by
The "M" parameter was shown by Goodman 3 to be equal to the reciprocal normalized-variance-ofirradiance 
where R Arec is the "autocorrelation function" of the ladar receiving aperture, and µ E is the "complex coherence factor" or "spatial coherence function" 4 given by the inverse Fourier transform of the irradiance from the target source region (ξ,η) being measured:
where ∆x = (x 1 -x 2 ) and ∆y = (y 1 -y 2 ) over the receiving aperture. The back-propagated pixel sensitive region must be at least 2.44 λ / D x 2.44 λ / D in angular dimension, due to diffraction by the receiving aperture. The numerical evaluation of "M" for arbitrary source region irradiance (an illuminated single pixel range-bin on target) and arbitrary aperture geometry versus range z was described in a recent paper 5 .
PHOTON COUNTING STATISTICS
When counting individual photons, as when using photo-multiplier tubes, an "inhomogeneous" or "doubly stochastic" Poisson process 3, 4 results where the Poisson counting probability density function (pdf) is averaged over the statistics of the fluctuating received energy:
Here, α is η/hν, the detector quantum efficiency divided by the photon energy, and n may equal 0, 1, 2, 3, etc. discrete events. The energy, E, is the received irradiance, I, multiplied by the receiver area and the integration or counting time, T. Averaging the photo-electron counts over the gamma distribution of equation (2), corresponding to M independent correlation cells with identical average intensities, the discrete "negative-binomial" distribution 1,2,4 results:
The lower case letters indicate a "pdf," whereas the upper case letters represent the discrete probabilities of the pdf. The mean of "n" is denoted as N S , where "S" denotes signal, as opposed to dark-counts (D) or background-counts (B). The variance of n is σ n 2 = N S + N S 2 / M. The pdf p S (n) becomes Poisson for M >> N S and Bose-Einstein distributed for M << N S .
We also point out that when converting the photon statistics to photo-electron statistics, a new negative-binomial distribution results 6 having a mean count number which is reduced by the quantum efficiency of the photo-cathode surface or semiconductor absorption region (η × N S ). The M parameter remains the same, however.
When a target voxel has a glint component, a constant intensity in time is observed, by definition of a glint. This is like looking at a very weak corner-cube-retroreflector. In equation (5) p(E) would become a delta function, and the counting statistics are Poisson. If we assume the glint component is independent of the diffuse component, hence, no interference, then the photon counts are the sum of the two processes and the pdf is the convolution of a negative-binomial and a Poisson. These pdf's have been evaluated in the literature and will not be discussed here.
DETECTOR AND ELECTRONICS SHOT-NOISE EFFECTS
In reality, the photons returning from a target are spread over time as are the electron pulses produced by a PMT. These distributed electron pulses are amplified and filtered by the electronics prior to digitization and signal processing. The voltage pulse per photo-electron event pulse is known as the "impulse-response-function" of the electronics, h(t). The impulse response is usually an exponential decay or triangular shape depending on the filter bandwidths and frequency roll-offs. The shot noise random process 10, 11 is defined as the sum of these voltage impulse responses :
where h(t) is the impulse response of the detector and the electronics, and the t i are random points in time due to the negative-binomial process described in (6) and its Poisson or Bose-Einstein limits. For a fixed counting time, the number of t i photo-electron events is "n" with pdf p S (n).
The probability density function of v(t) is constructed following Papoulis 10 as
where g 0 (v) is defined to be a delta function, g 1 (v) is the voltage pdf of the impulse response function h(t) (ordinarily denoted p h (v)) and, for n ≥ 2, g n (v) is the n th -convolution of g 1 (v), i.e., g 1 ⊗g 1 ⊗g 1 … ⊗g 1 n-1 times. The "g n " are the "conditional densities" of v, conditioned on the result that n = 0, 1, 2, 3 etc. photoelectron events has occurred at a given time. The probability density function of h(t), denoted by g 1 (v), can be geometrically determined from h(t) which is in volts vs time. For a triangular impulse response function we find (9) which is a uniform pdf centered at (v max + v min )/2.
Photo-multiplier tube detectors have a small variation in the peak of their single photo-electron event output electron pulses, exclusive of the baseline noise, known as the "pulse height distribution." We may model this by assuming that the impulse responses are triangles with varying height. The voltage probability density function is then given by equation (9) with varying v max . We make v max a Gaussian (Normal) random number with mean equal to "PV" peak volts and a variance equal to c 1 x PV:
"PV" is the mean peak voltage of 2.3 mV peak per photo-electron, and c 1 = 5x10 -5 for a high performance Intevac 22 photo-multiplier tube. Many Monte Carlo runs are made, and the average of the runs is used as g′ 1 . The minimum voltage is zero since h(t) is nonnegative. The set of g′ n conditional densities are then computed by multiple convolutions as above.
Since we also have additive Gaussian baseline noise, we must also convolve the g′ n conditional densities with a normal distribution with zero mean and baseline-noise standard deviation σ n . Equation (8) for the ladar detector output then becomes
per pixel range-bin.
Figures 1A and 1B show data 22 for a 1 m diameter, 2 m long cone at a simulated 141 km distance. An Intevac intensified vacuum photo-diode with avalanche-diode gain detector was used. The dashed line in Figure 1B is an analytical gamma pdf (based on equation (2)) that may be used to generate continuous random voltage samples for a pixel range-bin output given N S and M for that voxel. Scaling the gamma pdf of equation (2) 
gives a good fit 22 to the shot-noise voltage pdf for one or more photo-electron events. Zero photoelectron events (sampling of the baseline noise) will, of course, be thresholded out. Equation (12) reflects the degradation of the gamma irradiance distribution by the Poisson photon-detection process --a reduced effective mean and a smaller effective M. This distribution can be used for quickly generating speckled target realizations during Monte Carlo runs for algorithm development. It is effectively a smoothed negative-binomial driven shot-noise pdf based on the Intevac PMT characteristics.
ROUND-TRIP TURBULENCE EFFECTS (ENDO-ATMOSPHERIC SCENARIOS)
Round-trip passage ladar scintillation from resolved targets has been well characterized in the literature by Holmes and Gudimetla [12] [13] [14] [15] . They found that a "two-parameter K distribution" irradiance distribution fits the data and theory of round-trip propagation effects well: 
where K is the modified Bessel function of the second kind, I n is the normalized intensity (I / <I>), and M l is the number of uncorrelated laser modes and M t is the "turbulence M parameter." These are related to the normalized-intensity-variance by
The aperture-averaged normalized-intensity-variance due to turbulence is approximated by
which is reduced by aperture averaging via the factor γ, the "aperture-averaging factor." Complicated analysis [12] [13] [14] [15] can calculate the aperture averaged normalized intensity variance, but it is possible to make a simple curve fit to data, and the aperture averaging factors 
appear to give a good simple fit to the data and theory. The Rytov variance or the nonfluctuating pointsource, point-receiver, one-way propagation "log-amplitude variance" is defined as
where C n 2 (z) is the refractive index structure coefficient. The path integrals over C n 2 (z) can be numerically integrated for the scenarios of interest.
Similar analysis has been applied to unresolved targets in references 16 through 18. Using the larger experimental aperture averaging factor in equation (19) , the irradiance pdf of equation (13) can be applied for unresolved targets within the atmosphere 18 . The Poisson counting distribution in equation (5) must be averaged over equation (13) to include round-trip turbulence effects on photon counting. This has not been analytically evaluated to our knowledge 19 , and endo-atmospheric ladar will not be discussed here.
REVIEW OF TEMPLATE CORRELATION MATCHING
There are many two dimensional image (elevation, azimuth and intensity) correlation filters in the literature [20] [21] . We summarize them here and how they may be extended to 3D direct-detection ladar images. The correlation process is done in the "spatial-frequency" domain, taking advantage of the fast discrete Fourier transform, denoted FFT. The correlation peaks and their energies (volumes) are independent of the location of the image in the focal plane because the FFT is a linear shift invariant operator. The effects of negative-binomial ladar speckle or shot-noiseon correlation filtering, either 2D or 3D, have not yet been investigated, to our knowledge. A 3D Fourier transform of a 3D cone image to the spatial-frequency domain is difficult to visualize. The real part of a 16x16x16 3DFFT of a 30° azimuth, 0° elevation reference cone image is shown in Figure 2 , gray scale coded. The elements are both positive and negative and are displayed in 4x4 z-slices, side by side, as indicated. The imaginary part is roughly 90° out of phase (in 3D) with the real part and is not reproduced here. Following the steps of the classical template matching filter in 1) above, the speckled ladar image is 3DFFTed and multiplied element by element by the stored reference template. The inverse 3DFFT results in a typical correlation output as shown in Figure 3 . Figure 3 corresponds to a 2m long, 1m dia. cone at 100 km distance and a total mean photo-electron count per pulse of 400. This is a large signal, typical of the DITP pulse energies and aperture at this range.
COMBINING REFERENCE IMAGE SETS
Reference image sets of a target at many different aspect angles may be combined to form a more complete reference matrix. Some of these filters from the literature are the "equal correlation peak," the "minimum average correlation energy," the "maximum average correlation height," the "minimum noise and correlation energy," and the "hybrid composite" filter. The extension of these composite matrix filters to three dimensional images has not yet been examined, to our knowledge.
TARGET GENERATION
Cone, cylinder, and sphere targets are easily generated by forming x, y, z surface points as a function of the azimuthal angle around the target axis of symmetry, z, and the z-axis height. (The z-axis is also the ladar optical axis.) In this way only 100 or 200 points are needed to describe a target's surface. Each point is then rotated in azimuth (around x) and then in approximate elevation (around z) by a coordinate transform. Each surface point is then assigned a cosine of the angle-of-incidence w.r.t. the laser radar optical axis, z. Using two interpolation routines, the cosines of the angles of incidence and the surface-point z-values are interpolated onto x-y plane elements, 7x7 per detector pixel and in 20 cm range-bins. The cosines of the angle-of-incidence values are then summed (49 points) into each x, y detector pixel range-bin to form a 3D image. Figure 4A shows an example 2 m long, 1 m diameter bicone rotated 30° in azimuth and another 30° rotation in (approximate) elevation. Figure 4B shows the 7x7 elements per detector pixel, prior to sorting into the individual pixel range-bins, as determined by the right-side figure in 4B which are the corresponding (over sampled) z values.
In this study each detector pixel is defined to be a square 2.44 λ / D receiver or 5.3 µr wide at 532 nm wavelength and a 25 cm aperture. Consequently, in Figure 4C the image is two or three detector pixels across the cone base for a 1 m diameter cone at 100 km range. With this large angular size pixel, convolution with the telescope point-spread function would have a very small effect on the focal plane irradiance distribution as observed by each of these detector pixels. Each detector pixel range-bin output voltage is generated, including target speckle, following equation (12) in Section 2.0. The lower montage in Figure 4C shows a strong-signal, N S = 400 photo-electrons (total) realization which is typical of a 100 km range conical target for the DITP ladar.
CORRELATION RESULTS TO DATE
The target ranges of interest are from about 50 km to 400 km. The targets of interest are spheres, cones, and cylinders of various sizes. The cones and cone-cylinders may be at aspect angles of from -45°t o +45° in elevation and azimuth combinations. This constitutes a very large number of possible ladar measurements. We point out here that, having acquired an object, the ladar very accurately determines the range to the object via time-of-flight. Thus, we would know exactly which reference template rangeset to use, thereby greatly reducing the number of reference templates. At this point in our research we have examined the performance of filters 1) Classical Template Matching Filter (CTMF), 2) Phase-only Filter (PoF), 3) Binary Phase-only Filter (BPoF), 4) Symmetric Phase-only Filter (SPoF), 6) Joint Transform Correlator (JTC), and 9) Inverse Filter. Since we normalize the 3DFT of the reference image and the 3DFT of the ladar signal image as it comes in to compare correlation voltage outputs, the PoF below is really the SPoF.
INVERSE FILTER STUDIES
The inverse filter (number (9)) is the optimum filter for no signal-independent additive noise and no target surface speckle (signal-dependent noise). A thumb-tack or delta function correlation peak results when the correct template is selected. However, when ladar speckle and shot-noise effects are included, the small magnitude spatial-frequency domain components of the reference template are no longer divided into the same small magnitude elements from the ladar data (speckled) image. The inverse-filter therefore blows up to large unrealistic values at certain locations in the correlation output. At this point in the 3D filter study, we eliminate the inverse-filter from consideration. It may be possible to apodize or constrain this filter, or it may be possible to combine the inverse-filter with other filters for more robust correlation outputs. This concept will be investigated in the future.
SIGNAL STRENGTH VS SPECKLE MONTE CARLO STUDIES
We first examine the effects of negative-binomial speckle and shot-noise on the 3D correlators assuming we have selected the correct reference image template. We take a 2 m long, 1 m diameter cone at 100 km range and 30° aspect angle in azimuth and examine the fluctuation of the correlation peaks relative to the mean peak value for decreasing total photo-electron counts. We also look at the "width" of the 3D correlation peak by finding the second largest correlation value which is in an adjacent z-axis range-bin for this target. If this value were 0.5, then the full-width at half maximum would be approximately two z elements. In Table I are the results of 51 Monte Carlo runs for each level of mean total photo-electrons, N S , for filters number 1), 2), 3), and 6). Each 3D detector image output is corrupted by 250 µV rms of additive Gaussian baseline noise and thresholded at 750 µV following the data fits of Section 2.3 and Figure 1A . The first row, where N S = 400, corresponds to Figure 3 above. We see that speckle and shot-noise do not seriously further degrade the peak fluctuations until the mean total count (N S ) is less than 12 photo-electrons or about 1 p.e. per pixel-range-bin. The normalized standard deviation of the Joint-Transform-Correlator (JTC) is the smallest, due to the addition of the reference and measured images, followed by the Classical Template Matched Filter (CTMF), the Phase-only-Filter (PoF), and Binary-Phase-only-Filter (BPoF). The correlation-peak 3D-width of the PoF is the narrowest, followed by the JTC, BPoF, and CTMF. We note that a correlation filter output "peak to mean ratio," an often used statistic, is not relevant here due to these target speckle fluctuations.
LARGE SIGNAL, TARGET ASPECT ANGLE SPECKLE STUDY
Next, we take the nominal 2 m long by 1 m diameter cone target and a typical strong-signal return of N S = 400 photo-electrons at 100-km range and examine the variation in correlation peak and peak width as a function of aspect angle. At this nominal strong signal level, all output fluctuations are caused by speckle and shot-noise. In Table II we see that the PoF again produces the narrowest 3D peak width followed by the BPoF, JTC, and CTMF widths respectively. The JTC has a somewhat smaller normalized peak standard deviation than the CTMF, which is smaller than those of the PoF and BPoF correlators. We also see that the JTC, PoF, and BPoF peak standard deviation increases when the cone is at 15° aspect angle, presumably due to the reduced x and y image extent.
JOINT TRANSFORM CORRELATOR REFERENCE-IMAGE PEAK
The JTC filter creates a correlation peak due to the reference image. This is added to the correlation peak from the image data. Consequently, the JTC normalized standard deviations and widths found in Tables I and II are misleading --the variation due to speckle relative to the image data peak is much larger. We have attempted to remove the reference image correlation peak following 2D approaches 23-24 but found them not to work in 3D application using the spatial-frequency domain calculations. We are currently investigating the removal of this reference image produced correlation peak. Otherwise, we note that from Tables I and II the CTMF has the least sensitivity to ladar speckle and that the PoF has the narrowest correlation peak.
IMAGE DISPLACEMENT EFFECTS
The Fourier transform is a linear shift invariant operator. The correlation peaks and their energies (the volume sum) should remain constant as the data image moves in x, y, and z across the detector focal plane and the range-bins. This is shown to be true for integer pixel translations of multiples of 0.2 m in z and/or 5.2µr x target range = 0.52 m in x or y for this study. However, as the image translates between integer pixel centers, the correlation peak spreads to the adjacent 4 or 6 nearest neighbors. This is shown in Table III : 0.545 (7, 9, 10) 3.62 1.009 (9,9,9) 6.02 * Includes correlation peak from reference image. Table III considers the 2m long, 1m diameter cone rotated 30° in azimuth and 30° in elevation. The reference image is perfectly centered in the focal plane and the data image is translated as indicated. We see that the energies of the CMTF and JTC are relatively insensitive to data image translations w.r.t. the fixed reference image. The peak of the JTC is again insensitive to data image movement (including the reference image peak), and that the CMTF has about a 30% variation throughout one x, y, z pixel translation. The PoF has about a 50% variation in correlation peak value throughout one pixel translation, and the filter energy also varies by about 50%.
CORRELATION OF CONE VS SPHERES STUDY
We next use the cone at 30° elevation and 30° azimuth as the reference image and spatialfrequency domain template and correlate this with spheres of radii of 0.75, 1, and 2 m translated across a pixel. The results shown in Table IV can be compared to those of Table III , and we see that the correlation peaks are about 1/2 to 1/3 of the cone-cone correlation peaks. The filter energies are also comparable due to a broadening of the corrleation peaks. Since these reduced peaks are about 6σ to 7σ below the speckle fluctuation of the correct cone-cone peak, good discrimination of cones from spheres can be made. This capability should apply out to 200 km since N S ≈ 40 at 200 km which is > 1pe per voxel. Also, we see that the JTC again adds the correlation peak from the sphere, thus the sphere-cone JTC peaks are unacceptably large under the present filter implementation.
CONE ASPECT ANGLE SENSITIVITY
We again use the 2m long, 1m diameter cone at 30° elevation, 30° azimuth and 100 km range as the reference image with its spatial-frequency domain template and correlate this with identical cones at various aspect angles. In Table V we see that going from an aspect angle of 30° to 15° causes a >20% reduction in correlation peak size. Changes in the elevation angle at the same aspect angle result in only a few percent decrease in the correlation peak at this 30° reference image angle. When the aspect (azimuth) angle is decreased to 15°, a 25% -40% decrease in filter peak is observed. Since this is 3σ to 5σ below the correct cone-cone peak, reasonably robust discrimination of a difference of 15° in aspect is possible out to ≥200 km. Due to the spread in the correlation peaks and the increase in side peaks, the energies of the three filters increases.
RANGE-BIN OUTPUT CONCATINATION WITH 2D FILTERING
In Figure 4C above we see that it is possible to arrange the detector outputs, 10 x 10 pixels in this study, into a "montage plot" where the range-bin outputs are placed side by side, from left to right. This obviously constitutes a 2D matrix which can be processed following the 2D template matching filters from the literature without modification. For a maximum target length of 2 m, the image matrix would become 10 x 110 elements or less depending on aspect angle. We note that all measurement information is contained within this 2D matrix, and the ladar data image will always be within ± 0.5 range-bin pixels of the reference image. This may then be zero padded to 16 x 128 = 2048 elements vs the 16 x 16 x 16 = 4096 elements for 3D processing. One template correlation would therefore require about 300 k FLOPs which is less than one half of the 650 k FLOPs required for a single 3D correlation. Consequently, we have terminated 3D Monte Carlo studies temporarily to investigate this concept and its sensitivity to negative-binomial speckle driven shot-noise.
SUMMARY AND CURRENT WORK
In this initial study we are introducing the concept of three-dimensional spatial-frequency domain correlation filtering for target recognition and identification. This follows an extrapolation of current two-dimensional filter algorithms. The use of the spatial-frequency domain is important because the correlation peaks and energies are independent of the image location in the focal plane for integer x, y, and z voxel displacements. The correct ladar speckle and shot-noise effects are complicated and detector dependent, and these are summarized in Section 2.0. The effects of round-trip turbulence on endoatmospheric ladar operation are also complicated and have not yet been fully solved, as also discussed in Section 2.0.
This exo-atmospheric study with partially resolved cones and spheres and with no clutter or dark counts but with Gaussian base-line noise has shown that the 3D Phase-only-Filter (PoF) produces the narrowest 3D correlation peaks of the filters studied. Small fluctuations of 8% to 10% in the correlation filter peaks for all the filters due to speckle have been demonstrated. Robust separation of spheres from cones has been demonstrated out to >200 km. Cone vs cone aspect angle determination is not nearly as robust, due to the geometries involved, and needs to be further investigated. The 3D JTC and 3D Inverse filters need to be modified to be useful. About 1 mean photo-electron per voxel produces strong correlation peaks. We are now implementing target range-slicing and 2D image formation by concatination to implement 2D correlation filters as discussed in Section 5.8. We also note that 3D template correlations may supplement or refine less computationally intensive algorithms such as total signal, range-extent, x-z, y-z, and x-y plane image centroid estimation, and image moments. 
