In this paper, we make use of the relationship between the Laplace-Beltrami operator and the graph Laplacian, for the purposes of embedding a graph onto a Riemannian manifold. To embark on this study, we review some of the basics of Riemannian geometry and explain the relationship between the Laplace-Beltrami operator and the graph Laplacian. Using the properties of Jacobi fields, we show how to compute an edge-weight matrix in which the elements reflect the sectional curvatures associated with the geodesic paths on the manifold between nodes. For the particular case of a constant sectional curvature surface, we use the Kruskal coordinates to compute edge weights that are proportional to the geodesic distance between points. We use the resulting edge-weight matrix to embed the nodes of the graph onto a Riemannian manifold. To do this, we develop a method that can be used to perform double centring on the Laplacian matrix computed from the edge-weights. The embedding coordinates are given by the eigenvectors of the centred Laplacian. With the set of embedding coordinates at hand, a number of graph manipulation tasks can be performed. In this paper, we are primarily interested in graph-matching. We recast the graph-matching problem as that of aligning pairs of manifolds subject to a geometric transformation. We show that this transformation is Pro-crustean in nature. We illustrate the utility of the method on image matching using the COIL database.
Introduction
The problem of embedding relational structures onto a Riemannian manifold for the purposes of representation or visualisation is an important one in computer science which arises in parameterisation of three-dimensional data [1] , multidimensional scaling (MDS) [2] and graph drawing [3] . In general, this problem is clearly one of a combinatorial nature which has been traditionally solved by viewing the edge-weights for the graph as distances between pairs of nodes. The embedding coordinates are then those corresponding to the isometric mapping of these pairwise distances onto an n-dimensional Euclidean space.
Once the nodes of a graph have been embedded on a manifold, then the graph can be manipulated by applying geometric methods to the embedded points. For instance, by altering the curvature of the manifold, then the graph may be deformed to emphasise different aspects of the set of adjacency relations, and this may be useful for the purposes of visualisation. The problem of locating a spanning tree becomes that of searching for a geodesic path. Finally, the problem of graph-matching can be transformed into that of point-set alignment.
In general, of course, the manifold on which the graph is embedded can have a rather complex structure. In this paper, our aim is to explore whether a simple embedding that restricts the manifold to be of constant sectional curvature can yield useful results. The choice of the sign of the sectional gives considerable freedom, and, as we will see later, the embeddings that result from the choice of negative curvature and a hyperbolic geometry are very different to those that result from a positive curvature and an elliptic geometry.
Although we also investigate the problems of relational deformation and spanning tree recovery as applications of our embedding method, in this paper we focus mainly on the problem of matching. Hence, in the remainder of this introductory section we review the literature related to embbeding graphs onto manifolds, and then focus on how the graph-matching problem can be posed as one of embedding. Finally, we detail the elements of our contribution.
Related literature
In the mathematics literature, there is a considerable body of work aimed at understanding how graphs can be embedded on a manifold so as to minimise a measure of distortion. Broadly speaking there are three ways in which the problem can be addressed. First, the graph can be interpolated by a surface whose genus is determined by the number of nodes, edges and faces of the graph. Second, the graph can be interpolated by a hyperbolic surface which has the same pattern of geodesic (internode) distances as the graph [4] . Third, a manifold can be constructed whose triangulation is the simplicial complex of the graph [5] . A review of methods for efficiently computing distance via embedding is presented in the recent paper of Hjaltason and Samet [6] .
In the pattern analysis community, there has recently been renewed interest in the use of embedding methods motivated by graph theory. One of the best known of these is ISOMAP [7] . Here a neighbourhood ball is used to convert data-points into a graph, and Dijkstra's algorithm is used to compute the shortest (geodesic) distances between nodes. By applying MDS to the matrix of geodesic distances the manifold is reconstructed. The resulting algorithm has been demonstrated to locate well-formed manifolds for a number of complex data sets. Related algorithms include locally linear embedding which is a variant of PCA that restricts the complexity of the input data using a nearest neighbour graph [8] , and the Laplacian eigenmap that constructs an adjacency weight matrix for the data-points and projects the data onto the principal eigenvectors of the associated Laplacian matrix (the degree matrix minus the weight matrix) [9] . Hein et al. [10] have established the degree of point-wise consistency for graph Laplacians with data-dependent weights to a weighted Laplace operator. Collectively, these methods are sometimes referred to as manifold learning theory.
Embedding methods can also be used to transform the graph-matching problem into one of point-pattern alignment. There is a considerable literature on the problem of graph-matching, and many contrasting methods including search [11] , relaxation [12] and optimisation [13] have been successfully used. However, the main challenge in graphmatching is how to deal with differences in node and edge structure. One of the most elegant recent approaches to the graph-matching problem has been to use graph spectral methods [14] , and exploit information conveyed by the eigenvalues and eigenvectors of the adjacency matrix. There have been successful attempts to use spectral methods for both structural graph-matching [15] , and for point-pattern matching [16, 17] . For instance Umeyama [15] has developed a method for finding the permutation matrix which best matches pairs of weighted graphs of the same size, by using a singular value decomposition of the adjacency matrices. Scott and Longuet-Higgins [16] , on the other hand, align point-sets by performing singular value decomposition on a point association weight matrix. Shapiro and Brady [17] have reported a correspondence method which relies on measuring the similarity of the eigenvectors of a Gaussian point-proximity matrix. Although Umeyama's algorithm [15] is elegant in its formulation and can deal with both weighted or unweighted graphs, it cannot be applied to graphs which contain different numbers of nodes and for weighted graphs the method is susceptible to weight errors. One way to overcome these problems is to cast the problem of recovering correspondences in a statistical setting using the EM algorithm [18] . However, the resulting algorithm is time consuming because of its iterative character.
Spectral methods can be viewed as embedding the nodes of a graph in a space spanned by the eigenvectors of the adjacency matrix. In the case of the Umeyama algorithm [15] , matching is effected by finding the transformation matrix that best aligns the embedded points. Shapiro and Brady [17] algorithm finds correspondences by seeking the closest embedded points. Kosinov and Caelli [19] have improved this method by allowing for scaling in the eigenspace. The resulting graph-matching methods effectively involve locating correspondences using a simple closest point alignment principal. However, there is clearly scope for using more sophisticated alignment methods. The task of matching point patterns is of pivotal importance in a number of problems in image analysis and pattern recognition. The problem is to find matches between pairs of point-sets when there is noise, geometric distortion and structural corruption. The problem arises in shape analysis [20] , motion analysis [21] and stereo reconstruction [17] . Alignment is concerned with the recovery of the geometric transformation that minimises an error functional. If the transformation is a simple isometry, then one of the most elegant and effective methods is to use Procrutes alignment [22, 23] . This involves co-centring and scaling the point-sets so that they have the same variance. The rotation matrix is found by performing singular value decomposition on the point correlation matrix, and taking the outer product of the singular vectors.
Contribution
Our aim in this paper is to seek an embedding of the nodes of a graph which allows matching to be effected using simple point-pattern matching methods. Our observation is that despite proving effective, the traditional spectral approach to graph embedding is often based upon assumptions concerning the graph topology, such as planarity [24] or orthogonality of the edge-set [25] . Furthermore, it overlooks the relation between the matrix representations of the graph and the differential geometry of the manifold on which the nodes of the graph are embedded. In particular, we aim to draw on the field of mathematics known as spectral geometry, which aims to characterise the properties of operators on Riemannian manifolds using the eigenvalues and eigenvectors of the Laplacian matrix [26] . In doing this, we aim to exploit the link between the graph Laplacian [14] and the Laplace-Beltrami operator [27] for the manifold on which the nodes of the graph reside. The geometric information provided by the spectrum of the Laplace-Beltrami operator is potentially vast. For instance, the first non-zero eigenvalue is important since it provides bounds on both the Ricci and the sectional curvature [27] . The eigenvalues of the Laplace-Beltrami operator can be used to determine both the volume and the Euler characteristic of the manifold. Moreover, the derivative of the zeta function (i.e. the sum of exponential functions with bases equal to the Laplacian eigenvalues) is related to the torsion-tensor for the manifold. Last, but not least, the eigenvalues and eigenfunctions are also of interest since they provide solutions to both the heat and wave equations, and can be used to compute the associated kernel functions.
The aim in this paper is to exploit this relationship between the spectrum of the graph, or combinatorial, Laplacian and the geometry of the corresponding manifold to develop a means of embedding the nodes of a graph on a manifold of constant sectional curvature. The adopted approach is as follows. Using the properties of the Jacobi field associated with the manifold we show how to compute the sectional curvature associated with the geodesic between a pair of points on the manifold. We associate with the geodesic a cost based on length and sectional curvature, and this is used as an edge-weight in our representation. From the edge-weight matrix we compute the combinatorial Laplacian. We then establish the relationship between the Laplacian matrix and the Laplace-Beltrami operator for the manifold making use of the incidence mapping. We do this by viewing the incidence mapping for the graph as the combinatorial analogue of exterior differentiation on manifolds. This treatment, lends itself to the construction of the Laplace-Beltrami operator through the adjoint of the incidence mapping. To perform the embedding of the nodes on the graph onto the manifold, we adopt a method similar to kernel PCA. From the Laplacian, we perform a double centring procedure, and compute Gram matrix of inner products. The eigenvectors of the Gram matrix provide us with the embedding co-ordinates. This embedding procedure is isometric, i.e. it gives us a bijective map that preserves distance.
We exploit this embedding for a number of tasks, however, the most important of these is that of matching. The idea is to embed the nodes of a graph into a metric space and view the graph edge-set as geodesics between pairs of points in a Riemannian manifold. Viewed in this manner, we can recast the problem of matching the nodes of pairs of graphs as that of aligning their corresponding embedded point-sets. Since our embedding procedure is isometric, a natural way to perform matching is to use Procrustes alignment on the embedded nodes. Further, this alignment process involves only rotation due to centring of the Gram matrix used to recover the embedding coordinates for the nodes in the graph.
This approach has a number of advantages. Firstly, our definition of the edge-weight is linked directly to the geometry of the underlying manifold. Secondly, the relationship between the Laplace-Beltrami operator and the graph Laplacian provides a clear link between Riemannian geometry and spectral-graph theory [14] . Graph-spectral methods have recently proved highly effective in image processing and computer vision [28, 29] . By relating the apparatus of graphspectral theory to Riemannian geometry, making use of the incidence mapping of the graph and the Laplace-Beltrami operator, the results presented here allow a better understanding of these methods. Finally, the recovery of the embedding coordinates and the geometric transformation via linear algebra yields an analytical solution which is devoid of free parameters.
It is important to stress that, although Belkin and Niyogi [9] and Lafferty and Lebanon [30] have proposed methods elsewhere in the literature where the relationship between the graph Laplacian and the Laplace-Beltrami operator has been used for purposes of embedding the graph into a metric space, our method differs from theirs in a number of ways. Firstly, in contrast with the studies in Refs. [9, 30] , where the linear decomposition of the graph Laplacian is the goal of computation as a means of recovering the embedding of the graph into a metric space, here we go further and both, establish a relationship between the embedding and the intrinsic geometry of the underlying manifold and use the embedding to pose the graph-matching problem as an alignment of manifolds under geometric transformation. Secondly, here we use the double-centred graph Laplacian as an alternative to the non-centred Laplacian for purposes of embedding the graph nodes into a metric space. As a result, the embedding is isometric. This formalism also translates the basis of the embedding space to the origin and allows us to cast the problem of relational matching as an alignment one which involves only rotation. Finally, the work above overlooks the curvature of the manifold in which the nodes are to be embedded, whereas, in the method presented here, the relation between the embedding, the edge-weights and the manifold curvature is made explicitly.
The outline of this paper is as follows. In Section 2, we review the differential geometry of manifolds and explain the geometric ideas underpinning our embbeding method. Section 3 details our Procrustes alignment method. In Section 4, we provide illustrations and experiments to demonstrate the utility of our method. Finally, Section 5 offers some conclusions and suggests directions for future work.
Riemannian geometry
In this section, we provide the theoretical basis for our graph embedding method. Our aim is to embed the graph nodes as points on a Riemannian manifold. We do this by viewing pairs of adjacent nodes in a graph as points connected by a geodesic on a manifold. In this way, we can make use of Riemannian invariants to compute the cost associated with the edge-set of the graph, i.e. to the embedded point pattern on the manifold. With this characterisation at hand, we show how the properties of the Laplace-Beltrami operator can be used to recover a matrix of embedding coordinates. We do this by establishing a link between the Laplace-Beltrami operator and the graph Laplacian. This treatment allows us to relate the graph Laplacian to a Gram matrix of scalar products, whose entries are in turn are related to the squared distances between pairs of points on the Riemannian manifold. In this way, matrix factorisation techniques may then be used to recover the embedding coordinates for the nodes of the graph.
The remainder of this section is divided into three parts. In Section 2.1, we present the necessary elements of Riemannian geometry required to formulate our method. In Section 2.2, we review the definition of the graph Laplacian and its relationship with the Laplace-Beltrami operator. We do this making use of the results on the incidence mapping found in the mathematics literature. In Section 2.3, we show how classical MDS [31, 32] can be used to recover the coordinates for the node embedding.
Riemannian manifolds
In this section, we aim to provide a means of characterising the edges of a graph using a geodesic on a Riemannian manifold. The weight of the edge is the cost or energy associated with the geodesic. To commence, let To express the energy E p u ,p v in terms of geometric invariants, we employ the theory of Jacobi vector fields and their relation to the curvature tensor. In this way, we can characterise the sectional curvature along a geodesic on the manifold. The reasons for using the curvature tensor are twofold. Firstly, the curvature tensor is natural, i.e. it is invariant under isometries (i.e. bijective mappings that preserve distance). Secondly, the curvature tensor measures the anticommutativity of the covariant derivative and is completely determined by the Riemannian metric. Further, the curvature tensor is independent of the choice of coordinate system for the manifold. Hence, the curvature tensor is one of the main invariants in Riemannian geometry.
To commence our development, we review the necessary elements of differential geometry [26, 27, [33] [34] [35] [36] . We consider a function f to be differentiable if it is of class C ∞ , i.e. all its partial derivatives, of all orders, exist and are continuous. Consider a n-dimensional differentiable manifold M.
To provide a definition of j i , we turn our attention to the natural identification
For the natural basis e = {e 1 , e 2 , . . . , e n } of R n , the chart of the identity map of R n to itself is then given by j i|p = I p e i . As a result, the symbol j i is defined so as to be consistent with both, the notion of a chart in Riemannian geometry and the natural basis e of R n . Throughout the paper, we will require a well-defined method for differentiating vector fields. Hence, for a collection of vector fields ℘ 1 of class C 1 and a differentiable vector ∈ M p , the connection ∇:
This definition implies that the vector ∇ Y is in the same tangent space as . Furthermore, the connection expresses the covariant derivatives of the vector field Y in terms of the vector . That is, ∇ Y describes the rate of change of the vector field Y in the direction in terms of itself.
Let the vector fields Y, X and Z be the extensions over a neighbourhood of p of the vectors , , ∈ M p . The curvature tensor, which is quadrilinear in nature [26] , is denoted by R( , ) . Here, we are interested in the sectional curvature, which is bilinear in nature. To obtain a bilinear form, i.e. the sectional curvature, from the curvature tensor we use two linearly independent vectors , ∈ M p and write
As mentioned earlier, we are interested in modelling the edges in the graph as geodesics on a manifold. Consider the parameterised curve : t ∈ [ , ] → M. From Riemannian geometry, we know that for to be a geodesic, it must satisfy the condition ∇ = 0. It can be shown that the connection ∇ for geodesics is, in fact, a Levi-Civita connection [26] . Further, Levi-Civita connections are metric preserving, unique and are guaranteed to exist.
To take our analysis further, we define the Jacobi field along as the differentiable vector field Y ∈ M p , orthogonal to , satisfying Jacobi's equation
where ∇ is a Levi-Civita connection.
With these ingredients, we can substitute and with and Y in Eq. (1) and write
Because Y is orthogonal to , the equation above becomes
To simplify the expression for the sectional curvature further, we make use of the fact that, since Y is a Jacobi field, it must satisfy the condition ∇ 2 t Y = −R( , Y ) . Hence, we can write
where we have substituted |Y | 2 with Y, Y and set | | = 1. As a result, it follows that
t Y is determined by the sectional curvature of the manifold.
This suggests a way of formulating the energy over the geodesic ∈ M connecting the pair of points corresponding to the nodes indexed u and v. Consider the geodesic subject to the Jacobi field Y. The energy over the geodesic can be expressed making use of the equations above as
We can provide a physical intepretation of the above result. Consider the term given by | | 2 dt, which is the square of the arc-length for the geodesic . This can be viewed as the potential energy along the geodesic from the point indexed u to the point indexed v. Now, we turn our attention to the term |∇ 2 t Y | 2 dt, which can be regarded as the kinetic energy excerpted by the Jacobi field over . The quantity in Eq. (6) is then the sum of both, the potential and kinetic energies for the geodesic from the point indexed u to the point indexed v. As a result, the edge-weight is small if a pair of points are close to one another or the curvature along the geodesic between them is small.
In practice, we will confine our attention to the problem of embedding the nodes on a constant sectional curvature surface. For such a surface, the sectional curvature is constant i.e. K( , Y ) ≡ . Under this restriction, the Jacobi field equation (see Eq. (2)) becomes
With the boundary conditions Y (0) = 0 and |∇ t Y (0)| = 1, the solution is
where the vector is in the tangent space of M at p u and is orthogonal to at the point indexed u, i.e. ∈ M pu and , | pu = 0.
With these ingredients, and by rescaling the parameter t so that | | = a, we can express the weight of the edge connecting the nodes indexed u and v as follows:
where a(u, v) is the Euclidean distance between each pair of points in the manifold, i.e. a(u, v) = p u − p v .
The graph Laplacian
In this section, we demonstrate the relationship between the graph Laplacian and the Laplace-Beltrami operator. It is worth noting that, in this paper, we follow von Luxburg et al. [37] and use the normalised Laplacian as an alternative to the non-normalised one. The relationship between the discrete Laplacian of a graph, and the continuous Laplace-Beltrami operator has been extensivley studied in the literature. It has been well known for some time that as the number of sample points or nodes increases, then the discrete operator converges towards the continuous one [38] . Hein et al. [10] present a more recent analysis of convergence which draws on the concept of pointwise consistency. Their analysis considers both the variance and bias of the estimate of continuous Laplace-Beltrami operator provided by the discrete Laplacian when particular choices of the adjacency weight matrix are made. Belkin and Niyogi [39] consider the conditions under which the graph Laplacian of a point cloud approaches the Laplace-Beltrami operator. If there are n sample points and the Laplacian is computed on a k-dimensional manifold, then the rate of convergence is O(n −k+2/(2(k+2+ )) ) O(n −1/2 ) where > 0. Interestingly, although the analysis relies on the concept of manifold curvature, the final convergence behaviour is independent of the manifold curvature. Finally, Singer [40] improves the analysis of bias and variance provided by Hein et al. [10] and determines the dependence of the convergence rate on the kernel bandwidth used in the adjacency weighting function. The bias term is shown to depend on the curvature of the manifold. The analysis of the variance term shows that the convergence rate is O(n −1/2 − /4 ).
To commence, recall that the weight matrix W is related to the normalised Laplacian [14] , we can view the graph Laplacian L as an operator over the set of real-valued functions f : V → R such that, for a pair of nodes, u and v ∈ V corresponding to the points p u and p v ∈ M, we have
It is worth noting in passing that, in general, the term associated to the curvature K( , Y )Y in Eq. (6) is asymmetric. This follows from the bilinear form of the sectional curvature and the directional nature of the Jacobi field Y. As a result, the graph whose edge-weights are given by  W (u, v) = E(p u , p v ) is, potentially, a directed one. However, our analysis concerns undirected graphs whose edgeweights are real and non-negative. This is due to the fact that, as a result of embedding the nodes into a manifold of constant sectional curvature, the matrix W is always symmetric and, therefore, the matrix
is guaranteed to be positive, semidefinite.
We define a mapping I of all functions on the set of vertices V to the functions g(e) over the set of edges E. The incidence mapping I is then an operator such that
where the nodes v = e + and u = e − are the head and tail, respectively, of the edge e ∈ E and g: E → R is a realvalued function. Thus, I maps functions in the set of edges E to functions in the set of vertices V . Further, the incidence maping I is a |V | × |E| matrix which satisfies
From the expression above, we can make use of the adjoint I * of the incidence mapping I and write
In the equation above, we have written e + = v to imply that the head of the edge incident in v is on the tangent space to M at p v . Further, the adjoint I * of the incidence mapping I can be viewed as an operator which generalises the conjugate transpose of a square matrix [41] .
Since the Laplace-Beltrami operator is a self-adjoint one, we can establish a relationship between exterior differentiation d on Riemannian manifolds and the incidence mapping I through the expression = d, where = − * d * and * is the Hodge star operator, i.e. a linear map between a pair of vector spaces in k and k − n dimensions [42] . The Hodge star operator is then a correspondence mapping which can be regarded as a linear coordinate transformation of differential forms [43] . Thus, we can view the adjoint I * of the incidence mapping as the combinatorial analogue of the exterior differentiation on manifolds and express the combinatorial Laplacian as follows:
which is equivalent to Eq. (12) for real, symmetric incidence mappings.
In fact, Zucker [38] conjectured that if M is a complete Riemannian manifold of finite volume, such that the curvature tensor R( , ) is bounded on M, then the Laplace-Beltrami operator has a closed range on the L2 space of square summable p-forms of d * , i.e. the rank-p differential forms of the exterior differentiation adjoint. This is consistent with the developments in Refs. [10, 40, 39] . Furthermore, as shown by Zucker [38] , it guarantees the existence of the parametrix for the Laplace-Beltrami operator. The parametrix is an expansion of functions whose asymptotic behaviour is the same as that of [42] . Thus, one of the main immediate consequences of this conjecture is to provide a guarantee for pointwise consistency between and L for large sample point-sets, i.e. O(n −1/2 ) → 0 as n → ∞.
Recovery of the embedding coordinates
To construct a set of embedding coordinates for the nodes of the graph, we use classical MDS with double centring [31] . We do this so as to cast the recovery of the embedding coordinates for the nodes in the graph in terms of a matrix transformation of the graph Laplacian L into a known canonical form. Since the double centring procedure introduces a linear dependency over the columns of the matrix [2] , the double-centred graph Laplacian H is, in fact, a Gram matrix and, thus, we can recover the node-coordinates making use of a matrix decomposition approach. The double centring operation on the graph Laplacian also has the effect of translating the coordinate system for the embedding to the origin.
The double-centred graph Laplacian is then given by
where
is the centring matrix, I is the identity matrix and e is the all-ones vector, i.e. a vector whose elements are all identical to unity. The element indexed v, w of the matrix H is then given by
and v is the set of first-neighbours of the node v ∈ V . The matrix of embedding coordinates J is obtained from the centred Laplacian using the factorisation H=JJ T . To perform this factorisation we make use of Young-Householder theorem [32] . Let =diag ( 1 , 2 , . . . , |V | ) be the diagonal matrix with the ordered eigenvalues of H as elements and = ( 1 | 2 | · · · | |V | ) be the matrix with the corresponding ordered eigenvectors as columns. Here the ordered eigenvalues and corresponding eigenvectors of the matrix H satisfy the condition | 1 | 2 | · · · | |V | | > 0. As a result we can write H = T = JJ T , where J = √ . The matrix which has the embedding co-ordinates of the nodes as columns is D=J T . Hence, H=JJ T =D T D is a Gram matrix, i.e. its elements are scalar products of the embedding coordinates. Consequently, the embedding of the points is an isometry.
Graph matching by point-set alignment
Later on, we will explore the application of the embedding method to a number of problems. However, one of the most important of these is to show how the nodes of the embedded graph can be matched by performing pointset alignment. Hence, in this section, we show how the graph-matching process can be posed as one of manifold alignment. This can be effected by finding the geometric transformation which minimises a quadratic error measure, i.e. least squares distance, between pairs of embedded points. To commence, we require some formalism. 
where n i is a vector of length |V D | whose entries are null. With these ingredients, the problem of finding a transformation which can be used to map the data-points onto their counterparts in the model point-set can be viewed as that of finding the rotation matrix R and the point-correspondence matrixP = [P|O], where P is a permutation matrix of order |V D | and O is a null matrix of size |V D | × |V M − V D |, which minimise the quadratic error function
To solve the problem, we divide it into two parts. First, we find the rotation matrix R by assuming the pointcorrespondence matrixP is known. Second, with the optimum rotation matrix at hand, we recover the pointcorrespondence matrixP.
To recover the rotation matrix R, we make use of the fact that both the matrices R andP are orthogonal and write . This observation is important, because it implies that the rotation matrix R is the solution to a Procrustean transformation over the embedding coordinates for the set of data-points. Recall that a Procrustes transformation is of the form Q = RD which minimises M − Q 2 . It is known that minimising M − Q 2 is equivalent to maximising Tr[DM T R]. This is effected by using Kristof's inequality, which states that, if S is a diagonal matrix with non-negative entries and T is orthogonal, we have
Let the singular value decomposition (SVD) ofDM T be USV T . Using the invariance of the trace function over cyclic permutation, and drawing on Kristof's inequality, we can write
It can be shown that V T RU is orthogonal since R is orthogonal. Furthermore, the maximum of Tr[M(RD) TP ] is achieved when V T RU = I. As a result, the optimal rotation matrix R is given by
With the rotation matrix at hand, the correspondence matrixP can be recovered by noting that the product M(RD) T = MQ T is the matrix of pairwise inner products between the embedding coordinates for the data and model point-sets. Since the rotation ofD over R is optimum, the normalised inner product between pairs of matching points is, in the ideal case, equal to unity, i.e. the angle between normalised coordinate vectors is zero. To take advantage of this, we construct the matrix of normalised pairwise inner products and then use it to recoverP. Hence, consider the matrix Z of order |V D | × |V M | whose element indexed i, j is given by the normalised inner product of the respective embedding coordinate vectors, after being aligned by rotation, for the data-point indexed i and jth model-point. The elements of the matrix Z are hence given by
Since the correspondence matrixP can be viewed as a matrix which slots over the matrix Z of normalised pairwise inner products and selects its largest values, we can recover P from Z in the following way. We commence by clearing P and, recursively, do
until Z ≡ 0. The data-point indexed i is then a match to the jth model-point if and only ifP(i, j ) = 1. It is important to note that Z is the equivalent to the correlation, in a scalarproduct sense, between the rows of M and the columns of Q T . It can be shown that the matrixP maximises the trace ofP T MQ T and, hence, minimises the quadratic error function .
This geometric treatment of the node-correspondence problem and its relationship to the correlation, as captured by the entries of Z, between the rows of M and the columns of Q T lends itself naturally to further refinement via statistical approaches such as EM algorithm [23] or relaxation labelling [44] . For instance, in the case of the EM algorithm, the required correspondences are the missing or hidden data and the geometric transformation parameters are those that need to be recovered. In Section 4.2, we elaborate further on the use of the EM algorithm for iterative Procrustes alignment and compare the method in Ref. [23] with the one presented above.
Experiments
The experimental evaluation of our method is divided into two parts. We commence with an illustration on the effect of the embedding on point-sets. In Section 4.1.1 we show the effect of the embedding procedure on different arrangements of points. In Section 4.1.2, we show how the embedding can be used to extract spanning trees from spatial data. Second, in Section 4.2 we illustrate the effectiveness of the embeddings for Procrustean alignment. Here we experiment with real-world data provided by the COIL data-base.
Illustrations

Point-set deformation
In this section, we illustrate the utility of our method for the purposes of embedding a set of data-points in a Riemannian manifold of constant sectional curvature. For this purpose, we have used two sets of points drawn from a two dimensional Euclidean space. The first of these, corresponds to 25 points sampled regularly from a twodimensional lattice. Our second data set comprises 30 points whose coordinates are binormally distributed on a Euclidean plane. In Fig. 1 , we show the sets of points used in our experiments.
In Fig. 2 , we show the results obtained by our algorithm. In our experiments, we have set to −10, 0 and 10. In the first row, from left-to-right, we show the embedding results, for increasing values of , corresponding to the point-lattice in the left-hand panel of Fig. 1 . The second row shows the matrices of edge-weights for the embeddings shown in the first row. In the third and fourth rows, we repeat this sequence for the set of points shown in the right-hand panel of Fig. 1 .
From the results shown in Fig. 2 , it is clear that the sectional curvature has an important effect in the recovery of the embedding coordinates. We consider first the effect on the regular point lattice. For = 0 the embedding is just a rotated version of the original distribution of the points in the plane. When is non-zero, then different patterns of behaviour emerge. In the case of negative sectional curvature (i.e. hyperbolic geometry), the embedding "collapses" the distribution of points towards the origin. For positive sectional curvature (i.e. elliptic geometry) the effect is to push the points away from the origin, and the point distribution forms an anulus.
A similar behaviour can be seen in the binormally distributed point-set in the right-hand panel of Fig. 1 . Here, for = −10, there is again a tendency to move the points towards the origin. For = 10, the embedding is enforces a clear separation between the two point-clouds in the data set. This behaviour is consistent with the fact that, for hyperbolic surfaces ( < 0) parallel lines diverge. For spherical manifolds ( > 0), parallel lines intersect.
Finally, we illustrate further the effect of the curvature in the edge-weights W (u, v) . To do this, we have plotted, in Fig. 3 , the values of the edge-weights W (u, v), as given in Eq. (9), between a pair of nodes as a function of the Euclidean distance a(u, v) between two nodes in the manifold for = −15, −7.5, 0, 7.5, 15. In the plot, for the sake of clarity, we have scaled the axes logarithmically. From the plot, we can see that, for negative values of curvature, the edge-weight increases exponentially with respect to the distance. For positive sectional curvature, the increase is slower and the edge-weight has a stationary point when a(u, v)=1. As a result, for negative values of sectional curvature, the edge-weights W (u, v) remain small for values of a (u, v) close to zero, but for >0 and a (u, v) close to one, the edge-weight is large.
Minimum spanning tree recovery
In this section, we illustrate the utility of our method for the purposes of network optimisation. Our experimental vehicle is a distribution network in the United Kingdom (UK). For this purpose, we have used a set of 30 points drawn from city locations in the UK. We do this by making use of the postcodes for 30 cities to locate points, by longitude and latitude, on a map of the UK. Our graph is then given by the Delaunay triangulation of these points.
For the embedding of this data, we have computed the minimum spanning tree. To do this, we have searched for the spanning tree of minimum total edge-weight using Dijkstra's algorithm. In Fig. 4 , we show the results obtained. In the lefthand panel, we show the Delaunay graph for the 30 cities used in our experiments. The middle panel shows the edgeweight matrix, i.e. the matrix W for the Delaunay graph in the left-hand panel. Finally, the right-hand panel shows the spanning tree recovered by our algorithm. Here, we have indicated the root of the tree with a circle, while the rest of the points have been plotted using asterisks.
Feature point matching
In this section, our goals are twofold. Firstly, we aim at assessing the quality of the matching results delivered by our algorithm. Secondly, we provide a more comprehensive illustration of the utility of the algorithm for the purposes of similarity-based image retrieval. As an experimental vehicle, we use the Columbia University COIL-20 database. The COIL-20 database contains 72 views for 20 objects acquired by rotating the object under study about a vertical axis. In Fig. 5 , we show sample views for each of the objects in the database. For each of the views, our point patterns are comprised of feature points detected using the Harris corner detector [45] .
Matching
To evaluate the results of matching pairs of views in the database, we have adopted the following procedure. For each object, we have used the first 15 views, 3 of these are "model" views and the remaining 12 are "data" views. We have then matched, by setting to −15, 0 and 15, the feature points for the selected "model" views with those corresponding to the two previous and two subsequent views in the database, i.e. we have matched the feature points for the ith view with those corresponding to the views indexed i − 2, i − 1, i + 1 and i + 2.
We have also implemented the iterative Procrustes alignment method presented in Ref. [23] . This is a matching algorithm that poses the correspondence problem as an alignment one whose utility measure is the expected log-likelihood function. Under the assumption that the positional errors between the aligned point-sets are Gaussian, the problem of minimising a weighted Procrustes distance over the embedding coordinates is cast into a maximum likelihood setting. The a posteriori probabilities of the point correspondences are then used to control the different positional errors so as to iterate on a weighted correspondence matrix between two interleaved computational steps. In the expectation step, the a posteriori correspondence probabilities are estimated from the current position errors. This is done by applying the Bayes formula to the Gaussian distribution functions. In the maximisation step, the alignment parameters are estimated so as to maximise the expected log-likelihood function. These two steps are interleaved until convergence is reached. In Fig. 4 .2, we show sample matching results for three objects obtained with = −15. In the left-hand column, we show the results for the non-iterative version of the algorithm, i.e. the algorithm as presented in Section 3. The right-hand column shows the results obtained using the iterative Procrustes alignment method in Ref. [23] . In the plots, for the sake of clarity, we only show 20 randomly sampled correspondences from the total number of corners. Here, the squared markers denote a corner while the correspondences are the white lines between the two views in each panel. In each row, the left-hand-side of the panel shows the "model" view, which is the one indexed 3 for the three objects. The right-hand-side of the panel shows the "data" view, i.e. the second view in the database for each of the three objects. To provide more qualitative results, we have ground-truthed the correspondences between the "model" and "data" views and computed the normalised average ratio of incorrect to correct correspondences (k, j ) between the "model" view indexed k and the corresponding "data" view indexed j. The quantity is then given by
where = {3, 6, 9, 12} is the set of indices for the "model" views and (k, j ) is the maximum number of correspondences between the "model" and the "data" view.
In Table 1 , we show results for both, the non-iterative and the iterative Procrustes alignment algorithms. Note that, in the table, we have used the object indexes in Fig. 5 . From the table, we conclude that the value of the sectional curvature has an important effect in the results delivered by both methods. These perform consistently better for negative values of . This is the case in which the alignment is performed between manifolds that are hyperbolic in nature. We also note that the iterative Proctrustes alignment method gives a margin of advantage over the non-iterative algorithm presented in Section 3. It is worth stressing, however, that this is not without a sacrifice in computational complexity and coding difficulty. The iterative alignment method based upon the EM algorithm is more complicated to code and, due to its iterative nature, more computationally burdensome. In our experiments, the EM algorithm took, on a 2.0 GHz dual-Xeon workstation, 7.8 times more time to recover the correspondences between each pair of graphs than its noniterative sibling (Fig. 6 ).
Retrieval
For our feature-based image retrieval experiments, we have removed 24 out of the 72 views for each object, i.e. every other view. The corners recovered from these views are our model point patterns. The feature points extracted from the remaining views in the database constitute our data set, i.e. 20 × 48 views. We then match each pair of feature point patterns, corresponding to the "model" and "data" views, so as to retrieve the four images from the data set which amount to the smallest values of the error function , as given in Eq. (19) . Ideally, these scheme should select the two "data" views indexed immediately before and after the "model" view. In other words, the correct retrieval results for the "model" view indexed i are those views indexed i − 2, i − 1, i + 1 and i + 2. We use the percentage of correctly recovered views as a measure of the accuracy of the matching algorithm. In Table 2 , we show the mean and standard deviation for the percentage of correctly recovered views for both alignment algorithms, i.e. the iterative and the non-iterative one, as a function of the three values of and object index. Again, we have used the indexing provided in Fig. 5 . The retrieval rate is better for = −15. Recall that, in our matching results, the quantity was, for both alternatives, smaller for negative values of . The better retrieval rates for = −15 are due to the better quality of the matching results delivered by both algorithms for = −15. This is due to the fact that, as the performance of the algorithm increases, the value of the quadratic error function decreases and, hence, the retrieval rate is higher.
Conclusions
In this paper, we have shown how the nodes of a graph can be embedded on a constant sectional curvature manifold. The analysis hinges on the properties of Jacobi fields, and are used to show how to compute an edge-weight matrix in which the elements reflect the sectional curvatures associated with the geodesic paths on the manifold between nodes. To embed the nodes of the graph onto a Riemannian manifold, we apply a doubly centred multidimensional scaling technique to the Laplacian matrix computed from the edge-weights. The embedding coordinates are given by the eigenvectors of the centred Laplacian.
The procedure can be viewed as a transformation to the edge-weights of the graph, which modifies the edge-weights using the sectional curvature. When the sectional curvature is negative, then the effect is to emphasise local or short-distance relationships. When the sectional curvature is negative on the other hand, then the effect is to emphasise long-distance relationships. Using the embedded coordinates corresponding to the nodes of the graph, we show how the problem of graph-matching can be transformed into one of Procrustean point-set alignment.
The work described here can be further extended and improved in a number of different ways. Firstly, there is clearly scope for developing a more sophisticated method for the recovery of the embedding coordinates from the graph Laplacian. In particular, embedding methods are often used to map data whose pairwise distances are noisy or inaccurate. Hence, the introduction of statistical error measures may be used to improve the results of the algorithm. Likewise, the alignment of the embedding coordinates may also be improved by using of statistical techniques, such as the EM algorithm [23] , as an alternative to the Procrustes rotation used here.
