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Background
Attention, which is an important tool to adapt the visual
system to different perceptual tasks, can be allocated to
different aspects of the environment and in different ways,
ranging from the focused analysis of local features to the
global registration of scene properties [1]. Directing atten-
tion on a visual stimulus (VS) leads to lower perceptual
thresholds, faster reaction times and increased discrimina-
tion accuracy [2]. However if focus of attention (FA)
includes a distracter, the discrimination accuracy tends to
decrease [1].
Proposal
In this research, we investigate how by changing the size
of FA the accuracy of an object categorization task
increases. A network of bipolar neurons (NBN) was used
to simulate the retinal ganglion cells that send the VS to
the visual cortex. A dynamic associative model (DAM) [3],
which changes their synapse connection strengths accord-
ing to a VS based on the Hebbian learning rule was used
to simulate the hierarchically cortical regions consisting at
least of V1, V2, V4, posterior inferior temporal cortex,
inferior temporal cortex, and anterior temporal cortical
areas [4]. The FA is controlled by means of the NBN where
each neuron is randomly activated using a Gaussian dis-
tribution with center on the object that appears in the VS
and a radio (size of the focus) controlled by the standard
deviation SD.
Results and conclusion
To test the accuracy of the model, a benchmark of images
composed by 3D objects viewed from 0° to 355° was
used. Each pixel of the VS converges to each neuron of the
NBN where only the activated neurons project the infor-
mation onto the input (LGN) of the DAM (see Figure 1).
During the learning process, the model performed with
100% of accuracy using only four views of each object.
Starting from a FA that covers the complete VS (including
distracters), we observed that during the categorization
process (for the rest of the views of the objects), the accu-
racy of the model increased when the size of FA was
decreased. However, we also observed that if the size is
smaller than a threshold, the accuracy starts to decrease
(see Figure 2).
The model learned to distinguish objects accurately and
the successful results suggest the proposal could serve as a
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biologically model to explain how the size of FA affects
the accuracy in an object categorization task. Nowadays
we are revising the way of controlling the size of the FA
based on a feedback linked dopaminergic projections to
the basal ganglia.
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