Abstract. We prove a version of the Hilbert Irreducibility Theorem for linear algebraic groups. Given a connected linear algebraic group G, an affine variety V and a finite map π : V → G, all defined over a finitely generated field κ of characteristic zero, Theorem 1.6 provides the natural necessary and sufficient condition under which the set π(V (κ)) contains a Zariski dense sub-semigroup ⊂ G(κ); namely, there must exist an unramified covering p :G → G and a map θ :G → V such that π • θ = p. In the case κ = Q, G = G a is the additive group, we reobtain the original Hilbert Irreducibility Theorem. Our proof uses a new diophantine result, due to Ferretti and Zannier [9] . As a first application, we obtain (Theorem 1.1) a necessary condition for the existence of rational fixed points for all the elements of a Zariski-dense sub-semigroup of a linear group acting morphically on an algebraic variety. A second application concerns the characterisation of algebraic subgroups of GL N admitting a Zariski-dense subsemigroup formed by matrices with at least one rational eigenvalue.
Introduction
A general principle in the theory of diophantine equations asserts that if an equation admits "many" rational solutions, there should be a geometric reason explaining such abundance. We consider here a (multiplicative) semigroup of N × N matrices with rational entries: we suppose that all of them admit rational eigenvalues and deduce the natural geometrical consequences. Such consequences, stated in Theorem 1.2 below, will concern the algebraic group generated by the given semigroup. Consider the natural action of GL N on N − 1-dimensional projective space P N −1 : for a non-singular matrix with rational entries, the fact of having a rational eigenvalue amounts to having a rational fixed point in P N −1 ; hence we are naturally led to consider a linear-group action on an arbitrary algebraic variety. We shall suppose that each element of a given Zariski-dense semigroup has rational fixed points and deduce again the natural geometric consequence (Theorem 1.1).
More precisely, let κ be a field of characteristic 0, finitely generated over the prime field Q. From now on, by rational we shall mean κ-rational, unless otherwise stated. Let X be an algebraic variety, and G an algebraic group, both defined over κ. Suppose that G acts κ-morphically on X [5, Section 1.7] .
Our main theorem will be: Theorem 1. 1 . Let the finitely generated field κ, the algebraic group G, the variety X and the action of G on X be as above. Suppose moreover that G is connected.
Let ⊂ G(κ) be a Zariski-dense sub-semigroup. If the following two conditions are satisfied:
(a) for every element γ ∈ there exists a rational point x γ ∈ X (κ) fixed by γ ; (b) there exists at least one element g ∈ G with only finitely many fixed points;
then (i) there exists a rational map w : G → X, defined over κ, such that for each element g in its domain, g(w(g)) = w(g).

If moreover X is projective, then:
(
ii) each element g ∈ G(κ) has a rational fixed point in X (κ).
We remark at once that the stronger conclusion that the group G itself admits a fixed point, i.e. the rational map w can be taken to be constant, does not hold in general (see Example1.9 below). Example 1.9 bis shows that to prove the second conclusion (ii), the hypothesis that the variety X is projective cannot be omitted.
On the contrary, we do not know whether hypothesis (b) is really needed for (i) and (ii) to hold. As we mentioned, the starting point of this work was the investigation of semigroups of matrices, with rational entries and rational eigenvalues. The following result gives a complete classification of such semigroups:
Theorem 1.2. Let κ be a finitely generated field as above, 1 ≤ r ≤ N be two natural numbers. Let G ⊂ GL N be a connected algebraic subgroup defined over κ, ⊂ G(κ) a Zariski-dense sub-semigroup. Suppose that each matrix γ ∈ has at least r rational eigenvalues (counting multiplicities). Then
(i) each matrix g ∈ G(κ) has at least r rational eigenvalues, counting multiplicities; (ii) there exists an algebraic group homomorphism G → G r m , defined over κ,
. . , χ r (g)) ∈ G r m such that for each g ∈ G the characteristic polynomial of the matrix g is divisible by the degree r polynomial (T − χ 1 (g)) · · · (T − χ r (g)).
One of the motivations of the present work arises from a paper of Bernik [1] concerned with semigroups of matrices whose spectra lie on a fixed finitely generated field. Bernik's result, which for simplicity we state below in a slightly weaker form, will be easily deduced from the case r = N of Theorem 1.2:
Corollary 1.3 (Bernik).
Let κ be a finitely generated field as before, ⊂ GL N (κ) be a group of matrices such that each element of has its spectrum contained in κ.
Then contains a normal solvable subgroup of finite index.
For later convenience, we restate the case r = 1 of Theorem 1.2 in a slightly stronger form: Corollary 1. 4 
. Let ⊂ GL N (κ) be a semi-group of matrices with rational entries and let G be the Zariski-closure of (which is an algebraic subgroup of GL N ). Suppose G is connected. The following conditions are equivalent: (i) every matrix in the semigroup has at least one rational eigenvalue; (ii) every matrix in the group G(κ) has at least one rational eigenvalue; (iii) there exists a character χ : G → G m , defined over κ, such that for every g ∈ G, χ(g) is an eigenvalue of g; (iv) there exists a rational map w : G → P N −1 , defined over κ, such that for all g in its domain the point w(g) is fixed by the projective automorphism defined by g.
Here and in the sequel, by a character of an algebraic group G we mean an algebraic group homomorphism (see [5, Chapter II, Section 5]), which might be the trivial one. In the case G is semisimple and defined over the reals and ⊂ G(R ∩ κ), Corollary 1.4 is contained in a theorem by Prasad and Rapinchuk [16, Theorem 1] (see also [15, Theorem 2] ). Both these works and the one by Bernik [1] use p-adic methods.
As an immediate application of the above corollary, we obtain that each Zariski-dense subgroup of GL N (κ) or of SL N (κ) (for N ≥ 2) contains a matrix with no rational eigenvalue.
An interesting case of Theorem 1.1 arises from the natural action of GL N on Grassmannians. We denote by F(r; N ) the variety of r -dimensional subspaces of a fixed N -dimensional vector space (say the group variety G N a ); alternatively, F(r; N ) is the variety of r − 1-dimensional spaces in P N −1 . Every algebraic group G ⊂ GL N acts naturally on F(r, N ); an element g ∈ G fixes a point ω ∈ F(r; N ) whenever the subspace ω is invariant for g. More generally, one can consider flag varieties: given integers 0 < r 1 < . . . < r h < N let F(r 1 , . . . , r h ; N ) be the variety classifying filtrations V 1 ⊂ . . . V h ⊂ G N a formed by r i -dimensional subspaces V i ; in particular, whenever h = 1 we reobtain the Grassmannian. Of course the group G ⊂ GL N acts naturally on the variety F(r 1 , . . . , r h ; N ) and the fixed points for an element g ∈ G are just the filtrations of invariant subspaces. Bernik's theorem (Corollary 1.3 ) is concerned with the action of an algebraic subgroup G ⊂ GL N on the maximal flag variety F(1, 2, . . . , N − 1; N ). As a corollary of Theorem 1.1 we obtain the following general statement: In the case h = N − 1, so (r 1 , . . . , r h ) = (1, . . . , N − 1), such a map can be taken to be constant.
The condition that some matrix in G has distinct eigenvalues is probably not necessary; for instance, it is not necessary in the case of the complete flag variety ((r 1 , . . . , r h ) = (1, . . . , N − 1)).
As a corollary of Theorem 1. 5 , we obtain that every Zariski-dense semigroup ⊂ SL N (κ) (or ⊂ GL N (κ)) contains a matrix whose characteristic polynomial is irreducible. As an application of the Theorem 1.6 below, we could also prove that its Galois group (over κ) is infinitely often the full simmetric group on N letters (see Corollary 1.12 for a general statement).
The proof of Theorem 1.2 and its corollaries, including Bernik's theorem, are reduced to certain diophantine equations involving linear recurrences, to be solved in finitely generated groups. Such equations could be dealt with by rather elementary methods, involving height considerations.
On the contrary, the proof of Theorem 1.1, or even just Theorem 1.5 above, makes use of completely different techniques from the theory of diophantine equations involving power sums. Such techniques, introduced by Zannier in [20] and developed by Ferretti and Zannier in [9] , lead to the results stated in Section 3. We choose, for shortness, to use these diophantine results to derive all our main theorems, including the more elementary Theorem 1.2. As a step in our proof, we shall also obtain the following The condition that V is smooth could be avoided, up to rephrasing the conclusion, which would state the existence of an unramified covering p :G → G and a morphism θ :G → V with π • θ = p.
In the case where G = G a , κ = Q, and = N is the semigroup of natural numbers, the above statement is equivalent to the original form of Hilbert Irreducibility Theorem [10, Theorem I, page 107] (see also [18, Chapter 9, Section 6]): since every connected unramified cover of G a has degree one, the conclusion in this case is the existence of a section for π . Hence our Theorem 1.6 can be viewed as a natural generalization of Hilbert Irreducibility theorem to linear algebraic groups.
When is a cyclic group, or semigroup, (so in particular G is commutative) our Theorem 1.6 is implicit in the main theorem of [9] . Theorem 1.6 is also linked with a conjecture of Zannier [21, last page], asking for the same conclusion whenever G = G N m , but under the much weaker hypothesis that is any Zariski-dense set of S-integral points, for a suitable finite set S of places of k. (This last condition, that the elements of are S-integer points, can be replaced by the assumption that is contained in a finitely generated subgroup of G(κ)). In the one-dimensional case, such problem can be solved using Siegel's theorem on integral points on curves; see [7] or [21, Ex III.10]. We note, however, that such a strengthening is not possible for non-commutative groups, as the following example proves: let V ⊂ A 1 × SL 2 be the subvariety {(y, g) : y 2 = Tr(g)} (where Tr(g) is the trace of the matrix g) endowed with the projection π : V → SL 2 . It is immediate to check that the set := π(V (Z)) (i.e. the set of matrices with integral entries, whose trace is a perfect square) is dense in SL 2 , and nevertheless V → SL 2 is a (connected) ramified cover of SL 2 .
For another result of the type of Theorem 1.6, see also [8, Theorem 1] ; actually the techniques introduced in [8] indirectly play a role in the present paper.
As we said, our results are connected with (and generalize) Hilbert Irreducibility Theorem, although they do not seem to be a direct consequence of it. To further explore this connection we need a definition, drawn from [18, Chapter 9, Section 1]. Definition 1.7. Let κ be a field of characteristic zero, X be an irreducible algebraic variety defined over κ. We say that a subset ⊂ X (κ) is κ-thin if there exists an algebraic variety Y and a morphism π : Y → X defined over κ such that (a) is contained in π(Y (κ)), (b) the generic fiber of π is finite and π has no rational section over κ.
The attentive reader would note that Serre's definition actually is the above one with X = P N or X = A N . A generalization of Hilbert Irreducibility Theorem [18, Chapter 9] then states that P N (κ) (and A N (κ)) is not κ-thin, when κ is finitely generated over Q.
Consider for instance Corollary 1.4 : let us show a deduction of a weak form of property (iii) in the corollary from condition (ii), using Hilbert Irreducibility Theorem. Let V ⊂ G × G m be the closed subvariety formed by the pairs (g, λ) where λ is an eigenvalue of g and let π : V → G be the projection on the first factor. Note that V has the same dimension as G. Condition (ii) is equivalent to the morphism p being surjective on the set of rational points, i.e. to the equality π(V (κ)) = G(κ). If G is a κ-rational variety (it is always rational over a suitable finite extension of κ, see [5] ), the set G(κ) is not thin in the above sense; hence the variety Y must have a component on which the morphism π has degree one, so π admits a rational section g → (g, χ(g)) defined over κ: this is conclusion (iii), up to the fact that χ is a character; this last property, however, follows from general algebraic group theory (see Proposition 4.9).
The main novelty in Corollary 1.4 is that it suffices that π(V (κ)) covers the rational points in a Zariski-dense semigroup to deduce the existence of such a section. To obtain such a conclusion, one can apply Theorem 1.1 (or Theorem 1.6, as we shall do), although, as we already said, in this particular case the proof is technically simpler than the proof of Theorem 1.1 in general.
A corollary of Theorem 1. On the other hand, it is clear that non-simply connected linear algebraic groups always admit thin Zariski-dense subgroups. In fact, if G is not simply connected, it admits an unramified cover π : G → G, with deg(π ) > 1, which is also a morphism of algebraic groups over κ. Since the group G (κ) is Zariski-dense in G [5, 18.3] , the subgroup := π(G (κ)) is κ-thin and Zariski-dense in G.
As we remarked, every subgroup of GL N acts naturally on the projective space P N −1 . Corollary 1.4 states that if every element of the semigroup ⊂ G(κ) has a rational fixed point (where G is connected and is Zariski-dense in G), then every element of g ∈ G(κ) has a rational fixed point, and such a fixed point can be chosen as the image at g of a given rational map. The following example shows that such a rational map cannot be always taken to be constant, i.e. there might exist no fixed point in P N −1 for the whole group G, so no vector which is an eigenvector for each g ∈ G.
Example 1.9. Let C ⊂ P 2 = X be a smooth conic defined over κ and let G be the group of projective automorphisms of P 2 leaving C invariant (it is always isomorphic over the algebraic closureκ of κ to the linear group PGL 2 ). Put = G(κ) and let γ ∈ be one of its elements; we want to prove that γ has at least one rational fixed point in P 2 . Recall that C is isomorphic overκ to P 1 , and each element of G(κ), apart from the identity, has exactly one or two fixed points on C(κ). If the automorphism γ , which is defined over κ, has just one fixed point on C(κ), such a point must be rational; if otherwise it has two fixed points x 1 , x 2 ∈ C(κ), these points are either both rational or quadratic conjugates. In any case, the pair of tangent lines to C through x 1 , x 2 is a singular conic defined over κ, and invariant under γ . Its only singular point, which is the intersection of the two tangent lines, is necessarely rational, and is fixed by γ . So, in any case, γ has a rational fixed point, but of course there is no point on P 2 which is fixed by the whole action of G.
A modification of the above example will be used to show that the hypothesis of the projectivity of X cannot be omitted from Theorem 1.1, if one wants the conclusion (ii): Example 1.9 bis. Let ⊂ PSL 2 (R) be a finitely generated, discrete, Zariski-dense subgroup with no parabolic elements. (Such subgroups exist: for instance they arise as fundamental groups of hyperbolic compact Riemann surfaces. Indeed, such a Riemann surface can be realized as the quotient of the Poincaré upper half-plane by the canonical action of a Fuchsian subgroup of PSL 2 (R). The compacteness of the quotient implies that has no parabolic elements.) We let act both on P 1 and on the symmetric square of P 1 , which is isomorphic to P 2 , so we embed it into PGL 3 . Its action on P 2 preserves the image C ⊂ P 2 of the diagonal of (P 1 ) 2 , which is a smooth conic in P 2 ; we are then in a particular case of the situation of Example 1.9 above. Since is a finitely generated group, there exists a finitely generated field κ over which every element of , viewed as an element of PGL 3 (or of PSL 2 ), is defined. As observed in Example 1.9, each element of PSL 2 (κ), hence every element of , has a κ-rational fixed point in P 2 . If γ ∈ PSL 2 (κ) is not parabolic, then it has a fixed point in the complement of C. Put X := P 2 \ C. Since has only non-parabolic elements, each γ ∈ has a rational fixed point in X (κ); neverthless there are (parabolic) elements in PSL 2 (κ) which have no (rational) fixed points in X (but only in C(κ)).
We now show that the hypothesis on the connectedness of the Zariski-closure G of in Theorem 1.1 (or in Corollary 1.3) cannot be removed: Example 1. 10 . Let κ = Q be the field of rational numbers. Consider the disconnected subgroup G of GL 2 , defined over Q, formed by the matrices of the form λ 0 0 µ or 0 λ µ 0 , for nonzero λ, µ. Let ⊂ G(Q) be the subgroup formed by the matrices of G(Q) whose entries are squares in Q. It is easily checked that is indeed a subgroup, that it is Zariski-dense in G and that each matrix g ∈ has its eigenvalues in Q. Neverthless, G admits no character χ such that χ(g) is always an eigenvalue of g. An application of Theorem 1.5 concerns semigroups of endomorphisms of compact tori R N /Z N , where as usual Z N denotes the lattice of integral points in Ndimensional Euclidean space R N . An endomorphism of a torus R N /Z N , viewed as a topological group, is induced by the multiplication on R N by a N × N matrix g with integral entries. Such an endomorphism is surjective if and only if g ∈ GL N (Q), and is an automorphism if and only if g belongs to GL N (Z). We shall identify N × N matrices with integral coefficients with endomorphisms of the torus, and shall denote by End(R N /Z N ) the semigroup of such matrices (or endomorphisms). Let g ∈ GL N (Q) be such a matrix (so that g has integral coefficients); the invariant circles on the torus R N /Z N for g correspond to Q-rational fixed points for the projective automorphism that g defines on P N −1 (recall that P N −1 is the set of lines in a N -dimensional space, and that its Q-rational points correspond to lines defined over Q). More generally, r -dimensional invariant subtori correspond to rational points in the Grassmannian F(r; N ). A particular case of Theorem 1.5 can be restated as follows: 
In the above formula 1 N stands for the unit matrix in GL N and the coefficients of the polynomial on the right-hand side are the invariants of the matrix g; they are expressed by regular functions on the group variety G. If, for instance, G = SL N , it is easily checked that the characteristic polynomial is irreducible and its Galois group is the full simmetric group on N elements; on the other hand, the characteristic polynomial of SO(3), or any group conjugate to it over GL 3 (C), is reducible, being divisible by (T − 1): this fact, remarked also in [2] , gives a further explanation for Example 1.9. Corollary 1.12. Let G ⊂ GL N be a connected algebraic subgroup, defined over the finitely generated field κ. Let P(T, g) ∈ κ [G] [T ] be the characteristic polynomial associated to the algebraic group G and let G be its Galois group over κ [G] . For every Zariski-dense semigroup ⊂ G(κ), there exists a matrix γ ∈ whose splitting field over κ has a Galois group isomorphic to G.
The paper is organized as follows: the proof of our main theorems will be given in Section 5. The next section, on specializations of finitely generated rings, is purely technical. The key result of that section is a theorem of Masser, enabling to reduce the general case of a finitely generated field to the number field case. In Section 3, we present a new result on exponential diophantine equations which is the main arithmetic ingredient in the proof of Theorem 1. 1 . It consists of a (sightly more general) reformulation of a recent theorem of Ferretti and Zannier [9] , which in turn generalizes Zannier's solution to the Pisot's d-th root conjecture [20] . It is the key step for the proof of Theorem 1.6 , which in turn will be used to derive all the other statements. The geometric tools needed in the proofs of our main theorems will be developped in Section 4.
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Specializations
Some of our proofs will need results from height theory, which will be used after specializing to number fields.
First of all let us recall some standard notation on absolute values and heights (see also [18, Chapter 2] ). Let L be a number field, M L its set of places and S ⊂ M L a finite subset containing all the archimedean ones. We choose normalizations, denoted | · | ν , of the absolute values at every place ν ∈ M L in such a way that the product formula
holds for every nonzero x ∈ L (here the product runs over all the places of L) and the absolute logarithmic Weil height reads 
and O * S the group of S-units, i.e. the unit group of O S . As in the previous section, κ ⊂ C denotes a subfield of the field of complex numbers, finitely generated over the field Q of rational numbers. If it is an algebraic extension of Q, then it is a number field; otherwise, it is a transcendental extension of some number field L, regular over L, i.e. a function field over L. Let R ⊂ κ be an integrally closed finitely generated subring of κ; then the subring of R formed by the algebraic numbers in R is a ring of S-integers O S ⊂ L. The ring R is the ring of regular functions on a (integral model of a) normal irreducible algebraic variety X Actually the condition that R be integrally closed can be omitted, as it is in [11] , the general case following easily from the particular case of integrally closed rings.
Every point x ∈ X (L) gives rise to a specialization R →L, by putting f → f (x). Its image is a number field, written L(x), containing L. For this reason, an algebraic point x ∈ X (L) will also be called a specialization.
Definition 2.2.
We shall say that a specialization x ∈ X (L) is good if it is injective on the group R * .
Our aim is to prove the existence of a "large" set of good specializations. For this purpose we use a result of Masser [13] .
We imbedd the affine variety X in an affine space A N , in such a way that its projection on the first s coordinates is a finite map (of course s = dim(X )). The imbedding X → A N defines a (logarithmic) height function enabling to define the height of every algebraic point in X (L): see [18, Chapter 2]. Such a height will depend on the given imbedding, but its fundamental property, i.e. the finiteness of points of bounded degree and height, will always hold (Northcott's theorem [18, Section 2.4]). We shall speak of a height function h : X (L) → R to mean the height corresponding to some fixed imbedding as above.
Following the notation of Masser [13] , we denote by
≤ h which are NOT good specializations. Also, for every finite set T ⊂ X we denote by ω(T ) the degree of a minimal hypersurface of A N , not containing X , but containing T . The Theorem in [13, Section 5] reads:
Lemma 2.3. For each d there exists a number C, depending on R and d, such that for every
We recall that in the particular case where X is a curve, a much stronger result is known: Bombieri, Masser and Zannier proved a bound for the set of bad specializations, outside a proper Zariski closed set [3] . From the above Lemma 2.3 we then obtain in particular the existence of infinitely many good specializations, as proved also by Rumely [17] . In this work, however, we shall need the full strength of Masser's theorem, which goes beyond the existence of one (or infinitely many) good specializations. We shall use Lemma 2.3 through the following: 
Corollary 2.4. Consider as before the finite map p
Let us denote by T (H ) the set of points in T whose height is ≤ H . Hence, to prove that T is not thin it suffices to prove that:
For every positive number c the set T (H ) contains at least cH (s+1/2)[L:Q] logH points of height ≤ H, provided H is large enough with respect to c.
We shall prove this claim.
(depending only on the map p). Consider the set p −1 (T (H )); it contains all the points of the form
Moreover, its degree cannot increase, hence it is still bounded by c 3 log(H ) r 2 . We then obtain that the complement of T (H ) (in the set of points of A s (L) of height ≤ H ) is contained in a hypersurface of A s of degree ≤ c 3 (log(H )) r 2 . By Bezout's theorem, the intersection of p(S(H )) with every line in A s contains at most deg( p(S(H ))) ≤ c 3 (log(H )) r 2 points. Consider the set of lines parallel to the x s -axis: they are given by the system of equations 
log(H )) r 2 points outside T (H ). Hence the number of points in
Q] log H as soon as H is sufficiently large.
Exponential diophantine equations
In the proof of our main theorems, we shall encounter diophantine equations involving linear recurrence sequences. For the general theory of linear recurrence sequences we refer to the survey paper by van der Poorten [14] and to the more recent one by Schmidt [19] ; we just recall here that such sequences are given as function y : N → C by an expression of the form
where the roots α 1 , . . . , α k are nonzero pairwise distinct complex numbers and the coefficients p 1 , . . . , p k are polynomial functions. Both the roots and the coefficients are uniquely determined by the sequence. The "degree in n" of y is the maximum of the degrees of the polynomials p i (X ). We shall sometimes extend the domain of a linear recurrent sequence to the set Z of all integers, by the same formula.
Due to the explicit expression (3.1), linear recurrence sequences are also named exponential polynomials.
In case k = 1 and p 1 is a nonzero constant we say that y is a geometric progression; in that case it takes the form y(n) = β · α n , for α, β ∈ C * .
The occurrence of linear recurrence sequences in this work is due to the fact that for given matrices g, h ∈ GL N , each entry of the product matrix h · g n is a linear recurrence sequence in n. Hence, for instance, the conditions that all matrices of the semigroup generated by two matrices h, g have a rational eigenvalue implies the existence of rational solutions to certain diophantine equations involving exponential polynomials. We shall later describe more deeply the relation between algebraic groups and exponential polynomials.
Actually we shall eventually need a generalization of the above notion to exponential polynomials in several variables.
As in the previous section, we let κ ⊂ C be a finitely generated field of characteristic zero. The symbolκ will denote the algebraic closure of κ inside C. We shall consider only exponential polynomial of the form (3.1) with coefficients in κ[X ] and roots inκ * . The Galois group Gal(κ/κ) acts canonically on the ring of such exponential polynomials: namely, if y is an exponential polynomial given by the formula (3.1) and σ ∈ Gal(κ/κ) then we define y σ to be the exponential polynomial
Here, for a polynomial p(X ) ∈κ[X ], p σ (X ) denotes the polynomial obtained by applying the automorphism σ to the coefficients of p(X ).
We have the following fact: (i) y is fixed by the Galois group Gal(κ/κ);
(ii) the function y : N → C takes values in κ at each point n ∈ N; (iii) the function y : N → C takes values in κ at infinitely many points n ∈ N.
To explain the requirement that the roots belong to a given torsion-free multiplicative group, recall that the celebrated Skolem-Mahler-Lech theorem (see for instance [14, 3.6 .1]) asserts that if a linear recurrence sequence y, with roots in a torsion-free group, has infinitely many zeros, than it vanishes identically. This fact will be crucial in many parts of the proofs of our statements in this section.
Proof of Lemma 3.1. The implications (i)⇒(ii)⇒(iii) are trivial. Let us prove that (iii) implies (i). Let σ ∈ Gal(κ/κ) be a Galois automorphism. Since the equation y(n) − y σ (n) = 0 has by hypothesis infinitely many solutions, the left-hand side is identicaly zero by the Skolem-Mahler-Lech theorem. Hence y σ = y as wanted.
Definition 3.2.
Let κ, U be as in the above lemma and suppose moreover that U is finitely generated. We let R κ,U be the ring of exponential polynomials satisfying the equivalent conditions of Lemma 3.1.
The ring R κ,U turns out to be a domain. It is isomorphic to the κ-algebra κ[G a × T], for a suitable κ-torus T. Such a torus is split, i.e. isomorphic to G r m (where r = rank(U )), if and only if U ⊂ κ * . We notice at once that, for a field extension κ /κ, the tensor product R κ,U ⊗ κ κ is isomorphic to the ring R κ ,U . In particular
The first result in this section (Theorem 3.3) concerns algebraic equations involving exponential polynomials to be solved in the finitely generated field κ. Theorem 3.6 is its natural generalization to several variables.
In the sequel, we shall often write y(n) to denote the function y : N → κ sending n → y(n). Accordingly, we shall also write f (T, n) to denote a polynomial in T , with coefficients in the ring R κ,U : this notation is justified by the fact that the elements of the ring R κ,U can be viewed as κ-valued functions in the variable n ∈ N. Of course, whenever n is a given natural number, then f (T, n) will be a polynomial in κ[T ]. We think that this ambiguity creates no problem, since it will be clarified by the context.
The following statement will be derived from [9, Theorem 1.1] (which will be explicitely stated later as Proposition 3.7): Theorem 3. 3 . Let the finitely generated field κ and the finitely generated torsionfree multiplicative group U ⊂κ * be as before. Let 
where
Suppose that for every positive integer n ∈ N there exists a solution t ∈ κ * to the equation
Then there exists an exponential polynomial t ∈ R κ,U such that for each n ∈ N with n ≡ 0 (mod d!):
In general the condition n ≡ 0 (mod d!) cannot be omitted:
Example 3. 4 . Let κ = Q be the field of rational numbers, U = {2 n : n ∈ Z} be the cyclic multiplicative group generated by the integer 2. Take for f the reducible polynomial
Clearly, it has a root in U ∩ κ * = U for all choice of an integer n ∈ Z, but no "functional root" in R Q,U . On the contrary, it has four functional roots
,U , where U is generated by
If one replaces n by 2n in f (T, n), then one obtains functional solutions already in R Q,U .
As we mentioned, we shall actually need a generalization to linear recurrence sequences in several variables. Neverthless, the main technical points of the proof appear already in the one variable case. From the above Theorem 3.3 we shall deduce quite formally its natural generalization to several variables (Theorem 3.6 below). In order to state such a generalization we need some more notation. Let h ≥ 1 be an integer; we denote by R ⊗h κ,U the ring of polynomial exponential functions in h variables, with roots in U . It can be formally defined as the h-fold tensor product
its elements are polynomial exponential functions in h variables, i.e. expressions of the form
Again, we require the invariance under Galois conjugation over κ.
According to the previous notation, we shall write f (T, n) to denote a polynomial in T with coefficients in a ring
We shall repeatedly use the following remark: 
has a rational solution t ∈ κ, there exists an exponential polynomial
One could prove, under the hypotheses of Theorem 3.6, the existence of a functional solution to equation
Neverthless, such an exponential polynomial might not exist in the ring R ⊗h κ,U (see Example 3.4). We now state, with our notation, a particular case of Theorem 1.1 in [9] :
number field, U ⊂L * a finitely generated torsion-free multiplicative group, invariant under Galois conjugation over L. Let f (T, n) ∈ R L ,U [T ] be a monic polynomial with coefficients in the ring of exponential polynomials. Suppose that for all but finitely many integers n
has a rational solution t ∈ L. Then there exists an exponential polynomial t with algebraic roots and algebraic coefficients, such that identically f (t(n), n) ≡ 0.
There are three main differences between the result above and our statements: (1) we claim in Theorems 3.3, 3.6 that the functional solutions belong to the same ring R κ,U , up to restricting to the arithmetic progression n ≡ 0 (mod d!); (2) we work with exponential polynomials in several variables; (3) we do not suppose that our finitely generated field κ is a number field.
We begin by solving the first problem, via the following three elementary lemmas; they will allow to deduce Proposition 3.12 below from Proposition 3.7; Proposition 3.12 will represent the number field case of Theorem 3.6 for h = 1: Suppose there exists a functional solution t to the equation f (t, n) ≡ 0, as in the statement of the lemma; let U be the multiplicative group generated by its roots and let D be the order of the torsion part of the group generated by the two groups U, U . Then the exponential polynomial t defined by t (n) := t(Dn) has its roots in a finitely generated torsion-free group U ⊃ U . The ring Rκ ,U corresponds to thē κ-algebra of a connected commutative group H of the form H := G a ×G r m , where r = rank(U ); also the inclusion Rκ ,U → Rκ ,U corresponds to a surjective algebraic group homomorphism p : H → H . Since t is algebraic over Rκ ,U , by Lemma 3.10 we can take U such that the index [U : U ] is finite. Hence r = r , H = H and p : H → H is an isogeny. Also, the exponential polynomial t ∈ Rκ ,U gives a morphism θ :
We want to bound the degree of a minimal isogeny p : H → H for which there exists a morphism θ : H → V as above. Let V be the image θ(H ) of H in V ; it is an irreducible variety. Then we have the double inclusion ofκ-algebras: We finally arrive at the number-field version of Theorem 3.6, for h = 1; 
as having coefficients in RL ,U . Remember that the latter is theL-algebraL[G a × G r m ], where r = rank(U ). By Proposition 3.7 and the above Lemma 3.11 there exists an exponential polynomial t ∈ RL ,U , satisfying the equation
The proof will be finished once we know that for at least one solution to f (t(n), d!n) ≡ 0, the exponential polynomial t lies in R L ,U . Suppose not; we wish to obtain a contradiction. First notice that the Galois group Gal(L/L) acts on the set of such solutions, which is so invariant. For every t ∈ RL ,U , let r (t) be the multiplicity of the solution t to the equation
ranging over all the solutions t, divides
(Observe that it has indeed its coefficients in R L ,U , not only in RL ,U , because of the invariance of the set of solutions under Galois conjugation). By Lemma 3.1, each such exponential polynomial takes values in L at only finitely many integral points n ∈ N. Now, putting
we arrive at a contradiction with Proposition 3.7: the equation g(t, n) = 0 has, for all large n, a rational solution, nevertheless it admits no functional solution, even with arbitrary algebraic roots and coefficients.
Our next goal is to pass from number fields to arbitrary finitely generated fields. For this purpose, we shall use the results of the preceding paragraph, especially the specialization Lemma 2.3 and its corollary.
Let U be a finitely generated torsion-free multiplicative group of rank r . Given a basis (u 1 , . . . , u r ), it can be identified with the group Z r . For an element α ∈ U , written as α = u a 1 1 · · · u a r r , the height of α, with respect to the given basis, is by definition the integer |a 1 | + . . . + |a r |. Of course, for each given basis and each number K , there exist only finitely many elements of U of height ≤ K , with respect to the given basis. Also, for every basis, the height of a product is bounded by the sum of the heights of the factors. Lemma 3. 13 . Let U ⊂ C * be a finitely generated torsion-free group, endowed with a basis. Let y 1 , . . 
. , y d be exponential polynomials with roots in U and consider the monic polynomial g(T, n)
= T d + y 1 (n)T d−1 + . . . + y d (n).
Let K be an integer larger then the height of each root and the degree in n of each exponential polynomial y 1 , . . . , y d . Suppose t is an exponential polynomial, with roots in U , satisfying g(t, n) ≡ 0. Then the height of each root of t is ≤ K . Also, the degree in n of t is also bounded by K .
Proof. Representing the elements of U as vectors in Z r , consider the convex hull of the set of roots of t. Let α be a vertex of this convex set which is also of maximal height. Then the root α d does appear in the expansion of t d . Since it simplifies in g(t, n), it must be equal to some product α 1 · · · α j of j ≤ d − 1 roots of t and a root β of some y i . The height of each root α 1 , . . . , α j is bounded by the height of α, while β has height ≤ K ; then the height of α must also be ≤ K . Having bounded the height of each vertex by K , we obtain the same bound K for the convex hull, containing all our roots. The argument to bound the degree in n follows the same pattern (but is simpler since the totally ordered semigroup N replaces the group Z r ).
We are now ready to prove Theorem 3.6, at least in the particular case where (1) h = 1 and (2) U ⊂ κ * .
Proposition 3.14. Let κ be a finitely generated field, U ⊂ κ * be a torsion-free multiplicative group. Let f (T, n) ∈ R κ,U [T ] be a monic polynomial of degree d ≥ 1. Suppose that for each n ∈ N the equation f (t, n) = 0 has a solution in κ. Then there exists an exponential polynomial
t ∈ R κ,U such that identically f (t(n), d! · n) ≡ 0.
Proof. Write f (T, n)
. Let R ⊂ κ be a finitely generated integrally closed ring containing all the coefficients of all the polynomials p i, j with i ∈ {1, . . . , d}, j ∈ {1, . . . , k i }. Suppose also that its group of units R * contains U . Then R is the ring of regular functions on some affine normal variety X over some ring of S-integers of a number field L (see Section 2). Accordingly, the exponential polynomials y i (n) can also be viewed, for each n, as regular functions on X ; alternatively, the elements of R κ,U can be viewed as functions on N × X . For x ∈ X (L) we shall consequently write y i (n)(x) to denote the corresponding specialized exponential polynomial (or, if n is a given number in N, y i (n)(x) will be the corresponding algebraic number). The exponential polynomial y i (n)(x) will have its roots in U (x) := {α(x) : α ∈ U } ⊂ L(x) * . (Here, as usual, L(x) ⊂L denotes the residue field at the point x ∈ X (L)). We also write f (T, n)(x) to denote the polynomial
Let x ∈ X (L) be a given point (i.e. a specialization). Then Proposition 3.12, applied with L(x) instead of L, assures that there exists a functional solution t
Suppose from now on that x is a good specialization, i.e. one that is injective on R * ⊃ U (see Definition 2.2). Observe that the basis u 1 , . . . , u r of U gives by specialization a basis u 1 (x), . . . , u r (x) of U (x); also, the specialization map U → U (x) preserves the height (with respect to these bases). Since the heights of the roots of t x (n) are bounded independently of x, by the previous lemma, we have only finitely many possibilities for the elements α ∈ U such that for some good specialization x, α(x) is a root of t x . For the same reason, the degree in n of the polynomial coefficient of t x is also bounded independently of x. Let K be a bound for the degree in n of t x and for the height of its roots, uniform in x ∈ X , and let α 1 , . . . , α l be all the elements of U having height ≤ K .
We search for an exponential polynomial t ∈ R κ,U of the form Finally we remove the hypothesis that U ⊂ κ * , proving Theorem 3.6 with h = 1: Proposition 3. 15 . Suppose κ is a finitely generated field, U ⊂κ * a torsion-free finitely generated multiplicative group, invariant under Galois conjugation. Let f (T, n) ∈ R κ,U [T ] be a monic polynomial. Suppose that for each n ∈ N the equation f (t, n) = 0 has a solution in κ. Then there exists an exponential polynomial
Proof. The deduction of Proposition 3.15 from 3.14 parallels the proof of Proposition 3.12. We only sketch the argument. We deduce from 3.14, applied with κ(U ) instead of κ, the existence of a functional solution t ∈ R κ(U ),U ; if such a solution is not in R κ,U , then it takes values in κ only for finitely many values of n ∈ N. Then dividing the polynomial f (T, d! · n) by the product of binomials (T − t σ ), where t σ are the Galois conjugates of t, we apply again Proposition 3.14 to the quotient polynomial.
Before proving the full Theorem 3.6, in several variables, it will be useful to give a geometric formulation of the just proved Proposition 3.15: Proof. First of all we can view H as an algebraic subgroup of GL N , for some integer N ≥ 2, defined over κ. So, its elements will be considered as N × N matrices. In particular the elements of will be matrices in GL N (κ).
it is an affine variety, birationally isomorphic to V . The minimal equation for ϕ j is given by a monic polynomial
be the product of the minimal polynomials for ϕ 1 , . . . , ϕ m . Let γ ∈ be a generator of ; replacing if necessary γ by some power of it, we can suppose that its spectrum generates a torsion-free subgroup inκ * (and since H is connected, every power of γ still generates a Zariski dense semigroup). The polynomial f (T, γ n ), which will be denoted for simplicity f (T, n), will have its coefficients in a ring R κ,U , for a suitable torsion-free finitely generated group U ⊂κ * , invariant under Galois conjugation. Proposition 3.15 assures the existence of a functional solution t ∈ R κ,U to the equation
R κ,U , it acts on R κ,U by sending the exponential polynomial y ∈ R κ,U to the exponential polynomial y , where y (n) := y(d!n) (see Remark 3.5). The functional solution t corresponds to a section θ : H → V satisfying π • θ = µ. Also, since κ[H ] is integrally closed, θ * can be continued to κ [V ] , so the morphism θ lifts to a regular map H → V , obtaining the required section. In another language, the polynomial f (T, z, n) defines a hypersurface V ⊂ A 1 × Z × H , which is naturally endowed with projections π 1 : V → Z and
Lemma 3.17. Let κ, U be as before; let H = G a × T be a commutative algebraic group defined over κ such that the ring R κ,U is isomorphic to the κ-algebra κ[H ].
Let Z be an affine algebraic variety, also defined over κ, and let f (T, z, n) ∈ κ[Z ]⊗ κ R κ,U [T ] be a polynomial, monic in T , with coefficients in the ring
The lemma says that the (possible) sections of π are parametrized by a κ-variety W , endowed with a projection p : W → Z , whose rational points correspond to sections defined over κ. More precisely, the possible sections of π 2 over π
Proof. First of all, we know that the degree in n of any possible functional solution is bounded by the degree in n of the polynomial coefficients of f (T, z, n); let K be such a bound.
Consider first the case where U ⊂ κ * . In this case we argue as in the proof of Proposition 3.14; write an unknown functional solution as
[X ] will be of the form
The condition that for a given z 0 ∈ Z (κ) the exponential polynomial (3.6) be a functional solution to (3.5) amounts to an algebraic condition on the unknown coefficients a 0, j (z 0 ), . . . , a K , j (z 0 ) of the polynomial p j . Also, since we are supposing for the moment that all the roots α 1 , . . . , α l are κ-rational, the exponential polynomial (3.6) will belong to the ring R κ,U (i.e. will be fixed by Galois conjugation over κ) if and only if the l(K + 1) coefficients a i, j are all κ-rational. Hence the requested variety W will be simply constructed as the closed subset of A l(K +1) × Z formed of the pairs
The projection p : W → Z will be the natural projection on the second factor; it is a morphism of finite degree since for each choice of z 0 ∈ Z (κ), the specialized polynomial f (T, z 0 , n) will admit at most deg T ( f ) functional solutions in Rκ ,U .
In the general case, when not all roots are rational, we must argue slightly differently. For each index 0 ≤ i ≤ K , write the (unknown) exponential polynomial t(z, n) as
for suitable (unknown) exponential polynomials t 0 , . . . , t K of the form
Then t(z, n) is fixed by Galois conjugation if and only if each t i has this same property. Now notice that each exponential polynomial t i (z, n) always satisfies a linear recurrence relation defined over κ, of order l (see [14, Section 2] ); by this we mean that such a recurrence holds independently of the unknown coefficients a i, j . Hence, by Lemma 3.1, in order that t i (n, z) be fixed for the Galois action over κ, it is necessary and sufficient that it takes κ-rational values at the l consecutive points n = 0, 1, . . Proof of Theorem 3. 6 . We argue by induction on h; the case h = 1 is just Proposition 3. 15 . Then suppose Theorem 3.6 holds for exponential polynomials in h − 1 variables. Our argument mimics the one in the proof of Proposition 3. 15 . Namely, we bound a priori the possible roots (and the degree) of a functional solution t with respect to the last variable n h . Again, we fix a basis for the torsion-free multiplicative group U , so that we can speak of the height of any element in U . The crucial observation is that, for every given vector (n 1 , . . . , n h−1 ) ∈ N h−1 , the roots of the exponential polynomial (n → y i (n 1 , . . . , n h−1 , n) ) belong to a fixed set, independent of (n 1 , . . . , n h−1 ). So, by Lemma 3.13, the height of any possible functional solution to (3.4) is bounded independently of (n 1 , . . . , n h−1 ); the same holds for the degree in n h of its polynomial coefficients. Let {α 1 , . . . , α l } be the corresponding set of possible roots; up to adding, if necessary, their conjugates, we can suppose that the finite set {α 1 , . . . , α l } is invariant by Galois conjugation over κ. Let K be a bound for the degree of the polynomial coefficients of t in n h (for any possible functional solution). We search for exponential polynomials of the form
have degree ≤ K , and their coefficients depend on (n 1 , . . . , n h−1 ). We apply Lemma 3.17, with Z = H h−1 , constructing an affine κ-algebraic variety W and a morphism p : W → H h−1 with the property of Lemma 3. 17 .
Then, up to changing W by a variety birationally equivalent to it, we can suppose W ⊂ A 1 × H h−1 is given by a single monic equation of the form  g(T, n 1 , . . . , n h−1 ) = 0, where g(T, n 1 , . . . , n h−1 
The hypothesis of Theorem 3.6 implies that for every (n 1 , . . . , n h−1 ) ∈ N h−1 , there exists a rational solution s ∈ κ to the equation
The inductive hypothesis implies the existence of a functional solution s ∈ R
. This corresponds to a section for p: in other words, the unknown coefficients of p 1 , . . . , p l can be written as exponential polynomials in h −1 variables (n 1 , . . . , n h−1 ), which implies that t can be written as an exponential polynomial in h variables, as wanted.
Auxiliary results on linear algebraic groups
We collect and prove in this section some lemmas of geometric nature to be used in the proof of our main theorems. As in the previous sections, κ will be a fixed finitely generated field imbedded in the field C of complex numbers. This is already known; a proof can be found for instance in [1, Section 1]. We give here an alternative proof, closer in spirit to the techniques involved in the present paper.
Proof. Let¯ be the Zariski closure of in GL N . Clearly it is a semigroup; to prove it is a group, it suffices to show that it is closed under the map g → g −1 .
Let g ∈¯ ; then its positive powers all belong to¯ ; we now show that under this hypothesis its negative powers too belong to¯ . This amounts to showing that every regular function on GL N , vanishing on the positive powers of g, also vanishes on the negative ones. Now such a function can be written as a polynomials function of the entries of the matrices of GL N , possibly divided by the determinant function. Since the entries of the powers g n of g are linear recurrent sequences in n, every regular function on GL N , calculated in the sequence g n , is a linear recurrent sequence of the variable n. Hence, if it vanishes for all positive n, it also vanishes for negative n. Proof. By [5, Theorem 5.1], H is the stabilizer of a point P ∈ P M (κ) for a suitable immersive linear representation of G in GL M+1 defined over κ. Then, considering G imbedded in GL M+1 and acting canonically on the projective space P M , each element g ∈ G such that g n ∈ H for an integer n corresponds to a matrix g such that g n fixes the point P. Let n = n(g) be the minimal positive integer with such property and suppose it is > 1. Then g does not fix P, nor does any power g m with 1 < m < n, but its n-th power g n does fix P. So g admits two eigenvalues whose ratio is a primitive n-th root of 1. If g is defined over κ, this implies that the n-th roots of unity have degree ≤ (M + 1) 2 over κ, and this facts gives a bound on n, since κ is finitely generated. Letting m be the least common multiple of the possible values of n we obtain an integer with the sought property.
Given an algebraic subvariety Z ⊂ G of an algebraic group G and an element g ∈ G, we shall denote by Z · g the image of Z under the right-translation by g. The following result is a generalization of Schur's theorem on finitely generated matrix groups [6, Theorem 36.2]; indeed Schur's theorem can be easily recovered from the case Z = {1 G } below:
Lemma 4.3. Let G be a linear algebraic group defined over the finitely generated field κ, Z ⊂ G be a closed algebraic subvariety defined over κ of strictly inferior dimension. Let ⊂ G(κ) be a semigroup, Zariski-dense in G.
There exists an element γ ∈ such that the algebraic group generated by γ is connected and no positive power γ n of γ satisfies Z · γ n = Z. Proof . Let H be the subgroup of G formed by the elements g ∈ G such that Z · g = Z . Clearly H is an algebraic subgroup of G. Moreover H has dimension < dim(G) if Z satisfies the same condition (which we assumed). Let us first prove the existence of an element γ ∈ such that Z · γ n = Z for all n > 0. Thanks to the previous lemma, it suffices to prove that for every m ≥ 1 there exists an element γ ∈ such that γ m ∈ H . Assume the contrary, so γ m does belong to H for some fixed m ≥ 1 and all γ . Hence would be contained in the algebraic subvariety of G defined by the condition g m ∈ H ; since is Zariski dense, G itself would be contained in such a variety, so every element of g would satisfy such a relation. To see that this is impossible, just consider a one-parameter subgroup of G not contained in H , which exists due to the hypothesis dim(H ) < dim(G). Such a subgroup contains only finitely many elements whose m-th powers lie in H , obtaining a contradiction. Replacing γ by a suitable power, the previous condition still holds and we obtain moreover an element generating a connected algebraic group.
All the previous lemmas were meant to prove the following proposition, for which we introduce one more definition: for a h- tuple (g 1 , . . . , g h ) ∈ G(C) h , G being as usual an algebraic group, we let S (g 1 , . . . , g h ) ⊂ G(C) be the set Replacing γ 1 by a suitable power of it if necessary, we can suppose that Z 1 is irreducible. If the dimension of Z 1 coincides with the dimension of G we are done, since G is connected. Otherwise, by the preceding lemma, there exists an element γ 2 ∈ such that the sets Z · γ n 2 for n = 1, 2, . . . are pairwise distinct. Again by taking a suitable power of γ 2 , we can suppose it generates a connected algebraic group H 2 . Then the Zariski closure Z 2 of the set S 2 = S(γ 1 , γ 2 ) has strictly larger dimension (since it contains infinitely many pairwise distinct subvarieties isomorphic to Z 1 ) and is connected (since it is the image of the connected variety Z 1 × H 2 under the map (g, h) → g · h). Note that Z 2 , unlike Z 1 , need not be an algebraic subgroup. After at most dim(G) steps we reach a variety Z h which has the same dimension as G, hence coincides with G; we also obtain a sequence H 1 , . . . , H h of connected algebraic groups of positive dimension generated by γ 1 , . . . , The fiber preserving automorphisms of H form a group; they are characterised by the following property: for every choice of points
The next lemma garantees that the group of automorphisms of G of the form σ , for some σ : H → H preserving the fibers of ψ, acts transitively on G. 
Proof. Let g ∈ G be a point. Write g = a 1 · a 2 · · · a h , so that ψ −1 (g) contains the point (a 1 , a 2 , . . . , a h ). We first prove that the fiber of g is isomorphic to the fiber of g := a 2 · · · a h , and that such an isomorphism can be chose to preserve all fibers: clearly the automorphism σ of H : . . , x h ) preserves the fibers and defines by restriction to ψ −1 (g) an isomorphism between ψ −1 (g) and ψ −1 (g ). (Note thatσ : G → G is the left-translation by a −1 1 ). For the same reason, there is a fiber preserving automorphism sending the fiber of g to the fiber of g := a 3 · · · a h . After h − 1 steps we obtain that the fiber of g is isomorphic, via a fiber preserving automorphism of H , to the fiber of the neutral element 1 G . By transitivity, we obtain the lemma. We first prove that the variety G is smooth. Let us first observe that the fiber preserving automorphisms σ of H induce automorphisms of G ; in fact, from ψ • σ =σ • ψ, it follows that σ * preserves the subring ψ * (κ [G] ), so also its integral closure ψ * 1 (κ[G ]). We shall denote by σ the induced automorphism of G , which satisfies σ • ψ 1 = ψ 1 • σ . Let Z be the singular locus of G and suppose by contradiction that it is nonempty. We shall prove that ψ 1 (Z ) = G, which is impossible since dim(Z ) < dim(G ) = dim(G). Suppose then that z ∈ Z is a singular point of G; let g ∈ G be any point. Choose a pre-image a ∈ ψ −1 2 (z) for z and let σ be a fiber preserving automorphism of H sending z to a point in ψ −1 (g). Then the induced automorphism σ of G sends z to a point σ (z) such that ψ 1 (σ (z)) = g. Since σ is an automorphism, σ (z) is also a singular point, so it belongs to Z , thus proving that g ∈ ψ 1 (Z ).
We now prove that the finite map ψ 1 : G → G is an unramified cover, i.e. its differential is surjective at every point of G . The proof is very similiar to the previous one. Let W ⊂ G be the (closed, proper) subset of points where the differential of ψ 1 is not surjective and suppose by contradiction it is nonempty. We shall prove that ψ 1 (W ) = G, obtaining a contradiction, since at each point of the variety W the differential of ψ 1 has rank < dim(G). Let as before g ∈ G be any point of G and w ∈ W be a point of W . As before, there exists an automorphism σ of G , induced by a fiber preserving automorphism σ of H , satisfying ψ 1 (σ (w)) = g. This proves that g ∈ ψ 1 (W ), obtaining the sought contradiction.
It remains to prove the second part of the proposition, namely the irreducibility of the fibers of ψ 2 . The generic fiber of ψ 2 : H → G is irreducible, since ψ * 2 (κ(G )) is algebraically closed in κ(H ). Every point of G has deg(ψ 1 ) preimages in G (κ). Hence there exists a point g ∈ G such that ψ −1 (g) has deg(ψ 1 ) preimages in G , and each of such preimages has irreducible fiber with respect to ψ 2 (actually an open dense subset of G of such points with this property). Then the number of irreducible components of ψ −1 (g) of such a point g equals the degree of ψ 1 . We shall prove that it is so for every other point of G. Now, since the vari- 1 (x) must be irreducible, concluding the proof.
We end this section with a result of different nature, which will be used in the proof of Theorem 1.2: it is probably well known, and can be proved in several different ways, but we cannot locate any reference to it in the literature. The proof given below follows a suggestion by U. Zannier 
Since G is an irreducible variety, the effective divisors A(g), for g ∈ G, are all algebraically equivalent, so in particular they have the same degree with respect to a projective imbeddingḠ → P N ; the same is true of the divisors B(g). So the coefficients
have only finitely many possibilities. Hence there exists a Zariski open set ⊂ G such that for every g ∈ the (principal) divisor (χ g ) = B(g) − A(g) is fixed, equal to the divisor of a function χ g 0 , for a fixed g 0 ∈ G. Then for all g ∈ the ratio χ g /χ g 0 is a constant function on G, say ρ(g). But the equality χ(gh) = ρ(g)χ (g 0 h), valid for all (g, h) ∈ × G, immediately implies the same equality for all (g, h) ∈ G × G. This, and the fact that χ(1 G ) = 1, easily implies that χ is a character.
Proof of the main theorems
Recall that κ ⊂ C always stands for a fixed finitely generated field of characteristic zero.
We now begin the proof of Theorem 1.6 , which is the crucial ingredient in the proofs of Theorems 1.1 and 1. 5 . We shall first consider a slightly different statement, which will be proved to be equivalent to Theorem 1.6: 
We obtain a functional solution in the ring R 
Consider the morphism ψ • η : H → G. We want to investigate its Stein factorization. Recall (Proposition 4.8) that ψ factors as ψ = ψ 1 • ψ 2 , where ψ 2 : H → G has irreducible fibers and ψ 1 : G → G is an isogeny (connected unramified covering). Let nowG be the affine variety corresponding to the integral closure of (
we obtain a factorization of ψ 2 • η as ψ 2 • η = η 1 • η 2 where η 1 :G → G has finite degree and η 2 : H →G has connected fibers. Now, since η : H → H is unramified, the morphism η 1 :G → G is also unramified, soG admits an algebraic group structure such that η 1 becomes an isogeny. Let p :G → G be the composite p = ψ 1 • η 1 ; it is an isogeny with respect to the above mentioned algebraic group structure onG.
Our next goal is to prove that the map λ : H → W factors as λ = θ • η 2 , for a morphism θ :G → W , so that we can obtain the commutative diagram:
This amounts to saying that λ is constant on every fiber of η 2 ; now this is clear since (1) the fibers of η 2 are connected and (2) on each fiber of η 2 the value of λ has only finitely many possibilities, since it must belong to the fiber with respect to π of a single point in G.
The above proposition can be generalized to reducible varieties V of mixed dimension. The crucial point is the following: To end the proof, we must show that it is a component of V . Now, since π • θ is unramified, V cannot be one of the components of W constructed via Lemma 5.2 from those of lower dimension in V , otherwise π (hence π • θ) would be ramified, at least over the smooth locus of the ramification divisor of π . So V is a component of V . Also, the map θ :G → V must be unramified, so V admits the structure of an algebraic group in such a way that π : V → G is an isogeny.
To prove Theorem 1.1, we begin by formulating (and proving) a weaker version. Proof. We let V ⊂ X × G be the variety of fixed points for the given action of G to X :
V := {(x, g) ∈ X × G : g(x) = x}.
It is endowed with a projection π : V → G. The hypothesis (a) assures that π is dominant, and hypothesis (b) assures that its generic fiber is finite (say of degree n).
The hypothesis (a) of Theorem 1.1 states that ⊂ π(V (κ)). Then Proposition 5.1 provides the existence of an unramified covering p : G → G and a morphism θ : G → V such that π • θ = p. Letting π 1 : V → X be the projection on the first factor, we obtain the rational map θ := π 1 • θ , which has the required property.
Hence the first conclusion of Theorem 1.1 would be proved once we show that G can be taken to be G and p to be the identity map. This is the content of the next result, of purely geometric nature. To prove both our second and third claims, we shall make use of the Proposition 4.9. Sinceχ 1 , . . . ,χ r are regular and never vanishing, they are characters ofG, by Proposition 4.9. Let nowχ ∈ {χ 1 , . . . ,χ r } be one of them. We shall show thatχ is constant in the pre-image p −1 (g) of each point g ∈ G, thus proving that one can takeG = G and for p the identity map, as wanted. Let Z ⊂G be the kernel of p; it is a finite central subgroup of order equal to the degree of p. Fromχ(zg ) =χ(z)χ(g ), valid for all z ∈ Z , g ∈G, it follows that the ratioχ(zg)/χ(g) is a fixed root of unityχ(z). Now, sinceχ(z) is an eigenvalue of p(z) = 1 G , it follows thatχ(z) = 1, soχ(zg) =χ(g) as wanted.
Proof of Corollary 1.3 . Let G be the Zariski closure of the group in GL N , let G 0 be the neutral component of G and put 0 := ∩ G 0 . The subgroup 0 ⊂ has finite index in and is Zariski-dense in the connected algebraic group G 0 ; we shall prove it is solvable, obtaining the Corollary. The hypothesis of Theorem 1.2 are satisfied with r = N , with G 0 instead of G and 0 instead of . Then by conclusion (ii) of Theorem 1.1 there exists an algebraic-group homomorphism χ : G 0 → G N m whose kernel is composed of matrices all of whose eigenvalues are equal to 1. Such a subgroup is known to be solvable; since the group G N m is also solvable, it follows that G 0 is solvable, hence so is 0 .
Proof of Corollary 1. 4 . The equivalence between conditions (i), (ii), and (iii) is contained in Theorem 1.2. It then suffices just to prove just that (iii) implies (iv) and (iv) implies (ii).
Let us suppose that (iii) holds, so there is a character χ : G → G m , defined over κ, such that, for every g ∈ G, χ(g) is an eigenvalue of g. Let r ∈ {1, . . . , N } be the "generic" value for the dimension of the kernel of g − χ(g) · 1 N , where as usual 1 N denotes the unit-matrix in GL N . This number r is also the minimal of such dimensions, for g ∈ G(κ). Then we can define a rational mapω : G → F(r; N ), to the Grassmanniann of r -dimensional subspaces in G N a , by sending g toω(g) := ker(g − χ(g)1 N ). Let H be any subspace of codimension r − 1 in G N a , defined over κ, intersecting transversally at least one r -dimensional subspace of the formω(g). Then the map ω : g →ω(g) ∩ H sends a generic element of G to a line in G N a , i.e. to a point of P N −1 ; clearly such point is fixed for the projective automorphism induced by g. Hence we have proved (iv) (assuming (iii)).
Let us now assume (iv) and want to prove (ii). It suffices to remark that a fixed point certainly exists for all g in an open dense set U of G (where ω is welldefined). For any other point g ∈ G(κ), letting C be a smooth curve on G passing to g and not lying entirely on G \ U , the restriction of the rational map ω to C can be continued to the whole curve C, hence in particular to the point g; its value in g provides a fixed point for g.
Proof of Theorem 1. 5 . This is an easy consequence of Theorem 1.1. Actually, the condition that some matrix of G has distinct eigenvalues, appearing in the hypothesis of Theorem 1.5 , assures that the natural action of G on the flag variety F(r 1 , . . . , (r 1 , . . . , r h ) = (1, . . . , N − 1) , of the maximal flag variety. In this case we can apply Corollary 1.3 , obtaining that G is solvable. Then the LieKolchin theorem [5, 10.5] assures the existence of a fixed complete flag for the whole group G.
Proof of Corollary 1.12. We follow closely [18, Section 9.2], in particular the proof of Proposition 2 therehin. We first show that the points γ ∈ G such that the Galois group (over κ) of the polynomial P (T, γ ) is not isomorphic to G is a κ-thin set. Let i . Consider the induced projection π : W → G. By construction, it has no sections. Then the set of γ ∈ G(κ) whose splitting field has a Galois group not isomorphic to G is just the image π(W (κ)) of the rational points in W , hence a κ-thin set. By Proposition 5.3 , if such a set contains a Zariski-dense subgroup, then there exists a covering p :G → G and a rational map θ :G → W with p = π W • θ . As in the proof of Theorems 1.1 and 1.2, it is easy to see that one can then choose G = G and p the identity map, concluding that π admits a section, which we excluded.
