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Abstrakt
Tato bakalářská práce je zaměřena na rekonstrukci ř́ıdkého vektoru
z jeho komprimovaného pozorováńı. Pro rekonstrukci se využ́ıvá op-
timalizačńıho problému LASSO a jeho řešeńı pomoćı proximálńıch
algoritmů. Po vytvořeńı takového algoritmu, který je schopen
p̊uvodńı signál rekonstruovat, se využ́ıvá metody Monte Carlo pro
pozorováńı závislosti chyby řešeńı na parametru lambda. U takto
źıskaného výpočtu je zjǐstěna kvadratická chyba řešeńı LASSO
vzhledem k p̊uvodńımu vektoru dat.
Vypracováńı bylo rozděleno do několika navazuj́ıćıch část́ı. Prvńım
a také nejd̊uležitěǰśım krokem bylo nastudováńı vlastnost́ı pro-
ximálńıch algoritmů a výpočet proximálńıho operátora při r̊uzných
vstupńıch funkćıch. Po takto provedené rešerši proximálńıch algo-
ritmů proběhla také rešerše vlastnost́ı optimalizačńı úlohy LASSO
a jej́ıch variant. V daľśım kroku bylo možné přistoupit k imple-
mentaci algoritmu v programovaćım jazyce a vývojovém prostřed́ı
MATLAB. Při postupné implementaci byl algoritmus upraven tak,
aby vždy zkonvergoval ke správnému nebo alespoň co nejbližš́ımu
přibližnému řešeńı optimalizačńıho problému. Z tohoto d̊uvodu byl
algoritmus rozš́ı̌ren o podmı́nky optimality, jež ukončuj́ı výpočet při
dosažeńı poměrně přesné aproximace. Dále byl algoritmus rozš́ı̌ren
o výpočet dynamické velikosti kroku, aby uživatel nemusel zadávat
tento parametr, který velice ovlivňuje celkový chod algoritmu. S
takto připraveným algoritmem mohla být použita metodika Monte
Carlo k vytvořeńı numerické simulace, jež generuje nekomprimo-
vaný ř́ıdký vektor dat, měř́ıćı matice s prvky, které maj́ı Gaus-
sovo rozložeńı a parametr lambda v zadaném rozsahu s logarit-
mickým rozděleńım. Závěrečnou fáźı této práce bylo vytvořeńı me-
tod vytvářej́ıćı analytickou předpověd’ spolu s numerickou simulaćı
pro rešeršńı účely.
Zároveň tato práce navrhuje zp̊usoby, jak může být pokračováno
s nástroji, jež byly vytvořeny v pr̊uběhu jej́ıho zpracováńı a źıskat
tak přesněǰśı výsledky.
Kĺıčová slova: MATLAB, proximálńı algoritmus, proximálńı
operátor, LASSO, Monte Carlo
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Abstract
This bachelor thesis is focused on the reconstruction of a sparse
vector from its compressed observation. For the reconstruction, the
LASSO problem is used and its solution using proximal algorithms.
After the implementation of an algorithm that is able to restore
the original signal, Monte Carlo method is used to analyze the
dependence of computation error of the lambda parameter.
Realization was divided into several parts. The very first and the
most important step was a study of the properties of proximal algo-
rithms and the evaluation of proximal operator for different functi-
ons. After the study on proximal algorithms there was also survey
on the properties of LASSO and its variants. After that is was possi-
ble to implement an algorithm using the MATLAB language and its
development environment. The algorithm was modified during the
implementation so it always converges to the correct or, at least,
approximate solution of LASSO. Because of this reason optimality
conditions were added that terminates the optimization process if
the approximation is sufficiently accurate. Then a computation of
dynamical step size was added that affects the whole algorithm so
the user does not have to choose it. This algorithm could be nu-
merically analysed using the Monte Carlo approach that generates
uncompressed sparse vector of data, random measurement matrix
with Gaussian distribution, and a lambda parameter within an in-
terval with logarithmic spacing. The last step was to study methods
for analytic prediction of the numerical simulation.
At the same time, this bachelor thesis suggests how it can be used to
continue with prepared tools that were created during this project
and how to arrive at more accurate results.
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Př́ıloha C: Změna po jedné iteraci . . . . . . . . . . . . . . . . . . . . . . . 50
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1 Úvod
V dnešńım světě, kdy źıskáváme stále v́ıce d̊uležitých a velkých dat, se projevuje
nutnost nějakým zp̊usobem źıskaná data komprimovat. Z uvedeného d̊uvodu se tato
práce zabývá právě komprimovaným vzorkováńım dat a následnou rekonstrukćı u
koncového uživatele.
Komprimované vzorkováńı se v podstatě zabývá t́ım, jak rekonstruovat signál
dat z pozorováńı, které je efektivně zkomprimováno, a to pomoćı r̊uzných př́ıstup̊u,
např. nedeterminovaných lineárńıch systémů, rekonstrukčńıch metod apod.
Bude pro to použito nového př́ıstupu rekonstrukce p̊uvodńıch dat a to pomoćı
proximálńıch algoritmů, které jsou rychlé a jednoduché na implementaci.
Základńı měřeńı odpov́ıdá funkci, viz Vzorec 1, kde jsou p̊uvodńı data x0 ∈ Cn
transformována měř́ıćı matićı A ∈ Cm·n, kde m je počet řádk̊u a n počet sloupc̊u
matice a v posledńı řadě je nutné uvažovat i náhodná data z ∈ Cm. V této práci z
reprezentuje náhodný šum, který je př́ıtomen při každém měřeńı. Takto jsou źıskaná
nová data y ∈ Cm. V obecných př́ıpadech plat́ı, že m ≥ n, ale v nich nedocháźı k
žádné komprimaci dat, př́ıpadně by i vzrostla velikost dat. Následná rekonstrukce by
se tak redukovala pouze na spočteńı inverzńı, v př́ıpadě obdélńıkové matice pseudo-
inverzńı, matice A−1 a spočteńı p̊uvodńıch dat x0. Tato bakalářská práce se zabývá
př́ıpady, kdy m < n a nelze tedy použ́ıt pseudoinverzńı matici, která existuje, ale
nemá požadované vlastnosti a muśı tedy být použit jiný př́ıstup.
y = A · x0 + z (Vzorec 1)
Dle pravidel lineárńı algebry tak existuje nekonečně mnoho řešeńı a je tud́ıž
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nemožné v tomto př́ıpadě zrekonstruovat p̊uvodńı data. Nicméně ve skutečnosti lze
data zrekonstruovat a to za podmı́nky, že p̊uvodńı vektor dat x0 je ř́ıdký, tedy
většina prvk̊u z x0 je rovna 0. Právě z popsaného d̊uvodu jsou kompresńı algoritmy,
např́ıklad pro kompresi formátu JPEG, kdy se ukládaj́ı pouze největš́ı koeficienty
diskrétńı kosinové transformace, tak efektivńı. Popsaná podmı́nka neńı jedinou nut-
nou k úspěšné rekonstrukci. Daľśı podmı́nkou je správně zvolená měř́ıćı matice A.
Např́ıklad, při volbě diagonálńı jednotkové matice, by komprimovaná data y byla
z velké části nulová. Z předestřeného d̊uvodu by pak nebylo možné rekonstruo-
vat p̊uvodńı data. Jelikož je toto téma velice studované v celosvětovém měř́ıtku,
vzniklo mnoho výzkumů, které se touto problematikou zabývaj́ı velice podrobně,
např. skripta [7]. Právě výzkumy ve světě ukazuj́ı, že má-li doj́ıt k jisté rekonstrukci,
je možné využ́ıt měř́ıćı matice o náhodných prvćıch z normovaného normálńıho
rozděleńı, tj. normálńı rozděleńı s nulovou středńı hodnotou a jednotkovým roz-




Problém rekonstrukce p̊uvodńıch dat z komprimovaného vzorkováńı se vyskytuje v
nejr̊uzněǰśıch oborech. Mezi tyto obory patř́ı strojové učeńı, zpracováńı signál̊u a
daľśı. Jeden z možných př́ıstup̊u je definovat tzv. optimalizačńı problém. Optima-
lizačńı problém je takový, kdy hledáme nejlepš́ı možné řešeńı x ze všech možných
a to tak, aby f(x) bylo maximálńı nebo minimálńı, podle zadané úlohy. Hledáme
tedy globálńı maximum, respektive minimum, na pr̊uběhu kriteriálńı funkce f(x).
Ze všech možných řešeńı se hledá právě to neǰridš́ı. Pokud by byl signál bez
jakéhokoliv šumu, tedy A · x = y, lze použ́ıt min
x∈Rn
∥x∥0. Tato norma je speciálńım
př́ıpadem normy, jenž udává celkový počet nenulových prvk̊u ve vektoru dat x.
Nulová proto, že nelze určit hodnotu nulté odmocniny ze sumy prvk̊u naležej́ıćıch
vektoru x. Ovšem tento problém je také možné, d́ıky podobným vlastnostem, trans-
formovat na ∥x∥1, jej́ıž řešeńı je výrazně jednodušš́ı. Právě kv̊uli absenci šumu se
ale muśı dále upravovat daný problém a to na tvar ∥A · x− y∥22 ≤ ϵ a vznikaj́ı tak
dvě odlǐsné optimalizačńı úlohy, kterými se bude tato práce zabývat.
Jsou to ∥A · x− y∥22 + τ · ∥x∥1 a podobný problém s mı́rně odlǐsnými vlast-
nostmi ∥Ax− y∥2+λ·∥x∥1. Prvńı z optimalizačńıch úloh, tedy ∥A · x− y∥
2
2+τ ·∥x∥1,
se skládá z f0(x) = ∥A · x− y∥22 a f1(x) = τ · ∥x∥1 a nazývá se ∥·∥
2
2 LASSO. Druhá
z úloh je ∥Ax− y∥2 + λ · ∥x∥1 a je složena opět ze dvou část́ı, f0(x) je shodné jako
v předešlém př́ıpadě, lǐśı se pouze f1(x). Ta představuje novou funkci λ · ∥x∥1 a je
nazývána ∥·∥2 LASSO.
Veškeré daľśı řešeńı je založeno na tom, že lze tyto optimalizačńı úlohy zapsat
v neomezeném tvaru. V tomto tvaru se minimalizuje obecný vstup x přes součet m





f0(x) + . . .+ fm(x) (Vzorec 2)
Nicméně, jelikož lze uvažovat jakoukoliv výše zmı́něnou funkci, může se vy-
skytnout typický problém. Některé funkce nejsou diferencovatelné. Z popsaných
odlǐsnost́ı vyplývá, že je potřeba nahĺıžet na optimalizačńı úlohy ∥·∥22 a ∥·∥2 LASSO
jako na dvě úlohy s rozd́ılným zp̊usobem řešeńı.
2.1 Optimalizačńı problém LASSO
Jednou z variant jak řešit zadáńı této bakalářské práce je použit́ı minimalizace a to
tak, že se využije neomezeného tvaru optimalizačńıho problému pouze s funkcemi f0
a f1. Jedna z těchto funkćı se nahrad́ı konkrétńım předpisem pro rekonstrukci dat.
Vznikne tak Vzorec 3. Funkce f1(x) ve vzorci je libovolná a voĺı se podle toho, jaké




∥y − A · x∥22 + λ · f1(x)
}
(Vzorec 3)
V př́ıpadě ř́ıdkého vektoru se voĺı taková funkce, která zajǐst’uje ř́ıdkost řešeńı.
Jednou z možných funkćı, jež má tyto vlastnosti, je ∥x∥1 a vzniká tak vztah popsaný
ńıže. Tento nový vztah zároveň řeš́ı dva problémy a to rekonstrukci p̊uvodńıch dat




∥y − A · x∥22 + λ · ∥x∥1
}
(Vzorec 4)
Jelikož obě funkce optimalizačńıho problému LASSO obsahuj́ı funkci normy,






∥·∥1 tak źıskáme pouze sumu absolutńıch hodnot a vzniká současně problém, jak
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bylo naznačeno v kapitole 2, tedy nediferenciovatelná funkce. Jak je logické z definice
absolutńı hodnoty a derivace, lze sestrojit nekonečně mnoho tečen v bodě, kde x = 0
a nelze tak spoč́ıtat jej́ı derivaci v daném bodě. Pro daľśı zpracováńı je d̊uležité




Jednou z možnost́ı, jak vyřešit optimalizačńı problém zmı́něný v předchoźı kapi-
tole, je využ́ıt proximálńı algoritmy a proximálńı operátory př́ıslušej́ıćı konkrétńım
funkćım optimalizačńıho problému. Př́ıkladem proximálńıho algoritmu je:
xn+1 = proxλ·f (xn) (Vzorec 5)
V tomto vzorci je f uzavřená konvexńı funkce, která splňuje f : Rm →
R ∪ {+∞}. Jelikož je proximálńı algoritmus založen na iteračńım postupu, je to
také zohledněno ve vzorci a to použit́ım indexu n. Pro n + 1 iteraci plat́ı, že se
spoč́ıtá proximálńı operátor z n kroku. Jak je vidno, proximálńı algoritmy jsou
velice výhodné, pouze pokud je výpočet proximálńıho operátoru efektivńı a velice
rychlý na výpočet. Pokud by nebylo splněno toto kritérium, pak by se mnoho času
strávilo výpočtem proximálńıho operátoru, který se muśı provádět v každé iteraci
algoritmu. Daľśı výhodou těchto algoritmů je také to, že byly navrženy pro takové
funkce, které muśı být spojité, ale nemuśı být diferencovatelné. Lze je tak využ́ıt
pro velké množstv́ı obecných problémů.
3.1 Proximálńı operátor
Jak již bylo naznačeno v úvodu této kapitoly, bude využito proximálńıho operátoru
pro výpočet nového kroku proximálńıho algoritmu. Proximálńı operátory jsou velice
d̊uležitou součást́ı a to proto, že nahrazuj́ı funkce, které jsou obt́ıžně řešitelné nebo
by jejich výpočet byl velice zdlouhavý. V př́ıpadě hladké funkce tedy docháźı k
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postupnému nalezeńı globálńıho minima.
Jelikož se v konkrétńım předpisu úlohy LASSO, viz Vzorec 4, objevuje funkce
∥x∥1, muśı být použit proximálńı operátor nazývaný ”měkké prahováńı“, dle [4] a [5].
Jedná se o velice jednoduchou funkci, kdy se vstupńı data porovnávaj́ı s parametrem
a to dle vztahu Vzorec 6.
soft(x, λ) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 x ≤ λ
x− λ x > 0
x+ λ x < 0
(Vzorec 6)
Celkovou rychlost operátoru tedy určuje zejména parametr λ, o který se
vstupńı data měńı v každém kroku. Parametry λ nám tedy udává velikost změny
od vstupńıch dat x. Pro lepš́ı pochopeńı této funkce je zařazen graf 3.1, ve kterém
se vstupńı data z intervalu ⟨−5, 5⟩ změńı maximálně o parametr λ, jenž byl zvolen
λ = 0, 5.
























data after using proximal operator
Obrázek 3.1: Pr̊uběh zvoleného proximálńıho operátoru pro λ = 0,5
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4 Dop̌redno-zpětný algoritmus
Jako hlavńı algoritmus, na který se tato práce zaměřuje, je dopředno-zpětný algorit-
mus. Jeho základńı varianta, popsaná obrázkem 4.1, použ́ıvá pevnou délku kroku.
Je to iteračńı algoritmus, kterému předá uživatel na vstupu komprimovaná data y,
měř́ıćı matici A, velikost kroku α a kompenzačńı parametr λ, pro nějž chce uživatel
źıskat konkrétńı výsledek.





S tep size - alpha
Computed data -
x
Obrázek 4.1: Schéma dopředno-zpětného algoritmu
Za pomoci těchto údaj̊u se v každém kroku poč́ıtá gradient diferencovatelné
části optimalizačńı úlohy LASSO, v našem př́ıpadě je to || y − A · x ||22. Předpis
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zmiňovaného gradientu je funkce dle Vzorec 7.
∂f0(x) = −2 · AT · (y − A · x) (Vzorec 7)
Poté se již spoč́ıtá nový vektor dat x za pomoci proximálńıho operátoru, jehož
pr̊uběh byl znázorněn v předchoźı kapitole, dle vzorce viz Vzorec 8.
xn+1 = proxλ·α(xn − α · ∂f0(xn)) (Vzorec 8)
Výpočet provedený dle předchoźıho kroku dává řešeńı postupně konverguj́ıćı k
optimálńımu bodu a to za předpokladu, že byl vhodně zvolen kompenzačńı parametr
λ.
Pro praktickou ukázku byly vytvořeny grafy v obrázku 4.2. Pro tyto ukázky
byly použity dva parametry λ, 100 a 0, 1. Následně byly náhodně vygenerovány:
vektor dat x, měř́ıćı matice A a náhodný šum z. Uvedené proměnné byly shodné
pro oba parametry λ. S takto zvoleným parametrem je pr̊uběh velice rychlý a v
cca 100 iteraćıch je algoritmus ukončen. S druhou hodnotou parametru, λ = 0, 1,
neńı algoritmus tak rychlý, jako v předchoźım př́ıpadě, proběhne cca 1500 iteraćı
algoritmu, ale jsou źıskána velice přesná data.
Jak je vidno z předložených graf̊u, je parametr λ velice významný. V prvńım
př́ıpadě, kdy byl parametr zvolen extrémně nevhodně, algoritmus nedokázal naj́ıt
přesné řešeńı, jelikož tolerance algoritmu je př́ılǐs velká. Protože algoritmus nedospěl
ke globálńımu minimu řešeńı, byla źıskána pouze část p̊uvodńıch dat a to s reduko-
vanou hodnotou a dokonce pro jeden prvek nezkovergoval v̊ubec k nule. Ve druhém
př́ıpadě již bylo nalezeno daleko přesněǰśı řešeńı a nedošlo k chybnému nalezeńı
prvku jako v předchoźım př́ıpadě.
19














































Obrázek 4.2: Ukázka stavu po pr̊uběhu algoritmu při špatně zvoleném parametru λ
4.1 Délka kroku algoritmu
Významným parametrem je délka kroku α. Pro pochopeńı fungováńı byl nejprve
implementován algoritmus s pevnou délkou kroku. Ukázalo se, že toto neńı zcela
optimálńı, jak bude naznačeno v následuj́ıćıch grafech.
Jak lze vidět grafech 4.3 na následuj́ıćı stránce, tak délka kroku má obrovský
dopad, dokonce větš́ı než kompenzačńı parametr λ. Na levém grafu, pro jehož vy-
tvořeńı byla použita přiměřená délka kroku algoritmu tj. 0, 001, je vidět, že algo-
ritmus konverguje ke správnému řešeńı. Vzniká ale současně mnoho nepřesnost́ı,
které se nepodařilo odstranit do konce pr̊uběhu algoritmu. V daném př́ıpadě bylo
nastaveno maximálně 5000 iteraćı.
Pro názornost jsou uvedeny grafy, které představuj́ı v prvńım př́ıpadě změnu
po jedné iteraci, jak je znázorněno v př́ıloze C - obrázek 2, konkrétně mezi 30 a 31
iteraćı. Druhá ukázka, viz př́ıloha D - obrázek 3, představuje změnu mezi 100 a 400
iteraćı.
Ve druhém pr̊uběhu, kde byla použita stejná data jako v prvńım grafu, lze
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17 Alpha = 0.1
















Obrázek 4.3: Ukázka stavu algoritmu při r̊uzné volbě délky kroku
vidět, že se algoritmus chová velmi citlivě. Proběhlo pouze deset iteraćı a řešeńı velice
rychle diverguje. Z tohoto d̊uvodu byl p̊uvodńı algoritmus rozš́ı̌ren o dynamický
výpočet velikosti kroku.
Dynamická volba kroku využ́ıvá př́ıstupu z článku [6], kdy se velikost kroku
vypočte pomoćı aktuálně nalezených xn, předchoźıch dat xn−1 a měř́ıćı matice A dle
vztahu Vzorec 9.
α =
∥A · (xn − xn−1)∥
∥AT · A · (xn − xn−1)∥
(Vzorec 9)
Nově upravený algoritmus již korektně rekonstruuje p̊uvodńı data, jak lze
také vidět na grafu 4.4 a je možné přistoupit k daľśı části řešeńı této bakalářské
práce.
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Obrázek 4.4: Ukázka stavu algoritmu s dynamickou délkou kroku
4.2 Podḿınky optimality
Algoritmus připravený dle popisu v této kapitole byl dále rozš́ı̌ren o podmı́nky op-
timality, které zaručuj́ı ukončeńı algoritmu, pakliže je změna rekonstruovaných dat
dostatečně malá. Nadále uvažujeme podmı́nky pouze pro ∥·∥22 LASSO, jelikož pro
∥·∥2 LASSO tyto podmı́nky neplat́ı. V př́ıpadě, že by algoritmus toto neobsahoval,
došlo by v lepš́ım př́ıpadě pouze k nezastaveńı algoritmu a uživatel by pouze plýtval
výpočetńım časem. V horš́ıch př́ıpadech by však mohlo doj́ıt i k divergenci algoritmu
z jakéhokoliv aktuálńıho bodu a to kv̊uli dynamické volbě kroku.
Dynamická volba kroku je založena na výpočtu rozd́ılu aktuálńıho a předchoźıho
kroku algoritmu. Pokud by tato změna byla př́ılǐs malá, vlivem nepřesnosti poč́ıtače
by tak vznikla data obsahuj́ıćı pouze 0 a právě z popsaného d̊uvodu by se z p̊uvodńıho
výpočtu, viz Vzorec 9, stalo děleńı nulou, což je v oboru reálných č́ısel R nereálná
možnost. Z toho d̊uvodu by došlo k chybě algoritmu a došlo by ke ztrátě aktuálńıho
vypočteného signálu dat již při výpočtu bližš́ıho bodu k optimálńımu. Právě kv̊uli
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těmto př́ıpad̊um bylo využito článku [1].
Prvńı z podmı́nek je (ani )
T · (An · xn − yn) = −λ · zi. Ta se zabývá pouze
nenulovými prvky z n kroku proměnné xn. V tomto př́ıpadě se rozd́ıl aktuálńıho
kroku komprimovaného vzorkováńı An ·xn a p̊uvodńıho komprimovaného vzorkováńı
yn vynásobený ai, tedy i-tými sloupci matice A
n, porovnává s parametrem λ, který
je nav́ıc upraven o znaménko zi = sign(x
n
i ).
Druhá z podmı́nek je velice podobná, ale zabývá se pouze nulovými prvky. Jej́ı
definice je
⏐⏐(ani )T · (An · xn − yn)⏐⏐ < λ. Porovnává se tedy, jestli je absolutńı hodnota
rozd́ılu aktuálně nalezeného komprimovaného vzorkováńı od p̊uvodńıho komprimo-
vaného vzorkováńı vynásobeného i-tými sloupci z matice A, kde i znač́ı indexy
nulových prvk̊u aktuálně nalezeného řešeńı xn menš́ı než zadaný parametr λ.
V návaznosti na popsaný problém byly vytvořeny daľśı dvě funkce pro uve-
dené podmı́nky. Prvńı z nich se zabývá pouze nenulovými prvky s indexy i a má
předpis:
ATi · (A · xn − y) + λ · sign((xn)i) < ϵ (Vzorec 10)
Výsledek levé strany tohoto vzorce je porovnáván s uživatelem zadanou hod-
notou ϵ, což je velikost odchylky chyby, typicky je to velice malé č́ıslo na hranici
přesnosti datového typu. Tento vzorec byl následně upraven pro námi požadované
konkrétńı řešeńı, jelikož článek, ze kterého bylo čerpáno, uvažoval i r̊uzné parametry
λ pro každý prvek p̊uvodńıch dat x. Prvńı z uvedených vzorc̊u použ́ıval pouze nenu-
lové hodnoty, muselo tedy být využito i druhé varianty vzorce pro nulové hodnoty
a to ve tvaru:
⏐⏐ATi · (A · xn − y)⏐⏐ < λ (Vzorec 11)
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4.3 Konečná verze algoritmu
Po vypracováńı těchto krok̊u mohl být p̊uvodńı algoritmus, jehož diagram byl znázorněn
v kapitole 4, upraven do konečné podoby. Po přidáńı funkčńıch blok̊u popsaných v
předchoźıch podkapitolách, vypadá jeho diagram tak, jak je zobrazeno v př́ıloze
této práce. Konečná podoba je navržena tak, aby př́ıpadná změna byla snadno pro-
veditelná a bylo možné algoritmus dále rozšǐrovat pro jiné účely př́ıpadně i r̊uzné
varianty optimalizačńı úlohy LASSO, např. využ́ıt r̊uzných kriteriálńıch podmı́nek.
Zároveň se t́ımto rozš́ı̌reńım dosáhlo toho, že algoritmus vždy konverguje ke správné
rekonstrukci a v př́ıpadě divergence se okamžitě zastav́ı.
Popsané řešeńı je jen d́ılč́ım výsledkem této práce, dosud nebylo uvažováno
o závislosti kvadratické chyby rekonstrukce na zvoleném parametru λ. Proto bylo
nutné zabývat se vytvořeńım metody, která bude schopná provést algoritmus na
větš́ım souboru dat, zároveň vypočte normovanou kvadratickou chybu a zajist́ı
výpočet analytické předpovědi.
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5 Numerická analýza chyby řešeńı
Aby bylo možné učinit obecně jakýkoliv závěr, v tomto př́ıpadě pozorovat závislost
parametru λ a kvadratické chyby řešeńı optimalizačńıho úlohy LASSO od p̊uvodńıch
dat x0 pomoćı algoritmu navrženého v kapitole 4, je nutné vytvořit simulaci. Ta-
kovéto simulace vycházej́ı z metodiky, kdy se opakovaně provád́ı vybraný algoritmus
na větš́ım množstv́ı vygenerovaných dat, která jsou na sobě nezávislá a následný
pr̊uměr chyby simulace poskytuje nástroj pro učiněńı závěru.
V tomto př́ıpadě se simuluje opakované generováńı náhodné měř́ıćı matice A,
pomoćı které je źıskán komprimovaný vektor y, k němuž je také přičten náhodný
šum z. Tyto dvě veličiny, tedy A a y, jsou použity jako vstup pro zvolený algo-
ritmus spolu s předem daným parametrem λ z vektoru parametr̊u s logaritmickým
rozložeńım v daném rozsahu, ve kterém je nutné sledovat závislost kvadratické chyby
rekonstruovaných dat na uvedeném parametru λ.
5.1 Realizace simulace
Jednou z možných simulaćı je metoda Monte Carlo. Tato metoda je jednoduchá na
realizaci, poskytuje velice přesné výsledky a zároveň splňuje veškeré nároky, které
jsou požadovány od podobné simulace. Právě proto je vhodná pro prvotńı testováńı
daného algoritmu.
Uvedená simulace je založena, jak již bylo zmı́něno, na opakovaném gene-
rováńı náhodných dat, na kterých se provád́ı daný algoritmus a jsou takto źıskávány
pr̊uběžné výsledky. Nicméně d́ılč́ı výsledky neř́ıkaj́ı nic o celkové závislosti kvadra-
tické chyby nalezeného řešeńı od p̊uvodńıch dat na parametru λ a proto jsou d́ılč́ı
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výsledky zpr̊uměrovány. Následný pr̊uměr poté poskytuje empirické pozorováńı. Z
tohoto pozorováńı již lze vyvodit optimálńı parametr λ. Ten představuje globálńı
minimum pr̊uměru dané simulace. Uvedený parametr λ je hledán pomoćı simulace,








decompressed data XS tored data X
Obrázek 5.1: Simulace Monte Carlo
Protože jde pouze o opakované prováděńı testovaného algoritmu, je tato simu-
lace velice jednoduchá na realizaci. Základńı algoritmus lze popsat diagramem 5.1.
Nicméně jakákoliv takováto simulace má obrovskou nevýhodu a tou je celkový čas
simulace. Při větš́ıch datech může výpočet trvat i několik dńı na běžně dostupném
výpočetńım stroji. V př́ıpadě uvedené konkrétńı simulace se 100 prvky λ a 1000
opakováńı trvá tato simulace pro ∥·∥22 LASSO přes jedenáct hodin. Pro porovnáńı
byl algoritmus upraven pro ∥·∥2 LASSO, které bude použito v daľśıch kapitolách
této práce. Takováto simulace již trvá přes tři dny. Jelikož je vše realizováno pomoćı
vývojového prostřed́ı a jazyku MATLAB, jednou z možnost́ı bylo vytvořit knihovńı
funkce v jazyku C nebo C++, aby se doćılilo zrychleńı algoritmu a využ́ıt této
knihovny funkćı mı́sto skript̊u v MATLABu.
Obdobou této možnosti bylo použit́ı modifikované verze jazyka C++ s knihov-
nami pro programováńı s využit́ım velmi výkonných grafických karet a na jednot-
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livých vláknech provádět dané výpočty.
S využit́ım architektury CUDA pro grafické karty od společnosti NVIDIA byl
implementován jednoduchý demonstrativńı program, nicméně kv̊uli začátečnickým
zkušenostem s touto architekturou trvalo velice dlouhou dobu jen samotné pochopeńı
fungováńı. V simulaci by tedy byly zpracovávány všechny parametry λ ve stejný
okamžik pro jednu iteraci simulace a celkový čas by byl daleko nižš́ı než uvedené
časy v MATLABu. Pokud by se pokračovalo cestou využit́ı této architektury, ztratilo
by se př́ılǐs mnoho času implementaćı základńıch funkćı, které již jsou připraveny k
použit́ı ve vývojovém prostřed́ı MATLAB.
Na základě uvedených zjǐstěńı bylo přistoupeno k daľśı možnosti a to neřešit
celkový čas simulace. Proto tedy bylo řešeńı simulace rozš́ı̌reno o daľśı blok, kterým
se doćıĺı daného požadavku, aby výsledky nebyly ztraceny při nečekaných událostech
jako je výpadek elektrického proudu nebo pád systému.
5.2 Zálohováńı výsledk̊u
Onou nalezenou možnost́ı, jak je zmı́něno v předchoźı kapitole, je pr̊uběžné zálohováńı
výsledk̊u. Prvńı varianta této funkce byla realizována pomoćı jednoduché tabulky,
kam byl ukládaný pouze pr̊uměr simulace. Nicméně s takto zálohovaným výsledkem
již nebylo možné pokračovat v simulaci. Proto byla vytvořena struktura v MATLABu,
viz následuj́ıćı diagram 5.2.
Takto připravená struktura je již zálohována a následně také obnovována




load“, jež jsou součást́ı
standardńı instalace prostřed́ı MATLAB. Obě tyto funkce jsou nav́ıc podmı́něny
a to tak, že v př́ıpadě funkce
”
save“ je do konce simulace ukládána i dočasná
iteračńı proměnná znázorňuj́ıćı aktuálńı počet opakováńı použ́ıvané metody. Jak
je již zřejmé, právě tato proměnná by měla být také obnovena při nač́ıtáńı dat.
S takto připraveným zálohováńım zbývá vytvořit jediné a to komunikaci s
uživatelem. Daná komunikace byla vytvořena tak, že skript procháźı umı́stěńı, kde
se nacháźı a pokud nalezne soubor s př́ıponou
”
.mat“, je spolu s indexem vypsán
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Obrázek 5.2: Struktura dat
na obrazovku a je tak vytvořeno textové menu.
Následně uživatel voĺı soubor, pomoćı standardńıch vstupńıch zař́ızeńı, se
kterým chce pracovat s uvedeńım indexu. Po zvoleńı souboru se obnov́ı uložená
struktura dat a pokud soubor obsahuje i iteračńı proměnnou, tak i ta je obnovena a
to t́ım zp̊usobem, že je zároveň zvýšena o 1 a to proto, že ukládáńı struktury prob́ıhá
po použit́ı algoritmu pro všechny parametry λ, nikoliv před kompletńım výpočtem
pro každý parametr λ. Kdyby se zmı́něná proměnná neinkrementovala, tak by došlo
ke zbytečnému pr̊uběhu a výpočetńı čas by byl plýtván.
Nicméně toto neńı konečná varianta. V daný moment totiž ještě nebyly zřejmé
veškeré daľśı podmı́nky pro vytvořeńı analytické předpovědi. Pro vytvořeńı ana-
lytické předpovědi je totiž d̊uležitý šum v komprimovaném signálu dat, jak bude
vysvětleno v daľśı kapitole. Tento šum muśı mı́t malý rozptyl a s takto definova-
nou strukturou by již nebylo možné zjistit, jaký rozptyl byl zvolen. Z předestřeného
d̊uvodu došlo k rozš́ı̌reńı p̊uvodńı struktury dat na novou, dle obrázku 5.3.
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Obrázek 5.3: Upravená struktura pro pozděǰśı využit́ı
5.3 Upozorněńı uživatele
Daľśım rozš́ı̌reńım, které bylo realizováno, je možnost upozorněńı uživatele na do-
končeńı simulace. Jednou z variant bylo využ́ıt e-mailových služeb př́ımo v prostřed́ı
MATLABu, nicméně toto by mělo tu nevýhodu, že by nešlo spustit současně v́ıce
r̊uzných skript̊u, které by využ́ıvaly e-mailové služby a pośılaly tak informace o svém
pr̊uběhu v́ıce uživatel̊um.
Aby nebylo potřeba využ́ıvat prostřed́ı MATLABu, byl vytvořen jednoduchý
skript v jazyku Python a služby Pushbullet. Jedná se o službu, která umožňuje
odeśılat zprávy, př́ıpadně i malé soubory, na zař́ızeńı uživatele, např. mobilńı telefon.
Za pomoci dokumentace a rozhrańı Pushbullet byl vytvořen skript, který přij́ımá na
vstupu argumenty pro název a tělo zprávy. Takto převzaté informace se naformátuj́ı
do hlavičky POST dotazu spolu s př́ıstupovým tokenem konkrétńıho uživatele. Po-
kud je uvedeným zp̊usobem skript vykonán, uživatel dostane okamžitě upozorněńı
na všechna svá zař́ızeńı a to bud’ pomoćı mobilńı aplikace, osobńıho poč́ıtače nebo
webového prostřed́ı. Výsledný skript, v němž uživatel vyplńı sv̊uj př́ıstupový token,
má následuj́ıćı podobu:
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de f send message ( t i t l e , message ) :
method = ”POST”
data = {” type ” : ” note ” , ” t i t l e ” : t i t l e , ”body ” : message}
handler = u r l l i b 2 . HTTPHandler ( )
opener = u r l l i b 2 . bu i ld opene r ( handler )
u r l = ’ https : // api . pushbu l l e t . com/v2/pushes ’
r eque s t = u r l l i b 2 . Request ( ur l , data=j son . dumps( data ) )
r eque s t . add header ( ’ Content−Type ’ , ’ a pp l i c a t i o n / json ’ )
r eque s t . add header ( ’ Access−Token ’ , ’ ’ )
r eque s t . get method = lambda : method
opener . open ( r eque s t )
Ve skriptu simulace je již tedy vytvořen samotný př́ıkaz pomoćı slučováńı
řetězc̊u. Takto připravený řetězec je následně předán funkci
”
system“ jako parametr.
Pomoćı dané dokumentace připravená metoda však nemuśı být použita pouze pro
upozorněńı uživatele na chybu, lze ji taktéž použ́ıt i pro odesláńı mezivýsledk̊u, aby
se mohl uživatel rozhodnout, zda má simulace smysl či nikoliv.
Př́ıpadně lze zachytávat výjimky simulace, např.: poškozený soubor s uloženou
strukturou, které nebyly patrné při běžném použit́ı, upozornit tak včas uživatele na
tuto chybu a neplýtvat časem uživatele, který by jinak čekal na konec simulace.
Daľśım možným rozš́ı̌reńım tohoto skriptu je využ́ıt odlǐsných metod služby
Pushbullet a doćılit toho, že si uživatel bude moci zvolit pouze konkrétńı zař́ızeńı,
na která bude cht́ıt zaśılat upozorněńı z vývojového prostřed́ı MATLAB.
5.4 Výsledek pro ∥·∥22 LASSO
Se simulaćı, připravenou dle popis̊u v předchoźıch podkapitolách, již lze přistoupit k
samotnému použit́ı. Na začátku simulace je d̊uležité zvolit několik parametr̊u: počet
parametr̊u λ a jejich rozsah, zvolit ř́ıdký vektor x0 s konkrétńım počtem nenulových
prvk̊u, počet řádk̊u měř́ıćıch matic A a také počet opakováńı simulace. Toto nasta-
veńı je také uloženo ve struktuře, jak bylo vysvětleno v předchoźı podkapitole.
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Po ukončeńı, často velice dlouhé simulace, je źıskána empirická závislost kva-
dratické chyby nalezeného řešeńı od skutečných dat pro každý prvek z vektoru pa-
rametr̊u λ.
Obecně lze rozdělit hodnoty parametru λ do 3 region̊u. Prvńı z nich, tzv. Roff ,
definuj́ıćı interval ⟨0, λcrit⟩, kde λcrit znač́ı začátek postupného klesáńı kvadratické
chyby. V tomto př́ıpadě je řešeńı rovno kvadratickému řešeńı. Obdobou je region
R∞ s intervalem ⟨λmax,∞⟩, kde λmax udává, pro který parametr λ je již chyba
maximálńı možná, tedy řešeńı je nulové. Následná chyba je již konstantńı od tohoto
parametru, tj. λmax. Posledńı z region̊u Ron, nejd̊uležitěǰśı region, vytvář́ı interval
(λcrit, λmax). V tomto intervalu se již nacháźı globálńı minimum, tedy parametr λ,
pro který je kvadratická chyba nejmenš́ı možná.
Očekávána byla křivka s jedńım globálńım minimem a ostatńı hodnoty, źıskané
dle parametru λ, daleko větš́ı než je ono globálńı minimum. A to z d̊uvodu velké to-
lerance nebo malého kroku algoritmu podle toho, do jakého regionu spadá konkrétńı
hodnota parametru λ. Důvody tohoto očekáváńı budou popsány v daľśı kapitole 6.
Pro ilustraci byla vytvořena simulace pro vektor dat x, pro zvolené konkrétńı x0.
V prvńım př́ıpadě nebyl uvažován náhodný šum z. V druhém př́ıpadě již šum byl
uvažován a to s rozptylem, který byl roven 10−12. Proto je možné źıskat většinou

















Simulation without random noise






























Simulation with random noise










Obrázek 5.4: Simulace pro ∥·∥22 LASSO
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6 Výsledky
Tato kapitola se bude zabývat źıskáńım výsledk̊u pomoćı naimplementovaných algo-
ritmů, odvozeńım vzorc̊u pro výpočet analytické chyby vybraného, ale i obdobného,
problému a porovnáńım takto źıskaných výsledk̊u.
Jelikož odvozeńı vztahu pro výpočet kvadratické chyby, nalezeného řešeńı
od p̊uvodńıch dat dle parametru λ pro ∥·∥22 LASSO, je velice obt́ıžné, je zvolen
jiný př́ıstup. Ten je využ́ıván velice často pro zadaný problém i v praćıch, které
se zabývaj́ı uvedenou problematikou detailněji. Tento př́ıstup využ́ıvá toho, že lze
použ́ıt jinou variantu optimalizačńıho problému LASSO a to ∥·∥2 LASSO, s velice
podobnými vlastnostmi jako dosud řešené ∥·∥22 LASSO, pro kterou je analýza daleko
jednodušeji proveditelná a následně na źıskanou analýzu aplikovat mapovaćı funkci.
Nicméně toto nás vraćı zpět na začátek zadáńı. Jednotlivé kroky takto definovaného
př́ıstupu budou popsány, pro přehlednost, v jednotlivých podkapitolách.
6.1 Rekonstrukce dat s využit́ım proximálńıho algo-
ritmu
Velice d̊uležitým krokem je samotná rekonstrukce dat. Jelikož již byl implemen-
tován proximálńı algoritmus řeš́ıćı obdobnou úlohu, je také využit jako prvńı volba.
Protože je algoritmus vhodně rozčleněn do blok̊u, změna je velice jednoduchá a
spoč́ıvá ve změně gradientu funkce z kapitoly 4 na:
∂f(x) = −AT · (y − A · x)
∥y − A · x∥2
(Vzorec 12)
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Protože pro tento problém nemuśı platit, a také neplat́ı, podmı́nky optima-
lity, byly právě zmı́něné funkce, realizuj́ıćı takto definované zastavuj́ıćı kritérium,
odebrány. Je vhodné připomenout, že podmı́nky optimality, užité v kapitole 4.2,
jsou definovány pouze pro ∥·∥22 LASSO. Následně byl proveden prvńı test funkčnosti.
Jako prvotńı nastaveńı byl zvolen parametr znázorňuj́ıćı maximálńı počet iteraćı a to
v hodnotě 3000. Jelikož výsledek nesplňoval očekáváńı, viz následuj́ıćı graf, proběhla
podrobněǰśı analýza chováńı.























Obrázek 6.1: Prvńı experiment s ∥·∥2 LASSO
Z pr̊uběhu algoritmu vyplynulo, že se varianta daného algoritmu velice lǐśı od
dosud řešené ∥·∥22 verze. Předložená verze algoritmu nekonverguje př́ımo k řešeńı, ale
kmitá ke správnému výsledku, a to se stále se zmenšuj́ıćı intenzitou. Některé iterace
algoritmu jsou tedy zbytečné. Z nastalého pozorováńı vyšlo najevo, že algoritmus
je výrazně pomaleǰśı a je nutné zvolit větš́ı počet iteraćı než dosud. Pro nový ex-
periment bylo nastaven maximálńı počet 10000 pr̊uběh̊u algoritmu a byl tak źıskán
nový graf rekonstrukce vektoru dat:
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Obrázek 6.2: Druhý experiment s ∥·∥2 LASSO
6.2 Rekonstrukce dat pomoćı CVX knihoven
Jelikož i samotný gradient předchoźıho algoritmu funkce je pomalu konverguj́ıćı, viz
Vzorec 12, bylo využito open source knihoven CVX pro celkové urychleńı pr̊uběhu
simulace. Tyto knihovny jsou primárně zaměřeny na řešeńı úloh konvexńıch optima-
lizaćı.
Po přidáńı zmı́něného baĺıku do vývojového prostřed́ı MATLAB lze použ́ıt
modelovaćıho jazyka pro vytvořeńı jednoduchého skriptu, jenž bude provádět totéž,
co bylo dosud implementováno. Jelikož se jedná o snadno použitelný modelovaćı ja-
zyk, neńı náročné implementovat skript, který bude minimalizovat vybraný problém
a může vypadat následovně:
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y = A∗x + sum ;
cvx beg in qu i e t
v a r i ab l e x n ( pocet prvku )
minimize ( ( norm(y−A∗x n ,2)+ lambda∗norm( x n , 1 ) ) )
cvx end
Jak je vidět, tak baĺık knihoven CVX opravdu velice výrazně zjednodušuje
realizaci vybraného problému. Vše je uvedeno př́ıkazem
”
cvx begin“, j́ımž zač́ınaj́ı
deklarace proměnných a funkćı, spolu s parametrem
”
quiet“. Zmı́něný př́ıkaz je na-
staven právě takto, aby byl potlačen výpis částečných výsledk̊u během opakováńı
této části skriptu. Následně je deklarována proměnná xn, přes kterou se minimali-
zuje zadaný problém a to o předem daném počtu prvk̊u. Poté se již použ́ıvá př́ıkaz
”
minimize“, kterému se deklaruje funkce, již chceme minimalizovat. V této funkci se
využ́ıvá standardńı funkce
”
norm“ a to jak pro zápis ∥y − A · xn∥2, tak pro ∥x∥1,
která je ještě zvětšena, resp. zmenšena, prvkem z vektoru parametr̊u λ. Vše je
uzavřeno druhou polovinou párového př́ıkazu a to př́ıkazem
”
cvx end“. Po skončeńı
pr̊uběhu skriptu źıskáme následuj́ıćı graf 6.3.































Unoptimized Forward−Backward − 35
















Obrázek 6.3: Porovnáńı CVX výsledku s proximálńım algoritmem
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Na prvńı pohled se jedná o prakticky totožná data. Nicméně při podrobněǰśım
zkoumáńı, bylo zjǐstěno, že každý z prvk̊u se lǐśı od p̊uvodńıho o velice malou kon-
stantu, v řádech 10−14, což je v toleranci předpokládané chyby řešeńı. I přes tento
miniaturńı rozd́ıl je ale řešeńı založené na knihovnách CVX výrazně rychleǰśı. Pro
toto řešeńı trvala simulace maximálně 8 hodin výpočetńıho času, kdežto pro ∥·∥2
LASSO trvala simulace se stejnými daty v́ıce než 24 hodin.
6.3 Analytická p̌redpověd’ pro ∥·∥2 LASSO
Nicméně, tyto kroky jsou opět jen empirickým pozorováńım, ze kterého nevyplývá
teoretická závislost kvadratické chyby nalezeného řešeńı pomoćı optimalizačńı úlohy
∥·∥2 LASSO od správných dat x0 na parametru λ. Tuto chybu analyzoval ve své práci
Babak Hassibi. Z uvedeného d̊uvodu tedy muśı být sestavena prvńı simulace, která
bude realizovat právě požadovanou analytickou předpověd’.
Ze článku [3], vytvořeného kolektivem autor̊u pod vedeńım profesora B. Has-
sibiho z Caltechu, vyplývá, jak vytvořit analytickou předpověd’ pro pr̊uměrnou
normovanou kvadratickou odchylku řešeńı LASSO od skutečného x0. Profesor B.




kde D(x0, λ) znač́ı E [dist2(h, λ · ∂f1(x))]. Jelikož však Df (x0, λ) je náročné spoč́ıtat
analyticky, využ́ıvá se numerické možnosti. Ta spoč́ıvá v hledáńı pr̊uměru hodnot,
źıskaných dle Vzorec 13, jenž určuje, že pro dostatečný počet opakováńı s náhodným
vektorem h, jehož prvky jsou z Gaussova rozložeńı s nulovou středńı hodnotou a jed-
notkovým rozptylem, lze źıskat analytickou předpověd’ pro konkrétńı parametr λ.
Řešeńı této minimalizace je úlohou kvadratického programováńı a lze tak využ́ıt
př́ıkazu
”




∥h− λ · s∥2
}
(Vzorec 13)
Jak již bylo připomenuto v kapitole 2, tato funkce nemá vlastńı derivaci a





y ∈ RN : F (z) ≤ F (x) + ⟨y, z − x⟩ , z ∈ RN
}
(Vzorec 14)
Vyplývá z ńı, že je třeba p̊uvodńı funkci ∥x∥1 upravit na skalárńı součin s ·xT ,
který již lze derivovat. Subdiferenciál pro zmı́něnou funkci je:
s =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
si = 1 i ∈ s+(x0)
sj = −1 j ∈ s−(x0)
−1 ≤ sk ≤ 1 k ∈ s0(x0)
(Vzorec 15)
Výše zmı́něná struktura rozděluje vektor s na tři části a to na: kladnou část,








S takto definovanými funkcemi již lze přistoupit k samotné implementaci.
Jak již bylo řečeno, využije se př́ıkazu
”
quadprog“, protože samotný problém je
třeba řešit jako úlohu kvadratického programováńı. Původńı funkce muśı být tedy
upravena do př́ıkazem definovaného stavu. Po provedených úpravách je tak źıskán
tvar:
∥h− λ · s∥2 = 1
2
· 2 · λ2 · sT · I · s− 2 · λ · hT · s+ hT · h (Vzorec 16)
Jak je patrné, tak výše uvedený vzorec obsahuje také konstatńı člen, a to
hT · h. Ten může být při samotném pr̊uběhu analýzy zanedbán. Jeho uvažováńı ni-
jak neovlivńı celkový výsledek předpovědi. Aby bylo v̊ubec možno využ́ıt př́ıkazu
”
quadprog“, muśı být vytvořeny proměnné H a f dle dokumentace tohoto př́ıkazu.





H = 2 · λ2 · sT · I
f = −2 · λ · hT
(Vzorec 17)
Nicméně, jelikož subdiferenciál je definován pouze pro hodnoty [−1, 1], je
nutné využ́ıt také omezuj́ıćı podmı́nky tohoto př́ıkazu a to dle Vzorec 15. Poté se již
provede Monte Carlo simulace na zhotoveném algoritmu a pr̊uměr d́ılč́ıch výsledk̊u
spolu s funkćı z článku [3], tedy f(a) : log a
m−a kde a znač́ı pr̊uměr výsledk̊u pro
konkrétńı parametr λ a m znač́ıćı počet řádk̊u měř́ıćı matice A, poskytuje analytic-
kou předpověd’.
6.4 Aplikace Monte Carlo simulace na minimalizace
Daľśı ned́ılnou součást́ı je využit́ı již zhotovené analytické předpovědi a použit́ı
proměnných, které se neměńı, mezi které patř́ı: parametry λ a vstupńı vektor dat x. S
připravenými proměnnými již je možné realizovat jednotlivé simulace. Jelikož hlavńı
téma této bakalářské práce jsou proximálńı algoritmy, bude se jimi také zač́ınat.
Pro verzi simulace s využit́ım proximálńıho algoritmu, který řeš́ı ∥·∥2 LASSO,
je realizace velmi jednoduchá. Jelikož již byla obdobná simulace realizována, viz 5,
a zároveň byla navržena tak, aby ji šlo jednoduše modifikovat, stačilo pouze použ́ıt
nový skript, řeš́ıćı ∥·∥2 LASSO, a dosadit ho na patřičné mı́sto ve skriptu simulace.
Kv̊uli větš́ımu množstv́ı iteraćı však zmiňovaná simulace prob́ıhá velmi dlouhou
dobu, v nejhorš́ıch př́ıpadech pro 1000 opakováńı a 100 parametr̊u λ trvá pr̊uběh
minimálně tři dny.
Jelikož druhá varianta využ́ıvá knihoven CVX, stač́ı vytvořit skript realizuj́ıćı
rekonstrukci dat a použ́ıt ho na daném mı́stě. Bylo využito stejného popisu jako v
kapitole 5 a tedy výsledná podoba skriptu, prováděj́ıćı tuto simulaci, má následuj́ıćı
podobu:
f o r i = 1 : pocet opakovani
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A = randn ( pocet radku , pocet prvku ) ;
no i s e = randn ( pocet radku , 1) ∗ var iance ;
y = A∗x + no i s e ;
f o r j = 1 : pocet lambda
cvx beg in qu i e t
v a r i ab l e x n ( pocet prvku )
minimize ( ( norm(y−A∗x n ,2)+ lambda ( j )∗norm( x n , 1 ) ) )













































Obrázek 6.4: Porovnáńı simulaćı
Je vidět, že grafy jsou odlǐsné a to z toho d̊uvodu, jenž byl naznačen v 6.1.
Proximálńı algoritmus je výrazně pomaleǰśı pro ∥·∥2 LASSO než pro zadaný problém,
tedy ∥·∥22 LASSO. Ze zjǐstěných poznatk̊u následně vyplývá, že velice d̊uležitým
aspektem algoritmu je právě maximálńı počet iteraćı.
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Při bližš́ım analyzováńı bylo zjǐstěno, že pro velmi malé parametry λ algorit-
mus plně nezkovergoval ke správnému řešeńı. Př́ıčinou je výpočet dynamické délky
kroku z kapitoly 4, který byl použit shodný jako pro ∥·∥22 LASSO a může zna-
telně vychýlit předpokládané hodnoty. Odlǐsnost je dána také t́ım, že je tato délka
kroku použita i v proximálńı operátoru. Funkce, která vypoč́ıtává délku kroku vraćı
výsledek v tiśıcinách. Následně je tato hodnota v proximálńım operátoru, do kterého
vstupuje, vynásobena parametrem λ v řádech miliontin, vznikne tak velice malé č́ıslo
na, resp. za přesnost́ı datového typu. S takto źıskaným parametrem je následně pro-
veden výpočet a změna je téměř nulová a to pro region Roff .
Poté se již vypočte normalizovaná chyba, dle Vzorec 18, která je vydělena
rozptylem σ náhodného šumu z. Jelikož algoritmus nezkonverguje ke správnému
řešeńı, a to v regionech Roff a R∞, vzniká vysoká chyba, která je následně ještě
zvýrazněna t́ımto parametrem σ.
NSE =
∥y − A · x∥22
σ
(Vzorec 18)
Jednou z možných variant, jak tuto chybu podstatně zmenšit, je inicializace
nultého kroku algoritmu, tedy proměnné xn. Zat́ım se vždy použ́ıval vektor nul a v
př́ıpadě prvotńıho odhadu, by se tak chyba velice redukovala.
Ze zmı́něného d̊uvodu bude v následuj́ıćıch kroćıch použit odhad analytické
předpovědi źıskaný za pomoci knihoven CVX, jenž je daleko přesněǰśı než předpověd’
źıskaná pomoćı uvedené verze proximálńıho algoritmu řeš́ıćı ∥·∥2 LASSO a tud́ıž je
vhodněǰśı pro daľśı zpracováńı.
Pro prvotńı otestováńı byla Monte Carlo simulace spuštěna bez daľśıch opti-
malizaćı, např. odhadu nultého kroku algoritmu, nových podmı́nek optimality, apod.
Graf této simulaci lze vidět na 6.5.
Takto źıskaný odhad analytické předpovědi je upraven dle vzorce uvedeného
v podkapitole 6.3. Dále se źıskaný vektor normalizuje a to pomoćı funkce log. Je-
likož však mohou nastat př́ıpady, kdy m < a, je d̊uležité zmı́nit, že tato analytická


































Obrázek 6.5: Porovnáńı analytické předpovědi s výsledkem Monte Carlo simulace
je nejd̊uležitěǰśı oblast́ı zájmu region, kde je ono hledané minimum, nebyly ostatńı
regiony nadále uvažovány.
Jak lze vidět z grafu, minimum simulace je skutečně na shodném mı́stě s
minimem analýzy. Hodnota minima je však daleko větš́ı než u analytické předpovědi.
Protože provedeńı odhadu analýzy nebylo prvotńım záměrem této práce, postačilo
pouze shodné umı́stěńı minima k tomu, aby daľśı zpřesňováńı metod mohlo být již
součást́ı př́ı̌st́ı práce.
6.5 Aplikováńı mapovaćı funkce na analytickou p̌redpověd’
∥·∥2 LASSO
Vzhledem k tomu, že jsou v této práci zmı́něny dvě optimalizačńı úlohy využ́ıvaj́ıćı
parametry λ, je d̊uležité je d̊usledně odlǐsovat a to pro každou variantu zadaného
problému. Proto bude nadále použ́ıván parametr τ pro ∥·∥22 LASSO a pro ∥·∥2
LASSO bude parametr λ zachován. V obecných př́ıpadech totiž neplat́ı, že τ = λ.
Proto muśı být použita funkce, konkrétně mapovaćı funkce, která převede p̊uvodńı
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parametry λ, jež byly využity pro vytvořeńı odhadu analytické předpovědi, na nové
parametry τ . Ty se použij́ı pro výpočet empirického pozorováńı v Monte Carlo
simulaci. Protože je tato práce založena na článku [3], bylo také využito mapovaćı
funkce, která je zde použita. Předpis této funkce je následuj́ıćı:
τ = λ ·NSE (Vzorec 19)
V uvedeném vzorci se tedy p̊uvodńı parametry λ násob́ı s normalizovanou
chybou analytické předpovědi, jej́ıž předpis je znázorněn v předchoźı podkapitole,
viz Vzorec 18. S novými parametry τ je možné přej́ıt k výpočtu numerické simulace
pro ∥·∥22 LASSO a pozorovat tak závislost kvadratické chyby nalezeného řešeńı od
p̊uvodńıch dat na novém parametru τ .
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7 Závěr
Jak je patrné z celé bakalářské práce, je toto téma velice rozsáhlé. Při porovnáńı
výsledk̊u numerických simulaćı s těmi, které byly uvedeny v hlavńım zdroji této
práce, tj. [3] a [2], jsou d́ılč́ı výsledky podobné svým pr̊uběhem těm, které byly
předpokládány na základě doporučených studijńıch materiál̊u. Zejména toto plat́ı
pro optimálńı parametr λ, př́ıp. τ , kde je hodnota kvadratické chyby nalezeného
řešeńı pomoćı optimalizačńı úlohy LASSO velice bĺızká hodnotě analytické předpovědi.
Z celé technické dokumentace je tedy vidět, že bylo vytvořeno hned několik
nástroj̊u. Prvńım z nich je samotný proximálńı algoritmus a př́ıslušej́ıćı proximálńı
operátor. Dı́ky výhodné implementaci je možné ho dále rozšǐrovat o nadstavbové
bloky, zajǐst’uj́ıćı lepš́ı výsledky nebo využ́ıt tento základńı algoritmus i pro jiné
účely než byly zmı́něny v této bakalářské práci.
Poté byla implementována metoda Monte Carlo. Tato metoda se použ́ıvá pro
numerickou simulace, kdy pro každý prvek λ je źıskán vektor výsledk̊u. Následně
se tyto výsledky pr̊uměruj́ı a je tak źıskána závislost kvadratické chyby nalezeného
řešeńı pomoćı algoritmu na parametru λ. Stará se tedy o provedeńı algoritmu na
větš́ım množstv́ı dat. Vhodnou implementaćı se doćılilo toho, že výsledky nelze ztra-
tit během zdlouhavého výpočtu a zároveň je uživatel upozorněn na r̊uzné události,
např. konec simulace.
V pr̊uběhu této bakalářské práce byly také naznačeny daľśı zp̊usoby, jak by se
nechalo v tomto studijńım tématu postupovat dál, např. neřešit vše ve vývojovém
prostřed́ı a jazyce MATLAB, ale využ́ıt jiné programovaćı jazyky, př́ıpadně jejich
nadstavby, a vhodnou paralelizaćı výrazně zrychlit celkové výpočty.
Źıskané poznatky se shodovaly s dlouholetou praćı Babaka Hassibiho, Ph.D.
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z California Institute of Technology, jehož výzkum byl základem předkládané práce.
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Př́ılohy
Př́ıloha A: Obsah p̌riloženého CD
Součást́ı této bakalářské práce je CD obsahuj́ıćı kompletńı technickou dokumentaci
a zdrojové kódy, které vznikly během zpracováńı práce.
• Dokumentace.pdf - Technická dokumentace ve formátu PDF
• CVX LASSO
– funkce - obsahuje funkci MATLABu nazvanou alg.m
– simulace - obsahuje funkci MATLABu alg.m a skript realizuj́ıćı simulaci
cvxlasso.m
• l2 LASSO
– funkce - obsahuje funkce ForwardBackward.m a prox.m
– simulace - obsahuje funkce ForwardBackward.m a prox.m spolu se skrip-
tem realizuj́ıćım ∥·∥2 LASSO simulaci
– vizualizace - obsahuje funkci prox.m a skript ForwardBackward.m umožňuj́ıćı
vizualizaci pomoćı videa a obrázk̊u stavu algoritmu
• l22 LASSO
– funkce - obsahuje funkce ForwardBackward.m, prox.m, podminka1.m a
podminka2.m
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– simulace - obsahuje funkce ForwardBackward.m, prox.m, podminka1.m a
podminka2.m a skripty simulace.m a main.py
– vizualizace - prox.m, podminka1.m a podminka2.m a skript ForwardBac-
kward.m
• quadProg - obsahuje skript quad.m realizuj́ıćı analytickou předpověd’ z ka-
pitoly 6.3
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Př́ıloha B: Finálńı podoba algoritmu
Compressed data - y Measurement matrix - A
Computed data - x(n)











Obrázek 1: Diagram finálńıho algoritmu
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Př́ıloha C: Změna po jedné iteraci












































Obrázek 2: Změna po jedné iteraci
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Př́ıloha D: Změna po 300 iteraćıch












































Obrázek 3: Změna po 300 iteraćıch
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