In this paper we describe a system that allows the user to rapidly construct program visualizations over a variety of data sources. Such a system is a necessary foundation for using visualization as an aid to software understanding. 
Background and Motivation
Program visualization is the process of providing visual representations of a program and its execution to the programmer. Because software developers typically draw diagrams to describe and help others understand how their software works, the classical motivation for program visualization has been that it is an aid to software understanding. Software understanding is the task of helping a programmer to answer questions about the software during maintenance or development. It is a key to software development since it involves the ability to answer the specific questions that tend to arise in these phases. For example, a developer might want to know why a particular function is called so often or how a particular situation involving timing constraints could arise or what needs to be modified to add a parameter to a given function.
Program visualization efforts have a long history, dating back to a variety of programs that would automatically produce flowcharts from a deck of Fortran cards [13, 18] , ranging to standard diagrams such as call graphs, dependency graphs, and a class browser, all of which were designed to handle moderately large software systems and which were present in our previous environment FIELD [15] and are now standard in many programming environments. Other visualizations show data structures either statically [12] or through algorithm animation [2, 3, 8, 23] , show performance information [1, 7, 11, 22] or show other aspects of the program as the heap visualizer in FIELD or the various views of Seesoft [5] .
Program visualization is also related to the more general field of information visualization and data mining. Significant work in developing information visualizations has been done at Xerox PARC [9, 20] , SGI, and elsewhere. We make use of this work by incorporating the visual metaphors that are incorporated into our generic back end visualization engine. The Visage system represents a more general approach that, like ours, attempts to combine data specification, browsing, and visualization in an easy-to-use framework [21] . Our system differs in providing a more data-centric approach, in concentrating more on abstract data from a variety of sources rather than more concrete visualizations from an object data base, and on managing dynamic as well as static data.
Program visualization has been quite beneficial as an aid to navigation and specific program visualizations have been quite successful in addressing some explicit problems. However, program visualization has not been widely used for understanding. The results of our study [10] showed little if any effect on software understanding from using visual tools. Similar experiences and the fact that these tools, while practical, are not widely used, show the same thing.
Our analysis has identified three reasons why program visualizations have not succeeded in addressing the issues of software understanding: the visualizations do not address the specific questions that are inherent to software understanding; they are not capable of displaying the large amount of information that is inherently needed; and they are too difficult to set up and use.
Overview of our Approach
To create a practical approach to program visualization we need to deal with the three problems cited above. The Cacti system we are developing, and the Desert environment [17] it is a part of, attempt to accomplish this by 1) providing a range of automatic and inexpensive data collection techniques, 2) offering a range of back-end visualization methods, and 3) providing the facilities to allow the user to define high-quality visualizations quickly and easily.
The first component of our solution is a set of inexpensive data collection techniques which have been implemented in our previous environment, FIELD, in our current programming environment, Desert, or in an experimental project, AARD [14] . Access to this information is provided by a set of background database processes that automatically update as the underlying files change [19] .
The second component is to provide a wide range of visualization strategies suitable for handling large amounts of data. This allows an appropriate strategy to be used for each specific visualization to maximize the amount of information presented and to highlight the important relationships. Our recent three-dimensional efforts, Valley [16] , provides an extensible framework that allows the easy incorporation of a wide variety of visualization strategies. We have currently integrated about ten different strategies and are able to add a new strategy with a day or two's effort.
The third component is the focus of our current efforts. Here we have chosen a strategy that separates the definition of what should be visualized from how it should be visualized. This has allowed us to deal with visualization issues, i.e. different visualization strategies, browsing techniques, and graphical support, independently of the issues of what data should be visualized. The front end generates a set of objects and relationships to visualize and chooses the visualization strategy and the mapping from objects to visualizations.
This component consists of a unified data model to describe the variety of data sources, a common model for representing the target objects, and an algorithm that allows us to define a query building the target objects from the underlying data sources. To simplify the user's task in defining objects, we decided to use a variation of a universal relation model with a visual front end. While there are a number of visual query languages [4, 6, 24] , those that have been proposed required too much knowledge of the underlying databases for our purposes. By hiding the structure of the underlying data, we intend to greatly simplify the user's query definition. However, doing so requires a more elaborate underlying data model and a heuristic algorithm for actually defining the query from the user's specification.
An Example of Cacti
Digital Equipment Corporation had a problem with understanding C++ programs. Inefficiency and potential bugs are introduced in such programs when the compiler creates class temporaries for call parameters or within an expression. They wanted a tool that could find all instances of such temporaries over a large system and allow the user to browse over the result to find code fragments that should be changed.
Rather than creating a separate tool, we can define an appropriate visualization using Cacti. A temporary can be identified by the existence of a constructor call and a destructor call for the same class at the same line in some source file. We use Cacti to create two classes, one to represent constructor calls and one to represent destructor calls. Figure 1 shows the first step in this process, with the ConstructorCall class of objects defined. This was built by first selecting new class and then choosing the file name, to name, and line number from the set of known fields displayed in a dialog window, then defining the class field as a computed field based on the ToName, and restricting the ToName field to be a constructor name. The set of known fields is the union of data fields from all available data sources. Note that the user does not need to know the structure of this data or its form in order to use the system. The second step in creating the visualization is to create a similar class for destructors, repeating the above operations but this time restricting the ToName field to be a destructor name. After this is done, the two classes are related using a reference field as shown in Figure 3 . Reference fields provide a way of relating information in one class to that of another. In this case, we specify that a constructor must be found with a matching file name, line number, and class name or the corresponding destructor call entry should be deleted. Here we have also designated the ConstructorCall class as passive so that only the remaining destructor calls, those that reflect temporaries, will be display. The next step is to request that this data be visualized. The user does this by clicking on the Visualize button. At this point, Cacti uses a variety of built-in mappings and heuristics to determine how to map the class specification given by the user into a set of queries on the underlying databases. If the result cannot be determined or if it is ambiguous, the user is asked for clarifications. Otherwise, Cacti looks through the set of available visualizations and determines which of these might be appropriate for the given set of objects. If more than one visualization is appropriate, Cacti asks the user to select the desired visualization style. In this case, we choose a FileMap style that provides a mapping of information to source files and works over a large domain.
At this point, Cacti puts up the dialog box shown in Figure 2 to allow the user to specify parameters for the visualization and the mapping from fields to visualization information. In this case we have specified that the backdrop color be white and that the remaining parameters be assigned default values and presented to the user as dynamically settable options as part of the visualization. Moreover, we have specified which fields of the DestructorCall class should be viewed as containing the file name, line number, and data statistic that is required by a FileMap visualization. In this case, we specified that the statistic should be the class name.
Once we accept these parameters, Cacti runs the visualization engine Mirage with a data file describing how to get the appropriate data and how to display the result. This data file can be saved to allow the same visualization to be applied to different systems or at different times without having to rebuild the description in Cacti. Mirage contacts the necessary databases, extracts and combines the data from possibly multiple sources, and then uses the underlying visualization engine to put up a display.
The display corresponding to this example can be seen in Figure 4 . The visualization displays each file as a row split into buckets for the different lines. In this case, because there are a large number of files, multiple files are shown in each row. An instance of a temporary is shown as a box on top of the file displays. If multiple instances occur within the same bucket, these are stacked up on top of each other in such a way that a top-down view would show all the different colors within a bucket. The statistic field is used to determine color. Mirage automatically determines that the value specified in this case, the class name, is a string, and maps this into integer values for the visualization which then use the values to determine the color of the different nodes. Thus each class for which temporaries are created is given a different color. The relative preponderance of one color indicated a large number of temporaries of that class type. This is particularly useful in this case since temporaries of some classes are benign which those of others indicate real or potential problems. By simply looking at what colors correspond to what classes, the user can quickly identify where the actual problems might be.
Implementation and Experience
Cacti is currently implemented as part of the Desert software development environment. It uses the Desert cross reference databases as its data sources. The front end allows the user to easily define visualizations by defining the data to be used and then selecting and parameterizing the visualization strategy to be used. At this point Cacti generates a file describing the visualization and runs a back end, Mirage, with this file. Mirage is responsible for reading in the data and providing the actual visualization. Cacti and Mirage are implement in about 23,000 lines of C++.
This two-step approach and the use of resource files throughout the process provides a great deal of flexibility. We have extended the resource file definitions for Cacti to allow the definition of classes as well as data sources. This allows Cacti to provide a wide range of predefined data visualizations and simplifies the user's task. In addition, definitions themselves can be saved in such a resource file. The visualization description file output by Cacti for Mirage can also be saved and reused. This allows the system to be used to defined fixed visualizations while still offering the user the flexibility of parameterizing the result.
While our experiences with Cacti and Mirage have been limited (like the overall Desert project, these packages are early prototypes and are not widely used), we are optimistic that this approach will be successful. We have been able to define a wide range of visualizations using the front end. These have been defined quickly and logically. The heuristic algorithm for converting the class and member definitions into a query has worked quickly and has generated the right query for all our tests.
