Abstract. This paper is concerned with the mathematical analysis of the inverse random source problem for the time fractional diffusion equation, where the source is assumed to be driven by a fractional Brownian motion. Given the random source, the direct problem is to study the stochastic time fractional diffusion equation. The inverse problem is to determine the statistical properties of the source from the expectation and variance of the final time data. For the direct problem, we show that it is well-posed and has a unique mild solution under a certain condition. For the inverse problem, the uniqueness is proved and the instability is characterized. The major ingredients of the analysis are based on the properties of the Mittag-Leffler function and the stochastic integrals associated with the fractional Brownian motion.
Introduction
In the last two decades, the fractional derivative equations (FDEs) have received ever-increasing attention by many researchers due to their potential applications in modeling real physical phenomena. For examples, the FDE can be used to describe the anomalous diffusion in a highly heterogeneous aquifer [1] , the relaxation phenomena in complex viscoelastic materials [10] , the anomalous diffusion in an underground environmental problem [13] , and a non-Markovian diffusion process with memory [26] . We refer to [11] for some recent advances in theory and simulation of the fractional diffusion processes.
Motivated by significant scientific and industrial applications, the field of inverse problems has undergone a tremendous growth in the last several decades since Calderón proposed an inverse conductivity problem. Recently, the inverse problems on FDEs have also progressed into an area of intense research activity. In particular, for the time or time-space fractional diffusion equations, the inverse source problems have been widely investigated mathematically and numerically. Compared with the semilinear problem [25] , many more results are available for the linear problems. The linear inverse source problems for fractional diffusion equations can be broadly classified into the following six cases: (1) determining a space-dependent source term from the space-dependent data [3, 9, 18, 19, 34-36, 38-40, 42, 45, 46] ; (2) determining a time-dependent source term from the timedependent data [14, 23, 24, 33, 43] ; (3) determining a time-dependent source term from the spacedependent data [2, 15] ; (4) determining a space-dependent source term from the time-dependent data [47] ; (5) determining a space-dependent source term from the boundary data [41] ; (6) determining a general source from the time-dependent data [27] . Despite a considerable amount of work done so far, the rigorous mathematical theory is still lacking [16] , especially for the inverse problems where the sources contain uncertainties, which are known as the inverse random source problems.
The inverse random source problems belong to a category of stochastic inverse problems, which refer to inverse problems that involve uncertainties. Compared to deterministic inverse problems, stochastic inverse problems have substantially more difficulties on top of the existing obstacles due to the randomness and uncertainties. There are some work done for the inverse random source scattering problems, where the wave propagation is governed by the stochastic Helmholtz equation driven by the white noise. In [8] , it was shown that the correlation of the random source could be determined uniquely by the correlation of the random wave field. Recently, an effective computational model was developed in [4] [5] [6] [7] [20] [21] [22] , the goal was to reconstruct the statistical properties of the random source such as the mean and variance from the boundary measurement of the radiated random wave field at multiple frequencies.
The work is very rare for the inverse random source problems of the fractional diffusion equations. In [29] , the authors presented a study on the random source problem for the fractional diffusion equation. Specifically, they considered the following initial-boundary value problem:
   ∂ α t u(x, t) − ∆u(x, t) = f (x)h(t) + g(x)Ẇ (t), (x, t) ∈ D × (0, T ), u(x, t) = 0, (x, t) ∈ ∂D × [0, T ], u(x, 0) = 0,
x ∈ D,
where D is a bounded domain with the Lipschitz boundary ∂D, f and g are deterministic functions with compact supports contained in D, h is also a deterministic function, W andẆ are the Brownian motion and the white noise, respectively, and ∂ α t u(x, t), 0 < α ≤ 1 is the Caputo fractional derivative given by
∂s
Here Γ(α) = ∞ 0 e −s s α−1 ds is the Gamma function. For the model problem (1.1), the authors studied the inverse problem of reconstructing f (x) and |g(x)| from the statistics of the final time data u(x, T ) with 1 2 < α < 1. It was shown that f and |g| can be uniquely determined by the expectation and covariance of the final data, respectively. Besides, they also showed that the inverse problem is not stable in the sense that a small variance of the data may lead to a huge error of the reconstruction. Naturally, one may ask the following two questions:
Q1. Can the results be extended to 0 < α < 1 for the Brownian motion? Q2. Can the results be extended to the fractional Brownian motion?
Motivated by above reasons, the main purpose of this paper is to study the inverse source problem for the time fractional diffusion equation, where the source is assumed to be driven by a more general stochastic process: the fractional Brownian motion B H (t) with 0 < α ≤ 1, 0 < H < 1, where H is called the Hurst index of the fractional Brownian motion. Clearly, the model equation (1.1) is reduced to the classical heat conduction equation with the Brownian motion for α = 1. In this work, we give confirmative answers to Q1 and Q2. For Q1, due to the singular integral (see Lemma 3.4 in [29] or the proof later in this paper), the results can not be extended; for Q2, the results can be extended as long as α + H > 1. For the restriction α + H > 1, it is not difficult to understand since both H and α imply some smoothness requirement of the solution for the model equation.
The rest of this paper is organized as follows. In Section 2, we introduce some preliminaries for the time-fractional diffusion equations and the Mittag-Leffler function. Section 3 is concerned with the well-posedness of the direct problem. Section 4 is devoted to the inverse problem. The two cases 0 < H < 1 2 and 1 2 < H < 1 are discussed separately for both of the direct and inverse problems. The paper is concluded with some general remarks and directions for future research in Section 5. To make the paper easily accessible, some necessary notations and useful results are provided in Appendix on the fractional Brownian motion.
Preliminaries
Let the triple (Ω, F, P ) be a complete probability space on which the fractional Brownian motion B H is defined (see Appendix for the details). Here Ω is a sample space, F is a σ-algebra on Ω, and P is a probability measure on the measurable space (Ω, F). If X is a random variable, E(X) and V(X) = E(X − E(X)) 2 = E(X 2 ) − (E(X)) 2 are the expectation and variance of X, respectively. If X, Y are two random variables, Cov(X, Y ) = E[(X − E(X))(Y − E(Y ))] denotes the covariance of X and Y .
Consider initial-boundary value problem of the fractional diffusion equation with a random source driven by the fractional Brownian motion
(2.1)
be the eigensystem of the operator −∆ with the homogeneous Dirichlet boundary condition in D. It is known that the eigenvalues satisfy 0
form a complete and orthogonal basis in L 2 (D). It follows from the separation of variables that the solution of (2.1) can be written as
where ω ∈ Ω and u k (t, ω) satisfies the stochastic fractional differential equation 
If f (t) ∈ C 0,γ with 0 ≤ γ ≤ α, then the Cauchy problem (2.3) has a unique solution given by
where E α,β is the Mittag-Leffler function (see (2.7)).
By Lemma 2.1, we can obtain a mild solution of (2.2), which gives a mild solution to the initialboundary value problem of the stochastic fractional diffusion equation (1.1). Let us first give some assumptions in order to understand the solution. Assumption 1. Assume that f, g ∈ L 2 (D) such that g = 0 and h ∈ L ∞ (0, T ) is positive and bounded from below, i.e., there exists c h > 0 such that h ≥ c h .
is called a mild solution of the initial-boundary value problem of the stochastic fractional diffusion equation (1.1), where
Since the Mittag-Leffler function is very important for the analysis, let us state some of its properties. The two-parametric Mittag-Leffler function is defined as
where α, β ∈ R. Obviously, E 1,1 (z) = e z . More information about the Mittag-Leffler function can be found in [12] .
Lemma 2.2. [31, Theorem 1.6] If 0 < α < 2, β is an arbitrary real number, µ is such that πα/2 < µ < min{π, πα}, then there exists a positive constant C such that
which completes the proof after using the chain rule.
Lemma 2.5. For any 0 < s < t, λ k > 0, there exists some constant C such that
Proof. By Lemmas 2.4 and 2.2, we have
and
A simple calculation yields that
which completes the proof.
By Lemmas 2.3 and 2.6, we have the following property of E α,α .
Lemma 2.7. For 0 < α ≤ 1, x ≥ 0, there holds E α,α (−x) ≥ 0 and x α−1 E α,α (−λx α ) is monotonically decreasing.
The direct problem
In this section, we discuss the well-posedness of the direct problem. We show that the mild solution (2.4) is well-defined for the initial-boundary value problem of the stochastic fractional diffusion equation (1.1).
It is easy to note that the mild solution (2.4) satisfies
Hence,
Hereinafter a b stands for a Cb, where C > 0 is a constant. We shall discuss the sums S 1 and S 2 separately. First, let us consider the sum
Using the Young convolution inequality yields
It follows from Lemma 2.2 that
Combining (3.1)-(3.3), we obtain
Next, we estimate the sum S 2 . By (2.6), we know that
(3.5)
The case H = 1 2 , α ∈ ( 1 2 , 1) has been considered in [29] . We investigate more general α ∈ (0, 1), and discuss the cases H ∈ (0, 
where K H (u, τ ) is given by (A.5). Below we estimate I j (t), j = 1, 2, 3. The estimate of I 1 (t). By Lemma 2.2, there holds
where we have used the conditions 0 < H < 1 2 , α + H > 1 for the singular integral and the mean value theorem for the definite integral.
The estimate of I 2 (t). Using Lemma 2.2, we have
Since H > 0, the integral
2 du is well-defined. Furthermore, we have from the binomial expansion that
It is easy to note from the asymptotic expansion for the binomial coefficients that
Therefore, (3.8) becomes
where we have used the conditions 0 < H < 1 2 , 1 2 < α < 1. Since 2α − 2 < 0, we have from the asymptotic expansion for the binomial coefficients again that
The estimate of I 3 (t). Based on Lemma 2.5, for 0 < τ < u < t, there holds
where we have used the fact that x 1 2 is 1 2 -Hölder continuous for x > 0. A simple calculation yields that
The above integral is convergent due to the conditions H > 0, α > < 1 for 0 < τ < u < t. Hence
where we have used the condition α + H > 1. Combining (3.6)-(3.7) and (3.9)-(3.10), we obtain for H ∈ (0,
The case H ∈ ( 1 2 , 1). It follows from Appendix again that the stochastic integral in (3.5) with respect to B H satisfies
By Lemma 2.2, we have
Let t − p =p, t − q =q. A simple calculation gives
Since |qp | < 1, we have from the binomial expansion that
nqn t qp α+2H−3−n dp dq.
Note that when n = 0, α + 2H − 3 − n = −1 is possible, but when n ≥ 1, α + 2H − 3 − n = −1 is impossible. Therefore we discuss the above integral in two cases.
Case I: 2H − 2 = −α. It follows from the straightforward calculations that
nqn t qp α+2H−3−n dp dq
nqn t qp −1−n dp dq
where the integration by parts and L'Hôpital's rule are used. Moreover, the condition α > 0 can guarantee the convergence of the singular integrals. Case II: 2H − 2 = −α. Similarly, we have from straightforward calculations that
where the conditions α > 0 and α + H > 1 are needed to ensure the convergence of the singular integrals. Then we have
Combining Case I and Case II, we get
It is easy to know from the asymptotic expansion for the binomial coefficients that the above series is convergent. Therefore,
Estimates of the solution. In this section, we discuss the stability of the solution. From (3.11)-(3.12) and the analysis for H = 
With the help of (3.13), we obtain the stability estimates for the mild solution (2.4).
Theorem 3.1. Let 0 < H < 1, 0 < α ≤ 1 and α + H > 1. Then the stochastic process u given in
Proof. The proof follows easily from (3.1), (3.4), (3.5), (3.13). Especially, one can check it is also true for α = 1.
Similarly, we also have the following stability results.
Theorem 3.2. Let 0 < H < 1, 0 < α ≤ 1 and α + H > 1. The supremum of the expected norm of the solution satisfies
Moreover, if condition g ∈ H 2 (D) is added, there also holds
Proof. The theorem can be proved by following similar arguments for the case H = Although we only show the details for the Laplacian operator in (2.1), the method can be applied to following initial-bound value problem for the stochastic fractional diffusion equation with the fractional Laplacian operator:
where 0 < α ≤ 1, 0 < s < 1, 0 < H < 1, and α + H > 1. The fractional Laplacian operator (−∆) s is defined as follows [28, formula (3.1)]:
where C n,s is a positive constant depending on n and s. 
The fractional Sobolev space H s (D) can be found in [28] and related references therein.
The inverse problem
In this section, we consider the inverse problem of reconstructing f and |g| from the empirical expectation and correlations of the final time data u(x, T ). More specifically, the data may be assumed to be given by
We shall discuss the uniqueness and the issue of instability, separately.
It follows from (2.4)-(2.6) that we have
Moreover, a straightforward calculation yields that
Lemma 4.1. Suppose Assumption 1 holds. For each fixed k ∈ N, there exists a constant C 1 > 0 such that
Proof. Lettingτ = T − τ , we have from Lemma 2.7 and Assumption 1 that
which completes the proof. 
We consider I kl for H ∈ ( 
A simple calculation yields
By Lemma 2.7, the functionτ α−1 E α,α (−λ kτ α ) is a monotonically decreasing function with respect toτ . Hence
For H ∈ (0, 
Obviously, K H (T, s) > 0 since H ∈ (0, 1 2 ), 0 < s < T . It follows from the mean value theorem that
A simple calculation gives that
It follows Lemma 2.7 again that there holds
Using Lemmas 2.3 and 2.6, and noting T − s = t, we obtain that φ k (s) > 0 and φ k (s) is a monotonically increasing function; φ ′ k (s) > 0 and φ ′ k (s) is a monotonically decreasing function, which imply
Similarly, we have
Combining the above estimates gives
Combining (4.1)-(4.3) and Lemmas 4.1 and 4.2, we obtain the uniqueness of the inverse problem. 
can determine the source terms f and |g| uniquely.
which gives that
By Lemmas 4.1 and 4.2, the proof is completed by noting (4.1) and (4.3).
Unfortunately, the inverse source problem is unstable. In [29, Lemma 4.4] , the authors have explained the instability for H = 1 2 , α ∈ ( 1 2 , 1). Since the formula (4.1) does not involve the Brownian motion, the instability of recovering f is the same. Therefore, we shall only discuss the instability of recovering |g|. It suffices to show that it is unstable to recover g 2 k in (4.3) when k = l, i.e., we shall focus on the estimate of (4.2).
First, we choose t * small enough such that
Below we discuss the two different cases H ∈ (0, . We consider the estimate (3.6) with t = T and estimate I j (T ), j = 1, 2, 3. The estimate I 1 (T ). A simple calculation yields
We have from (4.4) that
The condition H > 0 is enough to ensure the convergence of the above singular integral. Moreover, it follows from the binomial expansion that we obtain
On the other hand, by (4.4), there holds
Clearly, this singular integral needs the condition α + H > 1 to guarantee the convergence. By the mean value theorem for the definite integral, there exists T − t * < ξ < T such that
Combining the above estimate leads to
The estimate of I 2 (T ). Using Lemma 2.2 and (4.4), we have
Next we estimate J j (T ), j = 1, 2, 3, respectively. For the term J 1 (T ), we get
where the condition 0 < H < 1 2 is used to make the above singular integrals convergent. Hence
For the second term J 2 (T ) in (4.6), we have
In (4.9), we have used the same tricks as those in (4.7) and (4.8).
For the third term J 3 (T ), we obtain
Noting the range of H, we can use the differential mean value theorem and the Hölder continuity of x 2H to obtain
Combining (4.6), (4.8), (4.9), and (4.10), we have
For K 1 (T ), a simple calculation gives
Noting H ∈ (0, 1 2 ), we have
For K 2 (T ), noting that t * < T −τ < T and 0 < T −u < t * since 0 < τ < T −t * and T −t * < u < T , we get
As a result, we have for H ∈ (0,
Finally, it follows from (4.5)-(4.12) that we obtain 
Conclusion
In this paper, we have studied an inverse random source problem for the time fractional diffusion equation driven by fractional Brownian motions. By the analysis, we deduce the relationship of the time fractional order α and the Hurst index H in the fractional Brownian motion to ensure that the solution is well-defined for the stochastic time fractional diffusion equation. We show that the direct problem is well-posed when α + H > 1 and the inverse source problem has a unique solution. But the inverse problem is ill-posed in the sense that a small deviation of the data may lead to a huge error in the reconstruction.
There are a few related interesting observation. First, if the Laplacian operator is also fractional, the method can be directly applied and all the results can be similarly proved. Second, for 1 < α ≤ 2, the direct problem can be shown to be well-posed since Lemma 2.2 is still valid. However, the inverse problem may not have a unique solution. The reason is that Lemma 2.7 is not true any more for 1 < α ≤ 2. Finally, we mention that the numerics needs to be investigated. Clearly, some regularization techniques are indispensable in order to suppress the instability of the inverse problem. Another challenge is to how to compute the integrals efficiently and accurately. We will report the numerical results elsewhere in the future. which is used in Subsection 3.2 and (4.14).
