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Abstract
This paper presents a motion control system for tracking of attitude and speed of an underactuated slender-
hull unmanned underwater vehicle. The feedback control strategy is developed using Port-Hamiltonian theory.
By shaping of the target dynamics (desired dynamic response in closed loop) with particular attention to the
target mass matrix, the influence of the unactuated dynamics on the controlled system is suppressed. This
results in achievable dynamics independent of stable uncontrolled states. Throughout the design, the insight
of the physical phenomena involved is used to propose the desired target dynamics. Integral action is added
to the system for robustness and to reject steady disturbances. This is achieved via a change of coordinates
that result in input-to-state stable (ISS) target dynamics. As a final step in the design, an anti-windup
scheme is implemented to account for limited actuator capacity, namely saturation. The performance of the
design is demonstrated through simulation with a high-fidelity model.
Keywords: Unmanned Underwater Vehicle, nonlinear systems, energy-based control, port-Hamiltonian
systems
1. Introduction
Mathematical models of underwater platforms often present a significant degree of uncertainty. This is
because their dynamic response involves complex fluid-body and environmental interactions that are challeng-
ing to model over an extensive envelope of operating conditions. The dynamic response to a given excitation
can change depending on the platform forward velocity and the proximity of boundaries like the free surface,
the sea floor, or other vehicles. In this paper, energy-based control design principles are applied as a means
of controlling a vehicle in the presence of such uncertainty.
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Motion control designs based on energy-related properties like passivity and dissipativity have been very
successful due to their inherent robustness; see, for example, (Astolfi et al., 2002) and (Fossen, 2011) and
references therein. A controller designed so that stability depends only on dissipativity properties can result
in closed-loop stability under parametric uncertainty; even changes in model structure may be tolerated
provided that dissipativity properties remain unchanged (Brogliato et al., 2007). In this paper, we adopt this
approach and present a tracking controller for forward speed, roll, pitch and yaw based on Port-Hamiltonian
Theory (van der Schaft, 2000; Ortega et al., 2002).
There have been a number of nonlinear motion control designs for marine craft presented in the literature.
A good overview can be found in Woolsey and Techy (2009). Of these, an example of an energy-based design
for which passivity is not demonstrated is presented in Woolsey and Techy (2009). In Donaire et al. (2011),
the authors present the design of a passive control system for a fully actuated ROV in three degrees of
freedom. The present work extends this previous design. In particular, this paper presents the design of a
control system for an underactuated UUV for which the centre of buoyancy ad gravity are not coincident.
The vehicle model used in this work is much more sophisticated, and challenging to control, in that both
restoring forces are considered and the hydrodynamic modeling is more realistic.
The design proposed is based on Port-Hamiltonian System (PHS) theory. PHS have a particular structure
that incorporates explicitly a scalar function that can represent the total energy stored in the system as well
as other functions that describe structure of the system in terms of energy distribution and dissipation. As
its name indicates, the input and output variables of a PHS constitute a port. Through this, the system
exchanges energy with its environment.
PHS models are an extension of the canonical equations of motion in classical mechanics developed
by Hamilton (Lanczos, 1960). The fundamental feature of PHS models is that they readily show physical
properties which enable energy-based control design with a physical interpretation of the control law (van der
Schaft, 2000; Ortega et al., 2002). In such designs, the control forces are used firstly to shape the potential
energy such that its minimum is attained at the desired configuration of the closed-loop system, and secondly
to inject damping.
In the rest of the paper, we write the classical dynamic model of a slender-hull underwater vehicle—see
Gertler and Hagen (1967) and Fossen (2011)—into a PHS form. This extends the work of Donaire and Perez
(2012), which considers open-frame underwater vehicles. We then consider a control design for both forward
speed and attitude tracking based on energy shaping and damping assignment such that the closed-loop
system retains a PHS form.
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Slender-hull underwater vehicles are typically underactuated1. These vehicles are controlled by means
of tail fins that are used to affect attitude and simultaneously the velocities perpendicular to the direction
of travel. i.e when a control surface is deflected a force is generated at the aft of the vehicle. This force
is at a distance to the moment reference point, hence it results in a moment. In effect, a deflection causes
both a force (in either the sway or heave direction) and a moment resulting in a rotation. Because of this,
it is impossible with a vehicle of this kind to control attitude without affecting a linear velocity, or a linear
velocity without affecting attitude.
In our controller design, we choose to not control the unactuated vehicle behaviour and demonstrate how
a supression-of-dynamics approach can be used to completely remove the uncontrolled behaviour from the
target dynamics. This is essential to ensure that the control action does not affect the behaviour of the part
of the system being controlled. As part of this, we highlight the importance of the target mass matrix. We
further show how integral action can be added and exploit the PHS form to provide a procedure for control
design that ensures stability and robustness to slowly varying disturbances. The addition of integral action
can lead to loss of performance when operational conditions result in the saturation of the actuators (thruster
and tail fins). We, therefore, address the issue of actuator saturation using an anti-wind-up control scheme.
Finally, we present a numerical case study to illustrate the performance of the proposed control design.
2. Port-Hamiltonian Systems
An input-state-output Port-Hamiltonian system (PHS) has the following form (van der Schaft, 2006):
x˙ =
(
Jˆ(x)− Rˆ(x)
) ∂H(x)
∂x
+ Gˆ(x) u, (1)
y = GˆT (x)
∂H(x)
∂x
, (2)
where x ∈ Rn is the state vector andH : Rn → R is known as the Hamiltonian. This function can represent
the total energy stored in the system. The pair u,v ∈ Rm are the input and output variables. These are
conjugate variables, namely, their inner product represents the power exchanged between the system and
the environment. The function Jˆ(x) is skew-symmetric and describes the power conserving interconnection
structure through which the components of the system exchange energy. The function Rˆ(x) ≥ 0 is symmetric
and captures dissipative phenomena in the system. The matrix Gˆ(x) weighs the action of the input on the
1There are some exceptions to this. Some vehicles in this class are equipped with additional fins at the bow or tunnel
thrusters. In both of these cases, independent control in the lateral and longitudinal speed is possible. These configurations are
not, however, typical.
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system and defines the output. From (1) and (2), it follows that
dH
dt
= yTu− ∂H
T (x)
∂x
Rˆ(x)
∂H(x)
∂x
≤ yTu, (3)
which exhibits the passivity of the PHS model (van der Schaft, 2000).
If one can design the controller such that the resulting closed-loop system takes a PHS form, then the
closed-loop system, under certain conditions2, is passive and thus stable, and the energy function H can
be used as a Lyapunov candidate. Conditions of symmetry, positiveness, and boundedness on the various
functions lead to stability of the state at which the energy attains its minimum. This is a very attractive
feature for control design: if we can design a controller such that the closed-loop system can be put into a
PHS form and the desired equilibrium point is the point that minimises the closed-loop energy, then we can
guarantee stability of the equilibrium point. Moreover, the control system will be stable even if there is model
uncertainty (parameters or even model structure) provided that the closed loop PCH form is preserved. This
gives robustness to model uncertainly.
The objective is to use the control action u to achieve a desired closed-loop system or target dynamics of
the form
x˙ =
(
Jˆd (x)− Rˆd (x)
) ∂Hd
∂x
, (4)
where Jˆd (x) = −JˆTd (x), Rˆd (x) ≥ 0, and the desired equilibrium point x∗ minimises Hd(x). Ortega et al.
(2002) provides a general methodology to design a feedback control law u = β(x) that renders the open-loop
PHS system (1) into the closed loop system (4). This technique is known as Interconnection and Damping
Assignment Passivity-based Control (IDA-PBC). In such design, the controller modifies the interconnection
of the system (Jˆ → Jˆd), assigns damping (Rˆ → Rˆd), and the passivity-based control refers to the fact that
the controller re-shapes the energy (H → Hd) so that the desired equilibrium point x∗ minimises Hd.
The IDA-PBC design reduces to finding the feedback control law u = β(x) that forces a matching of the
dynamics of the open loop system (1) to that of the desired closed-loop system (4), in which x∗ is a stable
equilibrium point that minimises Hd. That is, IDA-PBC seeks the control law that solves the following
Matching Problem:
β(x) :
(
Jˆd(x)− Rˆd(x)
) ∂Hˆd
∂x
=
(
Jˆ(x)− Rˆ(x)
) ∂H
∂x
+ Gˆ(x)β(x), (5)
2The Hamiltonian must be bounded from below (van der Schaft, 2000).
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with the constraint that
x∗ = arg min
x
Hd(x). (6)
There are different ways of solving the matching problem (5)-(6) depending on the type of system we have
and the desired closed-loop system functions, Jˆd(x), Rˆd(x), and Hd(x).
If the system is fully actuated, then one can adopt the desired Hamiltoninan Hd(x) and solve (5) alge-
braically for the controller. In such cases the easiest control strategy is that which keeps the kinetic energy
unmodified and reshapes only the potential energy and damping. If a system is underactuated, and features
coupling between the unactuated and actuated states, one has less freedom to chose the potential energy and
damping. In this case, it is necessary to modify the kinetic energy and the interconnection. In theory, this
can be achieved through a solution of the PDE (5), but for many systems it can be very difficult to find a
suitable solution. Alternatively, a method such as Immersion and Invariance (Astolfi et al., 2008) can be used
to immerse the system into coordinates where the system is fully actuated. Doing this, however, requires
some intuition about a suitable structure and response for the actuated target dynamics. For a system such
as the one considered in this paper with six degrees of freedom and realistic body-fluid hydrodynamic inter-
action, this has not been yet discussed in the open literature. In this paper, insight of vehicle dynamics is
used to shape the target dynamics in such a way that the influence of the unactuated states on the actuated
dynamics is supressed. Critical to this is the selection of the target connectivity structure and mass matrix.
The intervention on the target mass matrix is the only way that the kinetic energy is modified, alleviating
the need to solve the PDE.
3. Vectorial and Port-Hamiltonian Dynamics of Underwater Vehicles
The slender-hull vehicle under study in this paper has a propeller at the aft end and four control surfaces
at the stern in a cruciform configuration. This configuration is underactuated in both sway and heave. A
slender hull vehicle such as the one considered in this paper looks like a torpedo, and a good example of such
a vehicle is the REMUS AUV (Prestero, 2001).
The model of the vehicle to be used in this work will be based on the work of Fossen (Fossen, 2011).
The notation used to describe the vehicle dynamics equations follows the SNAME conventions that are also
adopted by the latest edition of Fossen’s book. The notation is summarised in (1).
The details of the model focus on the primary factors that influence fluid flow and result in motion of the
platform. Certain high-order effects such as actuator and propeller dynamics are neglected. In the case of the
propeller, a simplified linear model of a thrust actuator is used. The hull/propeller combination can be made
to respond in this way either with a simple inner loop classical controller, or alternatively, a method such as
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Table 1: Summary of marine craft motion variables.
Variable Name Frame Units
n North position Earth-fixed m
e East position Earth-fixed m
d Down position Earth-fixed m
φ Roll angle - rad
θ Pitch angle - rad
ψ Yaw angle - rad
u Surge speed Body-fixed m/s
v Sway speed Body-fixed m/s
w Heave speed Body-fixed m/s
p Roll rate Body-fixed rad/s
q Pitch rate Body-fixed rad/s
r Yaw rate Body-fixed rad/s
O Reference point on the body Body-fixed -
N Reference point on the Earth Earth-fixed -
pn
O/N
= [n, e, d]T Position vector Earth-fixed
np˙b
O/N
= [u, v, w]T Linear-velocity vector Body-fixed
Θ = [φ, θ, ψ]T Euler-angle vector -
ωb
b/n
= [p, q, r]T Angular-velocity vector Body-fixed
η = [(pn
O/N
)T ,ΘT ]T Generalized position vector -
ν = [(np˙b
O/N
)T , (ωb
b/n
)T ]T Generalized velocity vector Body-fixed
Immersion and Invariance (Astolfi et al., 2008) can be used to map from the higher order dynamics with the
propeller and actuator motors to the coordinates given herein, resulting in a fully nonlinear controller down
to the actuator level.
Largely following the notation of Fossen (2011) the following expression for the dynamics is obtained:
η˙ = J(η)ν, (7)
Mν˙ + CRB(ν)ν −H(ν)ν + g(η) = τ ctrl + τ env, (8)
where M = MRB + MA is the Mass matrix, comprising the rigid-body mass matrix and the added mass.
CRB is the rigid-body Coriolis-centripetal matrix, g(η) is the matrix of restoring forces and H(ν) is the
matrix defining all hydrodynmaics effects that are related to ν. This is described in the following.
3.1. Force Models
For a fully submerged underwater vehicle at a depth where wave-induced changes in pressure are negligible,
the hydrodynamic and restoring forces in can be expressed as
τ fl = −MAν˙ −H (ν)ν − g (η) . (9)
where
H(ν) = CA (ν) + L (ν) + D (ν) . (10)
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The first term on the right hand side of (9) is a potential flow effect. We use the convention of Fossen for
the definition of the added mass matrix MA. The second term represents the hydrodynamic forces that are
related directly to ν. Following the convention of Fossen, the third term represents the restoring forces (for
which we use the same formulation as Fossen.)
For the function H, we follow an approach different from that of Fossen. We separate this term into three
components. The addition of the first term is to allow use of hydrodynamic coefficients defined following the
convention of Gertler and Hagen (1967). Unlike Fossen, Gertler and Hagen incorporate what Fossen calls
the added-mass-Coriolis-centripetal matrix (CA) into the hydrodynamic coefficients. The term D ≥ 0 is
diagonal and contains hydrodynamic damping terms. The function L represents off diagonal terms. This
term represents forces (such as lift forces) that act in a direction orthogonal to the direction of the flow
component they are dependent on. This separation into a diagonal and non-diagonal components is strictly
for convenience - for it assists in adapting the model to the PHS form in the section that follows.
The particular parametrisation we use for (10) follows from (Gertler and Hagen, 1967):
H(ν) =
Xuuu Xvrr +Xvvv Xwqq +Xwww Xrpr Xqqq Xrrr
Ypp+ Yrr Yvrr + Yvu+ Yv|v|
√
v2 + w2 0 Ypqq + Ywpw 0 Yr|r||r|
Zqq Zvpp+ Zvrr + Zvvv Zwu+ Zw|w|
√
v2 + w2 0 Zq|q||q| Zrrr
Krr +Kvv Kv|v|
√
v2 + w2 0 Kpu+Kwpw Kqrr Kr|r||r|
Mww Mvrr +Mvvv Mw|w|
√
v2 + w2 Mrpr Mq|q||q|+Mqu Mrrr
Npp+Nvv Nv|v|
√
v2 + w2 0 Npqq 0 Nr|r||r|+Nru+Nrvv

.
(11)
For the vehicle considered in this paper, the vector of control forces has the following form:
τ ctrl =
[
Xctrl Yctrl Zctrl Kctrl Mctrl Nctrl
]T
. (12)
The actuator configuration of the vehicle consists of thrust due to a propeller δT , sternplane starboard and
port δss, δsp, and rudder upper lower δru, δrl. The actuator variables are mapped to the forces through the
following actuator-configuration matrix:
τ ctrl = B(ν) δ, (13)
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where
δ ,

δT
δss
δsp
δru
δrl

, B(ν) ,

−Xuuu2max Xδssu2 Xδspu2 Xδruu2 Xδrlu2
0 0 0 Yδruu
2 Yδrlu
2
0 Zδssu
2 Zδspu
2 0 0
0 Kδssu
2 Kδspu
2 Kδruu
2 Kδrlu
2
0 Mδssu
2 Mδspu
2 0 0
0 0 0 Nδruu
2 Nδrlu
2

. (14)
In this representation of the actuator configuration forces, the terms due to deflection of the fins are standard.
A different approach, however, is taken for the thruster. We define the thrust force as being equal −Xuuu2max.
The throttle input takes values in [0, 1]. When it is at its maximum value of 1, the force due to the thruster
is equal to the axial hydrodynamic drag at maximum speed. This is a simplified model that assumes a
different control system is present to control the propeller rotational speed resulting in a linear controlled
thrust response.
It is often common to use a parametric representation of environmental forces due the currents and
express (8) in terms of the vehicle velocity relative to the ocean current velocity—assuming the ocean current
is irrotational in the Earth frame (Fossen, 2011). This captures changes in the Coriolis and damping terms
with the current. In this paper, we will not use such a representation and consider current forces as slowly-
varying disturbances. The fact that these forces depend on the velocities is part of the uncertainty in the
model, which adds to the uncertainty already present in the parametric representation of the hydrodynamic
damping.
3.2. A Dynamic Model in PHS Form
To put (7)-(8) into a PHS, we followDonaire and Perez (2012) and define the following state vector:
xp =
xp1
xp2
 =
Mν
η¯
 , (15)
Then we need to define a Hamiltonian H, such that:
x˙p =

−C˜(xp) −J¯T (xp)
J¯(xp) 0
−
D˜(xp) 0
0 0

 ∂H
∂xp
+
I
0
 τ , (16)
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where
C˜(xp) , L(M−1xp1) + CRB(M
−1xp1) + CA(M
−1xp1), (17)
J¯(xp) ,
I 0
0 T(Θ)
 , (18)
D˜(xp) , D(M−1xp1), (19)
The matrix C˜ contains all the off-diagonal terms of H. These terms (which primarily consist of Coriolis
and lift effects) will not satisfy all requirements for the open-loop system to be a PHS, because the skew
symmetry property of the connectivity structure will not be satisfied. This is not a problem, however, because
the control law can be designed so that this is corrected in the target dynamics, so the closed-loop system
satisfies all the conditions for a PHS with the desired characteristics.
The matrix J¯ has been modified from the model presented in the previous section. For this work, we wish
to use energy shaping to control the forward speed of the vehicle. For this purpose, it is useful to represent
the linear positions as quasi-positions. For a neutrally buoyant vehicle, assigning the block J11 = I (instead
of a rotation matrix) has no effect on the energy of the system, or the dynamics in other states, and we are
not concerned with positioning control. Hence, this simply means that the linear positions are expressed in
a different coordinate frame (in this case, the body coordinates, rather than the global coordinates). We
denote these coordinates ui,vi,wi, being the integrals of the velocity u,v and w. We consequently define the
new position vector η¯ = [ui, vi, wi, φ, θ, ψ]
T
As a Hamiltonian, we can use the sum of the total kinetic energy (rigid body and fluid) and a potential
function:
H(xp) = T (xp1) + V(xp2) =
1
2
xp
T
1 M
−1xp1 + V(xp2). (20)
To find a suitable potential energy function, we use the constraint
J¯T (xp2)
∂H
∂xp2
= g(xp2). (21)
Equation (21) should then be integrated to obtain a potential energy. This integration, however, cannot be
done for the general g(xp2) = g(η) given in Fossen (1994). This is a consequence of considering Euler angles
as part of generalised coordinates and the fact that η˙ 6= ν—it is a well known fact that the model in terms
of Euler angles does not, in general, admit an Euler-Lagrange representation (Egeland and Gravdahl, 2002).
Under the assumptions that the vehicle is neutrally buoyant, however, the integration of (21) is possible
without having to revert to other coordinates. In this paper, we follow Leonard (1997) and we assume that
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the vehicle is neutrally buoyant, and the buoyancy and gravity have laterally coincident centres. We can
therefore express (21) with these constraints, and
∂H
∂xp2
= (J¯T)−1g(xp2) =

0
0
0
−B cos(θ)(zB − zG) sin(φ)
B(cos(θ)(xG − xB) + sin(θ)(zG − zB) cos(φ))
0

(22)
where pbB/O = [xB , yB , zB ]
T is the location of the centre of buoyancy with respect to the defence point on the
body and pbG/O = [xG, yG, zG]
T is the position of the centre of gravity. The corresponding potential function
V is obtained by integration:
V(xp2) = −BxB sin(θ) +BxG sin(θ) +BzB cos(θ) cos(φ)−BzG cos(θ) cos(φ) (23)
In this paper, we consider only neutrally buoyant vehicles with laterally coincident centres of buoyancy
and gravity. This is a realistic assumption for modelling the dynamics of many vehicles in this class3.
4. Stability of the Under Actuated Dynamics
We assume a directionally stable underwater vehicle. In a disturbance-free environment, a directionally
stable vehicle will sail in a straight line with the control surfaces in a fixed (neutral) position. A good analogy
for this behaviour is an arrow. An arrow without feathers mounted on its tail is unstable, but the presence
of the feathers make it stable. Likewise, the control fins on the aft of a stable slender bodied UUV ensure
that it will likewise sail on a straight path with no control intervention in a disturbance free environment.
In designing the controller for this vehicle, we will exploit this property by designing control laws that will
actuate on some channels, whilst allowing other states to converge freely. The stability properties of the
vehicle will ensure that these under actuated channels are not destabilised by the dynamics on the actuated
degrees of freedom (DOF).
Our particular interest will be on the DOF sway and heave. In the design that will follow, the control
law will not seek to regulate these DOF at all. They will, however, be influenced by the other states in the
3It is typical for vehicles in this class to be very slightly positively buoyant, in order for them to rise to the surface very slowly
in the event of a failure. The effect of this very slight degree of positive buoyancy to the manoeuvring dynamics is very minor,
so rather than model it, we rely on the robustness characteristics of the control design to compensate for this discrepancy.
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system. In this section, we model the dynamics of these states, and treat the influence from other states as a
disturbance. We study the stability of the dynamics in the presence of such a disturbance in order to judge
whether the natural stability of the vehicle can be relied upon to ensure that the overall vehicle dynamics
remains stable.
We first explore the stability of the vehicle dynamics in sway. This is the simpler of the two states of
interest, because it is not influenced by the restoring force. We assume that a control law is present in the
system that is demanding the rudder action, denoted by δr. We assume that the control law will produce
bounded command and can converge (in steady state) to a condition where a desired constant turn rate r∗
is achieved.
We analyse the stability of this state in isolation using simplified dynamics where only the yaw and
sway DOF are modelled. To compose this model, we assume that p=w=q=φ=θ=0. We also assume that
the vehicle is neutrally buoyant. With these simplifications, we express the dynamics in sway and yaw in
Hamiltonian form as follows:
 x˙pv
x˙pr
 =
 −uYv uYr
uNv −uNr

 M−1v,rxv
M−1r,v xr
+
 δru2Yδr
δru2Nδr
 (24)
where xpv and xpr are the second and sixth components of xp1, and δr = δrs+ δrp. We can show that the
dynamics (24) is ISS with input d = [δru2Yδr , δru
2Nδr ]
T by using the ISS-Lyapunov function
Vv,r = 1
2
(
xpv xpr
) M−1v,r 0
0 M−1r,v

 xpv
xpr
 .
If we compute the time derivative of Vv,r, we obtain
V˙v,r = ∇VTv,r
 −uYv uYr
uNv −uNr
∇Vv,r +∇VTv,rd,
then, under assumption that
 −uYv uYr
uNv −uNr
 ≤ −cI < 0, where c ∈ R>0, it yields
V˙v,r ≤ −c|∇Vv,r|2 + |∇Vv,r|d ≤ − c
2
|∇Vv,r|2 + 1
2c
|d|2 ≤ −cλm
2
|(xv xr)T |2 + 1
2c
|d|2,
with λm = min eig(diag(M
−1
v,r ,M
−1
r,v )), which proves ISS of the system (24) with input d.
We follow a similar argument for the dynamics in heave. In this case, the derivation is slightly different
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because the presence of the the restoring force, which is a significant contributor to the dynamics in pitch.
Consider the dynamics
 x˙pw
x˙pq
 =
 Zwu Zqu
Mwu Mqu

 M−1w,qxw
M−1q,wxpq
+
 Zδsu2δs
Mδsu
2δs+ zG gM sin(xpθ)
 , (25)
where xpw and xpq are the third and fifth components of xp1. Then, under the assumption that there exist
a constant c ∈ R>0 such that
 Zwu Zqu
Mwu Mqu
 < −cI < 0, we can show that the system (25) is ISS with
input d =
 Zδsu2δs
Mδsu
2δs+ zGgM sin(xθ)
, using the ISS-Lyapunov function
Vw,q = 1
2
(
xpw xpq
) M−1w,q 0
0 M−1q,w

 xpw
xpq
 .
The computation of the time derivative of Vw,q and the ISS property follows from the same arguments used
to show ISS for sway, then this calculation is omitted. This analysis demonstrates that the for a zero input,
the dynamics will converge to zero, and for a constant input, it will converge to a constant value, namely not
diverge.
The preceding analysis was based on some simplifying assumptions, such as the fact that the dynamics
in sway and heave are completely decoupled, and the nonlinear hydrodynamics effects (which are relatively
minor) are negligible. The effects that have been included, however, are the most significant ones, leading
to very strong initial case for the stability of these states. Given the strong coupling between all states in
a system of this kind, performing this kind of stability analysis for the entire open loop with all nonlinear
hydrodynamics terms seems impractical. By using an initial analytical proof such as the one presented above
combined with some validating simulations, a more comprehensive feel for the stability properties can be
achieved.
Our experience favours the fact vehicles that are designed to be “stable” typically present a behaviour in
sway and heave that is stable across all states and control surface deflections (just like the simplified equation
sets used in this section). The control law that is the focus of this paper is designed with this assumption,
which has been validated for the vehicle considered with a combination of analysis and simulations.
If a vehicle’s behaviour in sway and heave is stable irrespective of attitude or control surface deflection,
then the overall vehicle dynamics will be stable under the following conditions: (1) The influence of sway
and heave can be removed from the dynamics of the rest of the system using a control law. and (2) The
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dynamics of the other states in the system can be stabilised.
5. Motion Control with PHS form
In this section, we describe a control design for forward speed and attitude tracking based on interconnec-
tion, damping assignment and integral action techniques for PHS (Ortega et al., 2002; Donaire and Junco,
2009). The control law is obtained in three steps. First, we design a tracking controller for the actuated
states in the system. As part of this design, we decouple the action of sway and heave on the other degrees
of freedom, effectively suppressing the action of the uncontrollable dynamics on the controllable dynamics.
As part of this process, the decoupled dynamics is essentially rendered internal. Since the feedback from
the decoupled dynamics to the controlled dynamics is broken, we rely on our understanding of the stability
properties of the vehicle (as descussed in section 4) to assert that this internal dynamics is not destabilised
by the action of the control law presented in this section. Once the influence of this decoupled dynamics is
removed, we delete these states from the state equations and ignore them for the purpose of the stability
analysis of the new closed loop system.
In the second step, we add integral action, which provides robustness to the control system. Finally, in
the third step, we add an anti-windup scheme to account for limited actuation.
5.1. Velocity and Attitude Regulation/Tracking
For the type of vehicle considered, we focus only on forward speed and attitude control. The lateral and
longitudinal positions and speeds are left free. The control of these is achieved indirectly through a guidance
system that generates the path, and this the desired attitude and forward speed. The design of the guidance
system is outside the scope of the paper.
To design the control law, we follow a similar process to that described in Donaire et al. (2011), with some
extensions to accommodate the fact that the vehicle is under-actuated. The control objective is to minimise
the tracking error x˜p = xp − x∗p, where x∗p is the reference generated by the guidance system.
Since the system is underactuated, the controller is designed such that the heave and sway forces will
have no influence on the target dynamics. The controlled dynamics will, however, have an influence over the
uncontrolled dynamics. It is assumed that the dynamics in the uncontrolled DOF is stable.
To ensure that the uncontrolled dynamics do not affect the dynamics being controlled, the target dynamics
are defined so that the uncontrolled speeds v and w have no influence on the controlled states. To achieve
this, we first choose the desired Coriolis matrix to be independent of v and w, and then define the target
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mass matrix with no off-diagonal terms. That is, the proposed desired Coriolis-centripetal matrix is
C¯d(xm1) =
0 −mr mq 0 0 0
mr 0 −mp 0 0 0
−mq mp 0 0 0 0
0 0 0 0 −Ixzp− Iyzq + Izzr Ixyp− Iyyq + Iyzr
0 0 0 Ixzp+ Iyzq − Izzr 0 Ixxp− Ixyq − Ixzr
0 0 0 −Ixyp+ Iyyq − Iyzr −Ixxp+ Ixyq + Ixzr 0

(26)
In order for the target dynamics to qualify as a PHS, the mass matrix should be positive definite and
diagonal. This condition ensures the PHS form (and, consequently passivity and stability). Moreover, it
also ensures that effects due to velocities from other states do not couple onto the unactuated states due
to off diagonal terms. Likewise, the off diagonal terms also considerably complicate the synthesis of the
integral action controller, a description of which will follow. Finally, this form of the target mass matrix also
facilitates the synthesis of the correcting controller, which will also be presented later in this paper.
For this design, the desired mass matrix of the target dynamics Md is a diagonal matrix built with the
entries of the main diagonal of the original mass matrix M. Since part of the state (xp1) is defined in terms
of the vehicle mass matrix M, a change of coordinates is necessary in order to realise this new mass matrix
Md in the target dynamics.
We therefore introduce a new set of coordinates xm given by
xm1 = MdM
−1xp1 (27)
xm2 = xp2 (28)
Note that the coordinates xm1 are proportional to the velocities M
−1x1. In addition, we define a tracking
error as the difference between the actual value and the reference value of this state. As with the state xp,
we note the tracking error with a tilde, for example x˜m = xm − x∗m is the tracking error of this state vector,
and xm
∗ is the new tracking reference vector, which is related to xp∗ as:
x∗m1 = MdM
−1x∗p1 (29)
x∗m2 = x
∗
2 (30)
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In the sequel, we specify all the functions of the desired PHS in terms of the new coordinates xm. The
damping matrix is selected to be symmetric, positive and with the elements proportional to the square of
the forward momenta xmu, as in the case of the system itself, namely,
D¯d(xm1) =

d1xm
2
u + k1 0 0 0 0 0
0 d2xm
2
u + k2 0 0 0 0
0 0 d3xm
2
u + k3 0 0 0
0 0 0 d4xm
2
u + k4 0 0
0 0 0 0 d5xm
2
u + k5 0
0 0 0 0 0 d6xm
2
u + k6

(31)
The parameters di and ki; with i = 1, · · · , 6; are positive scalars. The gradient of the desired Hamiltonian
can be expressed as follows:
∂Hd
∂x˜m
=

M−1d x˜m1
Kux
∗
m
2
u 0 0
0 0 0
0 0 0
 x˜m2a
Kφ 0 0
0 Kθx
∗
m
2
u 0
0 0 Kψx
∗
m
2
u
 x˜m2b

, (32)
where
x˜m1 = [x˜mu, x˜mv, x˜mw, x˜mp, x˜mq, x˜mr]
T (33)
x˜m2a = [x˜mx, x˜my, x˜mz]
T (34)
x˜m2b = [x˜mφ, x˜mθ, x˜mψ]
T (35)
The matrix J¯ is chosen to satisfy the constraint
J¯(x˜m2 + x
∗
m2) , J¯(xm2)
∣∣∣
xm2=(x˜m2+x∗m2)
. (36)
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From the above, the target PHS system is therefore defined as follows:
˙˜xm =

 −C¯d(x˜m1 + x∗m1) −J¯(x˜m2 + x∗m2)T
J¯(x˜m2 + x
∗
m2) 0
−
 D¯d(x˜m1,x∗m1) 0
0 0

 ∂Hd
∂x˜m
(37)
The inclusion of the forward-speed reference in the Hamiltonian is needed to maintain the performance at
different forward speeds. In fact, all of the forces due to the hydrodynamics are proportional to the square of
the forward speed (this includes the forces due to deflection of the actuators). If the dependency on forward
speed is not included, the performance can only be optimised at one speed. When using classical methods for
control design, a gain scheduling technique has to be used, and the gains become dependent on the forward
speed. Using a nonlinear controller allows the incorporation of this directly.
We follow the IDA method and solve a matching equation (37) in order to derive a control law through
which the target dynamics are realised. The control law is obtained by matching the original dynamics and
the desired dynamics. We do this in two steps:
1. We take the derivative of the tracking error in coordinates xm with respect to time
˙˜xm = x˙m − x˙∗m =
 MdM−1(x˙p1 − x˙∗p1)
x˙p2 − x˙∗p2
 . (38)
2. We replace ˙˜xm and x˙p by the target dynamics (37) and the original dynamics (16). The source and
target dynamics must be expressed in different coordinates, since the target mass matrix is different
to the mass matrix of the source dynamics. This difference must be accounted for in the control law,
which follows.
x˙p1 − x˙∗p1 =
(
−C˜(xp)− D˜(xp)
) ∂H
∂xp1
− J¯T (xp) ∂H
∂xp2
+ τ¯ − x˙∗p1. (39)
x˙p2 − x˙∗p2 =J¯(x˜p2,xp2)
Hd
∂x˜p1
− x˙∗p2. (40)
˙˜xm1 =
((−C¯d(x˜m + x∗m)− D¯d(x˜m,x∗m)) ∂Hd∂x˜m1 − J¯(x˜m + x∗m)T ∂Hd∂x˜m2
)
. (41)
˙˜xm2 =J¯(x˜m2,x
∗
m2)
Hd
∂x˜m1
. (42)
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To derive the control law, we match the source and target dynamics, yielding the following
MM−1d ˙˜xm1 = (x˙p1 − x˙∗p1) =
(
−C˜(xp)− D˜(xp)
) ∂H
∂xp1
− J¯T (xp) ∂H
∂xp2
+ τ¯ − x˙∗p1. (43)
˙˜xm2 = x˙p2 − x˙∗p2. (44)
3. Then, we solve equation (43) for the force vector τ¯ , which gives
τ¯ =MM−1d
((−C¯d(x˜m + x∗m)− D¯d(x˜m,x∗m)) ∂Hd∂x˜m1 − J¯(x˜m + x∗m)T ∂Hd∂x˜m2
)
−
−
((
−C˜(xp)− D˜(xp)
) ∂H
∂xp1
− J¯T (xp) ∂H
∂xp2
− x˙∗p1
)
. (45)
In addition, the matching equation (44) imposes a constraint in the reference signals–see, for example
(Donaire et al., 2011). From the matching equation the condition ˙˜xm2 = x˙p2 − x˙∗p2 is evident, and replacing
the derivative of the states by the state equations it follows that the matching equation is satisfied for
x˙∗p2 =
(
1− xm∗u2
)
J¯(xp)M
−1xp1 + xm
∗
u
2J¯(xp)M
−1x∗p1. (46)
In our case, the references are the forward speed and the attitude. The remaining reference signals are
computed to satisfy (46).
The reference for the forward position is a special case, because even though we are interested in the
control of forward speed (in the body coordinate system), in the target dynamics this is achieved via a
positional control. This is necessary in order for Hamiltonian to have the desired properties to guarantee the
PHS. The reference for forward position is therefore determined as follows:
x∗mui = xmui + u
∗ − u (47)
Where xmui is the quasi-position, x
∗
mui
is the quasi position command, u is the forward speed in the
body coordinate system and u∗ is the body velocity command. It is possible to use this reference as a way to
control forward speed though the water because we have adopted a system model that expresses the positions
in terms of pseudo-coordinates (i.e J¯1 = I).
For the controller design presented, the target dynamics in the xm coordinates will have completely
decoupled the unactuated coordinates from the actuated coordinates. A problem is however evident when
the control action is mapped back to the xp coordinates. Since M 6= Md, when the control action τ¯ is mapped
back to the x coordinates the control vector will incorporate commands on the channels it is impossible to
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actuate on. i.e MM−1d [τdu, 0, 0, τdp, τdq, τdr]
T = [τdu, τdv, τdw, τdp, τdq, τdr]
T where τdv 6= 0 and τdw 6= 0.
Since the system is underactuated in heave and sway, we must use a control law to drive τpv and τpw to zero.
This is, however non trivial if we are to avoid creating any errors in the controlled coordinates expressed in
the xm dynamics.
We therefore require a correcting control law τc that will satisfy the following conditions, allowing a new
control vector τ¯p to be constructed.
τ¯p =[τ¯pu, 0, 0, τ¯pp, τ¯pq, τ¯pr]
T = M M−1d τm − τc (48)
τ¯p =[τpu, τpv, τpw, τpp, τpq, τpr]
T − [τcu, τpv, τpw, τcp, τcq, τcr]T (49)
(50)
τpv and τpv are known (they can be calculated from the change of coordinates from τm). To complete
the correction, the values τcu, τcp, τcq, τcr must be determined. The correction τc is applied in the system
coordinates xp, however the correction has a different effect when the system is expressed in the coordinates
xm. It is essential that this correction does not influence the actuated dynamics in the xm coordinates.
[τpu, τpv, τpw, τpp, τpq, τpr] = MM
−1
d [τmu, 0, 0, τmp, τmq, τmr]
T (51)
MdM
−1
(
[τpu, τpv, τpw, τpp, τpq, τpr]
T − [τcu, τpv, τpw, τcp, τcq, τcr]T
)
= [τmu, δv, δw, τmp, τmq, τmr]
T (52)
where δv and δw are free variables representing disturbances on the unactuated channels.
The simultaneous equations 51 and 52 are solved to derive equations for τcu, τcp, τcq, τcr. A computer
algebra system was used to solve for these functions and it was found that a solution exists if the source and
target mass matrices are of the standard form, which is typical for this class of vehicle.
M =

m11 0 0 0 m15 0
0 m22 0 m24 0 m26
0 0 m33 0 m35 0
0 m42 0 m44 0 0
m51 0 m53 0 m55 0
0 m62 0 0 0 m66

, Md =

m11 0 0 0 0 0
0 m22 0 0 0 0
0 0 m33 0 0 0
0 0 0 m44 0 0
0 0 0 0 m55 0
0 0 0 0 0 m66

. (53)
For these matrices, the solution for the correcting control law exists and can be expressed as a function of
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the elements of the mass matrix and the actuation vector τ expressed in the xm coordinates. The equations
for this control law are not included here due to space limitations. With such a control law, the complete
closed loop can be written as the target dynamics with disturbances in the uncontrolled coordinates as follows
˙˜xm1 =
([
−C¯d(x˜m + xm∗) −J¯(x˜m + xm∗)T
]
−
[
D¯d(x˜m,xm
∗) 0
])
∂Hd
∂x˜m1
−
[
0 dv dw 0 0 0
]T
.
(54)
If we omit the uncontrolled dynamics from (54), the following PHS results
˙˜xmc =

 −C¯dc(x˜mc + x∗mc) −J¯c(x˜mc + x∗mc)T
J¯c(x˜mc + x
∗
mc) 0
−
 D¯dc(x˜mc,x∗mc) 0
0 0

 ∂Hdc
∂x˜mc
. (55)
Where xmc = [xmu, xmp, xmq, xmr, xmui , xmφ, xmθ, xmψ]
T , C¯dc, D¯dc, J¯c, and
∂Hdc
∂x˜mc
are similarly trun-
cated so that only the controlled dynamics are represented.
Since the action of v and w on the controlled states was cancelled, in the controlled coordinates given
by the dynamics (55), the closed loop is a PHS, which facilitates stability analysis within the context of this
framework.
5.2. Control Allocation
The control law is realised through actuation of a force vector, denoted τ ctrl. This force is ultimately
implemented using force actuators—control surfaces and a propeller. Depending on the actuator configuration
of the vehicle, a number of actuators may influence the force vector in a non-unique manner. For example,
in the case of two stern planes and two rudders, roll can be controlled in different ways. The actuator
configuration is captured by the matrix B in (13). As a result, it is essential that a control allocation is used
to map the control force vector demanded by the controller into appropriate actuator commands.
Given that the system is underactuated, the configuration matrix B¯(x) is not invertible. As a result, it is
necessary to create a function that maps from the controller forces τ ctrl to the actuator commands δ. This
map, noted A(x) and called the control allocation function, is essentially an approximate inverse of B¯(x), in
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that B¯(x)A(x) ' I. For the vehicle under consideration, such approximation leads to
A(x) =
− 1
Xuuu2max
Xdru
2Y dru
+
Xdrl
2Ydrl
Xuuu2max
Xdsp
2Zdsp
+
Xdss
2Zdss
Xuuu2max
Xdru
4Kdru
+
Xdrl
4Kdrl
+
Xdsp
4Kdsp
+
Xdss
4Kdss
Xuuu2max
Xdsp
2Mdsp
+
Xdss
2Mdss
Xuuu2max
Xdru
2Ndru
+
Xdrl
2Ndrl
Xuuu2max
0 0 1
2u2Zdss
1
4Kdssu2
1
2Mdssu2
0
0 0 1
2u2Zdsp
1
4Kdspu2
1
2Mdspu2
0
0 1
2u2Ydru
0 1
4Kdruu2
0 1
2Ndruu2
0 1
2u2Ydrl
0 1
4Kdrlu2
0 1
2Ndrlu2

(56)
This allocation matrix was designed in an ad-hoc way in order to achieve the product B¯(x)A(x) shown
below.
B¯(x)A(x) =

1 0 0 0 0 0
0 1 0 0 0 YδruNδru
0 0 1 0 ZδssMδss 0
0 0 0 1 0 0
0 0 MδssZδss 0 1 0
0 NδruYδru 0 0 0 1

(57)
Under the assumptions that Kδrl = −Kδru, Kδss = −Kδsp, Mδsp = Mδss, Nδrl = Nδru, Yδrl = Yδru,
Zδsp = Zδss. Equation 57 implies that through use of this control allocation, the control vector τ¯ will be
applied correctly to the controlled states, however a coupling is evident whereby a parasitic actuation will
result on the xmv and xmw channels.
5.3. Integral Action
In this section, we augment the controller designed in the previous section to add integral action. The
synthesis of the integral action control follows the procedures in (Donaire and Junco, 2009) and (Ortega and
Romero, 2012). The integral control for forward speed can be directly designed since u has relative degree
one. The integral action on the attitude is more involved and requires a change of coordinates as proposed in
(Donaire and Junco, 2009) and (Donaire and Perez, 2012). Since the actuated dynamics have been decoupled
from the unactuated dynamics, we can perform the synthesis of the integral controller considering the actuated
dynamics only. The trajectories of the unactuated dynamics will remained bounded as discussed in section
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4.
We propose that a change of coordinates xi = Φ(x˜mc) be used. We use the following notation to define
and categorise these coordinates in order to ease both the analysis and presentation.
xi = [xi1,xi2,xi3,xi4]. xi1 = [xi1a,xi1b]. xi1a = [xiu]. xi1b = [xip, xiq, xir].
xi2 = [xi2a,xi2b]. xi2a = [xiui ]. xi2b = [xiφ, xiθ, xiψ].
xi3 = xi3ui . xi4 = [xi4φ, xi4θ, xi4ψ].
Note that the transformed state vector has been augmented by adding the states xi3 and xi4, which are
the states of the integral control.
In the discussion that follows, for the sake of brevity, we rely on some definitions which will make the
equations that follow easier to read. The functions C¯d11,C¯d12, C¯d21 and C¯d22 are the block submatrices of
C¯d. The functions Md11 and Md22 are the block-diagonal submatrices of Md. J¯1 and J¯2 are the diagonal
submatrices of J¯, ie J¯1 = I and J¯2=T(Θ). Note that the rows and columns corresponding to the unactuated
dynamics have been suppressed. The subscript i indicates that these matrices are evaluated in the new
coordinates xi, for example C¯di = C¯d(Φ
−1(xi) + xm∗) (to simplify the notation, we drop the arguments on
the functions). The functions D¯d1 and D¯d2 are the submatrices of D¯d. The parameters D4, D¯2b, D¯ui and
D¯ai are constant positive diagonal matrices, and D¯2a = d2a.
We commence by defining the desired target dynamics for the full closed loop as follows

x˙i1a
x˙i1b
x˙i2a
x˙i2b
x˙i3
x˙i4

=


−C¯d11i − D¯d1 −C¯d12i −J¯T1i 0 −1 0
−C¯d21i −C¯d22i − D¯d2 0 −J¯T2i 0 D4
J¯1i 0 −D¯2a 0 0 0
0 J¯2i 0 −D¯2b 0 −J¯1i
1 0 0 0 −D¯ui 0
0 D4 0 J¯
T
1i 0 −D¯ai



Mid11xi1a
Mid22xi1b
G2axi2a
G2bxi2b
Kuixi3
Kaixi4

. (58)
Mid11 and M
i
d22 are block-diagonal submatrices of the inverse of Md, and the K terms are constants use
to tune the response.
The last term in (58) is the gradient of the desired Hamiltonian respect to the states, i.e. ∂Hdi∂xi , and the
Hamiltonian is
Hdi = 1
2
xi
T
1 M
−1
d xi1 +
1
2
xi
T
2 G2xi2 +
1
2
xi
T
3 Kuixi3 +
1
2
xi
T
4 Kaixi4 (59)
with G2 = diag(G2a ,G2b), where G2a = x
∗
m
2
uKu and G2b = diag(Kφ , x
∗
m
2
uKθ , x
∗
m
2
uKψ). Note that the
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desired target dynamics has the form x˙i = (Ji(xi)−Di(xi)) ∂Hdi∂xi .
Motivated by the design in (Donaire and Perez, 2012), we choose part of the change of coordinates
xi = Φ(x˜mc) as follows
xi2a = x˜mx (60)
xi2b =

x˜mφ
x˜mθ
x˜mψ
 , (61)
which means that we keep the position vector unchanged. We differentiate (60) with respect to time
x˙i2a = ˙˜xmui (62)
x˙i2b =

˙˜xmφ
˙˜xmθ
˙˜xmψ
 , (63)
and then we replace x˙i2a and x˙i2b by their corresponding state equations from (58), and ˙˜xmx, ˙˜xmφ, ˙˜xmθ and
˙˜xmψ by their corresponding state equations from (55) as follows
J¯1iM
i
d11xi1a − D¯2aG2axi2a = J¯1Mid11x˜mu (64)
J¯2iM
i
d22xi1b − D¯2bG2bxi2b − J¯1iKaixi4 = J¯2Mid22

x˜mp
x˜mq
x˜mr
 . (65)
Note that J¯1i = J¯1 and J¯2i = J¯2 since they depend on the variables for which the change of coordinates is
the identity. Finally, we solve the two equations above for xi1a and xi1b, which yields
xi1a = x˜m1a +
(
Mid11
)−1
J¯−11 D¯2aG2ax˜m2a (66)
xi1b = x˜m1b +
(
Mid22
)−1
J¯−12 D¯2bG2bx˜m2b +
(
Mid22
)−1
J¯−12 J¯1iKaixi4, (67)
where x˜m1a = x˜mu, x˜m1b = [x˜mp x˜mq x˜mr]
T , x˜m2a = x˜mx and x˜m2b = [x˜mφ x˜mθ x˜mψ]
T .
The control law is obtained by differentiating (66) (67) with respect to time, replacing the derivative of
the states by their corresponding state equations, and then, solving the equations for the integral control law
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τ¯ i = [τ¯
T
ia, τ¯
T
ib]
T . The integral control law becomes
τ¯ ia =−UsKuixi3, (68)
τ¯ ib =− D¯aiKaixi4 −Md22Kai
(
D¯aiM
i
d22x˜m1b + J¯
T
2 G2bx˜m2b
)
+ C¯21(x˜
∗
m + x˜m)M
i
d11x˜m1a−
C¯21(xi1)M
i
d11xi1a + C¯22(x˜
∗
m + x˜m)M
i
d22x˜m1b − C¯22(xi1)Mid22xi1b + D¯d2xMid22x˜m1b−
D¯d2zM
i
d22xi1b − D¯22G2bx˜m2b −Md22KaiDaiJ¯2(η2)−1D22G2bx˜m2b−
Md22
d
dt
[J¯−12 ]D22G2bx˜m2b −Md22J−12 D22G2b ˙˜xm2b. (69)
The control law for integral action is expressed in the xm and xi coordinates, but is implemented in
the x coordinates. As in the section on the tracking controller, when we express the control law in the x
coordinates, this integral control law produces forces in all of the coordinates, including the unactuated ones.
To cancel the forces in the unactuated coordinates, we use the same procedure as that used in the tracking
controller design to suppress the forces in sway and heave. Then, the closed loop dynamics will match the
desired target dynamics (58) plus disturbances in the uncontrolled states.
5.4. Stability of the Tracking Control with Integral Action
The stability analysis of the actuated dynamics is based on the port-Hamiltonian form of the closed loop
(58). We can choose the desired Hamiltonian (59) as a Lyapunov candidate function, and compute its time
derivative along the closed-loop solutions. Since we are interested in the forward speed and attitude variables,
in these states, the time derivative of the Hamiltonian is negative definite, which ensures stability. Indeed,
dHdi
dt
=
∂THdi
∂xi
x˙i +
∂Hdi
∂t
=
∂THdi
∂xi
(Ji(xi)−Di(xi)) ∂Hdi
∂xi
+
(
xi
T
2 K2pxi2
)
x∗mux˙
∗
mu =
=
∂THdi
∂xi
Ji(xi)
∂Hdi
∂xi
− ∂
THdi
∂xi
Di(xi)
∂Hdi
∂xi
+
(
xi
T
2 K2pxi2
)
x∗mux˙
∗
mu =
= −∂
THdi
∂xi
Di(xi)
∂Hdi
∂xi
+
(
xi
T
2 K2pxi2
)
x∗mu x˙
∗
mu < 0 (70)
where K2p = diag(Ku, 0,Kq,Kr).
The matrices Ji = −JTi and Di = DTi > 0 are the interconnection and dissipation matrices of the closed-
loop PHS (58) in the states of interest. The inequality (70) imposes a constraint on the forward velocity
reference to ensure stability of the closed-loop system. This constraint needs to be considered both in tuning
the controller and in the generation of references.
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This condition for stability can be re-stated as follows
x˙∗mu <
∂THdi
∂xi
Di(xi)
∂Hdi
∂xi(
xiT2 K2pxi2
)
x∗mu
. (71)
In the simulations developed for this paper, the reference vector x∗m was determined by means of an
integration from x˙∗m and x¨
∗
m in order to ensure of the conditions given for stability are met at the time of
generation of the references. This condition must be met at all times.
A particular operational condition is that of the vehicle manoeuvring at constant speed, which is a typical
operational requirement. In this case, the forward speed reference is constant and the inequality (70) is always
satisfied. Convergence of the attitude states to their references is therefore ensured. Additionally, for this
specific situation, we can also show that the closed loop system (58) is input-to-state stable with the input
being the disturbances forces τ env. The proof follows from using the desired Hamiltonian (59) as a ISS-
Lyapunov function and then computing its derivative respect to time as in (Donaire and Perez, 2012). The
ISS property establishes that there exists β ∈ KL and ζ ∈ K∞ such that
||xi(t)|| ≤ β(||xi(o)||, t) + ζ(||τ env||∞). (72)
This property ensures robustness to the control system regarding to the action of the disturbances. Indeed,
ISS implies that for each bounded disturbance the states are bounded, and if the disturbances vanish the
states converge to zero. This property, which seems to be natural for stable linear-time-invariant systems, is
in general not valid for stable nonlinear systems. For example, consider the scalar system x˙ = −x+x d. The
unforced system is exponentially stable, but for any constant disturbance d > 1 the system will diverge.
5.5. Dealing with Actuator Saturation
For a realistic system model, the actuator limits impose constraints on the set of feasible control forces.
Saturation functions are commonly used to model actuator limitations. The possibility of input saturation
together with dynamic controllers, in particular integral controllers, can seriously deteriorate the performance
of the control system and compromise the stability. This phenomenon is known in the literature as integrator
windup. To avoid this problem for the controller designed in the previous section, we use an anti-windup
scheme similar the that proposed in (Morabito et al., 2004) for Euler-Lagrange systems and adapt it to
Port-Hamiltonian models marine vehicles in (Donaire and Perez, 2012).
The classical structure of the control system using the unconstrained controller is modified to include the
saturation function and the anti-windup compensator as shown in Figure 1. This anti-windup scheme can
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be applied to dynamic controllers described as follows
x˙c = fc(xc,uc,x
∗
p), (73)
yc = τ¯ (xc,uc,x
∗
p), (74)
where xc = (xi3,xi4)
T is the controller state vector, uc is the input of the controller, i.e. the state of
the system, x∗p is the reference vector, and the function τ¯ is the control law, which provides the controller
outputs yc that drive the system. The controller designed in the previous section has the form (73)-(74). We
consider a nonlinear system with dynamics
x˙p = f(xp, τ ) (75)
where xp and τ are the state and input vector respectively. Then, the dynamics of the anti-windup compen-
sator is
x˙e = f(xp, τ )− f(xp − xe,yc) (76)
As shown in Figure 1, the input of the controller is the measured states minus the states of the anti-windup
compensator, i.e. uc = x− xe. Also, note that a signal from the block γ of the compensator is added to the
controller output. The function γ is
γ(x,xe) = −JT (x)K4sat(K5xe2)−K6M−1xe1 (77)
where xe1 and xe2 are the components of the vector xe = [xe1
T ,xe2
T ]T . The matrices K4, K5 and K6
are diagonal matrices with positive entries, and in addition, K4 satisfies |JT (x)K4| < I. Specifically, the
matrices are K5 = diag(Ku5, 0, 0,Kφ5,Kθ5,Kψ5) and K6 = diag(x
∗
m
2
uKu6, 0, 0,Kφ6,x
∗
m
2
uKθ6,x
∗
m
2
uKψ6). The
input forces τ ctrl are constrained by a decentralised saturation function defined as follows
sat(τ ctrl) = [σ1(τu, u
∗), σ2(τv), σ3(τw), σ4(τp), σ5(τq, u∗), σ1(τr, u∗)]T (78)
and
σj(τ j ,mj) =

mj τ j ≥ mj
τ j −mj < τ j < mj
−mj τ j ≤ −mj
(79)
Using the scheme of Figure 1, it has been shown in (Donaire and Perez, 2012) that the marine craft control
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Figure 1: Structure of the dynamic controller without constraints (top), and anti-windup configuration with input saturation
(bottom).
system asymptotically converges to the desired constant reference x∗p. In Morabito et al. (2004), the stability
of a robot manipulator control system is proven for the case of constant references, however, the numerical
simulations show a satisfactory performance of the anti-windup compensator when a tracking controller is
used (time-varying reference).
For this design, we implement the anti-windup compensator for the tracking controller designed in the
previous section. To the authors’ knowledge, the theoretical proof of the control system stability for tracking
controllers using this anti-windup structure is not available in the literature, and the problem remains open.
In the next section, we will present simulation results of the underwater control system for trajectory tracking.
The good performance of the simulations conducted as part of this study in the presence saturation states
is indicative of a stable closed loop. These simulation results motivate future research to provide theoretical
support for this work through development of a formal analytical stability proof.
5.6. Tuning
In the previous section, the stability of the system was explored. A constraint that relates the references
and the tracking controller gain was given (70). There are two ways to look at this constraint. The first one
is to assume it constrains the acceleration reference; whereas the second one is to look at it as a constraint
on gain selection, given the range of references the system will be required to track.
26
The gain is chosen so that in the majority of conditions no limitations will need to be placed on the accelera-
tion references. For more extreme commands, however, limits on the references will need to be imposed. The
regulation controller is tuned first, followed by the integral action, and finally the control law with saturation.
Particular note should be made here of the process for tuning the roll response in closed loop. The ve-
hicle does not have an independent control for roll, rather roll control is achieved by means of differential
deflection of fin pairs. This means that the more deflection used for roll control, the less control authority
is left for control of pitch or heading. For this reason, when actuator saturation is configured though the
anti-windup algorithm, the allowed deflection for roll should not be allowed to be large. We use, for example,
10% of full scale deflection for all four surfaces in the test case study that follows.
Normally, a slender hull vehicle such as the one considered in this paper relies exclusively on the restoring
forces to regulate roll angle to zero. The moment arm between the centre of action of the fins and the hull
is quite small, making them very ineffecive for roll control. In the anti-windup, when we limit the full scale
deflection for us in roll control to 10% of the full scale range, this provides a further limit to control authority.
We therefore do not propose to use the fins to control the roll to a specific angle, rather we use them to
simply assist the restoring forces to bring the vehicle upright following a disturbance. To achieve this, tuning
is performed with a two step process. First, the gains are selected so as to make the target dynamics match
the source dynamics as closely as possible in roll. The purpose of this step is to minimise the magnitude of
the roll command generated by the control law. Second, the actuator saturation is enabled, and the roll gain
in the gradient of the Hamiltonian is increased slowly, until the roll output begins to saturate during regular
operation manoeuvres. It is then decreased moderately to avoid saturation during typical operation. The
result of this is a control law that uses the fins to aid the regular restoring forces, which helps to minimise
roll excursions during manoeuvering.
6. Simulation Results
In this section, we present simulation results that show the performance of the control system described
in this paper simulated against a realisitc vehicle model. The system used in this study is a model of an
enhanced REMUS 100 autonomous underwater vehicle. Vehicle parameters were taken from Prestero (2001),
but the model structure was modified in order to match the equations in this paper. Likewise, the actuator
configuration was modified. The REMUS 100 has two stern actuators - a single rudder and a single stern
plane. The vehicle model implemented in this paper has four independent stern actuators - two stern planes
and two rudders in a cruciform configuration. Through differential actuation of these surfaces, roll can be
controlled in addition to pitch and yaw.
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The procedure used to synthesise the control law demonstrated in the simulation followed exactly the
procedure laid out in this paper. A regulation controller was designed first, followed by the integral action
and anti-windup.
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Figure 2: Roll response without (blue) and with (red) control law at u = 1.5 m/s.
Figure 2 shows the results of two simulations. The first is a simulation of the vehicle sailing at 1.54 m/s,
starting upside down. In this first simulation the control law is deactivated and does not actuate the control
surfaces. The second simulation shows the vehicle sailing in the same condition with all control laws active.
In a vehicle of this kind, the restoring forces are typically relied upon to maintain the roll angle. With this
control design, however the control surfaces provide some assistance to this restoring action. The reader will
note the moderate improvement in damping that is evident from the action of the roll control law. The very
moderate improvement is due to the fact that only a very small proportion of the actuator deflections has
been dedicated to roll control. Whilst this can be increased, resulting in a more significant damping outcome,
this would remove some of the control authority for the pitch and yaw channels.
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Figure 3: Vehicle state for simulation 2.
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Figure 4: Control surface deflections for simulation 2.
Figure 3 and 4 shows the results of a simulation where the vehicle is commanded to turn at constant
pitch angle under the influence of a sinusoidal disturbance in the vertical (d) direction. The simulation
demonstrates some important facts. Firstly, the reader should note the increase in v that corresponds to the
change in heading, that reaches a steady state zero value once the heading control reaches steady state. This
highlights the stability of the vehicle in the unactuated states. The reader should also note that the vehicle
is coping well in rejecting the disturbances that are evident from the w state, with only a minor effect in the
controlled pitch angle. Finally, the response in heading angle is sound, despite actuator saturation taking
place at the start of the manoeuvre.
The results for the third simulation are shown in Figures 5 to 9. In this simulation, pitch and yaw
commands are issued simultaneously while the speed of the vehicle is also changing. The results evidence
good tracking response of the controlled system, even in the presence of actuator saturation.
We can make a few key observations about the results. When commanding pitch angle and heading angle
simultaneously, a small roll rate demand must be generated as well as a pitch and yaw rate. This is true even
if the roll angle demand is set to 0, as in this case. The 10% deflection range allowed for roll control provides
insufficient authority to allow the vehicle to establish this roll rate, as the response in roll is dominated by
the restoring forces trying to drive the roll angle to zero. There are some irregular transients in the angular
rate results that result from a combination of this effect, and saturation effects. Despite some small errors
due to these factors, the response tracks the commands very well.
Stability of the simulation is demonstrated in figure 9, in which the Lyapunov function for the closed loop
system is given a a function of simulation time. The reader should note that the value converges to zero as
the controlled system reaches steady state.
It should be highlighted that only very simple tuning was conducted on the gain set in this work - without
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optimisation. We were surprised with how well the system performed even for the simple tuning. This bodes
well for the overall robustness of the control law and its ability to cope with parametric uncertainty.
10 20 30 40
time Hs L
1.1
1.2
1.3
1.4
1.5
1.6
1.7
u Hms L
Figure 5: Reference and actual value of the forward velocity.
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Figure 6: Time history of the attitude and angular rates and their references, which are shown in blue.
The demanded action on the actuators is shown in Figures 7 and 8.
7. Conclusion
This paper presents a nonlinear energy-based control system design for an underactuated slender-hull-
unmanned underwater vehicle. By using PHD theory, a passive speed and attitude tracking controller is
developed by shaping the target dynamics. With particular attention to the target mass matrix, the influ-
ence of the unactuated dynamics on the controlled system are suppressed, resulting in achievable dynamics
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Figure 7: Thrust actuator during manoeuvring δT .
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Figure 8: Stern actuators during manoeuvring δss,δsp,δru,δrl.
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Figure 9: Value of Lyupanov function for the closed loop system in simulation 3.
independent of uncontrolled states.
The tracking controller is then augmented with integral action to reject slowly-varying disturbances and
increase robustness to low-frequency model uncertainty. This is achieved using a change of coordinates,
which result in dynamics that are shown to be input-to-state stable. As a final step, an anti-windup scheme
is considered to ensure satisfactory performance in case of actuator saturation. The performance of the design
is demonstrated with a simulation case study based on a high-fidelity model of a slender UUV.
The model used for synthesis of the control law in this paper is of high fidelity. It is a true six degree of
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freedom model of an underwater vehicle, with an extensive set of hydrodynamic coefficients. Although it does
have some limitations, such as the absence of a realistic propeller model, it has features that other models
used in the literature for energy-based control studies do not account for. For example, the hydrodynamics
has lift terms, and the body is capable of motion in six degrees of freedom. Because of the latter, this paper
is able to discuss a strategy for roll control for a vehicle of this kind.
The system is underactuated because it is not possible to actuate in pitch without affecting heave, and
yaw without affecting sway. The energy-based control of underactuated systems has been dealt with in the
open literature. Methods have been developed based on Immersion and Invariance. Our approach, however,
achieves similar results without using Immersion and Invariance whilst providing a constructive method. To
achieve this, the target dynamics are shaped to ensure that the uncontrolled states have no impact on the
controlled states. Given the high degree of coupling in this system that occurs via the mass matrix, achieving
this is not trivial. We use a change of coordinates to map the system into a configuration where no such
coupling exists. Even though the coupling does not exist in the transformed coordinates however, it still
exists in the original coordinate system. We show that by carefully selection the target mass matrix using
physical insight, and designing a correcting controller, these errors can be cancelled in the underactuated
system.
The controller developed in this work features both integral action and anti-windup. These features have
been described in the context of an energy-based control system for an fully-actuated underwater vehicle.
They have not, however, been shown for an underactuated system model with the fidelity considered in this
paper.
There are still open problems in this field. The vehicle model presented in this paper is neutrally buoyant
with laterally coincident centres of mass and buoyancy. Moving beyond this limitation is non-trivial, and
represents an important area of future investigation. Likewise, we have not discussed guidance. Finally,
whilst systems that are known to be passive have excellent robustness properties, we have not provided any
analysis of this robustness in the context of this application. We defer these topics to future work.
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