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Chapter 1
Introduction
1.1 Background
Miniaturization of technology in general is desired since it can lead to lower volume,
mass and easy handling of the end product. With respect to satellite technology, it has
the added benefit that it lowers the launch cost of the satellite to orbit. Additionally,
it allows launch of multiple satellites to orbit using the same rocket launcher. This
is critical in today's era, when the number of rocket launches yearly are relatively
low. Another motivation for development of small satellite (<150 kg) is that it makes
affordable, a constellation mission consisting of numerous distributed satellites. Such
a constellation of satellites allows for ubiquitous monitoring of our planet, which
makes possible different applications such as near real time imaging [1] of our planet.
Optical small satellite constellations have shown how, with some compromise in
resolution; wide coverage and rapid re-visits can be achieved [2]. An example is
the RapidEye Earth observation satellite constellation launched on a single Russian
Dnepr rocket in the year 2008 [3]. Each satellite weighs 150 kg and size of 1 m x 1
m x 1 m. The RapidEye sensor images five optical bands in the 400-850 nm range
and provides 6.5 m pixel size at nadir. The satellites follow each other in their orbital
plane at about 19 min intervals (Fig.1-1). The RapidEye system can access any area
on Earth within one day and cover the entire agricultural areas of North America and
Europe within five days.
9
Figure 1-1: Illustration of RapidEye constellation [3]. A revisit time of one day can be
obtained anywhere in the world (±700latitude) with body pointing techniques. The average
coverage repeat period over mid-attitude regions (e.g. Europe and North America) is 5.5
days at nadir. The RapidEye system can access any area on Earth within one day and cover
the entire agricultural areas of North America and Europe within five days.
In the present year, there are a number of small-satellite companies, which aspire
to build a near real-time imaging system for the entire planet! An example is the
GRUS mission of Axelspace, Japan, which plans to launch satellites of less than 80
kg, capable of obtaining images of 2.5m ground resolution [4]. Other notable efforts
in the industry are by Planet Labs, USA [5] and Skybox Imaging, USA [6].
This dissertation focuses on another challenging Earth observation technique,
namely active remote sensing of Earth by SAR. From an application point of view,
SAR remote sensing has the advantage over optical imaging in mainly two criteria:
(1) SAR is not dependent on illumination from Sun, and hence can take images at
night, unlike passive optical sensors. (2) SAR imaging signals can penetrate clouds
and aerosol cover over the atmosphere (penetration ability depends on the frequency
of operation) unlike optical images. This is because electromagnetic waves at visible
and near-visible spectrum is mostly either scattered or absorbed by clouds or dust
particles. For these reasons, it is called an "all-weather instrument" [7][Chapter 1].
Furthermore, if the SAR can obtain polarimetric data of the target (i.e. if the SAR
10
could recognize the polarization of the scattered, incoming electromagnetic wave from
the target), more information of target such as its geometric and electrical properties
can be inferred [7].
Traditionally, SAR has been implemented on "large" and expensive satellite plat-
forms. An example of which is the TerraSAR-X shown in Fig.1-2, which is an X-band
Low Earth Orbit (LEO) Earth-observation SAR satellite launched 15 June 2007. It
has a launch mass of 1230 kg, 4.88 m length and diameter of 2.4 m. The total cost of
manufacturing and launching the satellite amounted to 130 million euro (about 174.5
Million USD) [8].
Figure 1-2: The German radar satellite TerraSAR-X is built by EADS Astrium, in
Friedrichshafen, Germany. Credit: EADS Astrium
The revisit time (i.e. the time interval between visits over the same geograph-
ical place by the satellite) is dependent on the incidence angle, beam mode and
geographic location of the swath [9]. It is typically large for a single satellite (e.g.
TerraSARX with 11-day repeat cycle [10], ERS 1/2 and ENVISAT with 35-day repeat
cycles, RADARSAT-1/2 with 24-day repeat cycles and ALOS with 46-day repeat cy-
cle [2]). Similar to the case of optical remote-sensing satellites, the revisit time can
be improved by having a constellation of satellites. For example, the Cosmo-SkyMed
constellation (reconnaissance and civil applications) with four identical satellites and
the SAR Lupe constellation (reconnaissance) with five identical satellites, have revisit
time of 7 h and less than 10 h respectively [9].
However, even the SAR satellites used in Cosmo-SkyMode and SAR-Lupe constel-
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lations are of large class (1700 kg and 700 kg respectively [9]). Including the launch
costs, the overall constellation mission becomes expensive. On the other hand, if a sin-
gle small satellite SAR was realized, it could drastically cut down the costs associated
in achieving near-real time, all-weather Earth observation system.
1.1.1 The MicroXSAR mission
The motivation for developing a small satellite SAR system is abundant and discussed
in the previous paragraphs. To realize this goal the Japan Aerospace Exploration
Agency (JAXA) is actively working on a project, called MicroXSAR [11] [12][13] to
realize a small satellite SAR. This dissertation is largely conducted a part of that
project. The goal of the project is to realize an LEO X-band SAR satellite of mass
less than 100 kg, and of a compact structure so it can be launched in piggy-back
condition. The total mission cost is said to be less than 20M USD, therefore, paving
the way to realize a constellation SAR mission consisting of many such small SAR
satellites.
1.2 SAR Imaging
The word radar stands for ’radio detection and ranging’. The principle behind a
simple radar instrument is to transmit an RF pulse and wait to receive its echo from
a scatterer (if present). The time needed to wait is recorded, and the distance from
the radar to target is calculated as 𝑅 =
1
2
𝑐𝑡. Here 𝑐 is speed of light, 𝑡 is the waiting
period and 𝑅 is the distance to target called as range.
Fig.1-3 shows typical imaging geometry used by an airborne, space radar instru-
ment. The direction along the motion of instrument is called along-track, azimuth or
cross-range direction. The direction perpendicular to the motion path on the ground
is called cross-track or range direction. The presence or absence of a scatterer, and
level of signal echoed at a particular range, cross-range coordinate is determined and a
2-dimensional image of the area targeted in developed. In case of polarimetric imag-
ing (see Fig.1-4), scattering coefficients 𝑆𝑥𝑥, 𝑆𝑥𝑦, 𝑆𝑦𝑥, 𝑆𝑥𝑥 (𝑥, 𝑦 stand for orthogonal
12
polarization states) are also measured.
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Figure 1-3: Imaging geometry of a side-looking radar system [7]
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Figure 1-4: [7] A polarimetric radar is implemented by alternatively transmitting signals
out orthogonal polarized antennas (figure shows linear H and V polarizations) and receiving
at both polarizations simultaneously. Two pulses are needed to measure all the elements
in the scattering matrix. Note: Notation XY means ’Y’ polarization transmit and ’X’
polarization receive.
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Since radar-imaging measures position of scatterer in range, cross-range directions,
there are two spatial resolutions associated with a radar image: range resolution
and cross-range resolution. The resolution of an image is defined as that separation
between the two closest features that can be resolved. ’Finer’ the resolution implies
we get more information about the imaged area. A Real Aperture Radar (RAR) (i.e.
a radar not using synthetic aperture processing and is thus conceptually simpler) and
the SAR can be shown to achieve range-resolution of 𝛿𝑟 = 𝑐/2𝐵 provided a suitable
transmitting waveform of bandwidth 𝐵 is used in the transmit pulse [14][Eqn(17.7)].
(a) Comparison of RAR and SAR: The
crossrange resolution (peak-to-first-null
of the antenna pattern) of an SAR is one-
half that of a RAR of the same aperture
diameter [14][Figure 17.2].
Antenna beam 
when scatterer 
exits beam 
Antenna beam 
when scatterer 
enters beam 
Scatterer 
(b) The synthetic aperture radar inte-
grates the signal from the scatter for as
long as the scatter remains in the antenna
beam [7].
Figure 1-5: Crossrange resolution synthesis in SAR.
The difference between RAR and SAR is in the way they achieve cross-range
resolution (see Fig.1-5a). For RAR, the azimuth resolution 𝛿𝑐𝑟 is simply the length
of the footprint of the antenna beam in cross-range direction. 𝛿𝑐𝑟 ≈ 𝑅𝜆/𝐷 where
𝐷 is the dimension of antenna in cross-range direction, 𝑅 is the range and 𝜆 is the
wavelength of operation [14][Eqn(17.1)]. Note that to get a finer resolution, we need
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a larger antenna (larger 𝐷). For example, to achieve 𝛿𝑐𝑟 = 10m from LEO satellite
orbiting at 𝑅 = 600km at X-band frequency 𝜆 = 3.1cm we would require the length
of RAR to be 1.86 km!
For SAR, on the other hand, it can be shown that the cross-range resolution
is 𝛿𝑐𝑟 ≈ 𝑅𝜆/2𝐿𝑆𝐴 where 𝐿𝑆𝐴 is the length of the artificially synthesized aperture
(see Fig.1-5b) due to the moving SAR platform [14][Eqn(17.2)]. 𝐿𝑆𝐴 > 𝐷 which
implies a finer cross-range resolution can be achieved by SAR for the same antenna
as compared to RAR. In a particular imaging mode of SAR called strip-map mode,
it can be shown that 𝛿𝑐𝑟 ≈ 𝐷/2 [14][Eqn(17.4)]. Thus to obtain 10 m cross-range
resolution for LEO satellite imaging at X-band, we would need an antenna of length
only 20 m using SAR against the 1.86 km using RAR. In fact, it implies smaller the
antenna dimension, finer the cross-range resolution. However, the dimension of the
antenna cannot be made arbitrarily small, since there are lower constraints on the
antenna area depending on the swath-width being imaged [15] and required image
Signal to Noise Ratio (SNR) [16][3.5.2].
One way to understand this phenomenon is to think of it as a discrete linear
antenna array formed by the moving platform, as the platform passes the scatterer
(Fig.1-5b). The elements of this discrete linear array are not all excited at once,
but sequentially. The spacing between these individual radiators and the number of
radiators depends on the velocity of platform and pulse repetition frequency. As long
as the SAR operating parameters are such that these individual radiators are close
together to prevent grating lobes in angular direction of interest, and the exciting
pulses are properly phased, an artificially long antenna array equivalent of a real
continuous antenna of dimension 𝐿𝑆𝐴 can be synthesized [17].
In this section, a glimpse of imaging using SAR is described and associated nomen-
clature introduced. For a more in-depth treatment, please refer to [17], [14], [18] and
[7].
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1.3 Research Objectives and Approach
Although the principles of SAR are fairly mature and investigated thoroughly, there
are technological innovations required to realize it on a small satellite platform. The
physical size, mass of the system and power budget are severely constrained for a
small satellite platform. The way we attempt to overcome this problem is to take
into advantage new developments in related science and technologies and use them
in our application of small satellite SAR. For example, as we shall see later, we apply
the recent developments in meta-heuristic multi-objective optimization algorithms
to solve an optimization problem related to antenna pattern synthesis of dual-feed
traveling wave antennas. Furthermore, the methods used in this dissertation are not
specific to SAR and may be applied in other diverse fields as well.
This dissertation concentrates on the development of the antenna system consist-
ing of the physical antenna and RF power source. The main objectives of this research
are two-fold:
1. Propose a suitable antenna system for small satellite SAR.
The research approach to this problem, is to first make a survey of previous
space-based antenna systems used for SAR imaging and other similar appli-
cations such as high bit-rate telecommunications. The overall antenna system
architecture (passive-array, passive phased-array or active phased-array), funda-
mental radiator technology (microstrip patch, slot-antenna, reflector antenna,
etc.) and technology of RF power generation (solid-state or vacuum tubes) is
discussed. Based on these background studies, a suitable antenna system archi-
tecture, antenna panel technology and RF power source technology is proposed.
2. Identify and solve key challenges relating to the proposed antenna system design.
Key challenged in realizing this design is identified, namely:
(a) Optimization a traveling-wave antenna for SAR imaging.
The research approach in this problem is to first make a mathematical
formulation of the optimization problem. Following which a survey of pre-
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vious antenna optimization techniques is made. Based on the survey and
discussion we select a meta-heuristic based multi-objective optimization
algorithm to solve the optimization problem. This is implemented for the
design of the antenna system. A single antenna panel is fabricated and
electrical characteristics are measured based on the implemented design.
(b) Design of a compact, low-loss RF power combiner to meet needs of high
RF power source for SAR imaging.
The research approach in this problem, is to first make a survey on power-
combining architecture, examples of their implementation and evaluate
their strengths and weakness. Resonant cavity N-way RF combining ar-
chitecture is deemed suitable for application in small satellite SAR. Next
step is to implement the same, using least number of adapters from Solid-
State Power Amplifier (SSPA) microstrip line power amplifier signal input
to low-loss waveguide output. A prototype unit is fabricated and electrical
characteristics measured.
1.4 Outline of Remaining Chapters
The remainder of the thesis is as follows. Chapter 2 surveys the antenna systems
implemented in previous space based SAR missions. A general discussion based on
the survey follows. The merits and demerits of implementing an active-phased array
versus passive-array antenna are compared. To accommodate inside a small satellite
bus, we reason the choice of a passive-array antenna system. Among many available
antenna panel technologies, we select to implement a dual-polarization parallel-plate
slot-pair array antenna panel. The uniqueness of this panel technology is that it
can radiate/ receive two orthogonal polarizations over the same aperture. The dual-
polarization capability is made possible by having two-orthogonal slots as the funda-
mental radiating element. By exciting this slot-pair in two-different directions, we can
radiate either orthogonal circular polarization. Towards the end of this chapter, re-
lation between antenna pattern characteristics and SAR image characteristics is also
17
studied. Suitable mathematical functions in terms of antenna parameters are formu-
lated, whose maximization (or minimization) corresponds to enhancing the quality of
SAR image.
Chapter 3 explores the problem of design of the chosen antenna panel technology
in detail. The slot array antenna falls under the class of traveling-wave antennas.
A traveling wave is excited in a waveguide, and in direction of propagation of the
wave, energy is leaked from slot cut on the top-surface of the waveguide. This is
a series feed antenna in which the excitation profile over the aperture depends not
only on the present slot geometry, but also on the previous slots. Since we intend to
implement dual-polarization (and hence dual-feed), this imposes certain restrictions
on the type of slot-geometries, which may be employed. Various antenna pattern
synthesis algorithms are surveyed, and their merits and demerits are discussed. A
meta-heuristic multi-objective optimization algorithm is chosen, and optimization
carried out by simulating a mathematical model of a traveling-wave linear array of
slot-pairs. The optimization results are applied to build a detailed electromagnetic
(EM) simulation model in computer. The simulated EM model of the antenna panel
is later fabricated. The prototype unit is tested, and the measurement results are
presented. The next problem dealt in this chapter is the optimal excitation of an
array of identical antenna panels representing the entire SAR antenna system. Using
the measurement results of previously fabricated single panel and the same meta-
heuristic optimization algorithm, we synthesize optimal excitation coefficients of an
array of panels. It is shown the synthesized excitation profile performs better than a
traditional uniform excitation profile in terms of enhancing the quality of SAR image.
Choosing a passive-array system architecture brings about the challenge to im-
plement a high-power glsRF transmitting source at the center. This challenge is
discussed in Chapter 4. Primarily there are two technologies favorable to achieve this
purpose: SSPAs and vacuum-tube based amplifiers. A comparison is drawn between
the two in terms of power output capability, efficiency, size, reliability, etc. We choose
to implement SSPA based high RF power source and meet the high-power require-
ment by coherently combining output of several SSPAs. Characteristics of power
18
combiners are reviewed and different power combining architectures are surveyed in
this chapter. Based on the survey, we choose a suitable power combining architec-
ture and propose a cylindrical cavity power combiner with microstrip line inputs and
waveguide output. The design process of this power combiner is presented along with
comparison of measurement and simulation results.
Chapter 5 summarizes the entire dissertation and highlights the contributions of
this work. Additionally, presented is a proposal for future work.
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Chapter 2
Antenna Systems for Space-Based
SAR
In this chapter, the antenna systems of previous space-based SAR satellites are sur-
veyed (Section.2.1). Note that these missions were carried out with large satellites.
Based on this survey, suitable antenna system architecture for small satellites is se-
lected, namely a passive planar array antenna with deployable rectangular panels
(Section.2.2) and a centralized high-power RF source. This antenna system architec-
ture allows for low-cost development and compact size, which can be accommodated
onto a small satellite bus. Further, a rectangular parallel plate slot-pair array antenna
is chosen as technology for single panel due to its low loss characteristics at X-Band,
smaller weight and deployment friendly structure. Two main challenges are identified
to realize this antenna system architecture: (1) Antenna panel design optimized for
SAR imaging. (2) High-power central RF source at X-Band.
In Section.2.3 the relation between antenna characteristics and SAR performance
metrics such as image SNR and ambiguities is studied. This is later helpful in the
Chapter.3 when we seek to optimize antenna design for SAR application. Finally, we
summarize in Section.2.4.
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2.1 Survey of Previous SAR Antenna Systems
Table.2.1 shows a survey of a number of antenna systems used in previous space-borne
SAR missions. The SAR missions were selected to showcase the variety in technolo-
gies being used. From this survey, we can make some general observations. In terms
of the structure, planar multi-panel and reflector antennas have been implemented.
Planar multi-panel antennas are popular for their compact pre-launch packaging and
deployment friendly mechanical structure. In terms of the fundamental radiator,
microstrip patches, waveguide slot-arrays, parabolic reflectors have been used in C,
L-Band SAR, while waveguide slot-array, parabolic reflectors are used in X-Band. The
pioneer among space-based SAR, the Seasat-A implemented a passive-array architec-
ture, while many of the subsequent planar array based antennas implemented active
phased-array technology. Active phased-array technology was made possible using
distributed Transmit-Receive Modules (TRMs) on the antenna panels. In satellites
using multiple polarizations, separate feed network is provided for orthogonal polar-
izations. Reflector based antennas such as the one in TecSAR (reflector parabolic
dish), use multiple feeders to provide beam-steering capability.
In terms of the RF power source, active phased-array antennas use a distributed
transmit module network with 100s of low power SSPAs. The transmit module has
separate calibration data for each of the amplifiers to allow for accurate pattern
formation. Reflectors antennas on other hand need to have a centralized RF power
source, ex: TecSAR using Travelling-Wave Tube Amplifiers (TWTAs). Passive planar
antennas such as Seasat-A too used a centralized RF power source (Solid-state, L-
band). Centralized RF power source requires high-power output from a single module,
which is made possible using parallel combination of many drivers, such as in the case
of Seasat-A, where power from three SSPAs are combined in parallel and in case of
TecSAR where power from eight CWTAs (RF amplifier unit made of TWTA) is
combined and directed to antenna feed.
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2.1.1 Antenna Array Architectures
To form a high-gain antenna, a large aperture size is required. This can be made pos-
sible by simply enlarging the antenna physical dimensions as in the case of parabolic
reflector antennas, where the diameter of dish can be increased to achieve a higher
gain. Another way to enlarge the dimensions of the antenna, without necessarily
increasing the size of individual elements, is to form an assembly of radiating ele-
ments in an electrical and geometrical configuration [44] (example make an array of
parabolic reflector antennas). Further the phase and amplitude at each individual
element can be varied to synthesize a variety of beams from the same antenna. The
trade-off is the increased complexity and cost of the system.
The simplest array architecture is shown in Fig.2-1. It has a centralized High
Power Amplifier (HPA) and RF feed network. The excitation amplitude and phase
of the individual radiators are fixed and cannot be varied. This architecture has
the least complexity and requires the least number of components. Example of this
antenna architecture is the antenna systems of Seasat-A and ERS-1.
Feed Network
Receiver
Protection
Exciter
High-Power
Transmitter
LNA
&
Receiver
Individual
radiators
Figure 2-1: A passive antenna array.
The challenge in implementing this simple architecture is the need of a centralized
high-power RF source along with a low-loss power-divider network. For example,
Seasat-A uses a central RF source made of SSPAs with peak power capability of 1kW
and a low-loss air-filled coaxial cable power divider network. The use of conventional
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coaxial cables for the corporate feed network was ruled out due to high loss, and a
corporate feed network using vacuum as the dielectric was developed. This corporate
feed network used a solid center conductor in a rectangular structure suspended by
solid supports [21].
Synthesizing beam by varying the amplitude and/ or phase at the individual el-
ements is called as electronic scanning. This enhances the capability of SAR by
allowing synthesizing of different antenna patterns depending upon the imaging con-
ditions. For example, imaging at higher incidence angles requires lesser main-lobe
beamwidth as compared to imaging at lower incidence angles (keeping the swath-
width of the imaged area constant). Electronic beam-steering may also be used in
spotlight mode SAR as used in ALOS-2 mission [45].
There are mainly two kinds of electronically scanning array (phased-array) an-
tenna architectures [46] as shown in Fig.2-2.
1. Passive phased-array antenna
In passive phased-array, there is no element amplitude control; only bilateral
phase shifters are used for each element to provide the required phase shift for
scanning [46]. The RF power source is still centralized, and phase shifters are
employed in the final carrier frequency stage. An example is the RADARSAT-1
antenna which provides ferrite-based phase shifters along one dimension of the
rectangular array.
2. Active phased-array antenna
In an active phased-array, a TRM is used for each element to provide amplitude
and phase control. The RF power source is distributed throughout the array
which reduces the requirement of power output of each power amplifier. There
are numerous examples of active phased-array space-based SAR implemented
in large satellites such as TerraSAR-X, RADARSAT-2 and RISAT-1.
Besides providing flexibility in amplitude and phase control for the array ele-
ments (and hence transmit/receive beam control), other advantages of active
array architecture are as follows [46]: (1)The system sensitivity is increased
26
because the system noise figure is set, and the RF power is generated at the
aperture. (2) The feed networks need not be optimized for the lowest loss;
thereby allowing design flexibility and the ability to minimize size (volume) and
weight.
(a) Linear passive array with phase
shifters for every element [46].
( )
(b) An active array with transmit-receive
modules at every element [46].
Figure 2-2: Architecture of electronically scanned (phased-array) antennas.
Another architecture receiving much interest in today’s research is Digital Beam
Forming (DBF) (Fig.2-3). Here the RF signal at each receiver element is digitized and
stored. A transmit pattern with a large beam-width may be during transmission, and
later received signal recorded digitally at each radiator. Multiple high-gain narrow
receive beams can be synthesized in software. Nulls can be placed in the directions
of strong interferes (such as the nadir echo), thus reducing ambiguous energy. In
this architecture, interference emanating from undesired directions is not canceled
out after signal processing, therefore, all the elements, including the RF mixer and
Analog to Digital Converter (ADC) and the Digital Signal Processing (DSP) unit
must have sufficient dynamic range capable of handling the interferers [47].
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Figure 2-3: Configuration of receiving DBF [48].
Although phased-array systems provide flexibility and more capability to SAR
systems, they come at an expensive price: (1) Increased cost. (2)Increased weight
(3)Increased power consumption (4)High complexity. All these factors are a con-
sequence of using a distributed architecture with multiple TRM modules. A good
summary of challenges in conventional phased-arrays may be found in [47, Pg. 30].
Low cost phased-array architectures is another hot topic of research in present time.
Design of TRM modules is also challenging since it requires fitting all RF front-end
components into a small package. The size requirement of the package is dictated
by the inter-element spacing of array and hence wavelength of operation. Cooling
solution has to be provided so that the amplifier efficiency is not degraded due to
self-heating. Higher resolution of the digital phase shifter in TRM module implies
larger size and cost. Summary of TRM design challenges can be found in [49, Pg. 5].
2.2 A Passive-Array Centralized RF Feed SAR An-
tenna System for Small Satellites
Considering the pros and cons of passive-array antennas, and phased-array antennas,
a passive array antenna is deemed suitable for a low cost, small satellite SAR. Avoiding
the use of distributed RF feed with TRM modules leads to cut down in costs, weight
(tied to the launch cost), volume and complexity in the system. Furthermore, a
completely passive system allows for relatively easy mass-manufacturing.
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Compared to planar array antennas, reflector-based antennas can achieve higher
efficiency with large apertures, and have a lower cost and wider bandwidth [50]. How-
ever rectangular multi-panel antenna is preferred over reflector antenna since rectan-
gular multi-panel antenna can be packaged compactly before launch as compared to
reflector antennas.
This leads to mainly two challenges in realizing this system, which is addressed in
this thesis:
1. Realization of a passive-array antenna which shall be optimized for SAR appli-
cation. Since the antenna is passive array, the antenna pattern is fixed, and it
shall have to be optimal over a wide range of SAR operating range (look-angle,
pulse-repetition-frequency).
2. Realization of a compact high-power RF power source (in X-Band), which can
be accommodated in a small satellite bus.
2.2.1 Selection of Antenna Panel Technology
An important deciding factor in selection of antenna technology is its heritage of the
technology of having flown in space. The survey in Section.2.1 shows numerous an-
tenna technologies successfully used in space-based SAR systems. Microstrip patch
antennas are favoured at lower frequencies (S, L, C Band) (ex: Seasat-A, RISAT-1,
RADARSAT-2) because of their low profile and easy fabrication. At higher frequen-
cies’ slot-array waveguide antennas are favoured since they have lesser loss using only
vacuum as the dielectric (ex: TerraSARX). The patch solution, though it shows larger
bandwidth and lower cost as compared to waveguide solution, at higher frequencies
suffers from ohmic losses and cross-polarization due to radiation from both patch and
microstrip lines [50].
To further reduce the weight of the system and manufacturing complexity a rect-
angular parallel-plate slotted panel was chosen [51]. To the author’s knowledge, the
first work on waveguide-fed parallel plate slot array (parallel slot-pair) antenna is
reported in [52]. It has a very simple structure with radiating part being a upper
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conductor plate in which slot pattern in etched (see Fig.2-4). A plane transverse
electromagnetic (TEM) wave is excited in the parallel plate guide by rectangular
waveguide-fed feed slots cut in the back conductor [52]. The TEM wave then couples
to the radiating slot pairs, radiating linearly polarized waves. An X-band antenna
with uniform aperture illumination was demonstrated with 54% aperture efficiency,
thus demonstrating feasibility of antennas of this type.
Figure 2-4: Waveguide-fed parallel plate slot array antenna configuration [52].
Structurally similar radial line slot antenna (RLSA) was flown on the Venus Cli-
mate Orbiter AKATSUKI mission [53] [54]. The RLSA consisted of a 5mm honey-
comb core between two thin copper-coated skins [54]. Radiating slots are etched on
the upper skin, and the bottom skin has a small hole in the center for coaxial probe
feeding (see Fig.2-5). A directivity of 36.0dBi with aperture efficiency of 63.7%, 8.4
GHz design frequency was achieved for the flight model reported in [54].
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Figure 2-5: Radial line slot antenna with honeycomb structure [54].
The space heritage of a structurally similar flat RLSA antenna used in AKATSUKI
mission, and feasibility of parallel plate waveguide fed slot antenna demonstrated
in [52], prompted the proposal of rectangular parallel plate slot-pair array antenna
as our choice of antenna panel technology. The radiating slot-pair was, however,
proposed to be a orthogonal pair against the parallel slots used in [52], to allow
radiation of circular polarization. To demonstrate the feasibility of the proposed
rectangular parallel plate slot-pair array antenna, a single-polarization (Right Hand
Circular Polarization (RHCP)) parallel plate slot array antenna was designed using
computer simulation software for uniform aperture excitation. Detail of this work is
given in [51][55]. We use identical panel structure for the proposed SAR antenna,
however, with dual-polarization. Introducing dual-polarization restrict the allowable
aperture excitation over the antenna panel and use of uniform excitation is not allowed
(see Section.3.3.3). An important objective of this thesis is to find an optimal aperture
excitation over the panel which maximizes SAR image quality.
Fig.2-6 shows the antenna panel structure. It has rectangular aluminum parallel-
plates, separated by a honeycomb core [56] attached to the aluminum plates by means
of adhesive [57]. The top metal layer has slot-pairs through which energy is leaked.
Two feeder waveguides (TE10 mode) with alternating slots couple power into the
parallel plate. Dielectric hard-walls are placed at both sides perpendicular to the
feeder waveguides to support quasi-TEM wave along x-axis [58]. If the Left Hand
Circular Polarization (LHCP) feeder waveguide is excited, electromagnetic wave in
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quasi-TEM mode is excited in the parallel plate travelling in the +𝑥 direction. This
excites the slot-pair to radiate LHCP waves. Similarly if the RHCP waveguide feeder
(WR90) is excited, quasi-TEM wave travels in 𝑥 direction and the panel radiates
RHCP waves.
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(a) Structure of parallel plate slot-pair array antenna.
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Figure 2-6: Structure of parallel plate slot-pair array antenna.
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Table 2.2: Dimensions and Weight of Antenna Panel
Parameter Value
Parallel-plate (𝑊𝑝 × 𝐿𝑃 ) 657.2 mm x 700 mm
Feeder Length (𝐿𝑓 ) 678.4 mm
Hardwall width (ℎ𝑤) 4.89 mm
Al sheet thickness 0.3 mm
Honeycomb core thickness 6 mm
Adhesive layer thickness 0.13 mm x 2 sheets
Total weight 1310 g
2.2.2 System Architecture
The preliminary antenna system configuration to be used for microXSAR small satel-
lite mission is shown in Fig.2-7. It has seven rectangular antenna panels, which
are excited by a rectangular waveguide feeder network. Each panel is a rectangular
slot-pair array planar antenna (see Section.2.2.1) with two excitation ports. The ex-
citation ports correspond to RHCP and LHCP radiation. The panel dimensions are
approximately 70 cm x 70 cm. In the pre-deployment stage, the panels are folded
onto the side-walls of the satellite bus. The RF power source is centralized at the
satellite bus.
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Figure 2-7: Antenna system architecture. It is a passive-array antenna system with seven
rectangular parallel-plate slot-pair array antenna panels, excited by waveguide feeder. There
are two waveguide feeder networks corresponding to each circular polarization. The RF
power source is centralized at the satellite bus.
2.3 Relationship between Antenna Characteristics and
SAR Performance
There are mainly two ways in which the antenna characteristics are related to SAR
image.
2.3.1 Signal to Noise Ratio of Image (𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒)
It can be seen that the 𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒 of a SAR image after processing is [16]:
𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒 ∝ 𝐺2 (2.1)
where 𝐺 is the gain of the antenna illuminating the desired target region. Higher the
𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒, "brighter" will be the image. Thus we desire high gain at the main-lobe
of antenna pattern. The target region is illuminated over a finite beam-width of the
main lobe. The gain of the main beam falls off from the peak direction. As a result
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at directions away from the peak, the 𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒 degrades. Another requirement is
that this degradation be small, which implies a flatter main-lobe.
2.3.2 Artifacts due to Range Ambiguity and Azimuthal Am-
biguity
A detailed description of range and azimuthal ambiguities can be found in [18][17].
These ambiguities arise due to echo return from scatters outside imaging area of
interest. Such returns result in so called "ghost images". An example of effect of
range ambiguity on SAR images is shown in Fig.2-9.
Fig.2-8 illustrates the geometry of the side-looking SAR. The green area is the
area to be imaged. However, the antenna pattern spreads out to other neighboring
areas, and echo returns from these neighboring areas within the range and cross-range
directions cause ambiguities. By suppressing the antenna gain pattern in the range,
cross-range directions, we can suppress the ambiguous energy.
Figure 2-8: Range-pattern and Cross-range pattern
Note that the range, cross-range beam patterns are modulated by the distance
factor (1/𝑅4 if we consider raw signal energy or 1/𝑅3 if we consider processing gains
[16]).
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Figure 2-9: Example of effect of range ambiguity on SAR image. Above is an image of
RADARSAT-1 in survey mode SWA (W1 + W2 + W3_S7). Range ambiguity signal (A)
is seen on sea-surface due to echos from side-lobe in the region (B). Bright strip in left part
of image is due to nadir ambiguity. Reproduced from presentation by Igo Elizavetin, ”Ra-
diometric artifacts on SAR images”, Xth International Scientific and Technical Conference,
September 2010, Italy.
The range-ambiguity is evaluated by a metric called Integrated Range Ambiguity
to Signal Ratio (IRASR) as given by the following Eqn.2.2 [18, eqn. 6.5.20].
𝐼𝑅𝐴𝑆𝑅 =
𝑁∑︁
𝑖=1
𝑆𝑎𝑖/
𝑁∑︁
𝑖=1
𝑆𝑖 (2.2)
where, 𝑆𝑎𝑖 and 𝑆𝑖 are respectively the range ambiguous and desired signal powers (at
the receiver input) in the 𝑖th time interval of the data recording window, and 𝑁 is
the total number of intervals.
𝑆𝑖 = 𝜎
0
𝑖0𝐺
2
𝑖0/𝑅
3
𝑖0 sin(𝜂𝑖0) (2.3)
𝑆𝑎𝑖 =
𝑛ℎ∑︁
𝑗=−𝑛ℎ,𝑗 ̸=0
𝜎0𝑖𝑗𝐺
2
𝑖𝑗/𝑅
3
𝑖𝑗 sin(𝜂𝑖𝑗) (2.4)
where 𝑗 corresponds to the pulse number (𝑗 = 0 is the desired pulse, 𝑗 is positive for
preceding interfering pulses and negative for successive interfering pulses), 𝑅𝑖𝑗 is the
slant range at a given 𝜂𝑖𝑗, 𝐺𝑖𝑗 the gain of antenna and 𝜎0𝑖𝑗 is the normalized backscatter
coefficient corresponding to look angle 𝛾𝑖𝑗, 𝑛ℎ is number of pulses to horizon.
The relation between 𝛾 and other SAR geometrical parameters for a flat Earth
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model is shown in Fig.2-10. From this, we can write the following relation:
𝜂 = cos−1(ℎ/𝑅) (2.5)
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Figure 2-10: Geometry of SAR imaging in range direction
From Eqn2.2, we can see that the range ambiguity depends on imaging geometry,
pulse repetition frequency 𝑓𝑝 required swath-width and antenna gain pattern. At
large incidence angles, the range ambiguity becomes severe because energy from the
desired imaging region is attenuated greatly by the distance as compared to ambigu-
ous signal energy at near incidence angles. It can also be seen that lower the 𝑓𝑝,
lower will be the range ambiguity. Lower 𝑓𝑝 means larger inter-pulse spacing, which
means spacing between interfering echoes increases. However, the lowest 𝑓𝑝 which
can be implemented is bound due to azimuth ambiguity requirements. From a signal-
processing perspective, [59] suggests the use of up-down chirp for successive transmit
pulses. This technique reduces range ambiguity since effectively inter-pulse spacing
is increased, while simultaneously achieving the requirement on azimuthal ambiguity.
A SAR satellite will have a wide range of operating parameters, which means a
wide range of possible swath-width, 𝜂, 𝛾 and 𝑓𝑝. Echo returns from the nadir are
strongest since it corresponds to shortest distance of SAR sensor from ground (see
Fig.2-10). In case of active phased-array antennas, the returns from the ambiguous
regions can be suppressed by placing nulls in the direction of the ambiguous returns
[60]. In [61], author suggests an iterative technique to generate optimal "antenna
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mask" depending upon the selection of 𝑓𝑝 imaging geometry and a reflectivity profile
(𝜎0). The antenna mask template is selected to minimize antenna sidelobes, the noise-
equivalent sigma zero (relating to 𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒), and the radiometric accuracy (relating
to antenna main lobe flatness).
However, these above methods rely upon knowing the imaging geometry and 𝑓𝑝.
This is possible for an active phased-array system where an antenna beam pattern
can be synthesized as required. In case of passive-array antennas, the antenna beam
pattern is constrained to be the same irrespective of the operating parameters. For
the case of passive-array SAR antenna, we can improve 𝐼𝑅𝐴𝑆𝑅 by maximizing the
ratio of total power radiated over the main beam to the power radiated over the entire
pattern. This antenna beam characteristic is called beam-efficiency and is defined as
follows:
𝐵𝐸 =
∫︁
𝛾=<𝑀𝐿>
|𝐹𝑅(𝛾)|2𝑑𝛾/
∫︁
𝛾=<𝐴𝐿𝐿>
|𝐹𝑅(𝛾)|2𝑑𝛾 (2.6)
where 𝐵𝐸 is the beam efficiency, 𝐹𝑅 is the antenna 1-dimensional pattern in range
direction, < 𝑀𝐿 > is angles over main-lobe, < 𝐴𝐿𝐿 > means angles over entire
pattern.
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Figure 2-11: Geometry of SAR imaging in cross-range direction
The azimuth ambiguity arises due to echo returns from side lobes in the antenna
pattern in cross-range plane (see Figs.2-8, 2-11). However, the imaging geometry is
simplified for SAR radar systems with zero-squint angle (squinted refers to the case
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when antenna boresight is not normal to the flight path [14]). We can include the
effect of increasing signal power attenuation at far angles by defining the following
antenna characteristic called modified beam efficiency 𝐵𝑀𝐸 .
𝐵𝑀𝐸 =
∫︁
𝛽=<𝑀𝐿>
|𝐹𝐶𝑅(𝛽)|2 sin2 𝛽𝑑𝛽/
∫︁
𝛽=<𝐴𝐿𝐿>
|𝐹𝐶𝑅(𝛽)|2 sin2 𝛽𝑑𝛽 (2.7)
where 𝐵𝑀𝐸 is the modified beam efficiency, 𝐹𝐶𝑅 is the antenna 1-dimensional pattern
in cross range direction, < 𝑀𝐿 > is angles over main-lobe, < 𝐴𝐿𝐿 > means angles
over entire pattern.
2.4 Summary
In this chapter, we made a brief study on antenna systems for space-based SAR satel-
lites. Different antenna system architectures were considered, and it is proposed a
passive-array antenna architecture is suitable for small satellite mission. One chal-
lenge to realize this architecture is to realize a compact high-power RF source. Dif-
ferent antenna-panel technologies were also surveyed. The rectangular parallel-plate
travelling-wave slot array antenna is found attractive due to its low-weight, com-
pact pre-deployment packaging feasibility, low-loss at higher frequencies and space
heritage.
We also studied the relationship between antenna characteristics and SAR image
quality. A high antenna gain over the main-lobe and high beam-efficiency of the
antenna patterns in range, cross-range direction is desired to improve the quality of
SAR image.
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Chapter 3
A Traveling Wave Dual Polarimetric
Antenna for SAR
In Chapter.2, reason for choosing a passive-array centralized RF feed antenna system
in small satellite SAR was outlined. Two key challenges were identified (Section.2.2),
and this chapter addresses the first key challenge, which is the realization of a compact
passive-array dual-polarization antenna, which shall be optimized for small satellite
SAR.
The antenna panel technology was chosen to be a rectangular parallel-plate slot
array, which falls within the category of traveling wave antennas. To perform op-
timization of the antenna panel design, a mathematical model of the phenomena
is needed and some simplifications may be necessary. We divide the optimization
process into two steps:
1. Optimal design of a single antenna panel.
2. Optimal design of excitation network of multiple antenna panels.
This breakdown in the design process is justified because of the way in which the
antenna characteristics are related to SAR image characteristics (Section.2.3). The
antenna pattern characteristics which need to be considered during the optimization
process are the range pattern and cross-range pattern (Fig.2-8). The optimal design
of the single antenna panel is carried out for purpose of achieving an optimal range
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pattern. Later, the panel is fabricated and electrical characteristics measured. Using
the measured characteristics in a mathematical model, we carry out optimal design
of the array of multiple panels.
Section.3.1 introduces a mathematical model of a linear array of radiating ele-
ments for a traveling way antenna. Section.3.2 surveys a number of antenna pattern
synthesis algorithms and explains the selection of a multi-objective genetic algorithm
as our algorithm of choice. Section.3.3 details the optimization procedure for design
of a single panel. Section.3.4 applies the simulation results into a more accurate
computer model of the antenna panel, and some adjustments are made to ensure
acceptable electrical characteristics. Section.3.5 detail results of measurement of the
fabricated antenna panel. In Section.3.6, the problem of optimal excitation synthesis
of multiple panels is addressed, and a solution is proposed. Finally in Section.3.7 the
results are summarized.
3.1 A Discrete Linear Array Model for TravelingWave
Antenna
There are established design principles for traveling wave antennas (uniform leaky
wave, periodic leaky wave, waveguide slot-array antenna) given in [62] and [63]. In
[64] the problem of finding an optimal aperture distribution for an array of cross-
slots, begins by modeling the array of cross-slots as a continuous source distribution
over the aperture. The model developed in [64] is identical with the design principle
of uniform leaky wave antenna [62]. The resulting analytical expression of aperture
distribution is later optimized by technique of calculus of variations.
The antenna of our interest has an array of slot-pairs spaced nearly one-free-space
wavelength apart. Thus a model of discrete array of radiators is more appropriate
than a model of continuous radiator source. The optimization solution found for
a continuous source may not be the optimal when applied to a discrete source by
sampling the continuous solution.
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For the above reason, it is decided to pursue a discrete array model for the array
of slot-pairs. In [63] [65][66, Chapter 8] a rectangular waveguide slot-array antenna is
modeled as a transmission line with the slots represented by equivalent conductances.
We use a similar model in terms of the ’coupling coefficients’ as shown in Fig.3-1. The
radiator element which leaks power to free-space is defined by its coupling coefficient
(𝑐𝑛): ratio of the power coupled to free-space (𝐿𝑛) to the incident power at the
radiator (𝑃𝑛), 𝑐𝑛 = 𝐿𝑛/𝑃𝑛. 𝑃𝐼𝑁 is the input power to the array, 𝑃𝑅𝐸𝑆 is the residual
power at end of array and 𝑑𝑛 is the inter-element spacing between 𝑛𝑡ℎ radiator and
(𝑛 + 1) radiator where 𝑛 = 0, 1, ...., 𝑁 − 1.
Figure 3-1: Model of traveling wave antenna with couplers
In reality, there shall be reflections from the individual radiators. However, in
our simplified model, we ignore that phenomena. In the later part of design, the
spacing between the radiators is changed so that the reflections from the adjacent
radiators interfere destructively. Reflections from the individual radiators tend to
add randomly, and because the radiators are lightly coupled, the array is essentially
matched along its whole length [65, IV.B.]. Another simplification made is that the
path loss of waveguide is negligible. In practice, there are conductive and dielectric
losses associated with a traveling wave inside a waveguide.
Using the above model, we proceed to derive the relationship between set of cou-
pling coefficients {𝑐𝑛}, set of excitation coefficients {𝑎𝑛} and antenna far-field pattern
characteristics such as peak gain 𝐺 and beam efficiency 𝐵𝐸.
The leaked power at radiator 𝑛 is proportional to the square of excitation ampli-
tude |𝑎𝑛| at radiator 𝑛.
|𝑎𝑛| = 𝑘
√︀
𝐿𝑛 (3.1)
where 𝑘 is a constant of proportionality.
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We can express the excitations in terms of the coupling coefficient in an iterative
manner as given in Table.3.1.
Table 3.1: Excitation of 𝑛𝑡ℎ radiator in terms of the coupling coefficient.
# Waveguide Power
Leaked Power
𝐿𝑛
Magnitude of Element Excitation
𝑎𝑛
0 𝑃𝐼𝑁 𝑐0𝑃𝐼𝑁 𝑘
√
𝑐0𝑃𝐼𝑁
1 𝑃𝐼𝑁 − 𝑐0𝑃𝐼𝑁 𝑐1(𝑃𝐼𝑁 − 𝑐0𝑃𝐼𝑁) 𝑘
√︀
𝑐1(𝑃𝐼𝑁 − 𝑐0𝑃𝐼𝑁)
.. so on .. so on .. so on .. so on
The phase of excitation of each radiator depends upon the spacing between the
radiators (𝑑𝑛) and the wavelength in waveguide (𝜆𝑔). Let ̸ 𝑎0 = 0 rad.
̸ 𝑎𝑛 = ̸ 𝑎𝑛−1 +
2𝜋𝑑𝑛−1
𝜆𝑔
(3.2)
Total energy is conserved, hence:
Σ𝑁−1𝑛=0 𝐿𝑛 + 𝑃𝑅𝐸𝑆 = 𝑃𝐼𝑁 (3.3)
Let the configuration of the array of radiators be as shown in Fig. 3-2.
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Figure 3-2: Linear array of radiators along z-axis
The far-field pattern on this linear array can be expressed in "pattern multiplica-
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tion" [67] form as:
𝐹 (𝜃, 𝜑) = 𝐹𝑆𝐸(𝜃, 𝜑)𝐴𝐹 (𝜃) (3.4)
where, 𝐹𝑆𝐸 is the field pattern due to single radiator in the presence of all other
radiators in array, 𝐴𝐹 (𝜃) is the array factor of the linear array.
𝐴𝐹 (𝜃) = Σ𝑁−1𝑛=0 𝑎𝑛 exp
2𝜋
𝜆
(𝑛− 1)𝑑 cos 𝜃
where, 𝜆 is free-space wavelength.
The total power radiated into free-space is:
𝑃𝑅𝐴𝐷 = 𝑘𝑃
∫︁ 2𝜋
𝜑=0
∫︁ 𝜋
𝜃=0
|𝐹 (𝜃, 𝜑)|2 sin 𝜃𝑑𝜃𝑑𝜑 = Σ𝑁−1𝑛=0 𝐿𝑛 (3.5)
where 𝑘𝑃 is a proportionality factor.
Residual power is:
𝑃𝑅𝐸𝑆 = 𝑃𝐼𝑁 − 𝑃𝑅𝐴𝐷 (3.6)
We can write the antenna far-field gain as:
𝐺(𝜃, 𝜑) =
𝑃𝑜𝑤𝑒𝑟 𝑅𝑎𝑑𝑖𝑎𝑡𝑒𝑑 𝑎𝑡 (𝜃, 𝜑) 𝑝𝑒𝑟 𝑠𝑡𝑒𝑟𝑎𝑑𝑖𝑎𝑛
𝑇𝑜𝑡𝑎𝑙 𝐼𝑛𝑝𝑢𝑡 𝑃𝑜𝑤𝑒𝑟/4𝜋
=
4𝜋𝑘𝑃 |𝐹 (𝜃, 𝜑)|2
𝑃𝐼𝑁
(3.7)
We define the 1-dimensional beam efficiency of the pattern in the YZ plane as the
ratio of the total power radiated over main-lobe to the total power radiated in the
YZ plane (see Eqn.2.6).
𝐵𝐸 =
∫︀ 𝜃+
𝜃=𝜃− |𝐹 (𝜃, 𝜋/2)|2𝑑𝜃∫︀ 𝜋
𝜃=0
|𝐹 (𝜃, 𝜋/2)|2𝑑𝜃 (3.8)
Pattern of Single Radiator
To determine the antenna pattern of the array of radiators, we need to know the
pattern of radiator element, in our case the radiator element is slot-pair cut on an
aluminum sheet with honeycomb spacing and fed with electromagnetic wave in Trans-
verse Electromagnetic (TEM) mode. The properties of the individual radiators change
when combined in an array as compared to their properties in an isolated state. They
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"couple" to each other and the effects on array performance caused by this mutual
coupling are significant and extensive [67]. The elemental pattern used in Equation.3.4
must also take into account the effects of mutual coupling.
[68] and [35] describe the synthesis of active phased array antenna pattern in
TerraSAR-X using 40 cm long slotted waveguides sub-array as the radiator element.
Each sub-array on the panel is considered as separate element and near-field measure-
ments are made to get the "embedded sub-array pattern". This pattern is measured
in the presence of other radiators on the panel and hence includes mutual coupling
effects. This approach was feasible since they already had a fabricated antenna panel
with sub-array radiators.
However, in a scenario when we are still in the design phase of the antenna panel,
measured embedded radiator pattern is not available. It is possible to simulate a field
pattern of an array element by making reasonable approximations. We consider the
radiator element to be part of an infinite two-dimensional planar array. Although
not a physically realistic configuration, the infinite-array model provides a reasonably
good approximation to the performance of the interior elements of a large finite array
[69, Chapter 9]. We build a unit cell with Periodic Boundary Conditions (PBCs) over
the radiating element of interest as shown in Fig. 3-3. A "master-slave" relationship
is defined between each of the PBC boundary pairs (M1/S1 and M2/S2). This entails
enforcing a phase shift between the tangential electric fields appropriate to the desired
array scan angle (scan-angle in our case is to the boresight). An absorbing boundary
condition is applied to the top surface of unit cell. This structure is solved using
commercial Finite Element Method (FEM) solver Ansoft High Frequency Structural
Simulator (HFSS). Table. 3.2 lists important simulation parameters of the model.
Fig. 3-4 shows the simulated directivity pattern of the slot-pair radiating element.
Such a technique has been applied before in modeling of phased array antennas.
See [70] for description of using Ansoft HFSS for phased array modeling using unit
cells and PBCs.
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Table 3.2: HFSS slot-pair model parameters
Slot Length 13.3 mm
Adhesive thickness 0.09 mm
Adhesive permittivity 3.08
Honeycomb thickness 6 mm
Honeycomb permittivity 1.03
Simulated coupling coefficient 0.2255
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3.2 Multi-objective Genetic Algorithm Optimization
of Travelling Wave Linear Arrays
This section discusses various optimization algorithms available for optimizing an-
tenna arrays and explains why we choose Non-dominated Sorting Genetic Algorithm-
II (NSGA-II) as our optimization algorithm of choice.
3.2.1 Discussion on Classical Optimization Techniques used
for Design of Antenna Pattern
A popular way to find an optimal antenna array is by use of antenna pattern synthesis
techniques. A set of performance specifications (usually on the radiation pattern)
are defined such as maximum sidelobe level of antenna, minimum peak gain, etc.
The antenna variable is usually the excitation (amplitude and phase) of the array
elements (in case of antenna made of discrete elements) or current distribution (in
case of continuous antenna source), inter-element spacing in an array, geometrical
configuration of the antenna. Some of the classic antenna synthesis algorithms are:
placement of nulls in antenna pattern by treating the array-factor as a polynomial [71],
use of z-transforms by treating the array synthesis problem as a linear sampled-data
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systems problem [72][73], use of Tchebycheff polynomials for synthesizing patterns
with the minimum possible side-lobe level for a given beamwidth (or vice-versa)[74],
Fourier-transform method which yields an antenna beam pattern with minimum least
square error from a desired pattern [44, Chapter 7], Taylor design to produce a pattern
with decaying minor sidelobes [44, Chapter 7], non-uniform inter-element spacing to
gain better performance [75] and many more.
The problem is the realization of the required excitations in antenna hardware may
at times be difficult [76]. For example, in the discrete linear array model developed
in Section.3.1 for a traveling wave antenna, we see that the normalized excitation
amplitude of the radiators depends upon the coupling coefficient 𝑐 of the current
radiator and also of the previous radiators. Later on, we see (Section.3.3.3), for a
dual-feed traveling wave antenna, the set of coupling distribution are restricted for
the radiators which in turn restricts the set of excitation distribution, which can be
achieved.
Another more general problem with the classical methods is that it may be nec-
essary to modify the commonly used antenna pattern evaluation metrics or define
another metric altogether as an optimization objective. For example, in case of trav-
eling wave antennas, depending on the conductance of the radiators, there is residual
power at the end of the antenna array. This residual power degrades the antenna
gain, and has to be taken into account for a more sensible evaluation of antenna
gain. The classical techniques, though mathematically elegant cannot be applied for
general class of antenna pattern synthesis problems.
Moving away from classical antenna pattern synthesis methods to more general
optimization algorithms, we see the most widely used optimization technique is so-
lution by computing derivatives of the objective/ cost function. Methods that use
derivatives converge to a local optimum solution near the starting point [77]. De-
pending on the objective/ cost function, there may or may not be a computable
gradient.
The drawbacks in use of classical antenna pattern synthesis techniques and derivative-
based optimization techniques have led to rise in use of metaheuristic algorithms
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for optimization. Metaheuristics are general algorithmic frameworks, often nature-
inspired, designed to solve complex optimization problems, and they are a growing
research area since a few decades [78]. Examples of meta-heuristic optimization are
genetic algorithm [79], particle-swarm [80] and simulated annealing [81]. The attrac-
tiveness of these algorithms is that they:
• Perform global-search [77]. They can ’escape’ the local extrema, and search the
entire terrain for a better extrenum.
• Are simple to implement.
• Have been successfully applied to a broad class of problems.
• Can be solved using parallel computational machines [77] against other tradi-
tional algorithms which implement a sequential process.
Perhaps a ’draw-back’ of metaheuristic algorithms is that they do not guarantee the
obtained solution is the most optimal. That is, their purpose is to seek and find
good solutions for the problem, rather than a guaranteed optimal solution [82]. In
problems where the maxima/ minima of the objective function is not known a priori,
this will be a problem.
3.2.2 Examples of Metaheuristic Optimization applied to case
of Antennas
There are many published works on successful application of metaheuristic algorithms
for antenna optimization. To illustrate the power of these algorithms over traditional
algorithms, we survey numerous cases.
[83] used genetic algorithm to get optimal (low side-lobe level) phase tapering over
the antenna array for different beam-steering angles. Digital phase shifters used in
antenna arrays have limited precision (number of bits), and classical approach yields
solutions with infinite precision. When applying genetic algorithm, the limited preci-
sion can be taken into account by simply using species(trial solutions of a population)
of binary format.
49
[84] used particle-swarm algorithm for finding an optimal linear array geometry
which suppresses sidelobe level and also places nulls at desired directions. This was
achieved by defining a new objective function [84] given in Equation.3.9.
𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =
∑︁
𝑖
1
∆𝜑𝑖
∫︁ 𝜑𝑢𝑖
𝜑𝑙𝑖
|𝐴𝐹 (𝜑)|2𝑑𝜑 +
∑︁
𝑘
|𝐴𝐹 (𝜑𝑘)|2 (3.9)
where [𝜑𝑙𝑖, 𝜑𝑢𝑖]s are the spatial regions in which sidelobe level is suppressed, ∆𝜑𝑖 =
𝜑𝑢𝑖 − 𝜑𝑙𝑖, and 𝜑𝑘𝑠 are directions of the nulls, 𝐴𝐹 (𝜑) is the array factor.
[85] compares performance of genetic and particle-swarm algorithms for finding
optimal complex excitations for a linear phased array of 100 elements. The cost
measure to be minimized is the sum of the squares of the excess far field magnitude
above the specified sidelobe envelope. This penalizes sidelobes above the envelope,
while neither penalty nor reward is given for sidelobes below the specification.
[86] uses simulated annealing to find an optimal linear array geometry and ampli-
tude excitation to reduce peak sidelobe level. This illustrates the case when we have
a large number of optimization variables and hence using metaheuristic methods, we
can utilize all available degrees of freedom.
[87] has a comprehensive description of application of genetic algorithms in elec-
tromagnetics, with [87, Chapter 4] dedicated to optimizing antenna arrays.
In [88] the author uses particle-swarm optimization to synthesize optimal az-
imuthal beam pattern. Different objectives such as improving azimuthal ambiguity
ratio, 𝜎𝑁𝐸𝑍0, radiometric accuracy and azimuthal resolutions are clubbed together
in form of "antenna mask template". An single objective function is defined, which
minimizes the error between design antenna pattern and current beam pattern.
3.2.3 From Single-Objective to Multi-Objective Optimization
Real-world optimization problems have often more than one objective, and in most
cases, there is trade off between them. For example, while synthesizing an an-
tenna pattern with low sidelobes, minimizing the sidelobe level results in larger main
beamwidth. It is not possible to synthesize an antenna pattern with narrow main
50
beamwidth and low sidelobes at the same time (aperture area of antenna is fixed).
This calls for the need of multi-objective optimization techniques.
Traditional Multi-Objective Optimization Techniques
In this subsection, four widely used traditional multi-objective techniques are briefly
discussed. Consider optimization problem of𝑀 individual objective functions 𝑓1(x),.....,𝑓𝑀(x).
x is the vector of optimization parameters in the feasible region.
1. Weighted-sum technique
In this technique, a single objective function is formed, which is a weighted sum
of different individual objective functions.
𝐹 =
𝑀∑︁
𝑖=1
𝑤𝑖𝑓𝑖(x)
𝐹 is the final single-objective function and 𝑤𝑖 are the weights for the objective
functions. The weights are set depending on the degree of trade-off we would
like to make between the objectives. In practice, it can be very difficult to
precisely and accurately select the weights 𝑤𝑖, even for someone familiar with
the problem domain [89]. Scaling among the objectives is needed, and small
perturbations in these weights can lead to quite different solutions [89]. Some of
the examples given in Section.3.2.2 used this method to define a single objective
function.
2. Method of distance functions [90]
This is similar to the weighted-sum technique. A demand-level vector y¯ is
specified, which is the ’goal’ of the optimizer. The problem is formulated as
follows:
𝑍 = [
𝑀∑︁
𝑖=1
|𝑓𝑖(x)− 𝑦𝑖|𝑟]1/𝑟, 1 ≤ 𝑟 <∞
3. Constraint technique
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Another traditional approach is to move all but one objective to the constraint
set. For a minimization problem; it is formulated as follows:
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓1(x), 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑓𝑖(x) < 𝑉𝑖, 𝑖 = 2 𝑡𝑜 𝑀
where, 𝑉𝑖 is the maximum constrained value of function 𝑓𝑖(x). Again, like in
the setting the weights, it is difficult to set the constraining value 𝑉𝑖 [89].
4. Min-max formulation [90]
This method attempts to minimize the deviations of the single-objective func-
tion from the individual optimum. It is formulated as follows:
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐹 (x) = 𝑚𝑎𝑥[𝑍𝑗(x)], j = 1,2, ...,M
𝑍𝑗(x) is calculated for non-negative target optimal value 𝑓𝑗 > 0 as follows:
𝑍𝑗(x) =
𝑓𝑗 − 𝑓𝑗
𝑓𝑗
, 𝑗 = 1, 2, ....,𝑀
Priority of each objective can be varied by introducing dimensionless weights in
the formulation. Again, setting the weights to trade off the priority is difficult.
Pareto Multi-Objective Optimization using Non-Dominated Sorting Ge-
netic Algorithm-II (NSGA-II)
Moving away from the traditional method of multi-objective optimization is another
approach, which determines the entire set of Pareto solutions. In the absence of any
further information, one of the Pareto-optimal solutions cannot be said to be better
than the other [91]. This property is also termed as non-domination. A Pareto-
optimal set (also called Pareto-curve or Pareto-front) will contain solutions, which
are non-dominated with respect to each other. As an example, consider a decision-
making problem involved in buying a diamond. Say we make a survey of diamond
producers over the world and on a graph plot out the available options in terms of
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diamond purity and cost as shown in Fig.3-5.
Figure 3-5: Illustration of Pareto-curve
Ideally, we would like to purchase a diamond, which has least impurities and
minimal cost. We see from the Fig.3-5, there are a number of solutions (vendors)
to choose from, 𝑉1, 𝑉2, 𝑉8, 𝑉5, 𝑉9, 𝑉4 All these solutions are non-dominated. As an
example if we compare vendor 𝑉2 to vendor 𝑉9, although the cost of diamond from
vendor 𝑉9 is lower, it has higher impurities compared to diamond from vendor 𝑉2.
On another hand if we compare diamond from vendor 𝑉8 and vendor 𝑉3 though they
both offer diamonds at same cost, the diamonds from vendor 𝑉8 are purer. Thus
𝑉8 dominates 𝑉3. A vendor such as 𝑉0 cannot exist in the real world (assuming
free-markets) and is thus an in-feasible solution.
Not all problems may have a convex Pareto front. Depending on the objectives,
region of operation and constraints, the shape of the Pareto front can have different
shapes and discontinuities. See [91] for example test problems. An added advantage in
finding the Pareto front is, we can determine the relationship between the objectives.
There is a number of Pareto multi-objective optimization meta-heuristic algo-
rithms. Among them, Genetic Algorithm (GA) has been the most popular heuristic
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approach to multi-objective design and optimization problems [89]. The survey by
[82] in the year 2002 indicated that 70% of the articles surveyed utilized genetic algo-
rithms as their primary meta-heuristic technique for solving multi-objective problems.
[89, Table 1] gives a list of well known multi-objective GA including their advantages
and disadvantages. Among them, NSGA-II [91] is a well tested and efficient method.
For these reasons, we choose NSGA-II as our primary optimization technique.
3.3 Synthesis of Optimal Aperture Field Distribu-
tion over an Antenna Panel
In this section, we discuss the synthesis of an optimal aperture field distribution over
a single antenna panel. The aperture field will be optimized in the sense, that the
far-field antenna pattern it produces, enhances the quality of SAR images.
3.3.1 Mathematical Model of Antenna Panel
To proceed, we first need a mathematical model of the antenna which forms a basis for
the optimization. Recap from Fig.2-6 the structure of the antenna panel. Optimizing
the antenna panel directly (for example, using a computer simulator to solve for
Maxwell’s equations over the antenna structure) is computationally heavy, especially
if we run a meta-heuristic algorithm such as NSGA-II which requires many iterations
to converge. Instead, we consider a simple model of the antenna panel, as a 2-
dimensional array of slot-pairs as shown in Fig.3-6a. Total number of slot-pairs are
𝑁 x 𝑀 . By changing the length of slots in the slot-pairs (for a given slot-pair;
the two slots have same length), we can control the leaked power and hence the
coupling coefficient as defined in Section.3.1. We have thus 𝑁𝑀 degrees of freedom
to synthesize the aperture field. Though the simple model can easily process the
2-dimensional array model of the antenna panel, the next stage of design, which is
to simulate and optimize in computer will be very laborious if we have 𝑁𝑀 different
slot-pairs. Simulation in computer is discussed in Section.3.4 and is required to vary
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Figure 3-6: Array model of antenna
the inter-element spacing of the slot-pairs to minimize reflections.
To simplify the computer modeling task, we shall make a simplification for our
design. We shall force the slot-pairs along the x-axis (see Fig.3-6a), i.e. along the
waveguide feeder to be identical. In doing so we reduce our available degree of freedom
from𝑁𝑀 to only𝑁 . The trade-off is that we greatly simplify the design process in the
later stage of antenna panel development. Further, we assume uniform interelement
spacing 𝑑𝑓𝑑‖ parallel to waveguide feeder.
Now our problem is to decide appropriate coupling coefficients (and thus slot-
lengths) for the linear array of slot-pairs perpendicular to the waveguide feeder (Fig.3-
6b). We can use the discrete linear-array model of traveling wave antenna developed
in Section.3.1 to model this traveling wave linear array.
3.3.2 Optimization Objectives
In 2.3, we discussed the relationship between SAR performance and antenna pat-
tern characteristics. Recall that the SAR performance characteristics of interest are
𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒, range ambiguity and azimuthal ambiguity. The excitations and config-
uration of the linear-array of slot-pairs perpendicular to the waveguide-feeders are
responsible for shape of the SAR range-plane antenna pattern (see Fig.2-10). Keep-
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ing this in mind, we define the optimization objectives as follows:
1. Maximize the peak gain of the linear-array antenna pattern 𝐺(𝜋/2, 𝜋/2) (see
Eqn.3.7) and hence improve 𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒.
2. Maximize beam-efficiency of linear-array 𝐵𝐸 (see Eqn.3.8) and hence improve
range ambiguity performance.
3. Minimize residual power 𝑃𝑅𝐸𝑆 (see Eqn.3.6) so that transmitted power to the
orthogonal polarization receiver is minimized.
Objective 3 is originally in form of a constraint, i.e. there is a requirement on the
antenna hardware that the transmitted power from RHCP feeder to LHCP feeder or
vice-versa, should be less than -20 dB. Instead of modeling this as a constraint in our
optimization problem, we instead define it in form of a minimization objective. Note
that while objectives 1,2 relate to the SAR performance, objective 3 arises due to the
type of antenna we are using, i.e. dual-feed traveling wave antenna.
3.3.3 Optimization Constraint and Variables
A requirement on the synthesized RHCP and LHCP beam pattern is that they should
be identical about the main-beam. This means the synthesized excitation should be
identical for RHCP feed and LHCP feed. This is possible if the coupling distribu-
tion is symmetric [64] about the center of array. Symmetrical coupling distribution
means traveling waves see identical disturbances irrespective of direction of feeding,
and thus synthesized excitation is identical (but flipped about the center of array).
Additionally, the spacing between the individual radiation in the linear array should
allow for uniform phase excitation, so both the RHCP and LHCP beams point at
same direction (bore-sight). It is easy to see that a uniform amplitude excitation is
not achievable in case of dual-polarization, since the coupling distribution for uniform
amplitude excitation is not symmetric.
Instead of specifying this requirement as a constraint in optimization, we instead
implement this constraint by specifying the first 𝑁/2 coupling coefficients as the
56
optimization variables. The remaining of 𝑁/2 coupling coefficients are decided by
the symmetry requirement on the coupling distribution.
3.3.4 Optimization Parameters
Table 3.3: Optimization parameters
Number of radiators in array (𝑁) 24
Inter-element spacing (𝑑𝑓𝑑⊥)
0.9𝜆0 which corresponds to approximately
uniform phase excitation of all array elementsa
Main lobe beamwidth
2 deg, corresponding to swath-width of 22.5 to 42 km
at 600 km altitude, nadir-angle variation from 15 deg to
45 deg
Optimization variables
Set of coupling coefficients of the first 𝑁/2
radiators. The remaining coupling coefficients of the last
𝑁/2 radiators is fixed by the symmetric constraint
NSGA-II Parameters
Population Size 500
Number of generations 504
Probability of cross-over 0.9
Probability of mutation 1/12
Distribution index for crossover 15
Distribution index for mutation 20
aNominal value is 𝜆𝑔. The value 0.9𝜆0 is found after trial and
error during development of single-polarization parallel plate slot
array antenna [51]
3.3.5 Optimization Results
Before we lay out the results, it is useful to have a solution with which we can compare
it with. Sakakibara[64] carried out determination of an optimal coupling distribution
for a dual-polarization (dual-feed) cross-slotted waveguide array antenna panel. The
waveguide array is modeled as a continuous source distribution and used technique
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of calculus of variations to find field-coupling distribution 𝛼(𝑧) as a function of the
residual power 𝑡, which maximizes the antenna peak gain. The major differences from
the approach of Sakakibara and our approach are detailed in Table.3.4.
Table 3.4: Sakakibara approach vs Our approach
Sakakibara approach Our approach
Array of slots is modeled as continuous
line source.
Array of slots is modeled as linear array
of discrete radiators, with each radiator
having elemental pattern as that of the
slot.
Single objective optimization problem.
Find coupling distribution (as a func-
tion of residual power) to which max-
imizes peak gain. However, since the
residual power is a variable, we can gen-
erate a Pareto curve of optimization of
two objectives: maximize peak gain,
minimize residual power.
Three objective optimization problem.
Objectives are as defined in 3.3.2.
Calculus of Variations optimization. Multi-objective genetic algorithm opti-
mization.
Since Sakakibara’s optimization result is a continuous coupling function 𝛼(𝑧), we
perform the comparison by first discretizing the coupling function. This is justifiable
since for the next step in antenna panel design, we need to start design in HFSS
using a discrete set of coupling coefficients. The coupling coefficient is obtained by
integrating the coupling per unit length 𝛼(𝑧) over inter-element spacing.
𝑐 =
∫︁ 𝑑𝑓𝑑⊥/2
−𝑑𝑓𝑑⊥/2
2 * 𝛼(𝑧)𝑑𝑧 (3.10)
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Pareto Curves
Fig.3-7 show resulting Pareto plots from NSGA-II and Sakakibara optimization. Note
that In case of Sakakibara, the optimization objective to maximize beam-efficiency is
absent.
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Figure 3-7: Pareto curves and comparison of results from NSGA-II and Sakakibara
Following important observations is made from the Pareto curves:
• There is a positive correlation between beam-efficiency and peak-gain in case
of low residual power, while the correlation becomes negative when the residual
power increases.
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• The Pareto curve from NSGA-II and Sakakibara matches in the region of posi-
tive correlation of beam-efficiency vs peak-gain. The Pareto curve of NSGA-II
performs marginally better in case when there is negative correlation between
beam-efficiency and peak-gain. This can be expected since Sakakibara opti-
mization does not have beam-efficiency as one of its optimization objectives.
This comparison with Sakakibara optimization method validates our discrete ar-
ray traveling antenna model and use of multi-objective genetic algorithm NSGA-II
to perform optimization. The advantage of our approach of using the meta-heuristic
optimization algorithm is that we can have almost any kind of objective function,
without having to worry about its continuity or having to solve using advanced cal-
culus methods (if indeed it can be solved).
Description of chosen Pareto Point for Design
As stated before in Section.3.3.2, the objective to minimize residual power is really a
meant to be a constraint. In Fig.3-7a all the Pareto solution in the dashed box has
residual power less than -20 dB. Thus only these solutions are of interest to us. For-
tunately, there is a positive correlation between peak-gain and beam-efficiency in this
region. accordingly we can choose a Pareto solution which corresponds to the maxi-
mum peak-gain (21.42 dBi) and maximum beam-efficiency (-2.98 dB) corresponding
to the top-right corner of the dashed box in Fig.3-7a.
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3.4 Computer Model and Simulation
A 3D structural model is built using Ansys electromagnetic simulator software called
HFSS [92]. As mentioned in Section.2.2.1, previous to the dual polarization rect-
angular plate slot-pair array antenna panel, a single polarization rectangular plate
slot-pair array antenna was designed, fabricated and tested. The dual-polarization
antenna panel has a similar structure except for the additional LHCP waveguide
feeder and different slot-pair lengths, configuration. This part of the work is done
primarily by my colleague Dr. Prilando Akbar. Details may be referred in [55] [51].
For the sake of continuity of this dissertation, I present a brief summary below.
Using the set of optimal coupling coefficients (Section 3.3.5), first a linear array of
radiating slot-pairs is built as shown in Fig.3-9a. The honeycomb dielectric is mod-
eled as uniform volume with permittivity determined experimentally and thickness as
specified by the manufacturer [56]. Two adhesive sheets are modeled also as uniform
volume with permittivity and thickness as specified by the adhesive sheet manufac-
turer [57]. Periodic boundary condition is applied at side walls of the linear array
to enable TEM wave propagation. The slot length is varied to match with the set
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of design coupling coefficients. Inter slot-pair spacing is adjusted to obtain uniform
E-field phase distribution at 9.65 GHz (the design center frequency). The HFSS ra-
diating linear array model shows uniform aperture phase distribution and aperture
amplitude distribution according to the original NSGA-II design (at 9.65 GHz)(see
Fig.3-13).
radiating slot-pairs
RHCP
input port
LHCP
input port
(a) Screenshot of linear array of radiating
slot-pairs HFSS model.
array of 
radiating
slot-pairs
waveguide
feederwaveguide
feeder
replicate
replicate
hardwall
hardwallQuater panel simulation
to verify pattern 
perpendicular
to waveguide feeder
Quater panel simulation
to verify pattern parallel
to waveguide feeder
(b) Screenshot of antenna panel HFSS model.
Figure 3-9: HFSS modeling
The waveguide feeder model used for the design of single-polarization uniform
aperture excitation antenna panel is also used for the current dual-polarization an-
tenna panel design, since the aperture excitation synthesis along the waveguide feeder
is identical for the both the antenna panels. To build the complete antenna panel
model, the linear array of radiating slot-pairs is replicated in the direction of the
waveguide feeder as shown in Fig.3-9b.
Simulation of the complete antenna panel is computationally intensive and time
consuming. Hence we simulated two quarter panel structures to verify the antenna
pattern in planes along the waveguide feeder and perpendicular to the waveguide
feeder (see Fig.3-9b).
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3.5 Test Results of Fabricated Antenna Panel Pro-
totype
The designed antenna panel was fabricated. The outer dimensions of the fabricated
antenna are shown in Fig.2-6. The radiating and feeder slot dimensions are those
simulated in HFSS for design frequency of 9.65 GHz. Fig.3-10 shows photographs of
antenna panel and its components.
(a) Back plate of antenna panel: Aluminum skin (b) Nomex honeycomb sheet. This sheet is at-tached to the panel aluminum skins with adhesive.
(c) Rectangular slotted waveguide feeder (d) Fabricated antenna panel. The radiating slot-pair can be seen cut on the front aluminum skin.
Figure 3-10: Photographs of the antenna panel and its components.
Three different measurements were carried out to test the electrical characteristics
of the antenna panel. For all the measurements consider the coordinate system as
shown in Fig.3-11.
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Figure 3-11: Coordinate system of antenna panel tests. The antenna panel is in XY plane,
with its geometrical center at the origin. The radiating surface normal vector is towards +z
direction.
3.5.1 Near Field Measurements
Near-field measurements are carried out to measure electric field amplitude, phase
in near field region of the antenna panel. A photograph of the setup in an anechoic
chamber is shown in Fig.3-12. This is a standard planar near field measurement setup
[44, Chapter 17]. An open-ended rectangular waveguide is used as a receiver probe.
The Antenna Under Test (AUT) is excited at either the RHCP or LHCP port by
sinusoidal monotone signal in the frequency band of interest. The probe is placed
about 4𝜆0 from the panel surface, where 𝜆0 is the wave-length in free-space. The
probe is moved over a planar surface (relative to the antenna panel), and it takes
measurements at spacing ∆𝑥 = ∆𝑦 = 1.5𝑐𝑚 over 75 × 75 points in arectangular
grid. This satisfies Nyquist’s criterion of maximum allowable sampling distance at
the highest frequency of interest (9.85 GHz) [44, Balanis]. Measurements are made at
different frequencies within the bandwidth of interest. A second run of the measure-
ment is performed, this time keeping the receiver probe at orthogonal polarization.
Probe compensation is performed to take into account the directive pattern of the
open-ended rectangular waveguide. The circular polarization component is calculated
from the measured pair of orthogonal components. Fourier transform is applied on
the near-field data to compute the far zone electric field.
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Figure 3-12: Near field test setup in Tokyo Institute of Technology (TIT)
(a) RHCP near zone electric field amplitude dis-
tribution.
(b) RHCP near zone electric field phase distribu-
tion.
(c) LHCP near zone electric field amplitude dis-
tribution.
(d) LHCP near zone electric field phase distribu-
tion.
Figure 3-13: Near field electric field amplitude and phase distribution at 9.65 GHz
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Fig.3-13 shows the 2-dimensional measured electric field amplitude and phase
distribution over the antenna panel for RHCP and LHCP polarizations at 9.65 GHz.
A linear phase taper is observed in direction perpendicular to the waveguide feeder.
This becomes more apparent in Fig.3-14 where a comparison is drawn for three cases:
[1] Design field excitation coefficients of dual-feed linear array of point radiators.
[2] Simulated near field distribution of linear array of slot-pairs designed in HFSS.
[3] Near field measurements of the antenna panel along line 𝑦 = 0.
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(a) RHCP waveguide feeder is excited.
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(b) RHCP waveguide feeder is excited.
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(c) LHCP waveguide feeder is excited.
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(d) LHCP waveguide feeder is excited.
Figure 3-14: RHCP and LHCP electric field amplitude and phase distribution at 9.65
GHz. [1] Design field excitation coefficients of dual-feed linear array of point radiators. [2]
Simulated near field distribution of the linear array of slot-pairs designed in HFSS. [3] Near
field measurements of the antenna panel along line 𝑦 = 0.
Looking at Fig.3-14, we see that the field amplitude distribution of the design, HFSS
simulations and panel measurements closely matches. However, the measured phase
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distribution of antenna panel shows a non-zero linear slope at 9.65 GHz. The original
design and HFSS design was carried out to have uniform phase distribution at 9.65
GHz. Since the direction of feeding in the traveling wave antenna for RHCP, LHCP
configuration is opposite, the linear phase tapers shows positive and negative slope
accordingly (see Fig.3-14). The linear phase taper leads to beam shift about the panel
normal vector and the RHCP, LHCP main beam tilt in opposite directions.
Fig.3-15a shows a projected sphere plot of the position of peaks at different fre-
quencies of the RHCP and LHCP beams. Fig.3-15b shows the absolute beam shift
between the RHCP LHCP peaks as a function of frequency. The RHCP LHCP peaks
coincide closely at 9.77 GHz, against the designed 9.65 GHz. This deviation from our
design is attributed to incorrect modeling of the honeycomb sheet and adhesive layer
modeling in HFSS. The excitation phase distribution in traveling wave antenna is de-
pendent on the wavelength in the waveguide. Inaccurate modeling of the waveguide
inner dielectric leads to erroneous phase excitation simulation.
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(b) Beam shift between RHCP, LHCP beams
Figure 3-15: Frequency dependence of antenna directivity (RHCP and LHCP).
Fig.3-16 shows the normalized directivity pattern (at 9.65 GHz) in the planes
perpendicular to the waveguide feeder (XZ plane) and along the waveguide feeder
(YZ plane). The beam shift between the RHCP and LHCP beams is 2.1 deg. Large
sidelobes are observed in case of XZ pattern. This is because the slot-pair spacing is
near 1𝜆0, which leads to grating lobes in the array factor term.
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Figure 3-16: RHCP and LHCP far-field normalized directivity patterns (at 9.65 GHz) in
the XZ plane and YZ plane. Note that the RHCP pattern corresponds to excitation of the
RHCP feeder, and LHCP pattern corresponds to excitation of LHCP feeder.
It is worthwhile to see the range-ambiguity performance of the measured pattern
in range direction (see Fig.3-17). The 𝐼𝑅𝐴𝑆𝑅 (Eqn.2.2) was simulated assuming a
flat Earth model as a function of the look angle 𝛾 and 𝑓𝑃 . The performance degrades
as we move towards higher 𝑓𝑃 and higher 𝛾. Operation at lower 𝑓𝑃 allows imaging
over a wide range of 𝛾 with acceptable 𝐼𝑅𝐴𝑆𝑅 (< 20 𝑑𝐵). This can be made possible
using up/down chirp in transmitting waveform, hence effectively halving the 𝑓𝑃 to be
considered in range-ambiguity calculations [59].
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Figure 3-17: Range ambiguity performance of the antenna. Satellite altitude is taken as
600 km, and pulse duty cycle of 20%. An horizon angle of 66 deg from nadir is assumed
beyond which no echoes shall be received. The antenna pattern is of RHCP pattern in XZ
plane. Reflectivity of the surface is uniform (independent of incidence angle). 𝛾 is stepped
at a resolution of 0.01𝑟, and 𝑓𝑃 step size is 10𝐻𝑧. The swath-width imaged is constant
25 𝑘𝑚 at all (𝑓𝑃 , 𝛾). The blank region corresponds to times when nadir echo interference
with desired signal occurs. The front-end Low Noise Amplifier (LNA) may saturate in this
scenario, and hence operation at these operating points should be avoided.
3.5.2 Far-Field Measurements
Far-field measurements are carried out to measure the antenna absolute gain and axial
ratio. The pattern shape too is measured and compared with the directive patterns
from near-field measurement. Fig.3-18 shows the far-field measurement setup in a
large anechoic chamber. The antenna panel is mounted on a wooden support and
placed on foam structure. A standard X-band horn antenna is used for calibration.
The receiver antenna too is linearly polarized X-band horn antenna. To measure the
axial-ratio we rotate the receiver horn antenna manually and take gain measurements.
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(a) Antenna Under Test (AUT) mounted on wooden support
(b) Standard X-band horn antenna for calibration (c) Receiver X-band horn antenna
Figure 3-18: Far-field antenna test setup
The distance between the Antenna Under Test (AUT) and receiver horn antenna is
17.068 m which is less than the Fraunhofer far-zone crieria (2𝐷/𝜆2, 𝐷 is the maximum
dimension of antenna). An adjustment factor 0.23 dB is added to the measured gain
to give equivalent far-zone gain measurement. Fig.3-19 shows the gain, directivity
and axial ratio measurements at different frequencies. This plot was made with the
AUT pointing in the direction which yields peak at 9.65GHz.
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Figure 3-19: Directivity, gain and axial ratio. The measurements shown are at direction
corresponding to maximum directivity (and gain) at 9.65 GHz. An adjustment factor of
0.23 dB is added to the gain measured at 17.068 m.
At 9.65 GHz, RHCP beam has directivity of 35.6 dBic and gain of 34.6 dBic cor-
responding to aperture efficiency of 50.1%. The LHCP beam has directivity of 35.5
dBic and gain of 34.5 dBic corresponding to aperture efficiency of 49.2%. The con-
ductor and dielectric losses in the antenna can be estimated by finding the difference
between directivity and gain measurements. In Table.3.5 we compare the measure-
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ment results of this dual-polarization antenna panel with the previously fabricated
single-polarization, uniform aperture excitation rectangular parallel-plate slot-pair
array antenna in [55] [51].
Table 3.5: Comparison of the dual-polarization antenna panel with single-polarization, uniform
aperture excitation rectangular parallel-plate slot-pair array antenna.
Parameter
Single polarization antenna panel
[55] [51]
Dual polarization antenna panel
Aperture efficiency RHCP: 54%
RHCP: 50.1%
LHCP: 49.2%
Antenna losses 1.6 dB 1 dB
1 Calculations are made by taking value of peak gain, peak directivity at 9.65 GHz.
Degradation in aperture efficiency is expected for the case of the dual-polarization
antenna panel, since the aperture amplitude is tapering perpendicular to waveguide
feeder(see Fig.3-14). The losses are also smaller in this case since the effective dielec-
tric volume in which the traveling wave energy propagates is less as compared to the
case of the uniform aperture excitation antenna panel.
3.5.3 Voltage Network Analyzer (VNA) Tests
Voltage Network Analyzer (VNA) is used to measure the reflectivity and transmission
s-parameters of the RHCP, LHCP waveguide feeder input ports. A photograph of
the VNA test setup is shown in Fig.3-20. Foam wedges are laid on top of the antenna
panel to absorb radiations and prevent backscatter from surrounding objects.
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Figure 3-20: VNA test setup
Fig.3-21 shows the measured reflection and isolation s-parameters over a wide
frequency band. The residual power is less than -20 dB as designed, and reflection is
less than -15 dB, within our bandwidth of interest.
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Figure 3-21: Reflection and Isolation between RHCP port (port 1) and LHCP port(port
2).
3.6 Synthesis of Optimal Excitations of an Array of
Antenna Panels
After obtaining the field-pattern of the antenna panel, we begin the design of the set
of excitation coefficients for the array of antenna panels. We can write the equivalent
mathematical model as shown in Fig.3-22. All panels are identical and are approxi-
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mated to a single-point radiator with the elemental pattern as that of the measured
antenna panel pattern. They are uniformly spaced by distance equal to nearly 1 panel
length. The panels are excited by a waveguide feeder network, an example of which
is shown in Fig.3.5. We make a simplification to our design by constraining all the
panels to be excited in-phase.
x
y
z
a0 a1 a2 a3 a4 a6a5
ϕ
postion 
vector
Figure 3-22: Linear array model of antenna panels.
We can write the crossrange pattern 𝐹𝑐𝑟(𝜑) of the SAR antenna as:
𝐹𝑐𝑟(𝜑) = 𝐹𝑝𝑎𝑛𝑒𝑙(𝜋/2, 𝜑)𝐴𝐹2(𝜋/2, 𝜑) (3.11)
where, 𝐹𝑝𝑎𝑛𝑒𝑙 is the antenna panel pattern obtained from measurements (see Fig.3-16b
for plot of 𝐹𝑐𝑟). The excitation of the array of panels has the effect on the overall
antenna directivity 𝐷𝑆𝐴𝑅 and cross-range pattern (see Fig.2-11). Thus we may define
the optimization objectives as:
1. Maximize minimum directivity over main lobe of the cross-range pattern𝐷𝑆𝐴𝑅(𝜋/2, 𝜑)
to improve 𝜎0𝑁𝐸𝑍 .
𝐷𝑆𝐴𝑅(𝜋/2, 𝜑) = 𝑘|𝐸𝑐𝑟|2/(𝑎20 + 𝑎21 + ........ + 𝑎26) (3.12)
where 𝑘 is a constant of proportionality and can be proven to be the same
irrespective of the set of amplitude excitations 𝑎0, 𝑎1, ...., 𝑎6 chosen.
2. Maximize the modified beam efficiency (see eqn. 2.7) of the crossrange pattern
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to reduce azimuthal ambiguity.
𝐵𝑀𝐸 =
∫︁ 𝜋/2+𝛿
𝜑=𝜋/2−𝛿
|𝐹𝐶𝑅(𝜑)|2 sin2 𝜑𝑑𝜑/
∫︁ 𝜑+ℎ𝑟𝑧
𝜑=𝜑−ℎ𝑟𝑧
|𝐹𝐶𝑅(𝜑)|2 sin2 𝜑𝑑𝜑
2𝛿 is the mainlobe beamwidth about the crossrange direction, < 𝜑−ℎ𝑟𝑧, 𝜑
+
ℎ𝑟𝑧 >
correspond to horizon angles beyond which echoes will not occur.
We use NSGA-II as our multiobjective optimization algorithm. Table.3.6 shows the
simulation parameters.
Table 3.6: Optimization parameters for crossrange pattern synthesis.
Number of radiators 7
Inter-element spacing
70 𝑐𝑚 ≈ 1𝐿𝑓𝑒𝑒𝑑𝑒𝑟𝑝𝑎𝑛𝑒𝑙
𝐿𝑓𝑒𝑒𝑑𝑒𝑟𝑝𝑎𝑛𝑒𝑙 is length of panel along
waveguide feeder
Main lobe beamwidth 𝜆/7𝐿𝑓𝑒𝑒𝑑𝑒𝑟𝑝𝑎𝑛𝑒𝑙 = 0.36 𝑑𝑒𝑔
Horizon angle about nadir 66 𝑑𝑒𝑔
Optimization variables Set of excitation amplitudes
NSGA-II Parameters
Population size 500
Number of generations 500
Probability of cross-over 0.9
Probability of mutation 1/7
Distribution index of crossover 15
Distribution index of mutation 20
The optimization results are detailed in Fig.3-23. The Pareto front converges to
the convex shape as shown in Fig.3-23a and remains fairly independent on use of a
different number of generations or different number of species. It is useful to compare
three points in the Pareto graph labeled as P1, P2 and P3. P3 is a point corresponding
to case of uniform excitation and is not a solution of the optimization. However, it
76
is plotted to get a better idea of the solutions. P3 is inferior in terms of the chosen
objectives. P1 corresponds to the solution point which yields maximum minimum
main lobe directivity while P2 corresponds to solution point yielding maximum 𝐵𝑀𝐸 .
The tradeoff between P1 and P2 is 6.8% difference in 𝐵𝑀𝐸 and 0.44 dB difference in
minimum main lobe directivity.
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Figure 3-23: Results of NSGA-II optimization of the antenna cross-range pattern
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3.7 Summary
This chapter presented optimal design for space-based SAR antenna using a traveling
wave antenna. Though it was carried out specifically for parallel-plate slot-pair array
antenna, the mathematical model of the traveling wave antenna, optimization proce-
dure may be applied to a more general class of antenna design problems. Use of a
multi-objective optimization algorithm yielding Pareto solutions has been uncommon
in antenna design problems, but are shown to be useful.
A prototype antenna panel was fabricated and tested. It shows aperture effi-
ciency of 50.1% and 49.2% at 9.65 GHz for RHCP and LHCP beams respectively. A
beam shift was also observed between the RHCP, LHCP beams at design frequency
of 9.65 GHz. The deviation in design is attributed to inaccurate modeling of the
honeycomb, adhesive permittivity between the parallel plates. More generally, the
frequency dependent beam-shift effect of travelling wave antenna restricts its appli-
cation to narrow-band systems.
Finally using the measured results of a single antenna panel, an excitation config-
uration for array of multiple panels is proposed. This configuration can be later used
in design of RHCP, LHCP waveguide feeder network.
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Chapter 4
Design of Cylindrical Cavity Power
Combiner
This chapter describes the design of a low-loss, X-band RF power combiner, an im-
portant technology needed to be realized for enabling small satellite SAR using a
centralized RF feed passive-array antenna.
Section.4.1.1 details the power requirements of the SAR mission. Different high
RF power sources and the reason behind the decision of using RF power source made
of coherently combined SSPA outputs is discussed in Section.4.1.2. In Section.4.2,
an overview of power combiners is provided based on study from previous literature.
Power combining architectures is discussed and examples of power combiners pre-
viously implemented is described. Based on this study, we select a suitable power
combining structure for Section.4.3 details the proposed structure design. Section.4.4
describes implementation of design by modeling and simulation in a computer elec-
tromagnetic simulation software. Later a prototype unit is fabricated whose electrical
characteristics are measured with help of VNA. The measured and simulated reults
are compared. Finally we summarize in Section.4.2.
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4.1 Background
4.1.1 Power requirements
The power requirement of the SAR depends for a given orbit altitude, antenna,
frequency of operation, imaging geometry, and target 𝜎𝑁 of the mission, where
𝜎𝑁 =
𝜎0
𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒
, where 𝜎0 is the distributed target reflectivity (m2/m2). The 𝜎𝑁
is given by Eqn.4.1 [16, Pg. 20].
𝜎𝑁 =
256𝜋3𝑘𝑇
𝑐
(𝑅3𝑣𝑥 cos𝜓𝑔)
𝐵𝑇𝐹𝑁𝐿𝑟𝑎𝑑𝑎𝑟𝐿𝑎𝑡𝑚𝑜𝑠
𝑃𝑎𝑣𝑔𝐺2𝐴𝜆
3
𝐿𝑅𝐿𝑎
𝑎𝑤𝑟𝑎𝑤𝑎
(4.1)
where,
𝜆 is operating wavelength.
𝑅 ≈ 𝐻
cos 𝜂
is distance (range) to target, 𝐻 is satellite altitude and 𝜂 is nadir-offset
angle.
𝑃𝑎𝑣𝑔 = 𝑃𝑡𝑑, is the average transmitted power, 𝑃𝑡 is peak transmit power and 𝑑 is duty
cycle.
𝜓𝑔, is grazing angle at target location.
𝑐 is velocity of light.
𝑘 is Boltazmann constant.
𝑣𝑥 is orbital velocity which can be determined from satellite altitude.
𝑇 is nominal scene noise temperature ≈ 290K.
𝐹𝑁 is system noise factor for the receiver and typically has a value of 3 to 3.5 dB for
X-Band sub-kilowatt radar systems.
𝐵𝑇 is effective signal bandwidth of the radar waveform within the data.
𝐺𝐴 is the antenna gain-factor. We can get a rough estimate by employing the following
relation: 𝐺𝐴 = 4𝜋𝜂𝑎𝑝𝐴𝐴/𝜆2, where 𝜂𝑎𝑝 is aperture efficiency, 𝐴𝐴 is the physical
area of antenna. Note that this relation assumes uniform aperture excitation field
distribution.
𝑎𝑤𝑟 is range impulse response broadening factor due to data weighting or windowing.
𝑎𝑤𝑎 is azimuth impulse response broadening factor.
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𝐿𝑟 is reduction in SNR gain due to non-ideal range filtering.
𝐿𝑎 is reduction in SNR gain due to non-ideal azimuth filtering.
𝐿𝑟𝑎𝑑𝑎𝑟 is hardware system losses. Typical numbers are 0.5 dB to 2 dB from Tx
amplifier to the antenna port, and perhaps an additional 0.5 dB to 1.5 dB two-way
through the radome. 𝐿𝑎𝑡𝑚𝑜𝑠 is the atmospheric loss factor (two-way).
Note: The typical values stated above are taken from [16].
For the mission microXSAR, we may use the following values to get an estimate
of the minimum peak transmitting power required: 𝜎𝑁 < −20dB, 𝐵𝑇 = 150MHz,
𝐹𝑁 = 3.5dB, 𝐴𝐴 = 0.7 * 4.9m2, 𝜂𝑎𝑝 = 60%, 𝜂 = 25 deg, 𝑣𝑥 = 7616m/s corresponding
to 𝐻 = 500km, 𝜓𝑔 = 90 − 𝜂 = 55 deg, 𝑅 = 610.39km, 𝑎𝑤𝑟 ≈ 𝐿𝑟 ≈ 1.2, 𝑎𝑤𝑎 ≈ 𝐿𝑎 ≈
1.2,𝑑 = 20%. 𝐿𝑟𝑎𝑑𝑎𝑟 = 3.5dB, 𝐿𝑎𝑡𝑚𝑜𝑠 = 0.5dB.
=⇒ 𝑃𝑡 ≥ 748W.
4.1.2 High RF Power Sources for Space Applications
Table.2.1 surveys the RF power technologies used in various SAR missions. The
other space application in which a centralized high-power RF supply is used, is in
communication satellites. There are mainly two types of high-power transmitters used
in space-technology: vacuum-tube and solid-state devices (SSPA). Among vacuum-
tube technologies, there are various types such as klystrons, traveling wave tube
amplifiers (TWTAs), magnetrons, crossed-field amplifiers, gyrotrons [93]. Historically
speaking, the most popular high-power RF source has been TWTAs. For example, in
a study by [94], a survey of 565 communication satellites was conducted with launch
years 1982 to 2016. Of the 565 satellites, the amplifier type (TWTA/SSPA) was not
specified for 260 payloads. Of the remaining 305 satellites, 74% of the satellites has
entirely SSPA payloads, 6% has SSPA only payloads, and 20% had combination of
both type of amplifiers onboard.
The debate between TWTA and SSPA as a better choice for high-power RF supply
has still not reached a conclusive point. In the private industry, there are players
actively manufacturing products using both technologies. The fundamentally different
operating technologies also lead to different performance characteristics, which make
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them difficult to compare. TWTAs may outperform SSPAs in terms of output power,
power efficiency, size and cost [95]. The lower power efficiency of SSPAs leads to
large heat generation, which must be dissipated by heat sinks. While the basic SSPA
RF module is smaller in comparison with those of TWTAs, the required heat sinks
typically cause the overall SSPA package to be larger than the TWTA [94]. A lower
output power implies, a SSPA radar transmitter has to employ higher duty cycle to
meet requirements of average power. This has a significant effect on the rest of the
radar system where large pulse width limits the maximum pulse repetition frequency
(for a fixed observable swath) [17].
However, TWTAs, being multi-electrode vacuum device, have several challenges
in development. They require highly sophisticated High-Voltage Electronic Power
Conditioners (HV-EPC) to provide conditioned and isolated voltage rails, with strin-
gent regulation / ripple requirements [96]. SSPAs on the other hand, would require a
relatively low dc voltage DC/DC converter, which may be shared with other satellite
components such as reaction wheels, sensors.
Another interesting performance characteristic to consider is graceful degradation.
In theory, a high-power RF source using SSPAs exhibits graceful degradation charac-
teristics, since it is made by coherently combining RF output of several SSPAs [95].
Therefore in case of failure of one of the RF power amplifiers, the entire high-power
RF supply unit should not stop working altogether. Although this hypothesis is good
in theory, a different behavior has been observed in practice. [97] in the year 2005
made a statistical comparison of TWTAs vs SSPAs of the Boeing fleet of commercial
satellites in-orbit. In this report, it is noted that most of the failures of SSPAs were
not graceful-degradation reflecting gradual loss of power, but in fact, hard failures
such as no downlink, sudden loss of power/shutoff. Thus the usefulness of graceful
degradation characteristic of SSPAs is debatable.
Next performance metric to compare is the demonstrated in-orbit reliability. A
metric of evaluating the reliability of a device is Failures in Time (FIT) experienced
per billion amplifier operating hours. Fig.4-1 is reproduced from [98] where a recent
in-orbit analysis of TWTAs vs SSPAs of the Boeing fleet of satellites was studied. It
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shows the FIT rate of SSPAs is decreasing at a higher rate as compared to TWTAs.
In near future, the FIT rate of SSPA may go well below that of TWTAs, making
them more attractive.
Figure 4-1: Running trend of On-Orbit Relative FIT Rate [98].
In terms of the development cost and handling, SSPA would score over TWTA,
since SSPAs are relatively easily available at lower costs and do not require specialized
equipment for testing and prototyping. They do, however, require a low-loss power
combing structure, which can add coherently output of several SSPAs to a single
high-energy RF pulse. TWTA handling requires special skill to deal with high-voltage
electronics. Many commercial simulation software are available to simulate behavior
of SSPAs using the manufacturer given circuit models. These factors make us lean
towards choosing SSPAs over TWTAs.
4.2 Power Combiners Overview
This section discusses background topics related to power combiners such as their
characteristics, power combining methods, different power combining architectures
and finally a survey on microwave power combiner realized in the past. This serves
as the foundation for the implemented power combiner design.
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4.2.1 General Characteristics of Power Combiners
As stated in Section.4.1.2, high-power amplifiers using SSPAs need to be made by
combining output power coherently from several SSPAs. The science behind RF
power combining emerged since the late 1960s and is quite mature. With the help
of current electromagnetic simulation software, it is now possible to quickly arrive at
a working model of power combiner by starting with a reasonable power combining
architecture. Keeping this in mind, it can be said the main challenge in this task
is the selection of a reasonable architecture and a rough electric structure to start
optimization and design using computer simulations.
A powerful mathematical technique for microwave network analysis is using scat-
tering matrix (S-matrix). Irrespective of the underlying architecture, topology, and
components used, the combiner can be represented by a S-matrix. The scattering
matrix relates the voltage waves incident on the ports to those reflected from the
ports [99] and can be later applied to determine performance characteristics of power
combiner. It also has practical use since the S-matrix can be directly measured using
a network analyzer.
Consider an arbitrary N port microwave network as shown in Fig.4-2.
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Figure 4-2: Arbitrary N port microwave network.
The S-matrix is defined as [99]:
⎡⎢⎢⎢⎢⎢⎢⎣
𝑉 −1
𝑉 −2
...
𝑉 −𝑁
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
𝑆11 𝑆21 𝑆13 . . . 𝑆1𝑁
𝑆21 𝑆22 𝑆23 . . . 𝑆2𝑁
...
...
...
...
...
𝑆𝑁1 𝑆𝑁2 𝑆𝑁3 . . . 𝑆𝑁𝑁
⎤⎥⎥⎥⎥⎥⎥⎦
[𝑉 −] = [𝑆][𝑉 +] (4.2)
where [𝑉 −] is matrix of reflected waves and [𝑉 +] is matrix of incident waves, 𝑆𝑖𝑗 =
𝑉 −𝑖
𝑉 +𝑗
⃒⃒⃒⃒
𝑉 +𝑘 =0 𝑓𝑜𝑟 𝑘 ̸=𝑗
Let us now see the basic performance characteristics of a power combiner and
write it in terms of S-matrix. Let port N be the output port and ports 1 to (N-1)be
input ports of the power combiner. Therefore,
[𝑉 +] = [1 1......1 0]𝑇
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1. Insertion loss: The insertion loss of a power combiner represents the efficiency
of the combining in the combiner. It is simply the ratio of output power to the
total input power in decibels.
𝐼𝐿𝑑𝐵 = 10 log10
|𝑉 −𝑁 |2
|𝑉 +1 |2 + |𝑉 +2 |2 + · · ·+ |𝑉 +𝑁−1|2
= 10 log10
|𝑆𝑁1𝑉 +1 + 𝑆𝑁2𝑉 +2 + · · ·+ 𝑆𝑁(𝑁−1)𝑉 +𝑁−1|2
|𝑉 +1 |2 + |𝑉 +2 |2 + · · ·+ |𝑉 +𝑁−1|2
(4.3)
If expressed as linear term, i.e. ratio of output power to total input power, it is
called as combining efficiency.
2. Bandwidth: Bandwidth is the range of frequencies over which the power com-
biner exhibits the desired/ good combining characteristics such as insertion loss,
active return loss, etc. The chosen bandwidth depends on the application and
for radars is generally narrowband.
3. Active return loss: A power amplifier has a maximum rating on the reverse
flowing power it can handle at its output port. If the reverse power at the
power amplifier output exceeds this rating it can damage the power amplifier.
If the power combiner is interfaced to the power combiner via an isolator, we
have to consider the maximum reverse power rating of the isolator.
Increased reverse power also implies a loss in combining efficiency. We evaluate
this factor by a metric called the active return loss. Active return loss is the
ratio of backward power at output port of a single power amplifier to the output
power produced by that power amplifier as given in Eqn.4.4.
𝑎𝑐𝑡𝑖𝑣𝑒 𝑆𝑘 𝑑𝐵 = 20 log10
|𝑉 −𝑘 |
|𝑉 +𝑘 |
= 20 log10
⃒⃒⃒⃒
𝑆𝑘1
𝑉 +1
𝑉 +𝑘
+ · · ·+ 𝑆𝑘𝑘 + · · ·+ 𝑆𝑘(𝑁−1)
𝑉 +𝑁−1
𝑉 +𝑘
⃒⃒⃒⃒
(4.4)
where 𝑘 is the port of interest.
4. Graceful degradation: In general when there is a failure of one or more input
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power amplifiers, there is degradation in combining efficiency. Having graceful
degradation means the operational amplifiers are not affected by the failures,
and that the greatest possible power be delivered to output port [100]. For
example, say in a power combiner with 𝑁 amplifiers, if 𝑀 amplifiers fail, the
output power should decrease to (𝑁 −𝑀)/𝑁 of the original output power.
5. Size: We desire a compact size of the power combiner so it can be accommo-
dated in small satellite bus. Additionally, the topology of the power combiner
influences the arrangement of power amplifiers and other components relevant
to radar transmitter electronics. A planar topology would allow for easy place-
ment of heat pipes to dissipate generated heat.
4.2.2 Power Combining Techniques
Microwave and millimeter-wave power combining techniques have been of interest
since the late 1960s, with development in solid-state microwave sources such as the
IMPATT diode in 1956 [101], GaAs MESFET in 1966 [102], GaAs HEMT in 1979 [103]
and it derivatives: pseudomorphic HEMT and metamorphic HEMT, and since late
1990s the GaN HEMT. Although the nature of microwave sources has continually
evolved, the science of power combining remains same, i.e. the power combining
techniques are relatively independent. An extensive review of the power combining
techniques can be found in the literature in [104]. Though it was published three
decades ago the lessons from them are still relevant today. Fig.4-3, reproduced from
[104] shows a classification of different basic combining techniques.
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Figure 4-3: Different combining techniques [104].
Power combiners are divided into mainly four categories as shown in Fig.4-3: chip
level combiners, circuit level combiners, spatial combiners, and combinations of the
three.
Chip-level combiners employ power combining techniques directly on chip, for ex-
ample, [105] demonstrated monolithic power combining using current at 2.4 GHz pro-
ducing up to 33.5-dBm saturated power with 37.6% Power Added Efficiency (PAE).
Spatial combiners consist of a large array of radiating elements. They utilize the
proper phase relationship of many radiating elements to combine the power in space
[104]. A phased array antenna is an example, which utilizes separate power amplifier
modules to excite individual radiators, and at the far-field combines power at the peak
direction. Another example is reported in [106] which uses a grid of fifty MESFET’s
arranged as 25 differential amplifiers, which accept vertically polarized power and
amplifies it and radiates it as horizontally polarized power.
In circuit level combiners the sources are treated as a discrete unit manufactured
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separately from the power combining unit. They are thus much larger as compared to
chip-level combiners. Circuit level combiners can be broken down into resonant cavity
combiners and non-resonant cavity combiners. [107] reviews circuit level combining
architectures, namely chain/serial, tree/corporate and N-way combiners (see Fig.4-4).
Resonant cavities are usually N-way combiners, i.e. power combining takes place at
a single stage.
Resonant cavity combiners are commonly cylindrical or rectangular cavities. One
of the first resonant cavity structures was reported in [108], which utilized coaxial
lines mounted on the narrow side wall of X-band rectangular cavity, coupling with
magnetic-field of TE10n mode in resonant cavity.
Non-resonant combiners can employ either N-way or serial, tree architectures. For
example, the Wilkinson [109] and radial-line combiners [110] feed N input lines of char-
acteristic impedance 𝑍0 to an output line with characteristic impedance
√
𝑁𝑍0. Serial
and corporate combiners use 2-way couplers such as Wilkinson combiner, branch line
900 hybrid, rat race and coupled line directional coupler (see Fig.4-4).
Table.4.1 is a recent (Year 2015) review on power combining methods reported
in [111]. Different circuit level power combining methods are evaluated according to
various performance characteristics such as combining efficiency, bandwidth, etc. It
can be seen that resonant combiners exhibit maximum combining efficiency, but only
a narrow operational bandwidth. Low bandwidth is due to the resonant nature of the
combining cavities, while large combining efficiency is because combining takes place
in air/vacuum, a low loss dielectric medium. Spatial combiners (spatial combiners
in [111] refers to ”closed” systems, i.e. they are contained within an over-moded,
conductive structure or cavity (ex: see [112]) and not too phased arrays) exhibit poor
efficiency but are otherwise excellent for large power combining. Combiners using
a number of combining stages such as a tree structure will exhibit lower efficiency
as compared to N-way combiners where combining takes place in a single stage (ex:
non-resonant radial, conical).
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(c) Tree/ Corporate power combining architecture (d) Common forms of power combiner couplers
[107].(Strictly speaking, dividers are pictured here;
if input and output roles are interchanged they be-
come combiners.) (a) Wilkinson combiner (2-way).
(b) Branch line 900 hybrid. (c) Rat race. (d) Cou-
pled line directional coupler.
Figure 4-4: Circuit level power combining architectures
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Table 4.1: Summary of Power Combining Methods [111]
Method
Combining
Eff. (%)
Bandwidth Planar
Suitability
for
large order
combining
Heat
removal
Graceful
Degradation
Tree of Binary Hybrids 70-80 Octave Y Poor Good Yes
Resonant Radial 95
Narrow,
<1%
N Good Good No
Non-Resonant Radial 80-90 Moderate N Good Fair Moderate
Conical 80-90 Moderate N Good Fair No
Spatial Combiners 40-55 Moderate N Excellent Fair No
Traveling Wave
or Serial
75 Octave Y Fair Good Yes
Non-Uniform TL 70-80 Multi-Octave Y Poor Good Moderate
4.2.3 Survey of Microwave Power Combiners
In this section, a survey of previous microwave circuit level power combiners is pre-
sented. Each power combiner has a fundamental different structure and different
performance characteristics. The survey helps in narrowing down our search of a
suitable combining structure for application in small satellite SAR system. As a pre-
caution, it should be noted that some of the combiner efficiency results reported in
the survey includes efficiency of the individual power amplifiers.
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Kurokawa Rectangular Cavity Combiner (1971) [108]
Figure 4-5: Kurokawa rectangular cavity
combiner [104]
Output of 12 packaged IMPATT
diodes is combined in rectangular cav-
ity TE10n mode. Magnetic field cou-
pling by coaxial lines placed every
𝜆𝑔/2 distances at the side wall of
cavity staring from position 𝜆𝑔/4 at
the short end of cavity, i.e. they
are placed at magnetic field maxima
of the cavity. In-phase excitation of
the coaxial lines excites TE106 mode.
Other end of coaxial cable is termi-
nated by a tapered absorber 10.5 W
CW power, with 6.2 percent efficiency
is obtained at 9.1 GHz.
A disadvantage with this structure is
that the cavity length increases with
an increase in the number of inputs.
This can excite spurious modes in the
frequency band of interest, which reduces combining efficiency.
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Matsumura Circular TM0m0 Mode Cavity Combiner with Coaxial
Interface (1987) [113]
Figure 4-6: Structure of cylindrical cav-
ity TM0m0 combiner [113].
40 W, 12 GHz band TM0m0 mode 8-
way cylindrical combiner was fabri-
cated with input 5W FET amplifiers.
It exhibited less than 0.5 dB inser-
tion loss in 300 MHz bandwidth. The
combiner uses open-circuited coaxial
line inputs and outputs. Slits and
subcavity auxiliary structure is devel-
oped to suppress the effect of spurious
modes in case of failure of one or more
FETs, and thus provide graceful degradation characteristics.
Matsumura Circular TM0m0 Mode Cavity Combiner with Waveguide
Ports (1988) [114]
Figure 4-7: Structure of
four-way cavity combiner
[114].
A 14 GHz four-way combiner with TM020 mode
is reported exhibiting insertion loss of 0.25 dB.
Rectangular waveguides are connected as input
terminals with a circular waveguide as output
port. The output is transformed into a rectan-
gular waveguide via a TM01-TE10 mode trans-
former. Slits are cut in axial direction of the cir-
cular waveguide to radiate energy from unwanted
TE11 mode. Additionally, four slits are placed ra-
dially on the bottom of the resonator to absorb
spurious modes in case of malfunction of one or
more input power amplifiers. The 1 dB down bandwidth about 14.25 GHz can
be seen to be 500 MHz.
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Knox Waveguide Combiner (1995) [115]
Figure 4-8: Block diagram of an X-band
400W solid-state amplifier [115]
Forty-seven 10W GaAs MMIC am-
plifier modules was combined using
a 47:1 low-loss waveguide combiner,
achieving output power of 400 W CW
in X-Band. It reported less than
0.5 dB insertion loss and port-to-port
isolation of greater than 25 dB. A
microstrip to waveguide transition is
used to facilitate the combination of
all modules in the waveguide medium.
Kanto suspended line substrate corporate combiner (2008) [116]
Substrate
Air layer
Aluminum
Plate
Air layer
Patterns
Aluminum
Plate
Figure 4-9: Suspended microstrip
line corporate power combiner [116].
Output powers from four 80 W GaN
HEMTs is combined in a suspended line,
corporate binary structure. It consists of
copper patterns on 0.25 mm PTFE sub-
strate and two aluminum plates. Between
the substrate and aluminum plates, 1.2
mm air layers are used as the dielectric
to decrease dielectric loss. Reflection s-
parameters for the input ports are poor,
because isolation resistors were removed
to minimize insertion loss of combiner.
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Ghanadi microstrip radial combiner (2011) [117]
Figure 4-10: Drawing of 8-way microstrip combiner with important parameters
[117].
An N-way radial wideband microstrip power combiner is fabricated and tested
to give insertion loss below 1.5 dB, return loss above 10 dB operating from 2
GHz to 17 GHz. The input microstrip lines and output coaxial cable is tapered
towards the central microstrip patch, for the sake of impedance matching.
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4.3 Description of Proposed Structure
4.3.1 Selection of Power Combining Technique
Section.4.2 presented an overview of power combining techniques, including a survey
of previous power combiners. The requirements of power combiner (See Section.4.1.1)
can be met by combining the power from six GaN HEMT power-amplifier, each unit
power-amplifier capable of sourcing 150 W peak power at 25% duty cycle. Further-
more, the chirp bandwidth of SAR system is fixed at 200 MHz, which is ≈ 2% of the
carrier frequency, which can be met by a narrow-band power combiner.
Chip level power combiners currently are limited to low power output and do not
meet the specifications of high power in radars. A traveling-wave combiner such as
the Knox waveguide combiner [115], does not offer compact size with a large number
of power amplifier inputs. An N-way combining architecture is preferred over chain,
tree architecture, so the number of combining stage are reduced. A non-resonant,
wideband N-way radial combiner such as the Ghandadi microstrip radial combiner
[117] offers comparatively higher insertion losses since the combining takes place in
a lossy dielectric substrate. Resonant cavity N-way combiners are applicable since
the bandwidth requirement is relatively low and resonant cavity combiner offer good
combining efficiency.
Among the resonant cavity combiners, the rectangular resonant cavity structure
(example: Kurokawa rectangular cavity combiner [108]) and the cylindrical cav-
ity structure (example: Matsumura TM0m0 mode cavity combiner [113][114]) look
promising. In a cylindrical cavity combiner, the power amplifier inputs may be placed
in an axially symmetric fashion, which would result in a similar diagonal s-parameters
in the power combiner network S-matrix, and would hence be simpler to design.
SSPAs are commonly mounted on a printed circuit board, and the RF output is
made available by a microstrip line interface. It would be desirable to directly connect
the output microstrip lines to the power combiner, rather than change the type of
interface using a adapter. The output of the power combiner has to be interfaced
to the antenna rectangular waveguide feeder network, and thus direct rectangular
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waveguide output interface is desired. Based on these considerations, a qualitative
power combining structure is drawn in Fig.4-11.
Output rectangular waveguide
Interfaced to low-loss antenna 
waveguide feeder network
Cyclindrical cavity resonator Input 50 ohm microstrip line from SSPA
Printed circuit
board substrate
Ground plate
Figure 4-11: Qualitative structure of proposed cylindrical cavity power combiner.
The rest of this section describes the process behind obtaining initial dimensions
of the above proposed structure (such as cylinder radius, cylinder height, etc) to
make a computer simulation model. Later in simulation, more optimization is done
by varying the initial dimensions to realize a low-loss power combiner.
4.3.2 Cylindrical Cavity
Magnetic 
field lines
Electric
field lines
d
b
Figure 4-12: Illustration of TM010 mode in cylindrical cavity
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Fig.4-12 shows an illustration of TM010 mode in cylindrical cavity. The input mi-
crostrip lines are placed in an axially symmetric fashion around the cylinder, and
when excited in-phase will couple to the TM010 magnetic field lines. The resonant
frequency of the TMlmn mode for a cylindrical cavity is given by Equation.4.5[99,
Chapter 6]:
𝑓𝑛𝑚𝑙 =
𝑐
2𝜋
√
𝜇𝑟𝜖𝑟
√︃(︁𝑝𝑛𝑚
𝑏
)︁2
+
(︂
𝑙𝜋
𝑑
)︂2
(4.5)
where, 𝑏 is the radius of cavity, 𝑑 is the height of cavity, 𝑐 is the velocity of light,
𝜇𝑟 and 𝜖𝑟 are relative permeability and relative permittivity of the cavity medium
respectively, 𝑝𝑛𝑚 is 𝑚𝑡ℎ root of 𝐽𝑛(𝑥). For a air-filled cavity with TM010 resonant
frequency fixed at 9.65 GHz, we get the radius of cavity 𝑏 = 11.89mm.
To determine the cavity height, we look at the mode chart (Fig.4-13). The mode
chart shows what modes can be excited at a given frequency for a given cavity size
[99, Chapter 6]. We should be careful that no other modes can be excited in our
bandwidth of interest (+/- 100 MHz) which leads to three possible operating regions:
0.07 < (2𝑏/𝑑)2 < 0.23 (4.6)
0.26 < (2𝑏/𝑑)2 < 0.93 (4.7)
1.02 < (2𝑏/𝑑)2 (4.8)
For radius 𝑏 = 11.89mm, we get:
49.6mm < 𝑑 < 89.9mm
24.7mm < 𝑑 < 46.6mm
𝑑 < 23.5mm
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Figure 4-13: Cylindrical cavity mode chart. Feasible region of operation corresponds to
200 MHz bandwidth.
The unloaded quality factor 𝑄0 of the cavity resonator is given by Eqn.4.9 [118].
𝑄0 =
𝜂𝑝01
2𝑅𝑆 (𝑏/𝑑 + 1)
(4.9)
where 𝑅𝑆 is the surface resistance and 𝜂 = 120𝜋. Thus a larger 𝑑 is preferable
for higher 𝑄0 and hence lower conductive losses. However, the cavity height also
influences the external Q of the combiner and hence the bandwidth. Hence it must
be appropriately chosen.
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4.3.3 Micrsotrip Line Interface to Cavity
Cavity 
wall
microstrip line
Flaring 
length
Tapering Length 
(dielectric-only tapering
inside cavity)
H-field coupling to 
TM0m0 cavity
Aperture
(a)
Cavity Wall
s/2
substrate height
Cavity bottom
(b)
Figure 4-14: Microstrip line interface to cavity
The microstrip line interface to the cavity wall is shown in Fig.4-14. A thin slot
of nominal length 𝜆𝑠/2 is cut on the cavity wall parallel to TM010 magnetic field
lines, and hence leaks TM010 energy from the cavity (if we think of the combiner as
a divider, which is true for reciprocal microwave networks). 𝜆𝑠 is the wavelength in
substrate.
The microstrip line is designed to be of characteristic impedance 50ohm, and
is gradually flared to meet the slot cut on the cavity wall. Inside the cavity, the
substrate is gradually tapered. The gradual flaring, tapering structure is done to
prevent sudden discontinues, which can cause reflections.
4.3.4 Substrate Selection
There are mainly three considerations on choice of the substrate for the circuit board.
1. It is desired that the permittivity of the substrate is high, so that the guide
wavelength is low, and hence the length of the slots cut on the cavity wall is
low. The perimeter of the cavity wall is fixed for a particular resonant frequency
(TM010 mode), which limits the maximum number of slots of length 𝜆𝑠/2 which
can be cut on the cavity cylinder.
2. In general, a substrate exhibits complex permittivity with some conductivity.
The imaginary part of the dielectric constant and conductivity give rise to losses
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in form of heat. The total loss is specified by a parameter called the loss-tangent
which is desired to be low.
3. Radar is a high-power application, which requires proper thermal management.
A circuit material’s power-handling capability is related to its capability to
control to control temperature rises as a function of applied and dissipated
power [119]. Better thermal conductivity leads to less mechanical stress, and
improvement in circuit performance, lifetime.
RT/duroid 6035HTC laminate from Rogers Corporation is a feasible candidate.
The laminate relative dielectric constant (𝐷𝑘) is 3.6, loss tangent of 0.0013 at 10GHz
and thermal conductivity of 1.44W/m/K. Fig.4-15 shows heat flow versus the tem-
perature rise for different 𝐷𝑘 = 3.5 laminates. The heat rise of a resistor placed on
a microstrip circuit attached to a controlled heat sink was measured, at increasing
power levels [120]. RT/duroid 6035HTC exhibits the best characteristics.
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Figure 4-15: Heat flow versus temperature change. Dk = 3.5 Laminates. Four different 3.5
Dk laminate materials were tested, and the RT/duroid 6035HTC laminate most effectively
dissipated heat away from the resistor to enable the lowest temperature rise [120].
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4.3.5 Rectangular Waveguide Interface to Cylindrical Cavity
Rectangular 
Waveguide 
Position
Inductive 
Wall Position
Cavity
Iris
Port 4
Port 5
Port 6
Port 1
Port 2
Port 3
WR90 Rectangular 
Waveguide
Output
Inductive Wall Width
Figure 4-16: Rectangular waveguide interface to cylindrical cavity
The rectangular waveguide interface to the circular cavity is shown in Fig.4-16. A
circular iris on the cavity top wall leaks energy into the rectangular waveguide. The
cylinder cavity center is aligned at nominal distance of 𝜆𝑟𝑤/4 from the shorted end of
rectangular waveguide, where 𝜆𝑟𝑤 is the TE10 wavelength in rectangular waveguide.
This allows coupling to the TM010 magnetic field to the TE10 magnetic field in rect-
angular waveguide. Inductive walls [121, Chapter 4] are placed at nominal distance
of 𝜆𝑟𝑤/2 from the waveguide short. The width and position of the inductive walls are
varied for impedance matching.
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4.4 Implementation of the Design
4.4.1 Reduced Model Driven Mode Simulation
Parameter Value
Cavity, Cylinder
thickness
1 mm
Conductor material Copper
Substrate Rogers
6035 RTD
Substrate height 0.508 mm
Microstrip Line width 1.0768 mm
Microstrip Line thick-
ness
15.24 um
Cylinder radius 14.8 mm
Figure 4-17 & Table 4.2: Reduced model of the power combiner.
The purpose of simulating a reduced model is to accelerate the design process. HFSS
simulations are computationally intensive and having a reduced model helps to speed
up the solver. Also a reduced model helps to work with fewer optimization variables
in the preliminary stage.
Fig.4-17 shows the structure of the reduced power combiner. Since we have six
inputs, we break down the TM010 cavity in azimuthally symmetric fashion about
its longitudinal axis into 6 sectors. The sectored-plane of the 1/6th cavity is set to
perfect magnetic conductor boundary condition to support TM010 mode. The reduced
cavity is coupled to a reduced cylindrical waveguide to which we can attach a port.
Note we cannot directly simulate coupling to output rectangular waveguide since the
rectangular waveguide cannot be reduced in azimuthally symmetric fashion. The
reduced cavity is interfaced to flared microstrip input line with dielectric tapering.
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The optimization variables are detailed in Table.4.3 along with the initial values.
We solve by adjusting the variable values about their initial values, and seeing the
effect on the optimization criterion, which is to minimize reflection s-parameter of the
input microstrip line port.
Parameter Initial Value Optimized Value
Aperture Width 𝜆𝑚𝑠/2 = 9.27mm 13.52 mm
Flaring Length –X– 8.22 mm
Tapering Length –X– 2.95 mm
Cavity Radius 11.89 mm 13.95 mm
Iris Radius –X– 8.00 mm
Cavity Height
49.6mm < 𝑑 < 89.9mm
(or)
24.7mm < 𝑑 < 46.6mm
(or)
𝑑 < 23.5mm
3.00 mm
Table 4.3: Optimization variables for the reduced model.
4.4.2 Full Model Driven Mode Simulation
Figure.4-18 and Table.4.4 show the simulation model of the entire unit along with
important parameters. This model has the complete cylindrical cavity and separate
input ports for the six SSPAs. The circular output waveguide is replaced by rectan-
gular waveguide with a matched output port.
Note that circular azimuth symmetry of the structure is broken once the rectan-
gular waveguide is placed and thus the characteristics of ports 1,2,3,4,5,6 are now not
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identical. Noting the symmetry about hexagon diagonal line joining vertices between
port 1,6 and 3,4 (see Fig.4-18), we expect the characteristics of following pairs of in-
put ports are identical: (1,6), (2,5) and (3,4). During optimization, we try to match
the characteristics of all the ports by introducing unequal flaring length for the three
pairs of ports.
#3
#2
#1
#6
#5
Rectangular Waveguide
Cylindrical
Cavity
50 Ohm
microstrip line
Excitation (Input) port
Output Port
Flared microstrip line
Ground plate
Substrate
(a)
#4
#3 #2
#1
#6#5
50 Ohm
microstrip line
Flared microstrip line
Coupling Iris
(Cavity to Waveguide)
Rectangular Waveguide
Inductive Walls
in rectangular
waveguide
Excitation (Input) Port
Output Port
Substrate
(b)
Figure 4-18: HFSS full model simulation. Cavity thickness was increased from 1 mm to
2 mm to meet manufacturer requirement. Additionally, non-zero fillet radius is taken into
account. Mechanical support structures are added, but not shown in above figure since they
have small effect on electrical performance.
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Parameter Initial Value Optimized Value
Rectangular waveguide position 𝜆𝑟𝑤/4 = 10.59mm 10.1 mm
Inductive wall position 21.18 mm 20.94 mm
Inductive wall width –X– 3.70 mm
Aperture width From reduced model 10.57 mm
Flaring length ” 9.45 mm
Tapering length ” 2.45 mm
Cavity radius ” 13.45 mm
Iris radius ” 7 mm
Cavity height ” 3.08 mm
Table 4.4: Optimization variables for the full model.
4.4.3 Prototype Assembly
The small size of the components and non-standard microstrip line to cavity interface
made the fabrication of the prototype unit challenging. The overall power combiner
model was broken down into individual sub-components, which could be fabricated
using standard techniques. Later, the sub-components were assembled in-house using
low-temperature solder and adhesive. The assembly process is illustrated in Fig.4-19.
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4.4.4 Simulation versus Measurement Results
Fig.4-20 and Table.4.5 summarize the simulated and measured power combiner char-
acteristics. The measured center frequency is about 60 MHz below the design center
frequency. Moreover, the measured -15 dB bandwidth is higher. This deviation from
design is attributed to errors in manufacturing of the prototype parts and its assembly.
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(b) Measurement results. The adapter losses in the experimental
setup are also included in the shown insertion loss.
Figure 4-20: Power combiner simulation versus measurement results.
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Table 4.5: Power Combiner: Simulated versus Measured
Characteristics
Parameter Simulation Measured
Bandwidth 190 MHz 245 MHz
Center frequency 9650 MHz 9588 MHz
Insertion loss <0.3875 dB < 0.77 dB a
aIncludes measurement adapter losses
Fig.4-21 shows the degradation characteristics of power combiner on failure of
one power amplifier. The degradation depends on the position of the failed power
amplifier with respect to the output rectangular waveguide. Here we assume that
even after failure, the port of the failed unit is perfectly matched. Such a scenario is
valid when the power amplifier is connected to the power combiner via an isolator..
The transmitted power to the failed port is high (-2 dB as seen in Fig.4-21b). This
places a requirement on the isolator to be capable of handling this high return power.
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(a) Insertion loss in case of one power
amplifier failure degrades by 0.9 dB com-
pared to the case of no-failure. Note that
the insertion loss in case of failure of one
power amplifier is calculated with respect
to input power from the five active power
amplifiers.
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Figure 4-21: Power combiner measured degradation characteristics.
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4.5 Summary
In this chapter, we addressed the issue of design of high-power RF source to act as
a centralized transmitter to excite the passive SAR antenna. The power requirement
calculations were made, which showed peak transmitting power requirement above
748 W. Previously implemented high RF power sources were discussed, specifically
vacuum-type power amplifiers and SSPAs. To achieve high-output power using SSPA
technology power combiners is explored. A cylindrical cavity power combiner with
microstrip line inputs and rectangular waveguide output is proposed and designed.
The simulated and measurement power combiner properties are compared. The fabri-
cated prototype unit shows insertion loss less than 0.77 dB over 245 MHz bandwidth
(-15 dB level of the active return power at the input power amplifiers). The compact
structure and low-loss characteristics favor its application in small satellite SAR.
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Chapter 5
Conclusion
This dissertation work has developed critical microwave design technology for re-
alization of small satellite SAR. A passive-array antenna with central high-power
RF source was proposed as candidate for the antenna system. We have applied a
novel multi-objective meta-heuristic optimization technique for optimal design of a
passive travelling-wave slot array antenna panel. Large aperture efficiency for dual-
polarization and a high beam-efficiency was achieved and demonstrated in a prototype
unit. To realize a high-power RF source, we developed a resonant cavity power com-
biner with direct interface to SSPAs and a low-loss waveguide output. A prototype
unit was fabricated and verified to yield low RF loss in a compact structure.
It is hoped that this work will contribute to the development of the proof-of-
concept small-satellite SAR MicroXSAR by JAXA. In this chapter, we summarize
the dissertation contents briefly; highlight key lessons learnt and contributions of this
work to the research community. Finally future research problems are described,
mainly arising from the limitations of the present work.
5.1 Summary and Discussion
We have gone through the entire design and development cycle of the problem in
this dissertation. First, we studied the previous antenna systems of space-based SAR
satellites (large satellites) and got an idea of the trade-offs involved in selection of
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system architecture and technology. This literature study is especially important in
context of space-technology development since technologies with prior space-heritage
are preferred. Thus we also get information of past, current technologies under play
in space environments and lessons learnt from their implementation. It is, however,
difficult to make thorough comparison studies of these different cases since most of
the time the goals and requirements of their respective space-missions are distinctive.
Nevertheless, we get a fair understanding into the ideas of previous space-based SAR
scientists and engineers, which has helped to shape the development process of the
small-satellite SAR antenna system in this dissertation. One of the contributions of
this work it is hoped would be to serve as a guide to future antenna-system developers
not only for SAR, but also for other applications.
Active-phased array antenna systems are tempting since they offer high func-
tionality like beam-steering and beam-formation. Beam-steering offers flexibility in
changing the swath being imaged electronically by altering the excitation phase of
antenna array elements. Beam-formation allows the formation of optimal beams,
which are synthesized with some a-priori information of the area imaged. The opti-
mal beams can reduce SAR ambiguities by placing nulls in antenna pattern at the
direction of high-gain scatters. However, this added functionality comes at a cost of
increasing the size, mass and cost of the system. A passive array system on another
hand offers no beam-steering or beam-formation, but doesn’t have the problems with
size, weight and cost associated with active-array systems. One could, in principle,
offer ”beam-steering” capabilities to satellite equipped with passive array antennas by
mechanically rotating the satellite body, although this would consume more satellite
resources and is relatively inaccurate. The small-satellite bus technology development
is rapidly progressing, and we can expect high satellite pointing, angular velocity ac-
curacy, which would allow for accurate mechanical beam-steering.
Microwave frequencies are the preferred choice for satellite SAR against the lower
frequencies, since the size of antenna can be reduced. Higher frequencies are attenu-
ated by atmosphere and are unsuitable for Earth observation. However, the challenge
with higher frequencies it is observed is to increase antenna aperture efficiency. Mi-
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crostrip patch array antenna which has been popular at lower frequencies has high
ohmic losses at microwave frequencies. The attenuation of the traveling-wave in the
antenna array feeder has to be kept minimal, which is possible in slotted-waveguide
array antennas, which use only vacuum (lossless-dielectric) medium for the traveling
wave. TerraSAR-X and ERS-I are shown to be examples of slotted waveguide array
antennas.
The challenge with slotted-waveguide array antennas have been to realize dual-
polarization efficiently over an available physical area of antenna aperture. TerraSAR-
X attempts to solve this problem by simply placing two slotted rectangular waveguides
of H, V polarization slots (one polarization on a narrow-wall and other polarization
of broad-wall of rectangular waveguide) alternatively. However, it is expected that
there be strong mutual coupling effects (between the H-slots and V-slots) to be taken
care of in such a dual-polarization configuration. In this dissertation, we have imple-
mented a unique dual-polarization slotted antenna design, a parallel-plate antenna
with orthogonal slot-pairs. This orthogonal slot-pair configuration allows for radia-
tion of orthogonal circular polarizations, by simply changing the direction of feed of
the traveling-wave inside the parallel-plate. Similar antenna has been used previously
in the Venus Akatsuki space-mission, with only single polarization. The challenge in
introducing dual-polarization is that it allows only for symmetric slot-pair geometry
with uniform phase excitation. Such a constraint is necessary to realize identical
circular-polarization beams.
The next step was to decide the appropriate slot-geometries for the antenna aper-
ture. The slot-geometries effect the aperture illumination, which in turn effects the
far-field antenna beam pattern. The effect of far-field antenna pattern on the qual-
ity of SAR image was also studied. Suitable metrics such as peak-gain, minimum
main-lobe-gain, 1-dimensional beam-efficiency taking into account the range modu-
lation effects are expressed in terms of antenna parameters. There has been previous
work relating to synthesis of appropriate field-patterns for application in SAR, most
of which are applicable in an unconstrained domain, i.e. the excitation profile of
the antenna array is not constrained. Also these work assumes a parallel feed array
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architecture, one in which each array-element is excited separately.
The parallel-plate slot-pair antenna on other hand falls under the class of traveling-
wave antennas, where the power is fed in a serial fashion. A new antenna array math-
ematical model was proposed to model this traveling-wave array. The main strength
of this model is that it expresses the antenna array excitation coefficients in terms
of the slot-coupling coefficients which are turn are directly related to the physical
length of the slot. High coupling indicated slot-lengths near to resonant length, while
low coupling is achieved vice-versa. Traditional antenna pattern synthesis techniques
were reviewed and are found unsuitable for this optimization problem. Meta-heuristic
optimization techniques are found more suitable for the following main reasons:
1. They allow for definition of wide-range of objective functions, which may or
may-not show discontinuities.
2. Low complexity of implementation.
3. They have shown success previously in a problem domain of antenna pattern
synthesis, some cases of which were reviewed in this dissertation.
Among meta-heuristic algorithms, there are many options available, the most
popular of which is genetic algorithm. We also discussed various ways in which mul-
tiple objectives may be optimized. The traditional multiple-objective optimization
approach is to make a linear combination or define linear constraints of all the objec-
tives and re-define a single objective function. The drawback of such a technique is
that it is difficult to select the weighting factors without prior knowledge of the prob-
lem domain. Such a problem is not present in Pareto optimization approach where
all the objectives are optimized simultaneously. The result is a Pareto-front which
contains non-dominated solutions. NSGA-II is such a Pareto-optimization tool using
genetic algorithm in its kernel. The use of this algorithm in the problem domain of
antenna pattern synthesis is relatively new.
We made few simplifications to the antenna excitation synthesis problem and es-
sentially divided the problem to design of 1-dimensional SAR range and cross-range
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patterns. First, an entire single panel was designed using NSGA-II so it yields optimal
SAR range pattern. The result of the algorithm was used to build and verify a real-
istic antenna panel model in electromagnetic simulation software. Later, a prototype
model of the antenna panel was fabricated, and its electrical characteristics measured
and compared with the simulation results. The antenna-panel exhibits predicted an-
tenna pattern along with low cross-polarization at the main-lobe. Aperture efficiency
of nearly 50% is achieved for both circular polarizations.. This is excellent when
we compare with a naive approach of realizing dual-polarization on two physically
separate apertures.
The measured center frequency (9.77 GHz) deviated from the design frequency
(9.65 GHz) by 1%. This leads to about 2 deg beam-shift between the orthogonal
circular polarizations beams at 9.65 GHz. Here we observe a drawback of using dual-
feed traveling wave architecture for realizing dual polarization. For a given frequency
the beam shifts in opposite directions depending on the direction of feed and length
of feed. The bandwidth of such a type of antenna is thereby limited to narrowband.
The excitation of an array of antenna panels affects the cross-range pattern. Here
again, we use NSGA-II to find optimal excitations of the antenna panels. Note that
in this problem, we are not constrained by the dual-feed configuration. However
traditional array optimization techniques are not applicable since the inter-element
spacing of this array is >> 𝜆0. We also introduced a new objective function which
includes the range modulation effect, to minimize the azimuthal ambiguities.
The next challenge dealt was the realization of a high-power RF source which
can act as a central transmitter. SSPA technology at X-band using GaN HEMT has
been steadily growing and the output power capability of a single power amplifier
unit has increased. To realize the peak power requirements of SAR satellite, it is
necessary to coherently combine the output from a number of SSPAs. We reviewed
the power combining architectures and examined their strengths and weakness. Ad-
ditionally, reviewed were practically realized power combiners using different power
combining architectures. For purpose of radar, the bandwidth requirement maybe
lowered. Resonant cavity structures can thereby be implemented since they show
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the least insertion loss and are compact as compared to tree combining architectures
implemented in striplines.
To interface the SSPA output in microstrip lines directly to a cavity structure, a
novel flaring and tapering structure of the microstrip line and substrate respectively
is developed. Slits of length approximately 𝜆𝑚𝑠/2 are cut on the cavity walls through
which the microstrip line is inserted. We can match the impedances of the microstrip
line from SSPA and the cavity by varying the flaring, tapering and slot lengths. The
cavity is further directly interfaced to an output WR90 rectangular waveguide. By
reducing the number of mode conversions (TEM to TM010 to TE10) and by having
only a single combining stage, we are able to minimize the insertion loss of the overall
structure. The proposed cavity power combiner structure was fabricated, and the
measured insertion loss is <0.77 dB over bandwidth of 245 MHz at center frequency
of 9588 MHz against the design center frequency of 9650 MHz.
Here we can make an interesting observation regarding narrow-band systems. The
measured center-frequency deviates by <1% from the design frequency. This is be-
cause errors during manufacturing and assembly result in the actual power combiner
from having values of the parameters (such as cavity radius, cavity height,.... etc)
different from the design value. This small error however, is still not acceptable since
the system is narrow-band and the bandwidth of the system may entirely fall outside
frequency band of interest. One obvious way to prevent this from happening is to use
manufacturing and assembly process with lower error tolerences. However this has to
happen at a high-cost. Another way is to have a tuning element in the system (such
as making the cavity height variable) which can bring back the center-frequency to
the desired value. The achieved bandwidth maybe be lower than the designed band-
width since the values of other parameters (cavity radius, substrate ,etc.) may be
slightly different from the optimum design parameters. Thus the design philosophy in
case of narrow-band systems should be to design the system beforehand over a larger
bandwidth than requirement and to have a tuning parameter which can change the
center-frequency.
Another interesting observation is to compare the reflection s-parameter of an
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input port to the active S parameter of the same port. The passive reflection s-
parameter of port k is found by exciting only port k, and terminating all other ports
by matched impedances. The active-S parameter on other hand is found by exciting
all input ports.
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Figure 5-1: Reflection 𝑠11 versus active 𝑆1 for the prototype power combiner.
Fig.5-1 shows the reflection s-parameter of port 1 is very poor. However, in case
of activation of all input-ports the return power level at port decreases. This is
because the fields coupled from the rest of input ports (ports 2,3,4,5 and 6) interferes
destructively with the 𝑠11 field. Therefore, we also see that upon failure of one of
the power amplifiers (Fig.4-21) not only does the insertion loss degrade, but also the
active-S parameters of the operational input ports also degrade. There is also the
loss due to return power to the failed amplifier port.
Such a behavior is unlike the case of power combiners using isolation resistors
in their architecture (example: tree-type combing structure using Wilkinson 2-way
dividers). The reflection and isolation s-parameters of such type of combiners is low.
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Upon the degradation of one of more power-amplifiers, insertion loss degrades because
of loss of power dissipated in isolation resistors. In case of resonant cavity combiners,
the loss of power is due to increased return power to the input ports.
5.2 Suggestions for Future Work
Low-loss Power Distribution Network
This dissertation dealt with aspects of antenna panel and RF power source develop-
ment related to the antenna system of small-satellite SAR. In Chapter.3.6 optimal
excitation coefficients of antenna panels was found. The actual technology behind
distributing power from the central RF power source to the antenna panels is not
discussed.
In case of passive antenna array systems, it is necessary to have this power distri-
bution network low-loss over the required bandwidth. Waveguide feeder networks are
low-loss and are hence preferred. Lessons learned from the case of ERS-1 C-band SAR
satellite which also uses a rectangular waveguide feeder network may be applied here.
Another challenge is to ensure equal feed lengths (at least the electrical length at cen-
ter frequency) to each panel/ sub-panel so that excitation phase is same over all the
panels/ sub-panels for a given frequency. The power-diving structures employed in
the power-distribution network have to be engineered to appropriate power-dividing
ratios and phase-shifts at the divider outputs.
Wide-band Dual-Polarization Antenna
A major limitation of using the dual-feed configuration in slotted waveguide anten-
nas to achieve dual-polarization, is the beam-shift produced between the main-lobe
of the two orthogonal polarization when the operating frequency is away from the
center frequency. This limits the total chirp bandwidth and hence achievable ground
resolution of the SAR system.
To further increase the bandwidth capability one technique is to reduce the length
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of waveguide feeder as shown in Fig.5-2 by introducing center-feed configuration. We
thus split each panel into two sub-panels. This, however, comes at cost of increasing
the number of power-dividing structures and waveguide-feeder in the main power
distribution network.
RHCP Feeder network
LHCP Feeder network
(a) End-feed configuration
RHCP Feeder
network
LHCP Feeder
network
(b) Center-feed configuration
Figure 5-2: Feeder network configurations. By introducing more stages in the power
distribution network the length of waveguide feeder for each sub-panel is reduced. However,
the hardware structures and complexity increases.
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