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I Introduction
My aim in these lectures is to provide an introduction to some geo-
metrical methods as applied to cosmology, and to review our present
knowledge of cosmological models from a geometric point of view.
This concentration on geometry, that is on the mathematical aspects
of cosmology, does not mean that I think this is necessarily the only
right way or even the best way to approach cosmology. However, I
have many distinguished colleagues at this school who will be adopting
a more physical approach, and so I can feel free to talk about the ap-
proach I know best. I also feel this is an important way of viewing the
subject, which should be represented at this school. I shall rely on my
colleagues for a detailed appraisal of our current observational know-
ledge of the universe, confining myself to a brief summary of the evidence
concerning the universe‘s geometry.
As a final limitation on my scope, I am going to assume, whenever
necessary, that the appropriate gravitational theory for cosmology is
general relativity, though some of what I say will apply regardless of
which theory is adopted. Pressure of space compels me to assume that
 
‘ Temporary address until October 197]: Department of Mathematics, University
of California, Berkeley, Calif. 94720. U.S.A.
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my audience is already acquainted with general relativity* and with
some elementary geometry and group theory.
Of course in general relativity, and any similarly geometrical theories of
physics, anything physical is an intrinsically defined geometric quantity
and vice versa. Thus to describe physical symmetry is the same as des-
cribing geometrical symmetry. The first thing I want to do is to give a
loose and intuitive picture of the various symmetries the universe might
be thought to possess. These will be formalised later. (I shall assume
what is in some sense a physical symmetry, namely that the physical
laws are the same at every point of space and time. For some consideration
of this postulate see Bondi7.)
One might, to begin with, suppose that the universe is the same at
every point of space and time. That is, that an observer would have no
way of telling where he was in space-timeT. All physical quantities
would then be the same at every point. There could be no overall evolu-
tion in such a universe; it would be in a “steady state”. Such a spacetime
is called homogeneous.
The mathematical concept of homogeneity, that is, of equivalence of
every point, is one which is applicable not only to a four-dimensional
spacetime, but to any space of any number of dimensions. In particular,
it can be applied to three, two or one dimensional subsets of spacetime,
these subsets then being three, two or one dimensional homogeneous
spaces.
The most important type of spacetime exhibiting homogeneous sub-
spaces is the case where every point lies in a homogeneous three dimen-
sional section through spacetime which is everywhere spacelike. That is,
the tangent vector of any curve lying in a homogeneous section is
spacelike at every point. A spacetime with this property is called spatially-
" References 1—6 contain introductions to relativity.
T It is extremely hard to define any operational process by which physicists could
discover if this were in fact the case, even for limited regions of spacetime. For the
whole of spacetime, a check of this property would last for the whole of an observer's
time. Thus one must interpret this statement by adopting the non-physical viewpoint
of the cosmologist who can “see” all events in spacetime at one glance, and to whom
event horizons“ are merely interesting properties, not physical restrictions on the
cosmologist himself. Since strict homogeneity would also imply that no particle
existed. the statement must, to make sense, be interpreted in the sense of some statis-
tical average.
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homogeneous. A spatially-homogeneous universe can be, and generally
i5, evolving; that is, as we go from one space section to the next physical
quantities may alter.
The less highly symmetric cases where each point of spacetime lies
on a homogeneous 2-dimensional surface or a homogeneous line have
no generic name. In the particular case where every point of spacetime
lies on a homogeneous timelike line the spacetime is called stationary.
This is because an observer moving along one of the homogeneous
lines would notice no change with respect to time.
The other symmetries I want to introduce concern isotropy, i.e.
equivalence of directions. Equivalence of directions can take two forms.
If no physical or geometric tensor measured at a given point distinguishes
between two directions, there is said to be a linear isotropy at that point.
The word “linear” is used here because the isotropy applies in the
algebraically linear spaces of tensors. If the spacetime itself as a whole
shows no distinction between two directions at a point, the spacetime
is said to exhibit an isotropy. It can be shown that an isotropy implies
a linear isotropy, and I think, although I know of no formal proof.
that given some reasonably continuous space, a linear isotropy would
imply an isotropy. However, in principle the two are different. Each
of the types of isotropy I am about to introduce can occur either as a
linear isotropy or an isotropy, but rather than remind the reader of this
after each definition I will simply declare it now and take it as understood
to apply throughout the remainder of the introduction.
Isotropies may be such that a given direction is only equivalent to
one or a finite or even countably infinite number of other directions. This
will be referred to as discrete isotropy. For examples one may consider
the symmetry of reflection in a plane, or the group of symmetries of a
tetrahedron, or similarly any of the symmetry groups of crystals. Discrete
isotropies will not generally be of much interest to us except in Sect. 1V.C.6.
The alternative type of isotropy is one in which each direction is equi-
valent to some continuous set of other directions, and this is called a
continuous isotropy. An example is the rotational symmetry of a plane
about the origin.
If there is a timelike direction at a point such that all spatial directions
perpendicular to it are equivalent, then to an observer at that point
with four—velocity in the given timelike direction all space directions
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are equivalent. In this case the spacetime is said to be spherically sym-
metric about the given point. If for a given time direction at a point,
there is a space direction such that every direction in the 2-dimensional
surface perpendicular to both the given space direction and the given
time direction is equivalent, the space is said to be rotationally symmetric.
Obviously spherically symmetric spaces are rotationally symmetric about
every space direction. Both spherical and rotational symmetry have
obvious counterparts in ordinary Newtonian three—dimensional space.
A space which has either spherical or rotational symmetry at every
point will be called locally rotationally symmetric (L.R.S.)9-1°. A space
which is spherically symmetric about every point is often called just
isotropic. If there is one timelike two dimensional surface, such that at
every point of the surface there is rotational symmetry about space and
time directions in the surface, then the spacetime is called axially sym-
metric, i.e. we keep this term for the cases where any observer could
physically determine a unique set of points constituting the axis of
symmetry, namely the set of points in the timelike two-surface which he
considered to be simultaneous. Cylindrically symmetric would imply
axial symmetry and in addition a symmetry of translation along the
axis.
I apologise for this long string of descriptions but it is important to
clarify the distinctions between the various cases, if only in the hope
that eventually there will be less confusion in the literature on spaces
with some isotropy. Let me consider two examples to help sort these
ideas out.
Suppose we have a spherical ball in Newtonian space. Then the space
is spherically symmetric about the centre of the ball. It is not homogeneous
because points differ according to how far they are from the ball’s centre.
Each point is equivalent to all the points at an equal distance from the
centre, so each point other than the centre lies on a homogeneous two
dimensional surface. The space is not spherically symmetric at every
point. However it is rotationally symmetric at any point p, about the
line joining the point p to the centre of the ball. Thus it is locally rota-
tionally symmetric. It is also axially symmetric about any line through
the centre of the ball, but not cylindrically symmetric.
As a second example consider the surface of a long circular tube.
This surface is (2-dimensionally) homogeneous. However it is not
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rotationally symmetric, because the direction round the circumference
of the tube differs from the direction along the axis*. There are discrete
isotropies, for example those due to reflection of the whole tube in a
plane perpendicular to its axis.
To end this description of the various kinds of isotropy I must mention
that the isotrOpy need not be a normal spatial rotation, but may be
“rotation” involving timelike directions, i.e. it may be that directions
related by a proper Lorentz transformation are equivalent. Such isotropies
are not of much interest in cosmology, however, though in other parts
of relativistic astrophysics they do enter.
We will re-discuss these various symmetries from a mathematical
point of view quite soon. Let us now consider how they apply to the
universe.
It is very generally assumed that the universe is spatially homogeneous.
The assumption of spatial homogeneity is in fact known as the narrow
cosmological principle? It is a strong way of expressing what Bondi7
calls the Copernican principle—namely that “the Earth is not in a cen-
tral, specially-favoured position” in the universe. A large part of my
course will be concerned with the properties of spatially-homogeneous
universes, which are the largest class of plausible cosmological models
which have been thoroughly investigated.
Sometimes the even stronger assumption of homogeneity of space-
time, which is called the perfect cosmological principle7, is made, by
those who wish to study the “steady-state” theories of the universe.
A dilTerent assumption often made is that spacetime is isotropic
(spherically symmetric) about us. If it is also spatially homogeneous, it
must then be isotropic at every point in space since all such points are
equivalent. Alternatively if spacetime is assumed isotropic at every
point (which given isotropy about us, is a form of the Copernican
principle) it can be proved that spacetime must be spatially homoge-
neous”.
What is the observational evidence about the geometry of the universe?
It is immediately obvious that in fact the universe is neither spatially
homogeneous nor isotropic. Indeed if we recall the example of the ball
* An observer looking only at a small region would not notice this distinction.
The surface is locally a plane and locally is rotationally symmetric. See Sect. ILA.
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in Newtonian space, we see that even if the earth were the only object
in the universe, the universe would not be homogeneous, nor spherically
symmetric about every point. So clearly we must interpret statements
about symmetries as meaning that the actual inhomogeneity, and
anisotropy at a point, are only small statistical deviations from under-
lying symmetry, in some sense. (It would be useful to have a rigorous
operational definition of the meaning of this statement. As far as I
know none exists.) There are three main deductions about geometry
which may be made from observation*.
i) The universe is undergoing an overall evolution. Consequently it is
not a homogeneous spacetime.
The evidence for this, which is fairly strong, consists of three pieces:
a) The magnitude-redshift relation (velocity-distance relation)
Of a class of similar objects, the brighter ones are the nearer and the
fainter ones the further. That is, the brightness of one of the objects is
a measure of its distance. To measure the velocity, one uses the Doppler
redshifts in the spectrum of the objects which result from the recession
velocity. With measurements of supergiant elliptical (cD) galaxies, it is
found that there is no definite departure from a linear relation between
magnitude m and redshift 2 out to a redshift (fractional change in
wavelength of light) of 0.2. The best present measurement of the constant
of proportionality between velocity and distance (the Hubble constant)
is about 75 km/sec per Mpc of distance from us”. The main uncertainty
arises from the difficulty of establishing the distance scale, and this
uncertainty could be as great as 50 km/sec/Mpc”. If we accept the
75 km/sec/Mpc figure, the age of the universe, making the crude estimate
that the galaxies have always been travelling at their present speeds, is
about 13.109 years.
Thus the universe is expanding. If we accept orthodox physical laws,
this means it is not in a steady-state. However, if it is subject to some
new law, such as the continuous creation postulated in the “steady-
statc” theories of Bondi, Gold and Hoyle, then homogeneous models
could satisfy the m — 2 data. It is more doubtful whether they could
account satisfactorily for the next two pieces of data.
" For a rather fuller account of observations and references for them see the lectures
by Dr. Rees.
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b) The log N — lag S relation
The main blow to “steady-state” theory has come from measurements
of the numbers of radio sources and their apparent brightness in terms
of radio flux. If the sources were uniform and uniformly distributed in
Newtonian space, the number of sources N of an apparent flux S would
be proportional to 5—3/2_ The slope of a curve of logN against log S
would thus be ~%. This is true, as far as we can tell*, for optically
observed sources7. The observed slope for radio sources is initially
(i.e. for high S) greater than —§. It can be shown that no spatially-
homogeneous and isotropic universe with the same sources at all times
(uniformly distributed) can account for this”. A power-series expansion
method” suggests the same is true with any continuous geometry unless
the small areas used for faint sources happened to have been picked in
specially anisotropic directionsi This second result is non-rigorous
since even some of the apparently brightest sources are at redshifts
2 ~ 1 where the power-series break down. Both results would be upset
if the majority of sources in the counts had very steeply sloping spectra
quite different from those actually observed for most radio sources,
but this is obviously unreasonable. Therefore the counts show that we
see more sources at large distance than mere geometry can account for.
Hence a real evolution in the number density or luminosity of radio
sources is indicated. For an account of the recent measurements of
log N — log S and the implications, and relevant references see Pooley
and Ryle‘s, and the lectures by Dr. Longair.
A similar evolution of quasars alone can be deduced”.
c) The microwave background radiation
If the universe has expanded from a very dense and hot phase, one
can predict that there should be a residual all-pervasive black-body
radiation which would have a temperature of roughly 3°K and so
appear in the microwave region of the spectrum. This was first noted
by Gamow, and rediscovered by Dicke and colleagues”. Simultaneous
with this rediscovery, but unaware of it, Penzias and Wilson actually
observed such microwave background radiation”. Since then there
 
' Which owing to the time required to make counts, is as yet not very for.
1' See also Saunders” for a discussion of certain particular anisotropic models.
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have been many measures on this radiation, and it appears to fit the
blackbody curve quite well up to the frequencies that the atmosphere
cuts off. However at higher frequencies it is not clear if the curve really
is black-body20 '21.
The importance of this radiation in the present context is that if the
only tenable explanation of the microwave background is as a residue
of an initial fireball then the universe cannot be in a steady-state. So
far it appears that this is the case. For recent discussions of the various
hypotheses of the radiation’s origin and the other implications of the
observations of this radiation see Sciama (in Ref. 22) and Field“.
ii) The universe is isotropic about us. The evidence for this concerns
both the isotropy of discrete sources, and the isotropy of background
radiation. No definite anisotropy is observed in either, but some ob-
servations allow quite a large percentage anisotropy.
a) The number distribution of galaxies over the sky is isotropic to
about 30 ‘Z,“.
b) The distribution of extragalactic radio sources shows no detectable
anisotropy“. However there could be an anisotropy of up to 5%
(M. Longair, private communication). Incidentally it is interesting that
this isotropy is now used as evidence for cosmological isotropy whereas
at one time the isotropy of the unidentified radio sources was used as
evidence that they were extragalactic!
c) The Hubble constant is independent of direction to about 25%.
However there may be a true local anisotropy due to the Virgo super-
cluster”.
d) The microwave background is isotropic over a wide range of
frequency with accuracy up to 0.2 %26‘”. This is the most accurate
measurement in cosmology.
e) The X-ray background between 10 and 100 KeV is isotropic to
better than 5 %. See the reviews* by Greisen (in Ref. 6) and Silk”.
iii) The universe is spatially homogeneous
The evidence for this is much weaker than for the first two conclusions.
One difficulty is that local observations only show data varies smoothly,
* These reviews also mention the isotropic y-ray background, whose existence is
not securely established. A further possible piece of evidence is the apparent isotropy
of arrival directions of cosmic ray particles with energy above 1017 eV“.
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with small gradients, rather than that real homogeneity obtains. For
example, the linearity of the Hubble law shows that the expansion
rate is the same everywhere out to a redshift of order 0.2, since it implies
that all distances undergo the same fractional rate of change. When one
goes to objects at larger distances there is a second difficulty in assessing
the evidence concerning homogeneity because it is impossible to look
at objects separated from us in space and not in time (even assuming
that phrase had a well-defined meaning) owing to the finite velocity
of light. Distant objects are only visible to us as they were a long time
ago*, and so we must extrapolate from our observations in order to
predict how these objects would look now which, since it is difficult
even to define “now” for this purpose without introducing a circular
argument, is rather awkward.
a) It has commonly been arguedm‘ that the universe shows no
significant Spatial variations on a scale of 2, 30 Mpc. De Vaucouleurs“,
on the other hand, has argued for the existence of structures, such as
superclusters of galaxies and supersuperclusters, on much larger scales,
and indeed has suggested that these correlations may destroy statistical
isotropy as well as homogeneity. As I understand it, however, it is
still generally accepted that the statistics of the distribution of galaxies
does not give any firm evidence for structure on scales larger than that
of, say, the Virgo superclusterT, of which our Galaxy is a member.
b) In addition, the observational limits on anisotropy on small angular
scales suggest32'33 that inhomogeneities which would (e.g. by lens type
efi‘ects) lead to such anisotropies are absent. However these observations
do not quite rule out all possible kinds of inhomogeneity. Inhomogeneity
of certain kinds implies anisotropy, but isotropy about us does not
imply homogeneity, unless one makes extra assumptions; see above.
Despite the relative weakness of these arguments I shall take it that
over large volumes there is no significant departure from homogeneity.
To make clear the need for caution, let me reiterate that de Vaucouleurs
argues that a hierarchical universe, in which density variations appear
‘ Indeed this is why our conclusion that radio sources appear more common a
long distance away implied that they were more numerous in the past.
T In the course of his hostile review of the evidence for spatial homogeneity on
cales 2 30 Mpc, de Vaucouleurs35 lists all the main references on this topic.
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on all scales, may be a better picture of the real universe than the
spatially homogeneous approximation. Indeed, theoretical models,
based on this idea, which lead to statistical correlations over large
length scales, have been made (e.g. Ref. 36). What I wish to emphasize,
therefore, is that belief in spatial homogeneity of the universe is to some
extent just that—belief.
Since this is intended to be a review, I must mention that the conven-
tional interpretations of the data I have outlined are not the only pos-
sible ones, and I am sure some of the alternatives will be discussed by
other lecturers at this school. As an example, apart from the ideas of
de Vaucouleurs mentioned above, Hoyle37 has recently argued that the
data do not completely disprove “steady-state” type theories. The
orthodox view, that Spacetime is not homogeneous, is, however, so
widely held that it is usual to refer to spatially-homogeneous universe
models as simply “homogeneous cosmologies”, universe models which
are strictly homogeneous being considered ruled out.
Now I remarked that Spatial homogeneity and isotropy about us
implies isotropy everywhere. The models which have this highly sym-
metric geometry were first discussed from a geometric point of view
by Robertson” and Walker”, while their evolution was discussed by
Friedman40 in the case of zero pressure of matter, and subsequently
by many other authors for various types of matter content‘. Robertson-
Walker models are very widely used by cosmologists as a background
framework for discussions of the numbers of radio sources, the origin
of the X-ray background, the formation of galaxies, etc. As far as one
can tell, there is no known feature of the universe which definitely
contradicts the hypothesis that our universe has basically a Robertson-
Walker geometry. Why then do I not simply devote these lectures to
the problem of selecting the Robertson-Walker universe whose parameters
(Hubble constant, density, deceleration parameter—see the lectures of
Rees and Steigman) best fit the observed universe? This is after all,
the aim towards which much modern observational and theoretical work
is directed. It is an approach well justified by the fact that a Robertson-
Walker model is clearly a good approximation in our neighbourhood
in space and time. Nevertheless there seem to me to be some quite good
‘ For some compilations of results see Refs. 41—43, 143.
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reasons, apart from the intrinsic mathematical interest, for considering
models which are not Robertson—Walker. Let me list these, roughly
in order of the strength of their relation to observed data.
1. Observations of a fairly uniform distribution of He“ (about 25%
by weight) suggests that the universe evolved through the helium for-
mation phase on a timescale like Robertson-Walker models, which
predict about this amount“"“. However if the observations of very
low helium content in some stars are correct“, the conventional picture
of the early stages of the universe must be modified. There are various
ways ofdoing this. For example, one might invoke a difl‘erent gravitational
theory, Brans—Dicke theory say“, or one might change the assumption
about the overall baryon and/or lepton numbers“-“. However, among
the possible explanations are that in the early stages the universe was
either inhomogeneous or anisotropic (or both). The efiect of anisotropy,
which leads to difierent time scales for the universe's expansion in the
helium-forming phase, has been computed for certain cases49-‘°.
2. If there is an ordered cosmic magnetic field, this gives rise to a
preferred spatial direction and so breaks isotropy. Such a field could
generate the observed fields of galaxies and stars. However cosmic
fields could still do this if they were merely turbulent magnetic fields
whose directions, over the kind of scale for which spatial homogeneity
is generally thought valid, were random and so gave zero average fields.
'Indeed even turbulent fields arising from thermal statistical fluctuations
may be sufficient to generate observed fields (see e.g. Refs. 51—52). Thus
the possibility of a globally ordered field might be of no importance.
if it were not that some recent observational work supports the existence
of such an intergalactic field53‘5’.
3. It appears that the condensation of matter to form galaxies in a
Robertson-Walker universe requires rather greater than thermal statis-
tical fluctuations (see Harrison’s lectures in this volume). This unsatis-
factory feature might not be true of other models.
4. Obviously any observed anisotropy of the background radiations
or discrete source distributions would prove that the universe was
anisotropic. In particular, anisotropy could have observable consequences
on the polarisation and spectrum of the microwave background“,
while such effects would be difficult to account for in a Robertson-
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Walker model. All these possibilities could one day force us to use
models other than Robertson-Walker.
5. At early times in plausible Robertson-Walker models each particle
is only causally connected to a small neighbourhood. However, the
properties of the universe are the same over large regions. Of course in
Robertson-Walker universes this is enforced by the high degree of
symmetry, but it may be thought philosophically unsatisfactory to
explain the observed spatial homogeneity and anisotropy by simply
saying it was always there. Misner has therefore proposed a programme
of “chaotic cosmology”, in which one attempts to show that no matter
what the conditions were at early times in the universe, physical processes
would lead to spatial homogeneity“. This very interesting idea has
considerably stimulated study of anisotropic models. Some discussion
of the results so far in this programme will be given in Sect. V.
6. One can argue that the singularity in Robertson-Walker models,
which is of a spacelike character, is atypical of general-relativistic
spacetimes (Ellis in Ref. 22) and that consequently we should consider
other models, especially inhomogeneous ones.
7. In any case, careful study of other models can advance our under-
standing of relativity (Ehlers and Kundt in Ref. 5).
The rest of these lectures are organised as follows. First (Sect. II) I
shall develop the mathematical description of continuous groups of
symmetry of spacetime which formalises the ideas of symmetry developed
above, and then in Sect. III I will introduce a couple of geometric
techniques useful in discussing spacetimes and some ways of expressing
and calculating the consequences of the field equations of general
relativity. This will include a brief discussion of assumptions and predic-
tions about the nature of the matter content of the universe*. The next
Sect. (IV) will contain an extensive review of our knowledge of spatially
homogeneous models. These are the only cosmological models I shall
have time to go into in any detail. Indeed I shall have to almost com-
pletely omit discussion of the isotropic (Robertson-Walker) cases in
* Some of the matters mentioned in Sect. III were covered much more fully in
the lectures by Drs. Ellis and Stewart. They were included in my course because it
preceded these others, and have been retained in order to make the notes self-
contained.
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order to be able to talk fully about the anisotropic models. This should
not harm the students at this course, since Robertson-Walker models
will undoubtedly be discussed in many connections by the other lecturers,
and it will be no loss to the literature, since that already contains many
(too many?) discussions of these models.
Considering only spatially-homogeneous models, in what I said at the
beginning would be a general review of cosmological models, is not as
great a restriction as it sounds. Many exact solutions of Einstein’s
equations, sometimes ipso facto called cosmological, are known (see
Ehlers and Kundt in Ref. 5 for a nice, if now outdated, review) and the
qualitative behaviour of certain general classes of solution has been
studied. However most of these solutions describe highly condensed
bodies or gravitational radiation sources or are in some other way
ruled out as cosmological models. The rest of this paragraph, together
with V.A.2, lists what appear to me the main works on inhomogeneous
cosmologies. One commonly-cited paper that goes into the implications
of a non-spatially-homogeneous model is Omer’s paper” in 1949. This
model is spherically symmetric. Another non-spatially-homogeneous
exact model that has been used for cosmological purposes, most recently
by Kantowski33 to discuss the influence of concentrations of matter on
the propagation of light, is one in which spherical regions in a Robertson-
Walker universe are removed and replaced by part of the well-known
spherically symmetric Schwarzschild solution. This model is often
called the “swiss—cheese" model, for obvious reasons. An alternative
approach to inhomogeneous models has been to treat, approximately,
perturbed Robertson-Walker universes. This method was used by
Lifschitz and Khalatnikov59 in a classic discussion, and has subsequently
been explored more fully by many other authors. As the approach is
of great importance in the theory of galaxy formation, I imagine my
fellow-lecturers, especially Professor Harrison, will have quite a lot to
say about it. (I ought perhaps also to mention that some work with a
similar perturbation approach applied to spatially homogeneous but
anisotropic models has been carried out by the Russian cosmolog1'sts‘°-6 1.)
Moreover in Sect. VI want to discuss the early universe and I shall
explain why spatially-homogeneous models, in particular Misner’s
“Mixmaster” model, may be of particular importance in this con-
nection. This and the fact that spatially—homogeneous models have so
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far been the main testing ground of the hypothesis of“ chaotic cosmology”
provide two more reasons for my choice of this class of models for full
discussion in Sect. IV. To summarise, I want to discuss spatially-
homogeneous models a) because they have been extensively used in
discussions of general cosmological questions and b) because anything
with less symmetry which is still plausible as a cosmological model is
so mathematically intractable that there is as yet hardly any literature
on such problems for me to review. (Indeed it seems to me that the
main lack in cosmological theory is good discussions of inhomogeneous
models.)
Apart from the topics already mentioned, Sect. V will discuss the
Mixmaster itself and then review the present status of “chaotic cos-
mology”.
The earlier parts of this course may appear to the more physical or
astronomical reader to be much too dry and mathematical*, though I
think the latter parts will be interesting even to the least mathematically-
minded. I hope, however, that all of you will get some idea of how to
handle cosmological models from a mathematical point of view, and
what kind of results this approach can help one to discover.
The bibliography is complete up to July 1971 as far as papers on
spatially homogeneous models are concerned (accidental omissions
excepted), though not all known results are fully discussed in the text.
II Continuous Symmetry Groups
A Motivation of the Mathematics
Suppose we consider, as the example of a continuous symmetry group
most widely known among physicists, the rotation group G in ordinary
three-dimensional space. This essentially acts on two-dimensional sur-
faces, the spheres with centre at the origin, since it preserves all distances
from the origin, Le. a rotation is completely determined by its action on
' Such a reader can in fact omit Section II if he is willing to take on trust cer-
tain results quoted in Section IV.
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one such sphere. However it is quite easy to see that the rotations, that
is the elements of the group itself, require three parameters for their
description. For instance, we could describe a general rotation by the
axis of rotation and the magnitude (which can always be taken to be
less than n radians). There are then two parameters for the direction of
the axis and one for the magnitude of the rotation, the total being
three*. Thus we have a description of the rotation group as the ball
of radius 5: in a three-dimensional space, the rotation about an axis n
(n being a unit vector) of magnitude 0 being represented by a point at 6
in the direction n in 3-dimensional space. In Figure 1 we show this ball
and the ordinary three space M (with a particular sphere M’) on which
the rotations act. What happens when we multiply two rotations, a and
b say? The product ab is also a rotation (so the set of rotations satisfies
the closure law for groups). Now suppose instead of a we had a dif-
ferent rotation a’ which rotated our original space about almost the
same axis and had almost the same magnitude. In our representation
of the group as a ball the points a and a' are close together. It is not
hard to see that the points ab and a’b must also be close together.
Similarly if b’ is near b, ab and ab’ are close together, and so on. Thus
multiplications are continuous maps on the ball representing the group.
IE
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FIGUREI The rotation group G and the space it acts on (either a Euclidean
2-sphere M’, or Euclidean 3-space M). la) the group G; lb) the space M it acts on.
A small rotation 11 60 and the vector fields it gives rise to on M’ and G are roughly
sketched.
 
 
1a
 
* An alternative choice is the three Euler angles.
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The next remark is that obviously if we take a very small rotation 66
about an axis 11, then by repeating this very small rotation we can build
up a large finite rotation about u, and equally any large rotation could be
built up in this way from very small rotations. The effect of a very
small rotation is to move every point of our original space a little way,
so a point p with coordinates p‘ becomes another point p‘ + 617'. For a
small rotation we in fact know that
61) z 66 n A p. (l)
A more general way of writing this would be
6pi = V‘éfl (2)
where in our particular case V = n A p. Since any rotation about :1
can be built up from a small rotation of this kind, rotations about u
can be characterised by giving the field of vectors V, one vector at each
point of the space being rotated.
In a rather different way the small rotation also moves each point
of our ball representation of the group a small distance, since when it
multiplies an element a of the group on the right the new element
a' = a(n (50), where n 60 is the small rotation, must be close to a because
the small rotation is close to the identity element e of the group (which
leaves every point p of M fixed and also has the property that
ae = ea = a). (3)
Thus the small rotation gives rise to a field of vectors in the ball that
represents the group 0, just as it gave rise to a field of vectors in the
real space the group is acting on. This field of vectors again characterises
the particular rotation, this time by the way it affects other rotations
when multiplying them (on the right).
These ways of representing the group by vector fields on M or M’
and on G are especially useful for two reasons. One is that even if we
are given only part of the symmetrical space M (or M’), the fields of
vectors still tell us that that portion of space is really symmetrical.
As an example we could consider slicing Euclidean three-dimensional
space M in half by a plane through the origin, keeping one half spherically
symmetrical, but filling the other half with objects that destroy the
spherical symmetry. The symmetry of the upper half is then indicated
by entirely local properties of the vector fields representing the rotations.
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Strictly this should lead to a full theory of what are known as local
groups of symmetry. The groups of symmetry we have been describing
up to now should strictly be called global symmetry. However since a)
we shall describe global symmetry groups by their local properties,
b) a part of space exhibiting local symmetry always behaves as if it
were part of a space with global symmetry, for example the half of
Euclidean three—space mentioned above behaves just as if the other half
of spherically symmetric space were there, and c) the excursion into the
theory of local groups adds mathematical complications without leading
us to any physical results we cannot get from the theory of global
groups, we shall only consider global groups of symmetry.
The second reason for using a characterisation in terms of vector
fields is that it leads to an easy way of describing the group’s algebraic
properties. In the rotation group case the vector fields just introduced
in fact give rise to the well-known algebra of rotation group generators
which is used in the quantum mechanical theory of angular momentum.
Now we can abstract from this example the idea of a group G (in
this case the rotation group) acting on a manifold M (Euclidean three
space or a sphere in it). The group G itself is also a manifold, which
may be of different dimension from the manifold M. (When we are
considering a 2 dimensional sphere M’, the dimension of the rotation
group acting on it is different, namely 3. By the usual laws for groups,
any given point of the rotation group G can be moved to any other
point by application of a particular multiplication, and so when acting
on itself the group operates on an essentially three-dimensinnal set
rather than acting in a way that can be reduced to action on a two-
dimensional set. This example shows that the same group can act in difl‘e—
rent ways on manifolds of different dimension.) All the essential proper-
ties of the group G and its action on M (or M’) can be described by
the effects of elements of G close to the identity (small rotations). Each
of these can in turn be described by a vector field on G to characterise
the efl‘ect of multiplication (on the right) and a vector field on M (or
M') to characterise the action of G on M (or M’). In the remainder
of this chapterl want to develop and formalise these concepts. The
next section will describe groups which are manifolds, without refer-
ring to any action of such groups as transformations on a manifold
other than themselves, i.e. we will consider only the left-hand side of
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Figure 1. After that I will discuss groups of transformations, and final-
ly I shall speak specifically of symmetries of Riemanm'an spaces, in
particular spacetime. For a fuller introduction to the theory mentioned
in Sect. B I suggest for example the works of Cohn62 and Sam“. The
standard work on continuous groups of transformations is Eisenhart’s
book“. A quite useful summary for physicists has been given by Gur-
sey (in Ref. 4). The reader should be warned that since I do not aim
to replace these standard works, the following is a very incomplete
and highly non-rigorous introduction to those concepts, very much
directed towards the particular applications I will be making later.
B Lie Groups and Lie Algebras
Let me begin with some definitions. First let me remind you of the
group axioms. An abstract group G is a set of elements a, b, c, with
a multiplication law so defined that the ordered product ab satisfies
the following four axioms:
1. Closure: ifa E G, b e G then ab 6 G.
2. Associative Law: if a e G, b e G, c E G then
(ab) c = a(bc).
3. There is a unit element e e G such that for all a e G
ea = ae = a.
4. For each element, a say, of G there is a unique inverse a‘1 such that
aa‘1 = a‘1a = e.
A group has the additional property of being Abelian if any two elements
commute, i.e. if for any elements a, b e G
ab = ba.
A mapping (1) between two groups G and H such that if
ab = c,
¢(a) W?) = (MC)
where a, b, c e G, qb(a) is the image of (1, etc. is called a homomorphism.
A one-to-one homomorphism is called an isomorphism.
then
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ALz’e group is a group G which is also an n-dimensional differentiable
manifold, whose differential structure is such that multiplication
G x G _—> G and inversion G -> G: g —> g—1 are smooth* maps.
Here I have introduced the term “differentiable manifold”. In these
notes I shall assume the reader understands the basic ideas of Rieman-
m'an manifolds such as are used in relativity theory. Those who do not
can consult any reference work, for example Hicks65 or Eisenhart“.
The map L(g), associated with the element g of G, which has the
following 303°“ L(g): G —> G; a —» ga
is called left translation by g and is a smooth map. It has an inverse
L(g-1), where g'1 is the inverse of g. This map L(g) is simply multiplica-
tion on the left by g.
Now let me remind you that tangent vectors on a manifold can be
considered in two ways“. First one can view them as tangents to curves.
For example if a0) is a curve parametrised by t, with coordinates oc'(t)
in some coordinate system, X‘ = dad/d! is the tangent vector. [If you
like, you can visualise a(t) as the position of a moving particle at time t
and dad/dz as its velocity] The alternative form is as a directional deriv-
ative; in coordinate formif 6
X=X‘—. 4ax! ()
I shall take the liberty of using whichever of these ways of regarding
a tangent vector is simplest for the purpose in hand at the time.
A map (1 of a manifold M to a manifold N induces a map in; of
tangent vectors of M to tangent vectors of N. One may consider this
 
‘ To avoid excursions into the full rigour of detailed mathematical analysis, I shall
use “smooth" to mean as difl’erentiable or well-behaved as is necessary to make my
statements true. The resulting restrictions are not very important for the physical
applications we shall make.
1‘ Here I am adopting the usual summation convention, so that
l6 6X‘_ = X‘ax. [Z1 6x‘
In the case of a vector field the X' components depend on position, as given by the
coordinates x‘.
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as arising as follows. Take a curve oc(t) in M. This is mapped to a curve
Mona) in N (Figure 2). The tangent vector to (x at oc(t) is then mapped to
the tangent vector to ya at #040)» see Figure 2.
‘®' ’
FIGURE 2 The derivative map ,u,,.
In the case of left translations of a group we will want to consider M
and N as the same, namely G, and want in particular to consider fields
of vectors which are unaffected by left translations, i.e. are such that
at a point ga e G the value of the vector field there, the vector V(ga),
is the same as the vector induced by L(g) from the vector V(a) at a,
i.e. in symbols
(11(30):: W!) = V(ga)- (5)
These are called left invariant vector fields. For brevity, we denote
L(g)* by merely gr-
Since left translation of the identity e by g gives ge = g, if we know
the value of V at e we know it at 3, using (5) with e substituted for a.
One can show that any left-invariant vector field defines and is defined
by its value at the point e e G.
In fact the proof goes as follows. Take v e (g where {4 is the tangent
space of the identity e, and consider the vector field defined by
V(g) = g*V(6) = 34")-
Then
g*V(a) = gram) = (30):: (V) = V(ga)
agreeing with (5). So this gives a unique left-invariant vector field. Simil-
arly if V is a left-invariant vector field then if we take V(e) = v and
apply g we find
* me = guv).
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These left-invariant vector fields are in fact the vector fields on the group
which tell us the effect of multiplication (on the right) by elements of
the group near the identity. When we want to think of the group as
acting on itself by multiplication we must think of multiplication on
the right, so that the algebraic order comes out correctly, i.e. so that if
we compound two multiplications a and b we get the effect of ab rather
than of ba, for (ca) b = C(ab) but b(ac) = (ba) c 95 (ab) c. (In analogy
with a left translation, a right-translation is defined to be a map R(g):
0.. G; a —> ag. The set of all right translations is isomorphic to the
group itself.) To show that a left invariant vector field represents an
infinitesimal right translation let the vector field be V and its value at
the identity e be v. Then, intuitively speaking, v6! is an element of G
near the identity—in fact at distance (St in the v direction. Suppose its
effect on a point g of G, with coordinates g’, is to move it to the point
with coordinates gi + Xidt. Then, since by the associative law for
gmups hg<v 6:) = (kg) (v at). (6)
and loosely speaking (see c below)
11(3 + X(g) 6t) = hg + h(Mg) 5!) = 113 + h*(x(g) 6t) = 113 + X(hg)6t,
(7)
h*(X(g)) at = X018) 5t. (8)
so that X must be the left-invariant vector field V defined by v.
The reasons this is not a rigorous method are a) that the coordinates
need not be valid at both g and hg, b) if we do not write in terms of
coordinates, addition has no meaning and c) to see that h(X(g) 6!)
= (h*(X(g))) 61 we use the obvious, but non rigorous, argument that
X(g) (it is the small curve element length 6! in direction X(g) at g, and h
maps this to the small curve element length 6! in direction h*(X(g))
at hg.
Strictly, we should proceed as follows* to show that a left invariant
vector field can be regarded as an infinitesimal right translation. Take a
left invariant vector field V(g), obeying (5). Suppose we have coordinates
implying
 
‘ This argument is modelled on that in Ref. 62.
6 Schntzman 1532
82 CARGESE LECTURES IN PHYSICS
{x‘} in the neighbourhood of e, and that (at e) v = DE 56— . Since mul-
x!
tiplication is a smooth map and ee = e, we see that for elements in the
neighbourhood of the identity e (g, h say) the product gh is also near e,
and by taking g, h near enough to e, all three of g, h, gh will lie in the
neighbourhood parametrised by coordinates {x'}. Thus we can write
(310‘ = ¢"(g, h)
where gi are the coordinates of g, etc. The functions rb‘ are analytic in
all variables. If 1,0 is an analytic function
g*w(h) = wgh)
is defined for h near e, and (using the directional derivative interpretation
of a tangent vector)
_ * = .- 5w(gh)V(g)w —v(g we v (T)
= 6i 6mm
62" ah‘ h=e
:2
(writing gh = 2). To see that this represents an infinitesimal right
translation let us put 32‘ = e‘ + 1)" 6t and neglect powers of 6! beyond
the first. Then the mapping g —> gy may be regarded as an “infinitesimal”
right translation. The corresponding change in 1p is
_ _ 31M .1112(2) 111(3) — (62" 611‘ )h=eb (3!,
so that V’lp represents the change in 1/) at g (per unit change of the para-
meter !) under right translation in the direction v‘. This calculation shows
that, where the coordinates are applicable, V(g) takes the form
V(g) = v‘¢{(g)i_.
6x1
The (M are known as the transformation functions of the group. One can
in fact show that a vector field represents an infinitesimal right trans-
lation if and only if it is left invariant“.
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It is possible to write finite right translations, i.e. the effects of finite
elements of the group, as exponentials of the infinitesimal right trans-
lations“.
Let me introduce next the commutator [X, Y] of two vector fields
X and Y on a manifold M (M, X, Y, being perfectly general). This is
defined for any function 1;) by
[X, Ylw = X(Yw) — Y(ti). (9)
In coordinate form this is a _-
[X,YPE§7W==X’—é—<Y* w)-Y’0 (X* a )w
x!
   
 
6x] 6.x" fix} 0.x"
k k
= XjaY — Yia—X, 5—”. (10)
6x1 6x’ 6x“
Here I am of course applying the directional derivative definition of a
vector, and we see from (10) that [X, Y] is also a vector field. One can
tht
”m a MAan=nmn, (m
so that commutation is unaffected by a smooth map g.
The simplest method of proof is to take coordinates {x‘} in M and
{y’} in N. Then one finds, using the definition of g* (Figure 2), that
mw=rfli
@x'
where y’(x") represents the point to which the point represented by x‘
is mapped by g. Substituting this and the similar expression for (g* Y)"
into (10) one can easily check (11). One has then of course to prove that
the result is independent of the particular choice of coordinates on M
and N, but this is not too hard.
In the case of left translations of a group G, (I 1) shows that the com-
mutator of two left invariant vector fields is also left invariant, i.e.
[X, Ylga = [satx’ g*Y]a = gtlxg Yla- (12)
The definition (9) implies, as is easily seen, that
[X, Y] = - [Y, X], (13)
[[X, Y], Z] + [[Z, X], Y] + [[Y, Z], X] = 0. (14)
6*
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A finite-dimensional space with a multiplication obeying (l3) and
(14) which is linear in each factor is a Lie algebra*. Clearly the space
of left invariant vector fields on the Lie group is a Lie algebra since the
set of such vector fields satisfies (12) and is finite-dimensional (in fact
n-dimensional, because it is in one-one correspondence with g, the
tangent space at the identity e). The set of left invariant vector fields
is a vector space because all the maps g,,, are linear and {6 is a vector
space.
Suppose we now take a basis {Xa} of the space of left invariant vector
fields, (on = 1, ...,n). Then since [wafl] is left invariant, there are
t Vcons ants C ,5 such that [Kw X3] = Cyaflxv' (15)
The C704, are called the structure constants. There is a standard way of
choosing the basis so that the structure constants assume a standard
form63'65. The dimension of the vector subspace spanned by the com-
mutators, which is a Lie algebra called the derived algebra, may of
course be less than n.
If we have two small elements of G, i.e. elements near the identity,
say v (St and w 63, then the difference between (v 63) (w (it) and (w 6!) (v 63)
is measured by the commutator [V, W] where V is the vector field as-
sociated with v and W that associated with w. Thus the commutators
(15) tell us whether the group commutes or not. In other words the
derived algebra is a measure of the failure of the group to be Abelian.
If all elements of the group commute the derived algebra is zero.
We have seen how to define a Lie algebra from a Lie group. Let me
simply remark without proof that given any Lie algebra one can recon-
struct from it a Lie group to which it belongs. There may however be
more than one such group. The group one constructs covers each of the
others, that is there is a many to one homomorphic map of this group
to each of the others. In the case of the rotation group the covering
group which we construct looks, as a manifold, like the surface of the
unit sphere S3 in four dimensions, which is a three-dimensional object.
There is a double-valued map of this onto the rotation group. (It is in
fact this double-valuedness that gives rise to the % integer spin represen-
* Good introductions to Lie algebras are found in the books by Jacobson“6 and
Serre“. See also Ref. 62 and Gursey in Ref. 4.
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tations of the rotation group.) If we take one hemisphere of the 5'3
it looks like the ball of radius 3: in three dimensions which we used as
our way to represent the rotation group, see Figure la.
The essential point here is that the Lie algebra contains all the in-
formation we shall want about the algebraic structure of the group.
C Groups of transformations
Now suppose we have a manifold M and a Lie group G, such that
with any element ge G is associated a smooth invertible map (trans-
formation) of M into itself, Tg, these transformations being a homomor-
phic image of the group, i.e. writing the transformation Ta: p —> g as
q = pTa (16)
we have Tan = (17)
The identity map on M, I, is equal to T9, and the group axioms are
satisfied by the transformations. Let me make it quite clear that so far
these maps of M are not assumed to be symmetries in any sense. G is
then said to be a group of transformations acting on M. If G is r-dimen-
sional, the transformation group is said to be of r parameters*. The
rotation group is thus of three parameters. The group G is said to be
eflecn’ve if, colloquially speaking, every non—identity element of G does
something to the manifold M, i.e. the group acts effectively if and only
if for all a in G such that 0 =1: 9, there is at least some point p in M
such that pTa # p. (18)
If the group acts efl'ectively, and is r-dimensional, it is said to have r
essential parameters. A group which does not act effectively can be
reduced to one that does (essentially by factoring out the subgroup
 
‘ The reason for this terminology is that transformation groups, in the classical
works on this subject, were considered by giving coordinates {pi} on Mand expressing
the transformations as , ,
p‘=p ‘01,.~~.p";a‘,~-,a’),
17' being the image of p under the transformation whose parameters (coordinates
in (7) were a‘, ..., a’. The drawback of this method is that we may want to consider
manifolds M and groups G on which no global coordinates can be defined (at least
not if we insist on the coordinates being one-valued).
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corresponding to identity transformations of III), so we shall assume
forthwith that all parameters are essential. We shall denote a trans-
formation group of r essential parameters by 6,.
Suppose we take a particular point p e M and consider the set of
points {pTaz a e G}. This is the image of G under the difi'erentiable map
aeG—> pTaeM. It is therefore a manifold which must be a sub-
manifold of M. Such a submanifold
N={pTa;aeG,peM} (19)
is called an orbit or trajectory of the group, because it is the set of all
points through which 12 runs as we apply the group of transformations.
In fact one can speak ofany submanifold M’ ofM which has the property
that M’T,I = M’ for all as G as an invariant variety of the group of
transformations. N is then a minimum invariant variety. (Here “variety”
means simply “manifold”, the terminology in this case following
French usage.)
A group G is said to act transitively on a manifold M if given any
two points p, q e M there is an a e G such that
.DTa = q- (20)
Clearly a group is transitive on each of its orbits. If the element a that
enters in (20) is unique, the group is said to be simply-transitive. Col-
loquially we could say that there is only one way to get from p to q.
If a in (20) is not unique, the group is said to be multiply-transitive
(on each orbit). A multiply-transitive group must contain transformations
which leave some points fixed. For suppose that
pTa = m = q- (21)
Then _ _
pTab—l = pTaTb 1 = PTbTb 1 =PT9 =1) (22)
and Tab—1 is not the identity transformation, by our assumption of
effectiveness. In fact one can find a transformation that leaves any
given point of the orbit fixed when one has a multiply-transitive group.
For if z is in the orbit, there is a c e G such that
zTc = p
and so - _
zTcTaTb 1Tc 1 = z
and wa_1¢-r is not the identity.
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A group can be simply-transitive on some of its orbits and multiply
transitive on others. For example, the one-dimensional group ofrotations
in the plane is multiply transitive at the origin, and simply-transitive
on the circles centred at the origin.
Now let us consider the map of G to an orbit N, We can denote this
ma? by pT: a —. pr, (23)
Then pT induces a map (pT)* of vectors on G to vectors on N. This in
particular will give a map of the left-invariant vector fields on G to
vector fields on N. The efl‘ect of small transformations can be described
by use of these vector fields (small meaning near the identity of G). In
the case of the rotation group these are the vector fields (1). They are
called the generating vector fields or infinitesimal transformations. A finite
transformation can be reconstructed by carrying the points finite distances
along the integral curves to which these vector fields are tangent. The
infinitesimal transformations of course constitute a Lie algebra, which
is just the same, algebraically, as the Lie algebra of left-invariant vector
fields on G. One must of course show that these infinitesimal trans-
formations are independent of the choice ofp in (23). We have that
pT(ab) = pTab = pTaTh = (pTaT)b
and so considering b as a left-translation on G we have
(PTaT)* 17* = (PTa-Tb)*‘
Thus if we take a new initial point q = pTa in N then if V is a left-
invariant vector field on G
(pTaT)* V(b) = (PTnT)* b*V(e)=
= (pTaTbT)* We),
= (pTabT)* We),
= (1171):: (ab): We),
= (pT)* V(ab),
so qT*V and pT*V agree at qu = pTab.
Having shown this, we see that the vector fields we have so far defined
only on a particular N can be extended to all N in M, that is to the whole
of M. At each point the infinitesimal transformations are tangent to
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the orbit through that point, and all its tangent vectors arise in this
way.
If {2;}, a = 1 r are the vector fields in M which are the images of
the {X}, which are a basis for the Lie algebra of left invariant vector
fields on G, then the {223“} are linearly independent. That is, there is no
set of constants C, (not all zero) such that Cat, = 0. For if there were,
then the infinitesimal element of G given by CaXa would be a non-
identity element of G giving rise to an identity transformation of M,
which contradicts our assumption of efl‘ectiveness, (18).
However it is possible that there are points in M at which the at, are
not linearly-independent. The points p of M at which this is so are
called singular points. The vector subspace of the tangent vectors at p
which is spanned by the vectors §a(p) will have less than r dimensions
at a singular point, say r — 3. Since at every point of M, the vectors
#3,, span the tangent space to the orbit of G through that point, this
tells us that the orbit through p has dimension d where
d=r—s. (24)
There will be an s-dimensional subspace of the vector space of in~
finitesimal transformations (whose basis is {9}) which consists of
vector fields with zero value at p. This vector subspace corresponds to
infinitesimal transformations which leave p fixed. Since any two such
transformations applied successively leave 1) fixed these generate an
s-dimensional subgroup of the group of transformations which leaves
p fixed. This subgroup is known as the stability group of p.
For example, the rotation group has r = 3. There is one point, the
centre of rotation, which is fixed under all transformations of the group,
so that for this point 3 = 3 and the dimension of the orbit is 0. Any
other point is on an orbit of two dimensions (a sphere) so r — s = 2
and s = 1. Such a point is left fixed by the one dimensional group of
rotations about the line joining it to the origin.
It should be noted that in general the s-dimensional subgroup of G
leaving p fixed will transform the tangent vectors at p (colloquially
speaking because it “rotates” the space around p and so moves direc-
tions round). In the case of a symmetry group this action on the vectors
at p is a linear isotropy group of the kind I mentioned in the intro-
duction.
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In the case of a simply-transitive group with a basis of infinitesimal
transformations {9}, a = 1 r, one can find a set of r vector fields
{3;} spanning the tangent space of the orbit at every point and such
that [33: 5“] = 0, ogfl = l... r. (25)
That this is possible is easily seen by considering giving the values of the
B‘a at one point p and simply using (25) as differential equations defining
the values of the B, at other points from the initial conditions at p.
That these equations are conSistent is guaranteed by the Jacobi identities
(14) applied to {BM Q, 32,}. Moreover since we can choose arbitrarily
both the initial values of {13“} (by choosing the initial values of the
{X,}) and the initial values of {B,,}, we can ensure that at one point p,
B, = — fin for all [3. Defining functions zp‘,‘ by
B. = my (26)
(so that at p 1,0,, = —6,‘,‘) and defining Dam, by
[Btu By] = Dana (27)
we find by substituting (26) in (25) and (27) and eliminating that
W203” = ”wt,
so that at p
C9” = D9“.- (23)
Thus the algebraic structure of the Lie algebra of the {B,} at a point is
the same as that of the algebra of infinitesimal transformations. In
addition substituting (25) and (27) in the Jacobi identities (14) for
{5w 3,, B,} shows that the D“m are constants in the orbit. Thus we see
that the Lie algebra of vector fields tangent to the orbit and satisfying
(25) is algebraically the same as the Lie algebra of the group G. These
vector fields are sometimes said to generate the group of transformations
reciprocal to the group G.
D Isometry groups of spacetime
Of course, the group of all possible transformations of a manifold M
is usually of infinite dimension. More important than this group are
groups of transformations which have some special properties in ad-
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dition. We shall be concerned in particular with isometric transformations
of a Riemannian manifold (specifically of space-time).*
We have already noted that mappings of manifolds induce mappings
of their tangent vector spaces. This mapping of tangent vectors can
be extended to a mapping of contravariant tensors (which can all be
expressed as sums of products of vectors). The covectors (or one-forms)
are algebraically defined as linear maps on the tangent vector spaces,
mapping them to the real numbers, i.e. if to is a one-form and X a
vector, 6000 is a scalar. Now if we have a mapping of manifolds, g:
M ——> N, then there is a mapping g* of one-forms on N to one-forms
on M, defined by (g*w) (x) = w(g*X). (29)
Thus if g is invertible we can use (g‘1)* to map one-forms on M to one-
forms on N, and so map covariant tensors on M to covariant tensors
on N. (Each transformation of M into itself in the groups which we will
consider is invertible, with (Ta ‘1 = Ta_1, so these remarks will apply.)
Thus an invertible transformation mapping a point p to a point q
provides a map of tensors at p to tensors at q.
In particular it will map the metric tensor gab at p to some tensor Jim
at q. If fab is the metric tensor at q, for every pair of points p, g which
are related by a particular transformation, then the transformation is
called an isometry (or sometimes a motion), because it preserves all
length measurementsrf It will also carry geodesics into geodesics. If Ta
is an isometry so is (Ta)‘1. The identity transformation is an isometry.
It is quite easy to check that the set of all isometries of a given manifold
satisfy the group axioms and so form a group. Generally this will be a
continuous Lie group“. An isometry is formally what we earlier called
just a “symmetry”.
How can we characterise the infinitesimal transformations of a group
of motions? If we have a vector field é corresponding to an infinitesimal
transformation, then (loosely speaking) it induces a map of tensors at a
‘ For a discussion of these see Eisenhartfi".
TJust for completeness I will mention the other main class of transformation
symmetry. the conformal motions. These are transformations such that the tensor
fab at q is a multiple of the metric gab at q, i.e. f,,, = Zgab for some scalar function L
This scales up all length measurements but preserves angles.
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point p to tensors at the point q which is a small distance 2; at from p
in the 2; direction. Given a tensor field we can compare the value
at q
induced from that at p by the infinitesimal transformation with the true
value at q. The difference is called the Lie derivative of the tensor field
with respect to the vector field 2;. Let us compute what the magnitude
of this is, in component terms, for a vector field Y.
Take coordinates {xi}. Then*
Y‘(q) - Y‘(I7) = YSEJ' 6t. (30)
Now if Z"(q) is the vector at q induced from Y‘(p) by g = gar, we have
that for any function f(x°), (expressing varied quantities to first order)
(g*Y)fq = Y '07) [% (f(xJ + 5’06“) 67D]
 
xi=pi
= mmfi. (51‘ + Star) = (Y‘ + 5ij" 00.1.]
0x] a c ‘ q
“d 5° 2‘01) = Y'(p‘) + 53ml.
One can also achieve this result straightforwardly from the interpretation
of a tangent vector as the tangent vector of a curve. This can be seen
by considering Figure 3, in which édt is the transformation, and Y 63
represents travelling a short distance «is along the curve with tangent
vector Y.
Thus the Lie derivative of Y with respect to 5, (written £93) is
Ha); zi(q) = (SgYY = 1,35, _ 53-)” = K35,- _ £5)”- : [§,Y]-
(31)
A similar calculation shows that for covariant vectors (where we
must make use of g“) we have
(sxw),. = 0)“in + ngwj. (32)
The Lie derivatives of any other tensor can now be found by applying
rules derived from (33) and (34) to each index in turn. Thus the Lie
‘ A comma will denote partial differentiation; a semicolon covariant differen-
tiation.
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FIGURE 3 The vector induced by a small transformation.
derivative of the metric tensor,
(sxghb = gums/rt + Xa;b + Xbpl
= Xd;b + Xbm (33)
(since the metric is covariantly constant, i.e. has zero covariant derivative).
Thus the condition that a vector é must satisfy if it is to generate
. . . *
isometries is EM + Etna = 0' (34)
This is known as Killing’s equation. A vector field which solves the
equation is called a Killing vector (field). Any Killing vector field generates
isometries, and the set of all Killing vector fields forms a Lie algebra,
which is the Lie algebra of the group of isometries. So to look for
isometries of a manifold We need only look for solutions of (34). The
‘ The equivalent for a conformal transformation is
E“, + 5b” =A()~J)g¢b'
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importance of them is of course that in general relativity the energy-
momentum tensor is related, through the field equations, to the metric
tensor and its derivatives. If there is an isometry, two points related
by it will be completely indistinguishable by any property described
in terms of general relativity (or any other geometrical theory of physics).
Thus the formal way to state the symmetries I loosely defined in the
introductory chapter, is to say that suitable isometries exist.
Now we prove that a space of dimension n cannot admit more than
i110: + l) linearly independent Killing vector fields. For suppose there
were r > PM + 1) such vector fields EM (A = l r). Then any linear
combination of them, with coordinate components,
{a = CA5; 4: 0 (C4 constant) (35)
must obey (34) and so is Killing. Using the arbitrariness of the C‘ we
can choose that all the §n(n + 1) independent quantities 5,, ‘51:»: ~35,”
are zero at a specified point p, so that 51', = 0 at p. Then the infinitesimal
transformation x“ —r 1‘ + 5" 6! leaves p fixed. Also the transformation
leaves any vector at p fixed [substituting in (31)]. Thus a point at a
certain distance from p along a certain geodesic is transformed to a
point at the same distance on the same geodesic, i.e. itself. (This follows
because lengths and geodesics are preserved by the transformation,
and directions at p, which uniquely define geodesics through p, are
carried into themselves.) Thus no point is moved by E“, and hence
F 5 0, contrary to (35). An additional result, which I quote without
proof, is that a space of n > 2 dimensions does not admit a group of
motions of i0: + 1) — 1 parameters“.
Thus in 4—dimensional space-time there can be at most 10 linearly
independent Killing vectors, Le. a G,0 of motions, while in 3-dirnensional
spatial sections there can be at most a 6,; of motions.
In the case of spacetimes, the Poincare group of symmetry of flat
space exemplifies the case of a G”. When the symmetry group has
121:0! + 1) dimensions, and the orbit dimension is 72, one can see that
there is complete symmetry of all directions at any point p in the orbit.
In this case the intrinsic geometry of an orbit is said to be a space of
constant curvature, since the curvature is independent of both position
and direction. Equally, constancy of curvature implies the existence of a
maximal group of motions.
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Let us now characterise some of the important kinds of symmetry of
spacetime. If there is a Killing vector field which is everywhere timelike,
then clearly the space exhibits a time independence, that is, it is stationary.
If the timelike Killing vector is also hypersurface-orthogonal*, the Space
is called static. The difl'erence is essentially like that between a steady
state of motion (e.g. uniform rotation) and rest. For a full characterisa-
tion of “static” in dynamical terms see Ehlers and Kundt in Ref. 5.
If there is a group Gs of motions leaving a point p fixed, this is called
an isotropy group. The largest isotropy group a spacetime can have at a
point p is a 66 (the group of Lorentz rotations). An isotropy group at
p induces a group of linear transformations of the tangent vector space
at p. This latter is a linear isotropy group. If the linear isotropy group
associated with an isotropy group leaves a timelike vector fixed, the
isotropy group acts on spacelike orbits, like an ordinary group of
rotations in space. A G1 of isotropies at a point p leaving a timelike
vector fixed gives rotational symmetry at p. A G3 acting similarly gives
spherical symmetry, the G; being just the normal rotation group 0(3).
(Axial symmetry occurs when there is a group G1 of spatial rotations
leaving every point of some timelike 2-surface fixed.)
Homogeneity occurs when a group acts transitively on the whole of
spacetime. Spatial homogeneity occurs when a group acts transitively
on spatial sections (i.e. the orbits are spacelike 3-dimensional manifolds).
We shall be interested in spatial homogeneity in particularT. Ob-
viously we need a group G, (r g 3) to act on the sections. We know that
* A vector field is hypersurface orthogonal only if there are hypersurfaces of which
it is everywhere the normal. This happens only if the vector is proportional to a gradient.
. 6
that 18, of the form X, = f6—3. The necessary and sufficient conditions for this are
x
that XllJXk] = 0 where the square brackets surrounding indices denote skew-sym-
metrisation. (Round brackets will be similarly used to denote symmetrisation.) This
is just the generalisation to n dimensions of the familiar results in three dimensions.
T Clearly any homogeneous universe is spatially-homogeneous in the loose sense
described in Sect. 1. However the whole group of motions need not have a subgroup
transitive on spacelike sections, so there need not be spatial sections which are in-
trinsically (three dimensional) homogeneous spaces. Homogeneous spacetimes are
not considered in what follows because (see Sect. 1) they are probably of no relevance
to cosmology. They include the famous Godel universe‘“. The reader interested in
them can consult Refs. 173—4.
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_<.M= 6. So we need only consider r = 3, 4, 5 or 6. If r = 3,
" 2
there is a simply-transitive group. If r = 4 it can be shown there is a
subgroup of 3 dimensions”. This may act transitively on 3 or on 2
dimensional orbits. If it acts on 3 dimensional orbits we are back to the
r = 3 case. It turns out”70 that there is only one possibility where a
four-dimensional group G4 does not have a simply-transitive subgroup
6,. If there is a G4, each point of the orbits has a GI of isotropy and the
space is locally rotationally symmetric [d = 3, r = 4, s = l in (24)].
A G, is impossible (see above). All the G6 cases admit a simply-transitive
G3, and in these cases each point of the orbits has a G3 of isotropy
(d = 3, r = 6, s = 3) and is locally spherically symmetric.
From the above it is clear that a satisfactory criterion of spatial
homogeneity, which leaves out only Kantowski and Sachs’ exceptional
case with a G4, is that there should be a G3 of motions acting simply-
transitively on spacelike orbits. All we have left to do is classify and
examine the various possible 63’s, in order to find all possible cases.
This was first done by Bianchi“. When we come to do this, in the next
chapter but one, we will use a modification of Bianchi’s classification
due to Behr.
I'
III Geometric techniques and the field equations
So far, when components of tensors have been written, it has been
with respect to a coordinate basis. However, any set of linearly-in-
dependent vectors will do as a basis at each point. In particular it may
be useful to refer the equations to some special geometrically-defined
basis. To help us do this we shall introduce in this section some rather
general techniques, employing auxiliary vector fields which are in general
not part of a coordinate basis. For particular uses we may then choose
these bases by some physical or geometrical prescription.
A Timelike reference congruences and fluids
Suppose We have a congruence K of timelike curves (i.e. through each
point runs a timelike curve, K being the set of all these curves) with
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tangent vector field“ u” (normalised so that uau‘ = —l). The covariant
derivative of u‘ can be broken down so that
9 .
ua;b = 3J1“ + cTab + wab — uaub (36)
where
hub = gab + uaub
“ab = “(uni 0: = 0; aubub = 0
a)” = mm]; wubu" = 0.
Here, if we interpret the vector field a“ as the velocity of a fluid, a)“, is
the vorticity tensor, 0”,, the shear, 0 the expansion, and 12" = 1:311" the
acceleration (see Dr. Ellis’ lectures). From to”, we can define the vorticity
vector w“ by,
= ”Maw...
GD
wdb = flabcd‘oduc‘
Clearly the congruence K is hypersurface orthogonal if and only if
w” = 0. We define
6.. = a... + 9%" (38)
which is the expansion tensor, and
20': = UabG‘b
2602 = town)“. (39)
Clearly
crab = 0 c» a = 0
and (40)
ww=0¢w=0.
It is possible"2 to define an average distance scale [(1‘) corresponding
to the length scale R(t) of Robertson-Walker models, by the equation,
1'/1 = 6/3 (41)
‘ Here components are taken in an arbitrary basis. Latin indices range from 0
to 3. The metric has signature +2. Units are “geometrised” so that 8216 = 1 = c.
17"“ is the completely skew tensor whose value in one frame is specified by
"0113 = (_g)-1lz'
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where 0 is the expansion of the congruence. l is thus determined up to a
factor by the volume behaviour of the congruence. Then the quantities
2 ..
,1_ and qo=—(_6_+§_0)_ =—£= =I.lHo 36 /0 3H: 0 [.2
0
(42)
  
 
 
0
where t = to is a given time in the world mode], correspond, if K is the
congruence of worldlines of the cosmological “substratum" (i.e. the
“fluid” of galaxies with which cosmological sources and observers are
comoving), to the Hubble constant and the deceleration parameter at
that time and are obtained from measurements of the volume expansion
alone (thus differing slightly from the similar quantities defined by
Saunders“).
The Ricci identity for a general vector 17" will be written
pain: _ pinch = '"Raebcpe (43)
which defines my sign convention“ for the Riemann curvature tensor
RM. We define the Ricci tensor Ru, and Ricci scalar R
Rab = Rdadb; R = R1044)
In general we will denote covariant difl'erentiation in the u“ direction by '.
The field equations of general relativity, with the conventions of
(43—44), read
R
Rab " “2-841, + Agab = Tab (45)
where A is the cosmological constant and Tab is the energy-momentum
tensor. Tab can be decomposed with respect to u” as
Tab = Muaub + 240,111,) + phab +71”, (46)
where
qau“ = 0, 314,14" = 0, 32 = 0, nab = arm).
In general this has no invariant physical meaning, being merely projec-
tion along and perpendicular to an arbitrary timelike vector field.
However, if u“ is the velocity vector of a fluid, ,u represents the energy
density, q“ the energy (or heat) flux relative to the fluid, p the isotropic
 
‘ In these sign conventions Ifollow the “spacelike” convention of Misner, Wheeler
and Thorne. See Ehlers in Ref. 22.
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pressure, and at“, the anisotropic stress; and this is how the quantities
would be interpreted by an observer with velocity u", even if he were
not moving with a fluid.
When u‘ really is the velocity vector of a fluid, the equation of state
of that fluid is often assumed to obey the relations
nab = —;{Ua,, (47)
and
qa = —K(Tm + Tau) h: (48)
where T is the temperature, for some constants K (thermal conductivity)
and i. (viscosity). This approach is of course not generally valid (see
Dr. Stewart’s lectures), but may be a correct description of the universe’s
matter content in certain epochs.
A perfect or ideal fluid is characterised by
qa = flab = 0- (49)
Perfect fluids are often assumed to have a barotropic equation of state
17 = p00 (50)
and the most simple such equation is
p = (7 - 1M (51)
where y is a constant. This is very often used as a suitable equation of
state in cosmological models (see Dr. Ellis’ lectures).
In fact a variety of assumptions are used about the matter content
of the universe. The simplest is that the galaxies should be treated as the
basic particles of a fluid and that this fluid has zero pressure,
p = 0. (52)
Thus the simplest models are those in which the energy momentum
tensor is just that of dust. However, if the universe passes through a
very dense hot phase, thermodynamic equilibrium demands that a large
part of the energy density is in the form of photons and/or neutrinos,
which have the equation of state
M (53)Ul
—
p:
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when collisions are so frequent that equilibri
um is efl'ectively attained.
(Exact equilibrium is impossible in an expanding universe—s
ee Dr.
Stewart’s lectures.) It has been suggested“75 t
hat at very high densities
the nuclear forces give rise to perfect fluid behavio
ur with an equation
of state
p = H (54)
which is the extreme permissible by causality considerations”, as the
speed of sound would otherwise exceed that of light. However some of
the arguments for this equation of state have been criticised77’” and
it seems uncertain whether any of the calculations so far has accounted
properly for high-order interaction terms. The issue is still in doubt.
Further interesting possibilities arise from the treatments by Hagedorn
and Omnes (see their lectures in this volume).
In cosmology, it is therefore common to treat the matter contents as
a perfect fluid with equation of state (52), (53) or (54), [all of which are
examples of (51)] or as a combination of fluids of these characters.
However, recently the effect of anisotropic stress has also been considered.
These stresses may arise in three main ways.
First, a certain species of particle may have an anisotropic distribution
function in momentum space, while collisions may (on average) be
sufficiently frequent for the particles to make macroscopically significant
transfers of momentum by collisions. This can give rise to a viscosity
obeying (47), since if the distribution function deviates only in first-
order from the equilibrium distribution, it is described, in kinetic theory,
by the so-called “normal solutions” which depend only on the rest-mass
density 9, the mean 4-velocity u“, the temperature T and their first
derivatives (see Dr. Stewart’s lectures).
Secondly, a species of particles may have infrequent collisions. If
there is anisotropic expansion, the effect is to “redshift” the particles
travelling along the directions of maximum expansion relative to the
average momentum. Hence the distribution function becomes anisotropic
in momentum space and so gives rise to anisotropic pressures. This
effect depends not on the instantaneous values ofthe expansion parameters,
but on the whole of the past history of the universe since the particles
under consideration last collided. The stresses thus do not obey (47)
but depend on some integral of the shear over a collision-time period.
7*
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Thirdly there may be an intrinsically anisotropic stress. A case of
particular importance is that of a global magnetic field which gives rise
to the usual anisotropic magnetic stresses. Generally a global electric
field is not considered as it would have very strange consequences and
there is no evidence for such a field.
The viscous type of stress is of importance only during a period of
decoupling. It used to be assumed that every species of particle is ef~
fectively in thermal equilibrium at early stages of a big-bang cosmological
model, then undergoes a decoupling phase (during which the viscous
approximation might be appropriate) and finally becomes effectively
collisionless. Recently Stewart (see his lectures, this volume) and others
have pointed out that there are models in which a kinetic theory picture
can never be approximated by a fluid picture.
Two restrictions have been placed on the magnitude of anisotropic
stresses in recent articles. One is the positive-pressure criterion introduced
by Stewart”, which is that all the eigenvalues of the tensor
phab + nab
should be positive. (Here the velocity u‘1 used in decomposing Tub ac-
cording to (46) is that defined by the rest-mass current density, see the
lectures of Stewart.) The second, and less restrictive, is the dominant
energy condition due to Hawking“0 which demands that for every
choice of velocity u“
,u ; lTabl for all a, b. (55)
Returning to the problem of Einstein’s field equations, it is now pos-
sible to substitute u“ for p“ in (43) and use the resulting expressions for
Ramu" to compute the form of the field Eq. (45) in terms of the quantities
defined by (36) and (46), and a quantity R2}, [see (84)} which if the con-
gruence K were hypersurface orthogonal would be the three space
curvature of the spatial sections orthogonal to K. By this means we get
2
—Ra,,u'u" == 0' + 393— + 202 — 2w2 — a; = A —--13(;t + 3p),
(56)
q“ = —R.,.h""uc = h: co“... — 0% + %9-”) + («0% + 0".) at (57)
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and e f . .
Rcdhzhg = R; + 60a!) + baht-(62;) " uaub " hobo-)2 + wawb
_ huh/“Due”
= nab + hail/1 + 2101 - p))- (58)
In addition there are the consistency conditions arising from the
contracted Bianehi identities T?” = 0, which
are the equations of
motion ‘LL + ([1 + 100 + ”aha-ab + q?“ + qafla = 0, (59)
(,u + 1013" + 110%qu + 17.1; + 7353:) + (wan + 0;) 9" + 1;} 04' = 0-
(50)
By considering differential identities one can make many elegant
extensions of the method of a timelike reference congruence to derive
physically interesting results. The technique was first used by Ehlers”
and was later extended by Elli581'9'“. For fuller treatments of the
geometrical and physical aspects of the material of this section, see the
lectures of Ellis and Stewart in this volume.
A rather less attractive coordinate—dependent way of formulating the
same equations was introduced by Zelmanov"2 and by Arnowitt et a1.5
There are however two aspects of these coordinate methods I wish to
mention for future reference.
The first of these is that one can, in the case of a perfect fluid, find
special coordinates in which the equations of motion (59), (60) are
completely integrated. These have the property that each particular
fluid element has constant values of three space coordinates, while
the time coordinate is fixed up to an affine transformation t a At + B.
Coordinates with the first of these properties are described as “comov-
ing”. A good review of the various specialisations of such coordinates
is provided in a recent paper by Treciokas and Ellis”. We shall only
want here to quote the result for a non-rotating perfect fluid obeying
p = p(,u) and p + p > 0 where the line element may be written“
(152 = —e” (1'12 + gflv(x", 1‘) dx“ (1):” (61)
 
‘ Greek letters range from 1 to 3, Latin from 0 to 3.
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where ¢(x", t) is given by
  e" = I‘ + p where r = epr‘ d‘“ . (62)
" l1 + P
A particular fluid element here has constant values of x” along its
worldline. These are the comoving normal coordinates, cf. Syngez. In
the case of non-rotating dust (p = 0) we can choose (1) = 0 so that the
dust moves along the lines on which I varies in the metric
4732 = —dt2 + g,,,,(x", t) dx" dx". (63)
These coordinates are called “synchronous” because it is possible to
synchronise the clocks of all observers moving with the dust.
The second application of the coordinate methods is to reduce the
usual Palatini Lagrangian derivation of the field equations to a form
decomposed into space and time parts. Arnowitt et al.5 (ADM), using
a modified Lagrangian in which a spatial divergence term had been
discarded, were by this means able to discuss quantisation of the field
equations. Recently the ADM methods have been applied to spatially-
homogeneous cosmologies by Misner and others. I had hoped to in-
clude in these lectures at full account of this work, but it proved impos~
sible to cram all the material into the actual lectures given and I wish
to keep these notes running fairly close to the actual lectures presented.
Some comments on Lagrangian methods and spatially-homogeneous
models appear later in these notes.
B Orthonormal tetrad technique*
We now seek to write the equations of general relativity in terms of
an orthonormal tetrad field ea in which eo-eo = — l, ea‘e,J = 6M,
(ogfl = l, 2, 3)? eo-ea = 0. The congruence given by the vector field
e0 is a timelike reference congruence so we can view the work of this
section as an extension of that in the Sect. III.A.
* The method and applications of the orthonormal tetrad technique were developed
by Ellis'“’9 and by Estrabrook and Wahlquist", cf. also Muller zum Hagen". A
similar method employing general (non-orthonormal) tetrads has been given by
Schiicking (in Ref. 5).
1' Letters at the beginning of both Latin and Greek alphabets will be used for
components in the tetrad basis, later letters for coordinate components.
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We define the Ricci rotation coefficients
Pm = eiemie; (64)
where e3, is the 1"" component of the vector ea'Pm,c is thus the component
in the en direction of the derivative in the c, direction of the vector ec.
Since the vectors are orthonormal ea'ec is constant, so
robe + Palm = 0' (65)
Thus there are 24 independent real Ricci rotation coefficients. We find
they play the role of the Christofl‘el symbols (of which there are 40) in
that _ _
Va;b = Viu'eze; = chiei — ImbaVc (66)
for any vector V. (Note that gU = gabeflef where e? is the matrix inverse
ofefi, so that de? = 6: and e;e','- = (5}; g'” = gab numerically.) Similarly
for any tensor TM,
Tab;c = abjei: _ Ivcanb '— chdTaf (67)
and so on. We write the commutators of ea, c, as
[ea’ eh] = fuses; 7cm: = Vctubi- (68)
The quantities 32"“ are called by Schouten84 the “ object of anholonomity”
as they determine, among other things, the integrability properties of
the four congruences of curves corresponding to the four vector fields
{ea}. Note that, unlike C7“, of (15), they are functions of position.
By simple calculations we find
lube _' Imeb = yabc,
(69)
Fabc = é’Cyabc + 7m - 713m)-
Thus the 24 independent V” are completely equivalent to the 24 in-
dependent I‘m. If we now write out, in tetrad components, the Jacobi
identity (14) for (en, eh, ec) we find
0 = auydbc] ' ydfhyfbc] (70)
and their contractions
0 = aayabc + acyan!) _ abyaac + yaafyfbc- (71)
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(Here we have written edgy as day.) Simply computing from the Ricci
identity (43) we find
Rheum = acrbde _ abece + Pbchfde _ Phil-Ive: + 11°16?!“ (72)
and Rab = acrcba '_ ab-I-mbc + Inchulm "‘ Pcfarib- (73)
The virtue of the orthonormal tetrad approach is that the field equa-
tions are differential equations of only first-order in the variables
31"“ (or I‘m). The drawback is that, as compared with calculating from
the coordinate form of the metric, we have more variables and more
equations, since in addition to the field equations we must satisfy the
Jacobi identities (70).
We can, using co = u, introduce the cab, 6“,, wab, 11,, and 0 of Sect. III.A,
and we can also write, following Schiicking and Kundt,
31“” = eflhn‘“ + 6:0,, — 623%,, (74)
where n“‘9 = rim”
and ea“, ‘1; are the usual Levi-Civita skew symbol and Kronecker delta.
So far we have complete freedom of a continuous position-dependent
rotation of the tetrad {ea}. The n“), and a” of (74) are not really tensors,
since under such a position dependent rotation of the tetrad they will
not transform as tensors but instead derivatives of the parameters of
the rotation must be added on. Using the rotational freedom of the
tetrad at each point one can set various quantities to zero“, or in par-
ticular cases, make useful specialisations by defining the tetrad in some
geometrically invariant way.
The commutators (68) can be displayed as
[30:91]: 13190 — 61e1 " (011 — (”3 "' ~93) e2 '— (013 + (02 + 92) 93:
[e07 e2] = 71260 _ ((712 + 0’3 + 93) el " 9292 — (023 " wt — 91) e3:
[00, ea] = 12390 — (“13 —‘ (02 — 92) e1 "‘ (023 + “’1 + 91) e2 " 6363,
(75)
[€1,021 = ‘2‘”:90 + ("13 —‘ 02) el + ("23 + ‘11)92 + "3303,
[92, ‘93] = ‘2‘1’ieo + "net +("12 — a3) 62 + ("13 + 02) ea,
[‘33, el] = ‘2wzeo +0112 + 03) el + "2292 + ("23 — ‘11)93-
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The only quantity requiring interpretation is
Q“ = §flabcaubé€edu (76)
This vector is the angular velocity, in the rest-frame of an Observ
er
moving with velocity cc, of the triad {ea} with respect to a set of Fermi-
propagated axes. Fermi-propagated axes give a frame which is the nearest
that can be obtained in curved space-time to the Newtonian concept of
a non-rotating reference framel'z-Bs.
The forms of the Eqs. (70) are
640‘ = (9‘02“ + 2a“), (77)
64nd + 8"“3 5,0, — 262a)“ — 2n§afl _ 256“’5wa!2fl = 0
, (78)
260(1)" + twp aaap " "Wag - Bywaafi, + 26w” - 23”"‘Bwa95
— 2639“ = 0,
(79)
2600, _ 6,611 + ado + 5““ 55(53‘ + w.) + 612, + 6§(2a,, — an)
_ a,fl,(2at — 12")(w’ + .07) = o, (80)
flan“;i — 56”“ 6,62” + 6019‘” + (1)”) — 2n7(“£my0(9" + (0°)
+ 6%”)qu + u‘“(cufl’ + .Q’”) — 271;“6’5” + #96
— 6““(6‘TQV + 203711, + 2col’ay + 1279,) = 0. (81)
The field equations are the (0 0) equation
0 + 0‘56“, — zeal — aau“ — 12422” + 2aau“ + i0» + 3p) = A, (82)
the (00:) equations
qa = game — spa: — afloataawa) + saga, — napwfi
+ awrw‘gfla” — 2:27) — emnrdag, (33)
and the (afi) equations
~11; _=. —6(aam + 63., “Gong, + Zeymn’ba" — 2n”(anfl)y + map
+ 6a,(207a"’ + Many, — (n:)2/2 — 6,11")
= 600” " anus) — 11a”; — data/3) + "mama? ‘ ”all
+ 964, + 207(“eflWQ‘5 + 29(awfl,
+ 6ap(d"a, — 29le — Jim — p) - A). (84)
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Here, as before, R2}, is so defined that when e0 is hypersurface orthogonal
(obviously to spacelike hypersurfaces) then R; is the Ricci curvature
of these three-dimensional manifolds.
The only further equations we shall want are the contracted Bianchi
identities (59), (60) which read
a + (y + 100 + naps” + (1.4“ + 24% — Za“q. = 0, (85)
(1“ + P) not + 50% + Eaflyqflgv + aap + eaflyqflwy
+ aaflqfl + 1;- Gq, + what + 677:: — 3aflnfi — ngsmn‘” = 0 (86)
and the contraction of (84) which, using (82), gives
623 2 2 l 2“?!)7 l ”+ 4 R*/2 (87)
where
R* = R2“ = 46,0“ — 6a,,a“ — n‘fina, + (71:)2/2.
The Eq. (82) is Raychaudhuri’s equation“, Eq. (56), expressed in
tetrad form, while (87) specialises to the well-known Friedman equation
in Robertson-Walker universes, and so will be called the generalised
Friedman equation. These two equations have interesting consequences
in the case of a non-rotating, non-accelerating congruence (for example
the worldlines of a dust matter content). If we use the auxiliary quantity
[(2‘) introduced in (41) we can write (82) as
 -3q = [,2 = —202 — éflz + 3P) + A. (88)
With ,u > 0, p g 0 and A § 0 we find that there must be a singular
point where l = 0. When the matter content is a perfect fluid flowing
along the reference congruence, this is a real infinite density singularity.
If at present [II > 0, as is observed in the real universe, the model must
have a singularity in the past. A sufficiently large positive A can prevent
the occurrence of such a singularity. However there are observational
arguments for believing that one cannot avoid the occurrence of real
singularities in the universe by invoking such a A. This will be discussed
a little further in Chapter V.
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From (87), which now reads (for the irrotational case)
__= 2 _ atT‘IZ U+p+A R/2 (89)
we see that if 1/! is initially positive it remains positive unless A < 0 or
11* > 0. Thus a singularity can occur in our future only if one of
these conditions is satisfied.
These arguments are generalisations of standard arguments for
Robertson-Walker universes (see the lectures of Rees). They have been
used in various contexts. See IV.C and VA.
IV Spatially homogeneous universes
A “Field equations and geometry
1 A choice of timelike reference congruences and tetrads
We have, by definition of spatially-homogeneous, a set of spacelike
hypersurfaces invariant under a group of motions G, (r g 3). Suppose
we take a point p in one surface and erect a timelike geodesic orthogonal
to the surface at p with unit tangent vector n“. Then measure off a cer-
taintdistance 5 along this geodesic, to a point q say, and construct the
invariant homogeneous surface through q. Now consider any point p’
in the surface through p (Fig. 4). There is a transformation T in the
group of isometries such that pT = p’, by definition of spatially homo-
geneous. Since T preserves geodesics, angles and lengths, it carries q
to a point if at a distance 3 along the timelike geodesic normal to the
invariant surface through 17’.
Moreover, since the tangent vector n“ is geodesic,
nfbn" = 0, (90)
while each of the Killing vectors, which at each point span the tangent
space of the invariant hypersurfaces, must satisfy (34). Thus for any
onevof these Killing vectors, E; say, we have
We.» n” = E,n?,,n” + 5,;bnanb = We» + 5b,.) n"n” = 0 (91)
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FIGURE 4 The normal congruence in spatially homogeneous models.
(which is in fact true for any geodesic tangent vector n" and any Killing
vector :0). Thus since nag“ = 0 initially, it is zero everywhere and so the
geodesic is normal to every hypersurface it meets, for the Killing vectors
span the tangent space of the orbits at every point.
Thus the hypersurface normals are the tangent vector field of a
geodesic, hypersurface orthogonal congruence. Therefore if we write
u" = n“ in (36) we will have
it“ = 0 = (Dub. (92)
If we parametrise the surfaces by distance along the geodesics normal
to the surfaces, we find we can consider the surfaces as surfaces {1‘ = con-
stant} of constant time, while
71., = —t,a. (93)
Since 72” is a vector geometrically uniquely determined at each point,
spatial homogeneity implies that it must be a vector field invariant under
the group, i.e. its Lie derivative with respect to a generator 5“ is zero,
or by (31)
[IL is] = 0- (94)
Note that this follows because the Killing vectors give isometries of the
four dimensional space, and so affect vectors which do not lie in the
three-dimensional tangent spaces of the orbits. It is possible for there
to be isometries of the three dimensional orbits, preserving their intrinsic
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metric, which do not preserve the extrinsic curvature or second fundamen-
tal form“, which is the expansion tensor of the normal congruence,
see c.g. Ref. 89. In fact, when the spacetime admits a G5 on spatial
orbits, each orbit is a space of constant curvature, but the converse is
not necessarily true, since each individual space section may have con-
stant.(intrinsic) curvature but anisotropic extrinsic curvature, implying
there is no 06 for the spacetime as a whole. See IV.B.1 and IV.B.2.
The normal timelike reference congruence is in some respects an
especially Simple one to use. However it is not the only choice. In
particular if the universe is considered as filled with a fluid, the worldlines
of the fluid offer an obvious alternative timelike reference congruence.
This may prove the better choice for dealing with certain questions.
The spatial basis vectors can similarly be chosen in several ways.
Essentially these all make use of invariant vectors 3‘, obeying (25),
where 2;, is any generator of the simply-transitive 63 we are assuming
to exist (see Sect. II.D). The Killing vectors can be given coordinate
forms by integrating Eqs. (15) and (34) for the Killing vectors in the
various possible cases”. Coordinates can be chosen so that {x”} vary
in the surfaces of transitivity of the group and are comoving with respect
to the normal congruence, i.e.
fon1 = 0. (95)
With these coordinates.
n“ = (l 0 0 0). (95)
The virtue of invariant vectors BI, satisfying (25) is that
(BfiBEgpv);aE° = 0 (97)
for any Killing vector 5. Thus the scalar product of any pair of the vec-
tOrs {3,} is constant in each orbit. So far we have the freedom to choose
B, at one point in each orbit. We must decide how to use this freedom.
One choice is that the vectors shall have zero Lie derivative along the
congruence given by n‘I or
[B,,, n] = 0. (93)
Since we have (96) this would imply, from (10) that
a_B::=oa:()
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so the vectors so chosen are time-independent. The vectorssatisfying
(25) and (98) can be given coordinate forms which are independent of
the time coordinate”. The scalar products
3:13:13: = gafl (99)
are constant in each surface of transitivity, by (97), and thus g,” is a
function of time alone. The metric of the spacetime can be written as
-dt2 + gafiB“Bf dx‘ dx’: als2 . (100)
where B? is the inverse matrix of 3;. This choice of basis is probably the
most commonly-employed in investigating spatially-homogeneous
models, used, for example, by Heckmann and Schticking in 5, and in
Refs. 90—95. One can also introduce Misner’s parametrisati-on57 of
gall as '5”gay = ewe
where [304, is a traceless, time-dependent tensor.
For spaces with fluid content, one could use the timelike congruence
of worldlines of the fluid (see Ref. 96). Since in general relativity the
fluid flow vector u is geometrically defined, the argument leading to
(94) holds and so in, a] = 0. (101)
A basis of invariant spatial vectors could be chosen to satisfy
[Baa II] = 0 (102)
rather than (98). These would be time-independent when coordinates
comoving with the fluid are used. Of course the fluid flow and the
hypersurface normals may coincide.
The main alternative to time-independent invariant vectors is to
choose orthonormal invariant spatial vectors, ie. choose a basis of the
tangent space of the invariant hypersurfaces whichIS orthonormal and
satisfies (25) These vectors, together with 11, form an orthonormal
tetrad and the formalism follows IIIB. This choice has been used in'
Refs. 57, 81, 97, 98.
It should be noted that the spatial triad can be specified infleach
surface independently, or in other words, we can use any of the set of
tetrad fields related by a time-dependent rotation. In particular we can
choose from this set so as to make certain rotation coefficients vanish,
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although we do DOt have the full tetrad freedom referred to in III.C
"330° we are restricted by (25)~ The Possibility of specialisations is not
essentially restricted, however, because the rotation coefficients are
dependent on time alone in our spatially homogeneous models due to
the remarks in Sect. II.C following (28), and so we do not need spatially
dependent rotations.
We digress from the discussion of a basis choice to note that any
vector field p which is invariant under the group on each space section
has constant components in the orthonormal basis just discussed, which
satisfies Isa, e] = 0, (103)
for this follows by writing p = p”ea, remembering that by definition of
p, [p, :5] = 0 and using ([03). Clearly this constancy also applies to
tensor fields. It leads to a natural definition of homogeneous vector and
tensor fields, which makes physical sense because it refers to measurement
with respect to an orthonormal tetrad at each point*. We may compare
this with the “differential homogeneity” criterion of Zelmanov and
Grishchuk”, which requires that at all times the covariant derivative,
in the plane orthogonal to the fluid flow vector, of any tensor in this
plane, shall vanish. This condition for homogeneity seems to me a less
natural generalisation of a Newtonian idea of a physically homogeneous
space, since it depends on coordinate components, which is not what an
observer measuresT. It turns out to lead to a subset of the spaces I
consider as spatially homogeneous.
To return to the main theme of this section, the final possibility for
choice of basis is that of using an orthonormal tetrad based on the timelike
congruence of worldlines of a fluid. This has recently been exploited
by King‘”.
“ Of course if the full group of isometries is multiply-transitive on the space sec-
tions, the tetrad may not be uniquely defined, but then covariant quantities will not
alter under the isotropy group.
T J. Ehlers has informed me that a student of his, by adopting the same point of
View in Newtonian theory, has found Newtonian analogues of the models of all
types introduced in the next section except Bianchi VIII and IX. The surfaces of
homogeneity, hOWever, are not surfaces of constant absolute Newtonian time. and
the equivalent axes are not the coordinate axes of a Cartesian system of space co-
ordinates. This gives the physical definition of Newtonian homogeneity of \xhich
the homogeneous cosmologies considered here should be considered generalisations.
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To summarise, we have the following main choices of basis:
a) hypersurface-normal timelike congruence; time independent in-
variant spatial vectors satisfying (98);
b) fluid worldline timelike congruence; time-independent invariant spatial
vectors satisfying (102);
c) hypersurface normal timelike congruence; orthonormal invariant
spatial vectors (orthonormal basis);
d) fluid worldline timelike congruence; orthonormal invariant spatial
vectors (orthonormal basis).
It should be noted that b) and d), as stated, are only applicable if
the matter content of the universe behaves as a fluid. However, they are
really more general, for one can define a vector field u to satisfy (102)
and the equations of motion of some fluid and use the resulting con-
gruence as a timelike reference congruence.
It is fairly obvious that to obtain results on the fluid dynamics b)
and d) are more appropriate, while a) and c) more readily yield infor-
mation on the behaviour of the surfaces of homogeneity.
2 Group classification
For this purpose we employ the basis c) of the previous section, and
follow unpublished work of Schiicking, Kundt and Behr (see Refs. 97
and 98). Since the basis vectors {ea} satisfy (103), we find, using the
Jacobi identities (14), for (Q, ea, e,,) that the ye” of (68) are independent
of spatial position and so are functions only of time t. (We use co-
ordinates {x2 t} satisfying (93) and (95), so that the invariant hyper-
surfaces are surfaces of constant I.)
Thus
aa‘yabc = 0 (104)
Also, from (92) we have
you... = yofla = 0- (105)
Thus (78) reduces to
n30” = 0. (106)
We still have the freedom of an arbitrary time-dependent rotation of
the {ea} in one surface {I = constant}. This can be used to set n2 diagonal
in that surface.
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Finally we can choose to renumber the axes, and/o
r reve1-5e them so
as to change the signs of the diagonal compon
ents of ng, Thus a basis
can be chosen so that
nafl = diag(n1n2n3); a” = (a 0 0) (107)
and (106) then reads
nla = 0. (103)
It is now quite straightforward to list all possible cases. The types are
listed in Tablel according to the scheme developed by Behr97, with
the canonical signs of the quantities of (107) shown. The classificatio
n
of Bianchi, which the work of Behr modifies, is also shown. In addit
ion
we use the broader group classes introduced by Ellis and MacCallum”.
The parameter h defined by
h = (22/712723 (109)
is a constant throughout each spacetime97'9'3.
TABLEI Classification of the groups G; following Behr et al. The group is of the
type on the left, if there is a basis such that 7‘5}, has the canonical form given
 
Group class Bianchi-Behr a n1 n1 n3 Bianchi type
group type
_Aa I 0 0 0 0 I
Ab II 0 + 0 0 II
VIo 0 0 + — VI
VIIo 0 0 + + VII
VIII 0 — + + VIII
IX 0 + + + IX
Ba V '- 0 0 O V
Bb 1v + 0 0 + IV
V1,, + 0 + — VI (III ifh=~1)
vuh '+ 0 + + VII
 
I ought to point out that as an algebraic classification of groups G3,
this is independent of our assumption that they act simply—transitively
on spatial sections of a manifold (cp. the list of algebras in Jacobson“).
It is therefore meaningful to say that the rotation group 50(3) is of
Bianchi type IX.
3 Schatzman 15.12
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Unfortunately most of the groups are solvable rather than simple
and I have been unable to find in the literature any characterisation
of groups as matrix groups or any classification of the groups listed
here which accords better than that of Bianchi and Behr with the
standard classifications for semi-simple groups*. One can make the
following identifications; the group R x R x R, where R is the group
of real numbers, is type I; the smallest Heisenberg algebra, and the
group of motions—translations and (null) rotations—of a (flat) null
2-surface, are of type II; the groups of motions of timelike and spacelike
(Euclidean) 2-planes are respectively of types VI!J and VIIO; SL(2, R)
or SO(2 1) is of type VIII; while 80(3) is of type IX. Thus all the types
of Class A occur as subgroups of the Poincare group.
We shall also have occasion to deal with the special subclass of spaces
in which n; = 0. (This condition is not necessarily preserved for all
times. In fact it can be shown that in type VIII spaces it is not true at
all times”) In this case the spatial vector basis can be chosen so that
a” = (a 0 0) (110)
0
n” = r
r E
O
‘
c
a
n
and (106) reads
ar = 0. (111)
The possible cases are listed in Table 2.
TABLE 2 Classification of groups where n: = 0
 
Group class Group type a r w Bianchi type
Aa I 0 O 0 I
Ab V10 0 0 + VI
VIII + + ~‘r— VIII
Ba V + 0 0 V
Bb V1,, + O + VI (III if w = a)
* The value of such characterisations was kindly pointed out to me at Cargése
by Professor R. Omnés.
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It should be noted that the Killing vector basis can be chosen so
that
in any one particular surfa
ce ca _ a
p? _ 9’ fly'
By a further rescaling of such a basis, the Killing vector commut
ators
can be given a form such that
c; = 5,”ng + 63A, — (5;,4‘5
1’
where
(1 12)
N” = diag(N1N2N3); A” = (A 0 0)
and all of N1, N2, N3, A are +1, zero or —1 (as appropria
te from
Table 1) except if AN2N3 $ 0, when We can set N2, N3 to i1 and A
to \/|_h-|-. Such a basis of Killing vectors will be employed hereafter.
(Naturally a similar scaling can be made so that N“'5, A a accord with the
canonical forms of Table 2.)
From (28) we see that the commutators of a time-independent spatial
basis can also be given the algebraic form (112) at one point and then
(27), (25) and (98) show that the Dis), are constant throughout spacetime.
3 Thefield equations and some implications
For reference I will give the field equations in two of the four
forms of Sect. IV.A.1. First I will write the field equations in an ortho-
normal tetrad based on the hypersurface-norma] congruence“. These read
6' + 6“"6” + in; + 3p) = A, (113)
q, = Saga, — smnwg, (114)
it y a 7 5 v 78 ("2):— a, = 257mm,, 0 — 2n (anm + M, Zara + n 72,; — ———2—— + nnafl
= a06cm _ not; + 60011 + 202465)” ’96 — 6afl(A + K“ '— P))‘
(115)
They must be supplemented by the Jacobi identities (106) and
6‘00, + ego, — enhaflQ’ = 0, (116)
don” — 2n"'(‘£‘°)1, .Q" — 2n(;gfln + n“"6 = 0. (117)
‘ Note that as this congruence is geodesic, Fermi-propagation reduces to parallel-
propagation‘. HOWever we retain the former term in the sequel in order to emphasize
the dynamical significance.
8‘
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These equations are just the specialisations of (77)—(84). (85)—(87) read
p‘ + (,u + p)6 + ”We"fl — 2a‘qa = 0, (118)
4
aOqa + Eafl-pqfi'QT + Uaflqfl + 30%] _ Safiflfi — nrfleyminfla = 01 (119)
2
T=az+p+A—R*/2 (120)
where
R“ = —60aa“ — naflna, + (1131/2. (121)
We may note”, from (121), that R“ cannot be zero if the group type
is in Class B, or, in Class A, of types II, V10 or VIII, and can only be
positive if the group is of type IX.
I had better emphasise that the p, p, .71”, q, quantities appearing here
are not, in general, the thermodynamic description of a fluid, since
(even if a fluid description is valid at all) in general the fluid flow vector
of the matter content will not be orthogonal to the hypersurfaces of
homogeneity. The second form of the field equations I shall list is that
based on a perfect fluid worldline congruence, choice b) of IV.A.l. The
equations here read (assuming the content actually is perfect fluid)
1(—R- + $65 — 021:1» — Cu + mm“ = p — 04 + pNu‘na)’,
(122)
GSC‘La — 9:0,... = —tu +12) (Win) “a; (123)
11;; — 112w“, — 26:6,,1 + 366“, — Hegag+ 021g“,
1
+ W [Qua _ 0801;].0 + Armies» ‘ 0611);)?! = (.11 + P) “qua + Pgap
(124)
where the time coordinate r is measured along the fluid worldlines and
is such that goo = e" with <1) as in (62), no = —N, 6; refers to the ex-
pansion of the normal congruence, R2} is the curvature tensor of the
space sections, gafl is the scalar product of time-independent invariant
vectors obeying (28) and (102) and
Ayafi = 2870(Caap + Cu: — aflé)‘
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In addition we can find, from (36) that
(0,, = —e-2tu,cvafi; me, = 0. (125)
There are various consequences that can be drawn from the field
(and in a tetrad method, Jacobi) equations. I will not be able to list
every one, but I hope to quote a few to show what kinds of result can
be found. Unfortunately, almost every calculation turns out to be
convenient only in one form of the field equations and I do not intend
to laboriously write out every possible form in order to give each proof.
Therefore I shall have to state some results without proof.
Some very general results about fluid flow are known, which do not
assume spatial homogeneity. Ellis” has shown that for dust, if the shear
of the worldline congruence vanishes, then for this congruence (06 = 0.
For the spatially homogeneous case this was shown by Schiicking‘“.
A similar result for collisionless radiation, without the assumption of
spatial homogeneity, has been proved by Treciokas and Ellis“. Under
the assumption of local rotational symmetry of a perfect fluid one can
show"10 that w :1: 0 implies o = 0 = 0. These results can be con-
siderably strengthened if the extra assumption of spatial homogeneity
is made.
If a spatially-homogeneous model contains shearfree perfect fluid,
then the fluid either has zero vorticity or zero expansion (with one
exceptional case).
Proof A proof for the equation of state (51) with y > 1, 7 4: 10/9
was given by Banerji‘”. A more general proof, with the equation of
state restricted only by
u + 3p :1: constant
has been found by King”).
if the space is perfect fluid-filled type I, u = 11.
Proof This can be proved from (123) since in typel all the C3? are
zero and hence assuming [1 + p ¢ 0, ud = 0. Thus 71v 2 uv. This result
has been known for a long time.
If the space is perfect fluid-filled type II, the fluid has no rotation.
Proof If we choose the basis of Killing vectors as in IV.A.2, then we
have that the only non-zero C3, are C523 = -—Clu = 1. (123) then
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implies u1 = 0, and thus from (125) w = 0. This result was proved for
dust by Ozsvath‘“.
A great many studies of the implications of the field equations have
been made. Hamiltonian and Lagrangian forms have been particularly
valuable in such studies. The variational principles employed haVe
usually only considered variation of the time-dependent functions, Le.
have tried to vary only within the spatially-homogeneous models,
However, in calculating the field equations from variational principles
there is generally a step at which a partial integral of a divergence is
carried out. The resulting integral term is made to vanish on the boundary,
if necessary by restricting the variation on the boundary. In the spatially-
homogeneous case one cannot however do this latter, because a restric-
tion on a spatial boundary is a restriction at every point of a spacelike
surface of homogeneity. It turns out that the divergence terms vanish
identically if and only if the space is of Class A. This was first noticed
by Hawking95 and has been more fully worked out by Professor Taub
and myself“. This drawback invalidates both the usual Lagrangian
(note an error in this respect by Ozsvathm‘) and the ADM method“,
and explains the difficulties found in using the latter for ClassB by
Hughston and Jacobs‘“. (The correct field equations can still be ob-
tained from a Hamiltonian in certain ClassB models, see IV.C. The
reasons for this are explained in Ref. 96.)
A variational formulation for spatially-homogeneous spaces with
fluid flowing orthogonal to the surfaces of homogeneity has been dis-
cussed by MacCallum, Stewart and Schmidt‘“, see Sect. IV.C. Ozs-
vathm‘ has found a variational method for dust in ClassA spaces,
and has discussed the reduction of the resulting Hamiltonian system‘m.
A kinetic theory description of radiation leads to a variational form in
Bianchi types I (Misner57) and IX (Matzner‘oa) but no such method is
possible in type V1”. Variational methods have been used to study
type IX in some detail both for dust“° and perfect fluid111 matter
contents. The main stumbling block in study of the models of Class B
has been the lack of such Lagrangian and Hamiltonian formulations.
‘ It can be viewed as a result of the freezing out of degrees of freedom, which since
it involves setting non-commuting observables, the position and its canonical momen-
tum, to zero simultaneously, is always a dubious procedure (see Kuchar in 127).
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There have been many studies of the qualitative evolution of spatially-
homogeneous models. The most general such studies are those of Taub9°,
Saunders”, Ellis and MacCallumga'I”, Jacobs and Hughston105,
Collins and Stewart““”, while more restricted sets of Bianchi types
have been studied by Thorne”, Heckmann and Schiickings, Kantowski
and Sachss9-7", Hawking” and Ozsvath1°7, among others. A great
deal of attention has been paid to Bianchi types I (e.g. Refs. 57, 115),
V (e.g. Refs. 111, 116-118) and IX (e.g. Refs. 91—94, 110, 111,119-121).
This list is not complete, but most of the other important papers will
be mentioned in other contexts.
B Subsets of solutions
1 Rotational symmetries
All locally rotationally symmetric spaces containing perfect fluid have
been described and catalogued by Stewart and Ellis9"°. It is of some
interest, however, to discover what simply-transitive Ga subgroups a
multiply-transitive group (a G4 or a Gs) acting on the spatial sections
can contain. If there are two such subgroups, each set of Killing vectors
gives rise to a tetrad field satisfying (103). As the rotation coefficients
of each tetrad must satisfy (104) the position-dependent rotations con-
necting them can be found. This has been done by Dr. Ellis and myself93*.
We find that spaces which are spatially homogeneous and admit a G4
can be listed by the simply transitive subgroups as follows:
1. Spaces invariant under a simply-transitive group of typeI and a
one-parameter family of groups of type VIIO.
2. Spaces invariant under a simply-transitive group of type II.
3. Spaces invariant under a simply-transitive group of type IX.
4. Spaces invariant under a simply-transitive group of type VIII and a
one-parameter family of groups of type III (n: =t= O).
5. Spaces invariant under a group of type V and a one parameter family
of groups of type VII”.
6. Spaces invariant under a one-parameter family of groups of type III
(n: = 0).
 
" Some of these results were independently found by Grishchuk”.
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7. The special case of Kantowski and Sachs which admits no simply.
transitive G3.
In the last two cases the Space admits a G3 acting multiply-transitively
on two-dimensional surfaces. In case 6 this group is of type VIII, in
case 7 of type IX. Cases 1, 5—7 are in Class II of Ellis and Stewart9'10,
while cases 2—4 are in their Class III.
The spaces admitting a G6 acting on the spatial sections are of course
just the Robertson-Walker cases. In them the space sections are spaces
of constant curvature, i.e.
R35!
R2} = T‘safi. (126)
At each point the isotropy is the usual rotation group 80(3) which is
of Bianchi type IX. There are three cases (each of which also belongs
to one of the cases 1—7 above).
8. R* = 0 These spaces are invariant under a simply-transitive group
of Bianchi type I, and a three-parameter family of groups
of type VII0 . The three-spaces are flat (i.e. Euclidean).
9. R* < 0 The space is invariant under a two-parameter family of
groups of type V and a three parameter family of groups
of type VII,“ The space sections have constant negative
curvature.
10. R“ > 0 The space is invariant under two simply-transitive groups
of type IX. The space sections have constant positive
curvature.
In the first two cases the covering group manifold G is topologically
the Euclidean three space R3, while in the last case it is 3’, the sphere
in R4. Thus the simplest topology of the first two cases is to have un-
bounded space sections, while in the third cases the space sections are
bounded and compact. This is the origin of the terms “open” and
“ closed” often used in discussing Robertson-Walker models. However
one must be careful in use of these terms, since there are other topological
forms in the first two cases which are “closed” in the sense of being
compact and bounded, see Ref. 122. For example the three-dimensional
torus is a flat three-space, and is invariant under a simply-transitive
Bianchi I group. It is of course “closed”, i.e. compact. Moreover a
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space can be “closed” and admit a type IX group without having
positive curvature (though this cannot happen if the space admits a
GE).
2 Three spaces of constant curvature
Another set of special cases is found by assuming (126) true wit
hout
posmlating a G6 acting on the whole spacetime. The possible cases
90
are all spaces of Bianchi types I or V, and the Robertson-Walker spa
ce
of type IX mentioned above. This is easy to discover from the form o
f
R2); in (115). If the matter content of such a space is perfect fluid flowing
along the hypersurface normal congruence we find that the equa
tions
are rather simple, For, choosing a Fermi-propagated tetr
ad, we have that
the tracefree part of (115) is
0 = 500’”, + 06a”. (127)
Thus, using (41),
Ea _
Gal? = ’13—” (2043 = 0) (128)
where Eafl is tracefree, and constant except under rescaling of I. In the
case we are considering
#' +(#+p)0=0 (129)
and this and (113) show that
50(R* - 202) = —§0(R* -— 602). (130)
When (128) is substituted in (130) we find
R* = 6K1‘2 (131)
for some constant K. It is possible to integrate (113) and check that the
esult agrees with substituting (128) and (131) in (120). This latter reads
2
31'2 = 3:14— + (12,») + .412 — 3K. (132)
By choice of scaling of l, K can be made 11 if it is non-zero. The Robert-
son-Walker cases obey (132) with E = 0 (because if there is a GE the
nisotropic shear must vanish).
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The models obeying (132) are particularly simple to find exact solutions
to, and extensive lists have been compiled by various authors. Indeed in
a formal sense (132) provides a complete integration since one may
replace t by the time coordinate l and all metric components are then
expressible rather simply in terms of I and the space variables. (Physically
this is not important, as one really wants to know the relation of t and I.)
The interested reader can consult Refs. 41—43, 73, 98 and 123—126,
Dr. Shepley, in his lectures in this volume, gives a full account of the
Bianchi I cases. ‘
3 The literature on exact solutions
This section consists essentially of Table 3, which lists all exact solu-
tions for spatially-homogeneous models of which I am aware and gives
references to their discoverers*. Some of them have been re-discovered
many times. I shall not be able to discuss the geometry of each case,
fascinating though some of them are, but, since virtually all of them
belong to the special class I shall discuss in the following Sect. IV.C, I
hope the reader will get some idea of how they behave. All the known
exact solutions belong to the classes of IV.B.1, R2 and WC. None
of them have a matter content which is rotating, shearing and expandingt.
Considering the list, and remembering the restrictions of IV.A.3, it
seems very unlikely that we can expect much progress towards exact
solutions of other Bianchi types or in general with matter which is
rotating, shearing and expanding. My personal opinion is that despite
the large number of known exact solutions and the interesting light they
shed on certain problems, the general behaviour of spatially homogeneous
models cannot be understood just from the exact solutions.
* Omitting, for reasons which should be clear from comments in Sects. I and “D,
universes which are four-dimensionally homogeneous or which are Robertson-
Walker. For these one may consult respectively Refs. 10!, 173—4 and 41—43, 143.
1‘ Except for the solution of type VIIo discussed by M. Demianski and L. P. Grish-
chuk127, which is known up to the integration of one differential equation, no such
solution is known. The Demianski-Grishchuk solution has fiat spatial sections. This
constraint is so strong that it enforces a particular equation of state at each point.
The model is, in fact, the unique model with spatially-homogeneous flat sections and
a rotating perfect fluid.
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C Fluid flowmg orthogonal to the surfaces of homogeneity
. 1 specialisatiOn of the tetradform of the field equations
If we assume that the matter content is a fluid or fluids flowing
orthogonal to the surfaces of homogeneity*,
there can be considerable
. simplifications. For a fluid obeying (48), since T is a physically defined
. scalar
T,“ = u, = qt, = O. (133)
The consequences of this have been examined by MacCallum, Stewart
and Schmidt”? More restrictively, one might assume that the matter
content was a perfect fluid, obeying (49). These latter models have been
extensively investigated, e.g. Refs. 98, 14, 112. Let us list some con-
sequences of these assumptions.
Theorem 1 In all spacetimes of Class A except those of Bianchi types I
and II, there exists an orthonormal tetrad with u = co and such that the
vectors {e,,} are Fermi-propagated shear and stress eigenvectors of the
fluid flow and Ricci eigenvectors of the surfaces of homogeneity.
Proof We make the tetrad choice so that (107) holds. Then (114)
implies 012 = a” = 023 = 0, or, by using a freedom of a rotation
preserving (107) which is possible when n; = n3 for example, may be
made so. Then (119) shows that similarly .112 = n” = 2223 = O. (This
'fails when we have typesI and II, as we would need to use two different
rotations to diagonalise a and to diagonalise at.) Finally (115) together
with (116) for zx :1: )3, shows .9 = O, or if for example 62 = 03 a rotation
can be used to ensure Fermi-propagation.
In Bianchi typesI and II such a tetrad need not exist. However, in
these cases the tetrad can be chosen as either shear eigenvectors or stress
eigenvectors or to be Fermi-propagated, and if there is a tetrad having
any two of these properties then it has the third.
Corollary If the matter content is perfect fluid, Theoreml applies to
all Bianchi types of Class A.
 
" Physically this means that the rest-spaces of the fundamental observers coincide
‘ with the surfaces of homogeneity. One would imagine that this would make it easier
for observers to verify the homogeneity, though owing to the complicated behaviour
ngeodesics it is not at all clear this is so—see Ref. 14 and Sect. lV.C.6.
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Theorem 2 In Class A spaces satisfying theoremI or its corollary, the
spacetime metric can be put in the form
as = —dt2 + (X2(t)B1uBlv + m) 132,432v + 220) 193,33") dx" dx"
(134)
where the B,“ are the covariant component forms of time-independent
invariant vectors satisfying
[3“, B3] = €7,513, (135)
and the C75,, take the special form given at the end of III.A.2.
Proof The proof consists of giving the explicit form of the BM in
terms of comoving coordinates. It has then to be shown that X, Y, Z
can be chosen to satisfy any arbitrary choice of 0,0). This is done in
Refs. 98, 106.
Theorem 3 The only Class B spacetime in which a” is not necessarily
a Fermi-propagated shear and stress eigenvector is that with a group
of type VI,, with h = — 1/9.
Proof This result follows from (116), (119) and (114) in a straight-
forward manner using the basis in which (107) holds. The exceptional
case will be called case Bbii.
Theorem 4 In the Class B cases with n: = 0 containing perfect fluid
except case Bbii, the metric can be put in the form (134), with the C7,“s
of (135) taking the form based on Table 2, and
if; = Ihl E k and with X2 = Y1+"Z"".
Proof As for Theorem 2.
In the spacetimes with metric form (134) we can parametrise the three
length scale factors as
fli J3—fi2
XE II E (gm; YE 12 E e'g'F” 2 ’
 
_ (136)
at £32: 3
ZEI3Ee‘9‘?‘ 2 , l =e'3g.
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One then has a Hubble constant H, = (lg/(1,) (no sum over a) for each
principal direction. The field equations read
 
  
*
'2 = got + A) + (is? + 5'22) - 2%, (137)
. (2‘Q 6V1 1 6V; 3,,(«a—3%) = — ——— — ,
2 6 2 6.31 131 (138)
(r395) = J: ‘W‘ --1— W2 3"2 2 552 2 6,3, ’
. - 3 ‘ 6V2 3 , 6V2= 3 + + — — 139I“ 90¢ p) 4:31 6191 +4fiz 6132 ( )
where VI = —% (R* — R3612)?” and V2 = 4,u/3. Here Tis the group
type and R3 = gez". In the n: = 0 cases of Class B there is an extra
restriction
 
~/3131 — kfi; = 0. (140)
In the Class A cases we have
V1 = ‘%R*e_29 = 5N?“ + e‘2”‘(N2e*/3flz _ Nay/5502
— 2N1efl‘(N2e‘/5fl2 + Nae—Jinx); (141)
and in Class B, n: = 0 cases,
V1 = i A’(3 + k2) exp —2kfi— (142)
3 3 + k2
i. where i? is defined by
l —\/3 + k2 [i = kfll + Jifiz (143)
-' and we have used the freedom of scaling of the Ba to set \/351 — kfi2
to zero, which is preserved by (140). (138) is then replaced by
_.0 6V1 _ 6-39 6VI
afi as
f‘ffEssentially V1 and V2 act as potentials for the motion in the [9 plane.
isCl'hey appear as time-dependent potentials in the Hamiltonian treatment
'fijrof Misner.)
2(e‘3gfl')’ = —e (144)
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We have really now found a form of Misner’s Hamiltonian method,
with a specially simple form of the matrix flap introduced in IV.A,1,
The time coordinate used in investigating the universe’s evolution by the
Hamiltonian dynamical system is not I but .9. The Hamiltonian itself
is essentially ZQ’e'SD, whose value can be found from (137). In (137)
the left side can be thought of as a kinetic energy of expansion. The
terms from 2/3? and R* represent respectively “kinetic and potential
energies” of the shear of the homogeneous hypersurfaces, their sum
being the “anisotropy energy”. The ,u term is the particle or fluid
energy density, which when there are anisotropic stresses will include
some “anisotropy energy” due to the dissipation of anisotropy [through
the term 21“” dab in (118)]. The A term, which we will generally ignore,
should be considered as a cosmological contribution to the “energy".
We will find it convenient to write
((312 + 53?) e-G" + Vte-t" = <15, (145)
so that
dtb
:13 = ——4e-4" V1 (146)
when 9% E 0 and (137) then reads
49-2 = 3.0. + A) + ¢e69 — 2R36fx/3 (147)
where T is the group type.
In Figures 5—9 we show the form of the potential (141) for each
Bianchi type (except Type I where VI = 0) of Class A. Figure 10 shows
the lines in the (3,132 plane on which the various n: = 0 models are
constrained by (140) to lie (taking k positive). Note that in type IX
(Figure 9), R* may take positive as well as negative values and that
R* = 0 corresponds to V = l in this case. An L.R.S. model lies on one
of the lines 0 = 0, 6 = inn/3 where 6 is a polar angle measured from the
{31 axis.
Thus We are able to represent the Einstein equations for a restricted
class of models (Class A in Table 1 and Class B in Table 2) as those of
a dynamical system described by a Hamiltonian or Lagrangian. The
position variables (31, {32 represent the accumulated anisotropic ex-
pansion along perpendicular axes, while the velocity represents the rate
of shear of the universe. A natural time coordinate Q is given from the
3 9 mailman 1532
FIGURE 9 TypeJX
various Class A cases. Key: — —— contour
of V1, ~++ direction of exponential in-
crease of V1. Certain values and asymp-
totes of VI are indicated.
FIGURES 5—9 Contours of V10?) in the
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5.
4/-
15.
FIGURE 10 The constraints on the n: = 0 models in the ,5 plane.
average length scale by (136). From now on we will discuss the equations
of the spatially homogeneous models in terms of the equations of this
equivalent (but imaginary) dynamical system. There are three main
advantages of the formalism introduced here. First it enables one to
use the methods of classical Lagrangian or Hamiltonian mechanics.
Secondly, the potential forms offer an intuitive understanding of the
evolution which turns out generally to be correct. Thirdly it enables us
to treat the different Bianchi types simultaneously. The Eqs. (133) and
(144) have the interesting interpretation that the intrinsic curvature of
the three surfaces of homogeneity drives the evolution in such a direc-
tion as to increase itself (i.e. in general make itself less negative so that
its magnitude decreases).
If we consider the particular cases where (126) holds we find that in
these cases, the metric is always of the form (134) and
(file—301' = 0 = (flie‘wf (148)
which is equivalent to (128). (We are here assuming perfect fluid so
that aVZ/afi, = O.) In the metric we can use a parameter a such that
I, = [exp (32—; sin (a + (v — 1)?)I—21é) (149)
Now we see, by the arguments following (87), that all models we are
considering here have a singular origin, assuming A is not large and
positive, and 9 > 0 now. A second singularity due to R‘> 0 can only
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occur in Bianchj type IX. Since the present-day universe looks reasonably
like a Robertson-Walker universe, so must any realistic model, and most
ofme isotropising processes occur near the singularity. 0n the other hand,
we need to know the behaviour at large I to compare with that seen now.
Thus we are motivated to discuss the evolution near to and far from an
initial singularity.
The rest of this chapter largely follows an earlier paper by myself‘”
and some work by Collins‘”. A similar analysis has been carried out
by Hughston and Jacobsm’ and various papers on particular cases have
appeared.
In Sect. IV.C.2 we introduce and discuss some useful concepts in the
context of the simple subclass of IV.B.2. Sections IV.C.2—5 discuss the
more complex cases, while IV.C.6 is concerned with discrete isotropies.
Finally we summarise the implications of the results obtained.
2, Evolution of the cases where the three-spaces have constant curvature
Before starting the analysis it is useful to define some terms, descrip-
tive of various possible behaviours near the singularity, which appear
to have been introduced by Thorne5° and are now in common use.
They relate to the asymptotic behaviour, as we go towards the singularity,
of a fluid element which at some given finite time is spherical. One con-
siders the lengths of this element in the principal shear directions, i.e.
in our cases the factors 11 , 12, 13: if all three tend to zero the singularity
is called a “point” singularity“; if two tend to zero and one to a finite
number, it is called a “barrel” singularity; if two tend to zero and one
to infinity, a “cigar" singularity; and if one tends to zero and two to
finite numbers, a “pancake" singularity.
It is in general the behaviour near the singularity that governs the
existence of particle horizons. Penrose4 has defined the “ particle horizon”
as the boundary of the set of worldlines of particles visible to a given
observer at a given time. Elsewhere”1 he offered an alternative definition,
namely that the “particle horizon” is the boundary of the chronological
 
" This does not generally mean it should be considered as topologically a point.
Indeed in the models of this paper the worldline of every particle passes through
fhesingularity at the same cosmic time t, (which is taken as the time origin) and so the
lingularity should be considered as topologically a three-surface.
9‘
132 CARGESE LECTURES IN PHYSICS
futures of all points on a given timelike curve. This latter definition
depends on the geometry of the space and the timelike curve (observer’s
worldline) only, while the former depends also on the congruence of
particle worldlines and the point chosen on the observer’s worldline.
If a horizon exists under one of these definitions it also exists under the
other, provided the particle worldlines are space-filling. But the earlier
definition is of more relevance to cosmology because it refers to causal
influence on a given observer at a given time.
Rindler’s original definition“, applicable to Robertson-Walker universes
only, is equivalent to the intersection of the first of these horizons with
the homogeneous three—space in which the observer lies. Therefore in
our models we shall use the following definition": consider an observer
at time t and the set of fluid elements in {t = constant} whose past
worldlines intersect the observer’s past light cone (i.e. which he can
in principle see); the boundary of this set is called a particle horizon.
If the boundary has cylindrical or toroidal rather than spherical tepology,
we say the particle horizon has been removed in one direction; and so
on. The occurrence of removal of particle horizons depends on the rate
of evolution of the models and the topology of the space sections, the
latter becoming especially important in removing horizons at late stages,
as happens, for example, in the well-known Lemaitre universes.
One would like to require that every observed large-scale property
of the universe (e.g. temperature and isotropy of background radiation,
helium abundance) can be duplicated at a particular time in the model.
However one would need to make a detailed numerical calculation for
every case, like those in Refs. 50, 57, 73, 95, 115—116, in order to deter-
mine whether this was satisfied. Instead we shall frame two weaker
criteria we should like the model to satisfy if it expands indefinitely,
which indicate whether or not it can be like a Robertson-Walker universe.
A weak sense of “becoming approximately Robertson-Walker” is that
as 1-» 00, 0/0 -> 0, where l is defined by (41). This would insure that at
sufficiently late stages of the evolution there was no observable deviation
from isotropy of the Hubble law. A stronger sense of “becoming
approximately Robertson-Walker” is that ,3 tends to some finite value
‘ For a possibility of generalising Rindler‘s definition to non-spatially-homogeneous
spacetirnes see 142.
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03
has I _, 00, Left-1,, dt is finite for to > 0. This stronger condition would
,I' I
ensure that the overall distortion since the decoupling time of the back-
ground microwave radiation was finite, and hence there would be a
V; fimit on the anisotropy of the observed temperature of this radiation.
If Neither of these conditions is sufficient to ensure that a model is realistic,
2 nor are they rigorously necessary (in that suitable limits may hold for
,5 1,, fl at a given time but not for all later times, c.f. 69, 70, 50). However
they clearly ofier the best criteria one can provide for rejecting models,
Q: other than detailed numerical calculation.
Models which collapse to a second singularity (or asymptotically
approach some finite I) do not allow use of these definitions, for if
one considers the initial value problem on a surface near the maximum
"inf I it is clearly possible to find some range of initial data, hOWever
restricted, that would enable one to reproduce the observations to the
5: same accuracy as Robertson-Walker models. Here the need for numerical
calculations cannot be evaded. Therefore we attempt to discuss whether
far not a model collapses again, and only if there is no such collapse
Vi’whether or not the criteria of “becoming approximately Robertson-
:VVVZWalker“ outlined above are satisfied.
V These definitions having been given, they will be discussed first in the
context of the models in which R; is isotropic. Such models are either
' Robertson-Walker models of Bianchi types I, V or IX, or anisotropic
:'(a 4: 0) models of Bianchi typesI and V (see Sect. 1V.B.2). For the
,Robertson-Walker cases the isotropy implies that there is a point sin-
fgnlarity. The rate of evolution near the singularity is then governed
by the matter content. Henceforth this chapter treats only models in
'which a =l= 0.
We have that (149), (129) and (132) are governing equations, i.e.
1, = ICXP(%Sin(oc + (v — l)?)[%)
1,; + 3m; + p) = 0, (150)
3I'2 = 211-4 + #12 + AI2 — 3K,
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where K _>__ 0, 0 g a < -2—;z—,Z' > 0. E, K, on and A are constants and
K < 0: 0; = 0. Due to (148) the system moves rectilinearly in the
,6 plane.
First let us consider the case where ,u > p g 0 for every component
of the fluid*. (We shall not here need to specify the equation of state
more precisely.) Then at small I (i.e. near the singularity) the matter
content is dynamically negligible and
31'2 -_~. 221-4 :13 = \/3_Zt,
[1, a (322)1/6 t(l +Zslflav)/3 , (151)
Where a, = at + (y — l)2n/3.
Dynamically these are just the vacuum solutions of Kasner‘”. A cigar
singularity occurs unless at = n/2. If at = n/Z (which implies the space
is L.R.S.) a pancake singularity occurs, but among the spaces considered
here this is only possible in Bianchi type I. In case Ba (Bianchi type V)
we note that the distinguished axis of the cigar singularity is not that
picked out by the vector a” (which with the present conventions lies
along the 1 axis). In the formalism of Sect. IV.C.1, when I —> 0 (9 —> co)
in these models, 492 42 dies” where (D = 4/32?2 and [3’12 + (3 ’22 —> 4. One
can show diagrammatically (Figure 11) how the singularity type depends
on the direction of motion in the (51,52) plane when these equations
for asymptotic behaviour hold. (Note that the restrictions on the motion
implied by the allowed range of a in Bianchi typeI reflect only an
initial choice of numbering of axes.)
The behaviour when p = ,u is slightly different. At small I, y =2 M1“,
where M is constant, say, and so
31-2 2(22 + M)I-4=l3 =(3(E2 + M))"2 i:
using“, (152)
lv 20(22 + M))‘/‘t1/3(”mu—2),
* We strictly wish to ensure that ,ur“2 —-> 0 as ,u —> 00 [r being as in (62)]. This
condition is violated if, for example, p = ,u for some component of the fluid. For
brevity we denote the alternatives by ,u > p and ,u = p in what follows. A sufficient
condition for the former is p g (l — e) ,u where e > 0. p > ,u violates causality-’6.
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' FIGURE 11 Singularity types when system escapes to infinity obeying (15]) or (157).
7 A pancake singularity is now impossible and if M > 32’ we must have
a point singularity. For 322 g M > 0 it is convenient to introduce the. —
parameter 1/) = sin'1 (fig—Ai- > % . The possible singularity
types are then as displayed in Table 4: all those shown can occur in
Bianchi type I, while inspection of the table for at = 0 gives the type V
possibilities (namely a cigar if M < 22’, barrel if M = 221 and point if
3 M > 222).
TABLE 4 Singularity types for (152) with p = p
 
cigar barrel point
V = 71/2 none at = 71/6 other values
{human/3 w—n/3< oc<2nl3~sv a=zn/3 —w a<w—n/3
" anda=1p—n/3anda>2n/3—ip
’u/3>w a<2n/3—w a=2n/3—w 2n/3—sv<a<n/3+w
andoc>nl3+1p andaz/3+tp
Thus all the singularity types introduced earlier occur for some
isBianchi typeI models. The results given above and in Table4 agree
jzgwith the exact solutions for particular equations of state discussed by
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Jacobsm‘. In the next sections it is shown that the types of singularities
so far encountered are not an exhaustive set.
Turning now to the question of the late stages of evolution one notes
that if A is non-zero it would dominate the 1' equation at large 1. Thus
if A < 0 there must be a maximum of I followed by collapse to a second
singularity. This second singularity will obey the same analysis as the
first, save that the time direction is reversed and so the integral %
changes sign. This implies that non-L.R.S. models have a second cigar
singularity but with a different preferred axis and that L.R.S. cases that
were initially pancakes (respectively, cigars) finally become cigars
(respectively, pancakes).
IfA > 0 then, at large I, l' 2 \/A—/3] so that
-2): $111 on“) (153)
l, = Kvl exp( _
3x/AI3
where the K‘, are constants. Hence the model becomes asymptotically
Robertson-Walker in both senses defined earlier, for, at large 1, 0/0 is
00") while 13 is .80 + 00”) where .60 is constant.
If A = 0 the situation is a little more complicated. K < 0 implies that
1—» \/-—K as l—> 00. In this case 0/0 is 00*) and [3 — .30 is 0(1‘2): the
models are again approximately Robertson-Walker in both the senses
defined earlier. IfK = 0 the behaviour at large 1 depends on the matter
content. If* p = ,u then y = Ml‘fi, M constant, and 0/6 is constant
(cf. 123). If p < (.t then 0/9 -—> 0 as l —-> 00. The stronger criterion given
above is certainly satisfied if there is some 7) < 2 such that it!“ is bounded
below by a positive number. Since in the real universe it seems certain
that .1113 —> constant as l —> oo (Ellis in Ref. 22) we may take this condition
to be satisfied.
Therefore we conclude that except in certain physically unlikely
special cases all these models are asymptotically Robertson-Walker in
both senses.
* Strictly we must distinguish between cases where yr2 —> 00 as u —> 0 (“p < M")
and where it does not (p = ,u).
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3 Near the singularity: matter dynamically negligible
In this and the two subsequent sections the cases covered by Sect. 2
above are excluded. Thus we shall discuss only cases in which V10
6)
and )3 are not constant. One may note that
i) in all cases the A term is negligible near the singularity,
for (146) proves that @e‘” increases with 9 so that @eGQ/A —» 00 as
Q -+ co. Moreover as a) and V1 are non-negative (146) shows that d5 is
monotone decreasing with Q. d5 is bounded below, therefore
ii) (6 tends to a finite non-negative limit as 9 —> oo.
Defining 13' by fl’z:= 512 + (3’12, which is consistent with (143) we
find from (137) that if —R*/2 + a + A is positive, lfi’l g 2. In the
exceptional case where R* may be positive (Bianchi type IX) this is still
true sufficiently near the singularity, for even the least favourable
admissible matter term (p = 0, ,u. = Me”, M constant) implies
,u —— R*/2 + A > 0 for large [2. Thus
iii) [fi’l _S_ 2 sufficiently near the singularity. (154)
When the fill-term dominates (137) this implies
252' a —\/33 e39 (155)
and if in particular <15 —> C2, where C > 0, as 9 -—> 00 one may integrate
(155) as
h 3C t
2
l3 ((156)
The case where (155) applies is that where matter has no influence on
the early evolution of the universe and we thus say it is dynamically
negligible. The volume evolution law (156) is the same as for the early
stages of the Bianchi 1 models discussed above. It would remain true
until the effects of the differences in (137) or (138/144) from the Bianchi I
case, or the dynamical effect of the matter, became important.
The assumption that matter is negligible may fail to be valid in two
ways whichitis useful to separate. HQ —> C2 > O as!) —> 00, then the matter
term can only be dynamically important at early times if p = a. If
instead 45 —> 0 as 9 —> 00, then there would be equations of state less
extreme (and more physically plausible) than p = a such that matter
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would be dynamically important at early times. These possibilities are
considered in the following section. Here we shall assume matter is
negligible and examine the self-consistency of this assumption, i.e. we
examine only models in which near the singularity the matter has
negligible effect on the evolution.
Finally concerning this assumption we note that it does not assert
that the space is empty. The presence of some matter (although dynamic.
ally insignificant) is necessary to ensure that there is a real physical
singularity [see e.g. (144)]. However the fact that matter is dynamically
negligible enables us to check our calculations by reference to the
known exact vacuum solutions, which are summarised in Sect. IV.B.3.
I shall not bore the reader with the rather tedious analysis‘” necessary
to establish what is intuitively obvious from considering motion in the
potentials of Figures 5—9 and Eq. (137). The fact that these potentials
act in a time dependent way can be roughly allowed for by assigning
the potentials a velocity away from the origin (in .Q-time). This will not
be strictly accurate, due to (146), but the correction arising is tedious
without being very interesting. Of course when the potential and its
derivatives are small and stay small, the system moves so that
5'; = 68L [9'2 2 08L lfi’l * 2‘ (157)
If this is true for all I) > 90, where 90 is some constant, the system
behaves just as in the cases discussed in Sect. IV.C.2, and so one can
immediately read oif the singularity behaviour from Figure 11. We thus
must investigate the behaviour in exponential potential walls and the
“valley” or “channel” regions of the potential, using an obvious
descriptive terminology.
The regions of high potential are essentially of two types, walls and
valleys, see Figures. In Class A, the walls move at velocity
'filwalll * 1- (158)
The corners where these “walls” would meet thus have notional velocity
Ifiémnl 2 2. (159)
In the n: = 0 cases of Class B the effective wall (142) moves at
, N3 + k2
13...]! =—k——. (160)
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In the Class A cases, it can be shown by considering the fact that
g g 0 and Eq. (146) that the system really does bounce,1n such a way
fillat the eventual motion is at an angle of more than n/3 to theincoming
[ma] In fact a law connecting the1ncon1ing and outgoing states can
be derived. One also finds that the initial (i) and final (f) values of <15
hare related by
M £15, g 945,.
In the n: = 0 cases there are three possibilities, one of which, in a
gel-”dc first approximation, must be true of a given model at all times in
Fins evolution. These are that 2 2 [3’ > m or ,6’ = m or m > [9’ where
f”, = 2k]\/ 3 + k”. In the first of these cases, motion cannot be reversed
3‘fo the wall. or course when [3’ 2 m, small correction terms determine
the outcome.
1;; The behaviour in the valley regions evident in Figures 6—9 is a little
f‘more awkward. If [3’2 = 0 in the cases of Figures 7—9 the system may
Lib-ave] indefinitely along the valley (these are all L.R.S. spaces). In the
ifmore general case where ,3; 4: 0, the valley does eventually reverse the
Q'v'mmion. The analysis to prove this and make good estimates of the time
I'vmken and the corresponding charge in QD is rather awkward, and has
been discussed by Misnerllm“, Chitre‘“, myself1”, Matzner”5 and
Bdinsky et al.”°. Obviously [31 will oscillate many times in the course
fnf reversal of the (31 motion, and the model will spend a long time with
Ithe length scales behaving roughly as they would near a “pancake”
thingularity. It turns out that this regime is very efficient at reducing (I),
’"but one can show that (Dezo increases with Q (at least in first approxima-
tion). These conclusions agree with the behaviour of the known vacuum
solutions and the numerical work of Behr”, Okerson‘“, Matzner
mall“ and Belinsky et 211.12”.
Thus the results for the various cases can be summarised as follows.
{M these conclusions agree, where relevant, with the exact vacuum
Viiolutions.)
ClassA In general the models have cigar singularities or are oscil—
ivhtory; L.R.S. cases may have point or pancake singularities.
Type]: The motion of the system is rectilinear in the fi-plane. The
£25me escapes to infinity. The general case has a cigar singularity but
{isome L.R.S. cases have pancake singularities (see Figure 11).
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Type II: There is just one wall bounce. The motion of the system is
eventually at an angle of more than 11/3 to the ingoing normal to the
wall, after a collision with the wall. In general a cigar singularity with
the 2 or 3 axis distinguished. The L.R.S. case has a pancake singularity
with the 1 axis distinguished.
Type V10: After possibly a few bounces on the walls and reversal by
the “valley” of the fil motion, the system escapes to infinity in the
fi-plane, in such a way (Figure 11) as to give a cigar singularity on the
1 axis.
Type VIIO: If L.R.S., then the model is type I (q.v.); if non-L.R.S. the
behaviour is as for type V10.
Type VIII: If L.R.S. escapes along the .31 axis and has a pancake sin-
gularity. Non-L.R.S. cases oscillate in the potential well, striking the
walls and being reversed by the valley in general infinitely often. Long
periods may be spent in the valley.
In non-L.R.S. type VIII there will be infinitely many collisions with
the walls, and if so (P —> 0 as .9 -—> oo. Misner has given a lower limit for
the efiect of this in the similar type IX case. He estimates from cal-
culations using a square-well potential with the same bounce charac-
teristics as the real potential and having walls which move at speed
5;“, = 1 that for large 9 the decrease in CD is as <15 z K124 where K is
constant. (This limit, which may clearly be carried over to the type VIII
case, shows that collisions with walls could only affect the self-consistency
of our ignoring the matter if there is a very extreme equation of state.)
The type VIII case was discussed by Lifshitz et al.”".
Type IX: The motion again has in general an oscillatory character
like that of type VIII, spending much time in the valleys of the poten-
tiall44'12". The L.R.S. cases bounce a few times along the axis and then
escape to infinity, yielding a pancake solution (cf. Ref. 91).
It may be noted that in types VIII and IX it is the possibility of motion
down the valley that prevents us drawing the conclusion that ($2 — lfll) —. 00,
which if true would imply a point singularity.
Also we see that in type IX the bounces at early epochs occur at
negative R". This means that a model which must have compact three-
surfaces of homogeneity” will not in general have positive spatial
curvature at all times.
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514333 with n=-— 0 In general these cases have cigar singularities.
33 typeV: Cigar along 2 or 3 axis. The potential, being constant,
lies no eflect.
Bhii typeIII (L.R.S.): Motion only reversed by the potential if
initially 1 > ,5" > 0. Cigar or pancake singularities can occur, and the
met solutions show this.
:Bbi! type V1113 If k = 4/“ < —1 cigar along the
1 or 3 axis; if
2'1 < k < +1 cigar along the 2 01' 3 axis; ifk > 1 ciga
r along the l or
2310's. In all cases the only motions that are reversed ar
e those with ’9,
initially between zero and 2k/\/ 3 + k
1,
3' " Our calculations show that our assumption that matter was negligible
is self-consistent in most cases. We have now to investigate what happens
fit fails.
it Near the singularity: matter dynamically important
We shall examine what happens when the “ anisotropy energy” (151250 is
not the dominant term in (147). Near the singularity this would mean that
pwas important, see remarks1n Sect. C3. In discussing this possibility
weshall refer to the representative cases p= n (‘11: Mesa) and y = 31)
((1: Me“), where M15 constant.
11'}: = p the approximation to (147) at large 9 is
49'2 26111 + ¢)e6°. (161)
We then find
1 4M.. I 2 1 __ .
‘ Ifils /( +345)”: (162)
nm 1f 4M > 945, (163)
lfi’l < 1. (164)
A bounce law for wall collisions can still be found, but the final angle
between the trajectory and the1ngoing normal to the wall will not now
have to be more than 75/3, but greater than some new critical angle less
than/3.
Since the equation of state 17: p is physically implausible we shall
#101 pursue the full details of the possibilities arising from it. We remark
that (164) implies a point singularity in all cases, and that the condition
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(163) which led to it is precisely the generalisation of the condition:
M > 322 for the cases of Sect. C.2. When (164) does not hold at early,
times, as it may not in some models, the possible singularities will be'
as discussed in Sect. C.2, with the addition of the barrel case (cf. Table 4), '
If d5 4—» 0 as .9 -> 00, and p < ,u then matter must be negligible. So
if p < ,u and matter is important, 95 -> 0. Thus fi'ze‘m —> 0 and this
requires that for every .00 such that 19' =|= 0, there is some .0 > 90 at:
which the potential term in (137) opposes the velocity in the [3 plane."
Therefore it is clear for example that if in type 11 {31 < 0 matter is"
eventually negligible. '
If the derivative of V1 is not significant then (,6; , 13;) e‘ 39 = constant:
so matter would eventually become negligible provided ,u ; 3p. Now the
regions in which the derivatives of V are significant move outwards in
the fi-plane at speeds (5’; of order 1. If @em is small compared with g, V
then lfi’l < l and so the system cannot enter, or if in, cannot remain:
in, regions where these derivatives matter. Therefore the system would
evolve so that matter eventually became negligible. The conclusion is
that it is not in general self-consistent for matter to dominate at all,
times. The problem we are left with is determining what happens when
it is also not negligible.
This could take two forms, either an oscillation of periods when It
dominated and when 45 dominated, or an evolution in whichy andtD
gave rise to comparable terms in (147) throughout. To examine all the
possibilities is a long, tedious and so far unaccomplished task. However,
it seems certain the examples of both types exist‘”. The most detailed
investigations so far are due to Collins’”. These applied to cases where
the system of equations could be reduced to a system of the form
dx dy
d9 f(x,y), d9 gov, y)
which is called, in the theory of differential equations, a plane autonomous
system. The solutions can be depicted by evolution curves in the (xy)
plane. For the models we have discussed above in which the potential
V1(fl) is precisely an exponential of 13, the equations governing the evolu‘
tion can be put in the form just stated. The interesting cases where this
analysis gives new information are type II (L.R.S.), type VIo (n: = 0).
and type VI,I (n: = 0) including type III (L.R.S.). The variables giving
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'jgihe form above are x = 3/1/62 and y = ,6}, or fi’ as relevant. Thus thejyariables x and y give respectively the sizes of the matter and shear
f-jterms in (137) to the expansion term. The results are given in Figures 12
i-ito 14. In these the arrows refer to evolution in .Q-time. Solutions which
are known exactly are marked (T = Taub, C = Collins, M = MacCal-
31am, K = Kantowski, see IV.B.3). The cases which tend to x = 1,
r = 0 are matter-dominated at the singularity, cases which tend to
3‘3: = i2, x = 0 are anisotropy dominated, and there are some special
cases in which neither (3’ nor x becomes zero so that both anisotropy
energy and matter are dynamically important. (Similar considerations
; apply at g ——> — 00. For a universe to become approximately Robertson-
;walker its .Q’time trajectory must begin at y = O.) This possibility was
SI first discovered by Collins through his special exact solution of type II1 ‘3,
'3 while the possibility of matter domination was first demonstrated by
3 me‘” from an exact solution due to Kantowski”.
35 Behaviour farfrom the singularity
a To discuss the behaviour far from the initial singularity it is helpful
£10 introduce the variables
x = --0; w = @e‘” = fi’ze” + V103)
-42»: + m».
    
[34' fli
2 2
C
T
1
-2 _2
12a)1s?r<2 12b)}/=2
FIGURE 12 Type II (L.R.S.) evolution.
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,3:
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M
1 x
-2
13a)1==7<2 13b))/=2
FIGURE 13 Type V10 (71: = 0) evolution.
5 Kforr=1.%; m=1 ‘3' 5' Cimafl)
2 C for 2m =3r—2,m*1 2 2 K(m=1)
M M
Kfor m=1 an
m m
C
x x
M M
r
K for m=1
'2 14a)1sr<2 '2 14b)1=~(<2 “2 14c) 7:2
m2: 3r—2 m2> Cir—2
FIGURE 14 Type V1,, (71: == 0) and III (L.R.S.) evolution; m = 2k/1’3 + k2.
The governing equations are
_9
(fi'e‘3”)' = — eTaVJ/afl, (165)
d_'/’ = 4,3192: = _ 176cm”, (166).
dx
4,52 = %(,i + A) + we-zz — age-21 (167)
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where T is the group type and (165) applies to {31, ’32 , [5’ as appropriate.
We wish to consider the behaviour when 1 a 00 (for models other than
those of Sect. C2). The energy density It obeys Merfil g H g Me‘"
where M is an initial value (assuming 0 g p g [1). Since it seems that
in the present-day real universe a = Me‘" (Ellis in Ref. 22) we shall
assume this in what follows (suitable amendment of the argument and
conclusions could be made for other cases).
(166) shows that 1p is monotone decreasing with x and since it is non-
negative, it therefore tends to a finite limit as x -> 00.
Clearly if A =t= 0 the A term will dominate (167) at large 1. If A > O
the universe will expand indefinitely except in certain cases of Bianchi
type IX. At large 75, x" =2- A/3 and as (15%)”)2 is bounded above by the
initial value of1,0, say 1,00 , we find that l 13' /[I is bounded above by \/731- woe-1.
This tends to zero as x —> co, and thus 0/6 —» 0, Moreover
if the ap-
proximation for 75' is valid for x > 10
a; l___ E0 _.
J 13' dt < \/%tpo Jr” dx = \/% woe-lo (168)
lo10
(168) shows that [3’ tends to some finite value. The models with A > 0
become approximately Robertson-Walker in both the senses defined in
Sect. IV.C.2, except for certain cases of Bianchi type IX which collapse
' to a second singularity.
The Bianchi IX models may collapse to a second singularity because
It“ can be positive. The critical value Ac of A required to prevent this
in an anisotropic model is not larger than the value required for the
corresponding Robertson-Walker model (i.e. the well-known Ac of
Lemaitre models), since the terms appearing in (167) in the anisotropic
- case which vanish in the Robertson-Walker case are strictly non-negative.
. Moreover, there may be borderline cases in which 35 asymptotically ap-
proaches a fixed 10 from below (as in certain Robertson-Walker cases).
‘ If A < 0 the universe must reach a maximum of x (i.e. of l) and then
icollapse to a second singularity. The behaviour near this singularity
Ioheys the analysis of Sects. C3 and C4. If only one kind of behaviour
j. is admissible for a certain type of model, the initial and final singularities
"-10 Scliatzman
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must both exhibit this behaviour, but if more than one kind of behaviour
is possible the two singularities may, and in certain cases must, be
different. The details, which we omit, can easily be deduced from the
work of Sects. C.2-4.
The case A = 0 is more complicated, since it is not immediately clear
which term in (167) will be dominant (unlike the cases of Sect. C where
V1 was constant, and so 1;; became dominant at large x if V, =l= 0). By
considering the asymptotic behaviour of1p and the arguments of Sect. C.3,
I was able to show112 that the matter and anisotropy are both dynamically
important at late stages of the models of types II, VID and VIII and that
these models do not isotropise. The possibility of 1p dominating com.
pletely arises in some Class B (n: = 0) models‘”.
A more general analysis by Hawking and Collins (private communica-
tion) now indicates the correctness of my conjecture that only group
types admitting Robertson-Walker models contain models with A = 0
that become approximately Robertson-Walker.
The group types where models can isotropise are I, VIIo, IX and V.
(In the type IX case there would be recollapse.) The point is that the
factor in R* dependent purely on the length scale is just 1/12. Thus if
there is almost no shear, R* would eventually dominate the Eqs. (165)
to (167). This would induce a rate of shear comparable with the ex-
pansion. One can colloquially say that the efl'ect of the geometrical
potential is very persistent and that if I —> 00 and A = 0, this will even-
tually be more important than any other term (unless we choose equations
of state with negative pressure, etc).
6 Discrete isotropies
We wish now to consider discrete symmetries of our spaces defined
with respect to the canonically-defined tetrad. Let the subspace of the
tangent space T, at a point p which is tangent to the surface {t = con-
stant} through p be denoted by HF. We use the following notation for
operators in H,: J denotes the identity, 5’, denotes reflection in the
oc-axis, .92, denotes reflection in the plane perpendicular to the (x-axis,
and .7 denotes total reflection. We can, with the obvious multiplication,
generate finite groups from these operators. The groups G, H, K, L of
discrete isotropy under which each space is invariant in Classes Aa, Ab,
Ba, Bbi respectively are shown in Table 5.
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TABLE 5 The discrete isotropies occur-mg in the spaces of types Aa, Ab, Ba, Bbi,Bbii
 
A(a = 0) B(a + 0)
“(nafl=0) G={j,ga,ya,9-} K=(jsg€2’l@39y1)
“nap 4; 0) H = {1, 5”,} i) L = {1,53}
ii) none
 
In; case Bbii, there is no non-trivial subgroup of G under which the spaces
minvariant.
_ These groups are not necessarily the maximal isotropy groups, since
if the Space—time is L.R.S. there will be a continuous isotropy group.
3An examination of the cases which can occur shows that the group G
‘will then be a discrete isotropy group. When no continuous isotropy
group exists (Le. when the space is not L.R.S.), the finite groups men-
tioned above are the maximal isotropy groups.
'I In fact, these groups are not merely invariance groups but are generated
by isometries of the spacetime and are automorphisms of the Lie algebra
of the reciprocal group, leaving invariant the structure constants with
respect to the basis {ea}. They correspond in a natural way to isomor-
phisms of the underlying group of motions; their existence has been
{discussed from this point of view by Schmidt”.
J The full group of isometries of a particular three-surface of homogene-
ity is in general larger than that generated by the three—parameter
Isimply-transitive isometry group and the appropriate discrete isotropy
group. (For example, in Bianchi type I the three-spaces are three-spaces
of constant curvature and so are invariant under a six-parameter group
,of motions.) To correspond to isometries of the whole spacetime, the
'isometries of the three-surface must leave the second fundamental
‘form of the surface, i.e. the expansion tensor 6“,, invariant, so that the
initial data on a Cauchy surface is invariant”. Thus although the group
in case Bbii has the same invariance properties as the same group
{Vlhwithh = — l [9) has in case Bbi, the isotropy groups for the spacetimes
"are not the same, for in Bbii the shear tensor isotropies no longer
"coincide with the isotropies of the three-Space sections.
10*
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Schmidt89 has proved a partial converse of the above results: he has
shown that the invariance under H of u“, Rm, and its first three dem.
atives implies that the spacetime belongs to Class A.
We now return to the context in which the isotropies were initially
noted, the invariance of null geodesics”. Since the invariance applies
to every geodesic it applies to bundles of geodesics and therefore to all
types of cosmological observation. Thus any fundamental observer
will necessarily see these isotropies in all his observations on his celestial
sphere. In Figure 15, if 01" is a typical direction of observation, equi.
valent directions for the observer at 0 will be given by the following
points: Class A3, QRSTUVW; Class Ab, RUW; Class Ba, QRS;
Class Bbi, R; Class Bbii, none.
 
FIGURE 15 The celmtial sphere of observer 0. Points marked ' are seen through
the sphere. Points marked ‘ are on the outside of the sphere facing the reader. The
points I, 2, 3, are the endpoints of the canonically-defined tetrad axes. OP is a typiail
direction of observation.
I emphasize that these isotropies are in principle directly observable,
requiring no interpretation regarding the physical nature of the sources
other than that they are not local (i.e. that they have cosmological
significance). Further, invariance under K, H or G, when it is the maximal
isotropy group of observations by a fundamental observer, determines
uniquely the directions of the covariantly-defined triad {ea}. When the
invariance group is L, only the e l-axis is thus determined.
One can prove that the invariance of observation may be regarded
as a second-order effect. Since it is difficult to assign an average value
to the second-order coefficients in the redshift-magnitude relation using
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the (good) approximation that spacetime is locally like a Robertson-
Walker universe, it is doubtful whether we could test for these isotropies
by such measurements. However the microwave background radiation,
6n which isotropy measurements can be made with high precision,
.éfi‘ers more hope.
[While the isotropies so far discussed apply to all observational rela-
fims, certain relations may have more special invariance properties.
In particular, observations dependent only on the behaviour of one
Wesic, like the z — t relation or black-body temperature, could be
fie same in two directions when observations depending on a small
handle of geodesics, like the r4 — z relation, are not. We have found
we case of some interest. The 2 — t relation is the same in the +e1
ind ~91 directions in all Class B models, including case Bbii, i.e. it is
the same in the a” direction as in the opposite direction.
One might hope that the isotropy group invariance would in itself
give complete information about the contours on the celestial sphere
19f the value of the redshift of light from a particular surface I = 2‘1
(which would be isotherms of black-body radiation). We have found
this is not so.
At any point in spacetime, one can in principle determine the shear
9::igenvectors by observing the anisotropies in the first order Hubble
15w. If there is a continuous isotropy group (Le. if the space is L.R.S.)
one can find many orthonormal triads {ea} of shear eigenvectors; in
particular, one can choose triads of shear eigenvectors which commute
"with the Killing vectors {5,} generating a simply-transitive subgroup G3
'ofisometries“. If one does so, these spaces may be assumed to be special
cases of those discussed in the rest of this section: we shall now assume,
innless otherwise stated, that the spacetime is not L.R.S. Then there is
only a discrete isotropy group and the shear eigenvectors will, except
in one special case, determine a unique? triad of vectors {e,} which are
invariant under the discrete isotropy group. The special case is a space
of typeVI0 with n: = 0 and 02 = 63; in this rather exceptional case,
however. a unique triad of shear eigenvectors is determined by the
:discrete isotropy group.
 
.. ‘ ‘ Except in the Kantowski-Sachs spaces of Case 1.
'i "Unique" is understood to mean “unique up to a sign and renumbering".
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In practice, it would probably be easier to determine the diScrete
isotropy group than the shear eigenvectors, since an accurate measure.
ment of microwave radiation isotherms in the sky would immediately
limit severely the possible isotropy groups, while the shear might be
very small at the present time. In a Class A model, the discrete isotr0py
group will determine a unique triad of shear eigenvectors. It follows
from the discrete isotropies that a geodesic which is initially directed
down one of these canonically defined axes will have this property at
every point. In fact one finds such null geodesics obey
k“ = 0(oc ae fl), k” = [E (169)
£1
for any constant C and for l3 = l, 2, 3. Thus one can look down the
principal axes of shear right back to the singularity (or rather, until
absorption becomes appreciable) in these models. Since the directions
of the principal axes of shear are directions which are locally fixed in a
local inertial rest frame, the galaxies in these directions appear to be in
fixed positions in the sky (this again follows from the discrete isotropies).
The redshift relation z(t) for these geodesics is [by (169)]
l + z =M (no sum) (170)
fl 6
where G is the source and A the astronomical observer. If one knows
that particular radiation sources in these directions were emitting at
the same time, one can use this relation to find directly the (integrated)
distortion of the universe since that time from the redshifts of the sources;
in particular, it can be applied to determine the distortion of the universe
since the time of decoupling, by measuring the temperature of primeval
black-body radiation in these directions. Detailed knowledge of the
luminosity distances for these axes would enable one to find the func-
tions I,(t) from observations in these directions alone.
In case Ba a unique triad of shear eigenvectors is again determined
by the discrete isotropies. However in the Bbi cases only the ie, axis
(Le. the 3 axis) is determined by these isotropies, and even that is not
true in the Bbii cases (when there are no discrete isotropies). In the Be.
and Bbi cases, a null geodesic initially directed down the el axis will
always have this property; this follows from the discrete isotropies,
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.01-directly from the geodesic equation which has the solution (169) with
Thus one can look back down the el axis to the singularity in
BBorlei cases. Thisis not true for the other two principal shear direc«
mm, (a null geodesic initially down these directions deviates towards
"the -91 direction) in cases Ba or Bbi. It is true in case Bbii if we define e1
3,110: as a shear eigenvector but as the a axis (only1n case Bbii are the two
definitions not equivalent); one cannot look back down any principal
13x15 of shear in case Bbii. Thus although the motion of matter in this
{space is strictly ordered, it appears (since the geodesics deviate from the
principal shear directions) to be rather disordered.
' In the Ba and Bbi cases, the redshift relation for the 1:1 axis is again
(170). Since (169) holds for both positive and negative values of C, i.e.
"(170) holds for geodesics in both the el and —e1 directions, the black-
{body temperature is the same in the e1 direction and the opposite
(i.e. ——e1) direction. This last is also true in case Bbii. In fact, unless
there is some accidental cancellation, one would expect that the e1
“direction, and (except in case Bbii) the directions in the plane perpen-
dicular to the e1 direction are the only directions for which this is true.
This equality of the black-body temperature in the e1 and —el directions
offers a way of observationally determining the e1 axis in case Bbii.
.If one can find rA(t) for the e1 direction, the observations in this direction
will determine 11(t), except in case Bbii. [In case Ba, 11(1) is just the average
length scale [(0.]
We have seen that one can in principle obtain partial information
on the expansion and shear in Class B, and complete information in
Class A, merely by observing the mA — z relations for certain canonically
jdefined directions [namely those for which (169) holds].
.' We have shown the spaces considered here are such that (except in
case Bbii) all observational relations at any point are invariant under a
“discrete group of isotropies. Thus one may regard the existence of
isotropies in astronomical observations as an observational test for
homogeneity: the existence of a continuous group of isotropies implying
che invariance of the space under a multiply-transitive group of isometries
.and discrete isotropies implying the existence of a simply-transitive
“group of isometries. To determine a minimal dimension for the orbits
fof the group of isometries, one can consider the directions e in the sky
such that observational relations in the e direction are identical with
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those in the —e direction, and apply the following criterion‘: if there
are at least two independent such directions, the orbits of the group are
at least two-dimensional; if there are at least three independent such
directions (i.e. there is a third such direction which does not lie in the
plane defined by the first two) then the orbits of the group are at least
three-dimensional, and so the spacetime is spatially homogeneous. This
then provides observational criteria which are sufficient to enable 0m;
to state that a cosmological model is spatially homogeneous (the spam
so defined include all L.R.S. subcases and all ClassA spaces; they
therefore include all spaces satisfying Grishchuk’s criterion). This
criterion does not include all the spaces satisfying the conditions of
spatial homogeneities; however in most of these exceptional cases (i.e.
all except Bbii) one might be able to determine the spatial homogeneity
by noting that there must exist a third direction e, orthogonal to the
first two, such that the black-body temperature is necessarily the same
in the e and —-e directions. Thus, with the exception of case Bbii it is
possible one could use the observational isotropies to characterise
spatial homogeneity in all of these spaces. One suspects that any other
way of trying to prove observationally that these models were spatially
homogeneous would be even more difficult to carry out both in principle
and in practice.
7 Implications: horizons, heliwn and Hubble
The results of the previous sections have a number of implications.
for the models, considered as possible universes. We now discuss these.
The singularity behaviour affects the horizon structure. One motive
for interest in this is that if cosmological models exist in which there
are no particle horizons, then one may be able to account for the ob-
served degree of homogeneity in the universe by physical processes
rather than a priori symmetries. Lack of horizons is also a help in ac-
counting for present-day isotropy using dissipative processes in a
homogeneous model”.
‘ A formal proof of these statements would use Kristian and Sachs' results“
and would constitute a generalisation in the same spirit as Carter and Schmidt",“1
of the theory of symmetric spaces.
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Let us consider the Bianchi I models In general there is a particle
'honZOD Hawking”a pointed out that when there is a pancake singul-
311*)! there is no horizon on the axis of symmetry (pancake cases must
b, L.R.S). The metric is
' dsz = _dt2 + t2(dx1)2 + (dx2)2 + (dx3)2
M31- the singularity. For an observer at the origin at time t, the furthest
visible points are at .
1 711 dt
x = —————2——Z_—2—-,
(2(t‘27t§+ n; + at3;)“2
2 ”2dt
x = ————-——;
(2-27:1+ :13 + n3)“
x3 _ :13 d1
(r23: + 213 + n2)“2
0
when an, n2, 713 are constants”. Thus the observer can see everything
in an infinite circular cylinder whose base has radius I. Since the behaviour
f-of null geodesics along the principal axes in Class A models depends
on the length scales in the same way as in Bianchi type I, as can be
E'aeen from the form (169), we see that only pancake-like behaviour
"during the evolution will remove horizons, and that then either such
libehaviour must persist for infinite .Q-time or the universe must be of
finite extent in the direction of the distinguished axis of the pancake.
i"0ne expects that qualitatively similar conclusions apply to the Class B
uses, and this is borne out by the analytic formulae available for the
"only case with n = 0 where a pancake is possible, Bianchi type MPH”.
' Thus to remove particle horizons completely we need a model in
Which pancakelike epochs occur and in which each of the three principal
axes in turn is the distinguished axis. The only possible cases are those
101' types VIII and IX, the latter being the now famous “Mixmaster”
.nniverse‘”. The type VIII case works' because although there are not
 
" Assuming one makes the necessary identifications so that the space sections
in finite. Of course the physical efl‘ect of mixing over length scales large enough to
uphin observed uniformity of the universe will be independent of whether these
identifications are made or not.
154 CARGESE LECTURES IN PHYSICS
three valleys the general shape of the potential is triangular, for large
V1 , and it is the possibility of travelling towards the corners that affects
horizons (Misner‘N). However the type IX case can act as the test
case.
It is of interest to note that the removal of horizons at early stages is
related to the topology of the space sections just as it is when considering
the removal of horizons at late stages in a Lemaitre (A > 0) universe
Horizon removal for the Mixmaster case is discussed a little in V.A.3,
The second significance of the singularity behaviour is its efl‘ect on the
helium production in the big bang. Hawking and Tayler"‘9 pointed out
that in the Bianchi I models anisotropy markedly altered the time-scale
near the singularity [in fact to (156)] and the helium abundance could
thus be drastically reduced. The helium production is dependent on the
volume expansion alone50 unless there are serious departures from the
local thermal equilibrium assumed in the calculations‘. The amount of
helium produced in various models has been calculated by a number of
authors. From Sects. C3 and CA we see that except in a few special
cases (155) holds near the singularity in the models considered and that
in most cases (156) also holds. Therefore we may expect that the depend-
ence of the helium production in our models on the anisotropy and
matter parameters is generally similar to that found by Theme”.
Only numerical calculation would show if this expectation is borne out
in detail.
The qualitative behaviour of the evolution of the length scales for
difl'erent directions is helpful in predicting that of the redshift-magnitude
relation. The general rule is that if the length scale in a particular
direction increases slower (respectively, faster) than the average length
scale, redshifts of objects in that direction appear lower (respectively,
higher) than averageT. Thus if for example there is a direction for which
the length scale tends to a finite number as we approach the singularity,
there will be a finite maximum redshift for objects in that direction.
Therefore in type IX we expect to see oscillatory deviations from the
Hubble Law while in type II we see one reversal of the deviations
‘ Strictly there must be some departure from thermal equilibrium in an expanding
universe, see Dr. Stew-art's lectures.
i For fuller discussion of the behaviour of null geodesics in the models see 14.
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{when [3, reverses). Using the expressions of Ref. 14 for the 7m — z
nations, and the above equations for the dynamics of the evolution,
W could plot numerically the magnitude-redshift relation for any
“is, and the dependence of the black-body temperature on angle, for
may particular mode]. Some work of this kind has been carried out by
Saunders” but he unfortunately overlooked the possibilities of reversal
ofmotion in the {3 plane.
' Numerical computations of specific models of our class are of value
in several ways. First we can determine whether there are models which
do not become asymptotically Robertson-Walker (as found in Sect. 5)
but in which there is a certain time when the model is observationally
jdniissible. Secondly there are a number of points mentioned above
about which it would be useful to have quantitative information, for
gample, one might want to find the detailed time-scales of the model,
g3. that for which (156) is valid, in terms of the model’s physical para-
meters (e.g. matter density). In certain cases (namely those of types VIII
find IX) there is a difficulty in that the model performs infinitely many
oscillations near the singularity and so one cannot use a computer to
follow the evolution right back to the singularity. [One can of course
use a new “regularised” time coordinate t(t) such that 1(0) is infinite,
f-B- 1 E Q, in order to compute any given finite number of oscillations].
I: need not necessarily be possible to regularise so that the big bang
still occurs at finite coordinate values‘”.
31. Let me remind you what happens at large length scales..Q' = 0 if and
ignly if R‘ > 0 or A < 0. The most important term in the equations,
as in the Robertson-Walker models, would then be the A term. If A < O
the model recontracts to a second singularity. If A > 0, the model
expands indefinitely. If A = 0 the geometrical potential is in general
fleetive, and it drives the shear so that at late stages there would be
substantial anisotropy. This is of course not true in Bianchi] and V
models, where the potential is identically constant, or Bianchi IX models
ivhere it is possible to have positive R" which will cause contraction to
asecond singularity, nor is it in fact true of type VIIO. But the general
‘paint is that the effect of the geometric potential is to rule out all the
‘gther models as realistic universe models, unless one were to choose
Wry special parameter ranges. The geometrical effects eventually
home more important than any reasonable form of matter or energy-
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momentum, after expansion has gone on a long time, though it is easy
to choose the matter density so that at present the terms are unimpoan
This fact has a bearing on Misner’s chaotic cosmology programme.
V The early Unlverse and “Chaotlc cosmology”
A The singular origin
1 The existence of the singularity
It is well known that the general relativistic Robertson-Walker models,
provided that A is not positive and large, have a singular origin, the
“big-bang". This gave rise to speculations about whether or not a
general model for our universe would have a singularity or singularities.
Of course there were and are known exact solutions of the Einstein
field equations which were singularity-free. (A trivial example is the
flat empty Minkowski space used in special relativity.) However none
of these was acceptable as a cosmological model. '
The first general result was due to Raychaudhuri, who considered
non-rotating dust. The argument he used was that which follows
Eq. (83). A similar argument was used by Komar‘“.
The next step was the work of Lifschitz and Khalatnikov”. Their.
argument rested on the idea of specifying a general solution of Einstein’s
equations by giving a certain number of arbitrary functions on a certain
spacelike surface, and continuing the solution OK the surface (a Cauchy
surface) by the field equations. As a general outlook this has snags.
For instance, there may be no spacelike surface such that every point
of spacetime is in either its past or its future, i.e. there may be no global
Cauchy surface. Also the awkward non—linearities of the Einstein field:
equations make it difficult to carry out the analysis in order to produce
a system of independent arbitrary functions which, once specified, give
a general solution. As far as I know, there is not yet a completely
rigorous proof that the known reductions are correct. :
Lifschitz and Khalatnikov” proceeded by considering the form of
the equations near a regular (i.e. non singular) point in a synchronous
reference system, of. (63). Such a reference system is one which gives
the metnc the form (132 = _ dt’ + g," dxu dxv. (171).:
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This-is the same as referring the equations to a cong
ruence of non.
rotating dust worldlines (the dust itself generally
being entirely imagin-
ary-or one could consider it as existing but having absolutely negligible
mass). Such a system can always be constructed. The field equation
s in
min system can be written as
639 + 050; = T3 — tr (172)
(055 — 65),, = T: (173)
R? +% gix/Eefi) = TE — mi (174)
g
inhere g = det (8,")-
. From these it can be found by an argument like Raychaudhuri’s,
that there is always a “singularity”. If the congruence really were one
ofdust worldlines, the density of the dust would be infinite here. However
in general this need not be a real singularity. Indeed one can arrange
for this singularity to occur at any regular point. Misner153 has pointed
But that if the initial surface I = constant had radius of curvature of
‘arder Q, then even in flat space the “singularity” occurs within a
distance roughly 9. In particular, he pointed out, a synchronous system
:nevering our neighbourhood at the present epoch would reach the
-"singu]arity" in about one hour, since this is roughly the free fall time
fem the surface to the centre of the sun.
Let us follow the argument a little further however. The next step is
to take power series in t for a vacuum gU near a regular point, i.e.
gu=au+but+cutz... (175)
where a”, b”, cu are functions of the spatial coordinates. Then it turns
ant, from the field equations, that
c: — &b{bj = 0, (176)
fifty — b{,1)+ tic“ 402ml. — ct, — tbibu + ttb'r‘bmi = 0 (177)
R,“ + ibm — Mb: + a, = 0 (173)
where the covariant differentiation and the calculation of R; are done
at t = 0, i.e. with respect to 0”. cu is specified by 0H and bu from (178).
The tWelve quantities a”, bU are related by four Eqs. (176—7). The eight
free quantities remaining represent four initial conditions for the free
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gravitational field (i.e. the gravitational waves) and four conditions on
the choice of synchronous system (one to pick out an initial surface,
three to choose coordinates on it). The latter four are not physicaL
When a perfect fluid with equation of state is included there will be a
further four arbitrary functions, one to give the initial density and three
to give the velocity at each point.
Now it is argued that any metric form which contains eight functions
of three (spatial) coordinates, and satisfies the field equations for a
perfect fluid, is a “general” solution. This does not mean that all
solutions need be of this particular given form, but merely that the form
has sufficient generality. In a loose way, we could say it would represent
a neighbourhood in the space of all solutions.
Lifschitz, Belinski and Khalatnikov59’154‘5 et al. showed that the
“singularity” in the synchronous coordinates was not a real singularity,
in general, that is it was possible to retain the arbitrariness of eight
(or in vacuo, four) functions and still have a “fictitious” singularity
at which no curvature invariant became infinite. (The singularity is
real, of course, if the timelines are actually the worldlines of matter,
but this is not the general case.) Lifschitz and Khalatnikov therefore
concluded that the general solution did not contain a real singularity.
However this argument is clearly not correct. The flaw is essentially
like the famous Zeno paradox of the hare failing to catch the tortoise.
In other words, suppose a given synchronous system reaches its “sin-
gularity” in a time t1. Then a new system is required, which reaches its
“singularity” after a time (2, and so on ad infinitum. What happens
in the limit? It has not been proved that the limiting case is not a real
singularity. Indeed if a solution has a real singularity it may be of such
a form that it does not appear as a coordinate singularity of synchronous
coordinates. A secondary, and also false, argument was that because the
examples Lifschitz et a1. constructed were not “general”, i.e. did not
contain eight arbitrary functions, the “general” case was not singular,
Despite the failure of these arguments, the work of Lifschitz et al. has
some interesting results concerning the nature of singularities which we
shall discuss in the next section. v
The next development was a proof by Hawking and Ellis156 that all
reasonable spatially-homogeneous models have a real singularity. This:
proof also rested on a Raychaudhuri type argument, but gives a quite:
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powerful result A revised and more complete version of the proof will
in a forthcoming book by these authors.
Finally following theorems of Penrose, Hawking and Geroch essen-
finlly concerning collapsing objects, a sequence of theorems by Hawking
“d Penrose established that a general cosmological solution with
reasonable behaviour of matter must have a singularity. These develop-
ments have been summarised in a recent paper by these authors‘“.
The type of “singularity" concerned is that it is impossible to continue
it general timelike (or null) geodesic indefinitely far‘. The methods are
mmely general and mathematically rigorous. It would take us too
far afield to give a resume of the various alternative sets of hypotheses
finding to singularity theorems, and the proofs of these theorems, so
lwfll merely state, in a loose manner, the most powerful of the results.
-' This states that if we assume the following hypotheses: general
relativity with A = 0; there are no closed timelike lines, which means
that no particle can influence its own past; we have a reasonable equation
pf state for the matter content of the universe, satisfying for every
timelike vector 1‘" Tflbtatb ; ‘ich
fiessentially this means that gravity is always an attractive force), and if
two technical conditions, which exclude pathological cases, are satisfied,
then there must have been a singularity (in the sense mentioned above).
Hawking and Ellis15 9, by considering the Robertson-Walker approxima-
tions to the universe near us, have demonstrated that the energy density
implied by the microwave background radiation is sufficient to ensure
that the necessary conditions on the matter content are satisfied in any
acceptable model. Thus one must conclude that the real universe has
itsingularity, or singularities. The question is, “What are they like?”.
2 The structure of the singularity
, It is in discussing this question that the methods of Lifschitz and
tKhalatnikov become really useful. They first discussed the Bianchi I
vacuum solution, due to Kasner. The metric here has the form
ds’ = —dt’ + t"‘(dx1)2 + WW)2 + t2”’(dx3)2 (178)
 
’ The reasons for adopting this as the best characterisation of a “singularity”
havebeen wittily discussed by Geroch“a They are essentially that any other definition
leads to unreasonable results.
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where z 2 2 -
P1+P2+P3=P1+P2+P3=1- (179)
This is just another way of parametrising the solution we have already
discussed. Lifschitz and Khalatnikov then said, suppose the metric near.
a singularity has the form
dsz = —d11 + (12’1BfBj + :mBEBj + I’D’Blst)dx‘ dx! (130}
up to the principal terms of an expansion in powers of I. Here the p"
satisfy (179) but are allowed to be functions of the coordinates. The
components of the reference vectors B‘, B1, B3 are also functions of the:
coordinates. The ordering is chosen so that pl g p2 g 173. The com;
ponents of the tensor R; are then calculated and it turns out that the
vacuum field equations cannot be satisfied unless
emBing = N1 = O. (131):
Essentially, as one can see by comparing (180) and Ref. 59 with (134)}
we are supposing that near a singularity the behaviour is like a spatially.;
homogeneous universe with a Kasner-type singularity. The condition?
(181) expresses the fact that for this to work we cannot be in a (nom
L.R.S.) model of types VIII or IX. With (181) it turned out that there'-
were only three arbitrary functions in the metric in the vacuum case and"
seven in the case of a radiation-filled universe, that is, the solution was:
not “ general”. But the singularity is real in all cases except in the vacuum;
case with p1 = p2 = 0, p3 = 1. (This case is in fact part of flat space:
in a strange coordinate system.) These cases are of course essentially}
anisotropic, so that solutions in which the singularity is essentially
Robertson-Walker-like had to be separately formulated. These turned
out, in the matter case, to have only three arbitrary functions (instead
of the eight in the “general” case). These conclusions led to the ar-:
guments mentioned in the previous section, concerning examples of;
singularities.
Recently. however, Belinski and Khalatnikov160 realised one should
attack the problem of solutions of the metric form
492 = ~—dt1 + ((1233) + b11233} + 8333?) dx‘ dx! (132)
with a, b, c dependent on time and the vectors B1 etc. spatially dependent;
and with (181) false. They first considered the metric of Bianchi type 11,;
in which the term corresponding to (181) is the only non-zero rotation}-
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“efficient, and rediscovered Taub‘s vacuum solution, whose eventual
mu: is Kasner-like as we discussed. Then they discussed the Bianchi IX
w as a succession of Kasner eras, joined by a law derived from the
Thubll solution. This paper appeared simultaneously with Misner‘s
independent work”0 on the type IX singularities.
.1 The next development was to show that the type IX kind of behaviour
wthe singularity gave rise to a general solution of the field equations,
a the sense of allowing the full number of arbitrary functions“°,”1.
11,31 is, some open neighbourhood in the space of all solutions of Ein-
m’s equations has as the singularity of each of the metrics in the
mighbourhood a set of points near each of which the behaviour is like
“mix singularity. The parameters of this behaviour will be space-
dependent.
I. Next it was shown independently by myself‘”, Jacobs and Hugh-
mall” and Lifschitz and Khalatnikov‘“, that the type VIII solutions
also give rise to an oscillatory solution. Finally it was shown that this
is also part of the set of “general” solution5162'1‘3.
Rwently an analysis along somewhat similar lines has been conducted
by Liang and othersl64"“. In this work an irrotational dust worldline
mngruence was first considered. Note that here the matter content
really is just this dust, i.e. the congruence is not just a computational
convenience. It is shown that one can in principle define, from the metric
which has the form (171), an initial time function (the bang time) and
initial metric and expansion tensors on this “singular surface”. Eardley
rial!“ then proceed to define “velocity-dominated” singularities as
essentially those in which only the expansion tensor matters on the left
fit: of the field equations, i.e. the R2} term is negligible near the sin-
gularity. It will probably come as no surprise to the reader to learn
that the resulting singularities are locally Kasner-like or Robertson-
,Waflter like at each point. (Eardley et al.164 subdivide what I have
flfled the Kasner-like cases according to the number of arbitrary func-
lions occurring.) The singularity set need not be of the same type every-
where. Several examples are analysed, classes being spatially-homogene-
ous, plane-symmetric and spherically-symmetric models with irrotational
dust,
This work was subsequently extended to irrotational perfect-fluid
,Solutions by Liangl“, using the equation of state (51). The conclusions
11 Wu 1532
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are essentially unmodified, and he gives some arguments for supposing
them true in more-general cases. Of course this work does not gov”;
singularities which are locally like type VIII or IX.
All this work provides the background to the conjecture that the ac.
tual singularities of our universe must locally be like those in one offlfi
various spatially-homogeneous models. Generally this means like a.
vacuum model, though we have seen in IV.C.3 that even with quite
normal equations of state there are exceptional cases where the sing“;
arities are dominated by the matter content and the singularity’s 11an
is not a simple Kasner type. Incidentally, it appears from the above'
analysis that the Bianchi type V], and VII, models, which, in the Sense
derived from Figure 16, are as general as the VIII and IX models, hug"
the non-“ generic” Kasner type of singularity, since they satisfy (181);i
Rather surprisingly, it therefore seems that V1,, and VII“, unlike V111
and IX, do not provide paradigms for singularities of general in.
homogeneous models.
3 The “Mixmaster ”
Particular excitement has arisen over the possibility that the “ gener 3‘3
solutions which behave like Bianchi type IX have no particle horizons;
For the Bianchi IX universes this was first conjectured by Misnermfi
and has since been the subject of an as yet unfinished argument. V:
The idea is that the possibility of long .Q—time periods being spent in
pancake-like configurations (or approximations to Taub’s vacuum typeDilgv'i
universe) could lead to the removal of horizons in all directions. To do?
so, a general model must visit each corner of the triangular potential:
in turn (Figure 9). The evolution, in the vacuum approximation, can—i:
be described as a Hamiltonian problem, in other words as a problem;
in ordinary mechanics—the evolution in time of a given system. A.
motion is said to be “ ergodic” if the orbits of any set of non-zero measure:
in the space of solutions at a given time is carried about in the course if
of the time development so that it fills up the whole phase space“. In»?
tuitively one would say that a general system visits every region of the:
available position-momentum space. Normally mechanical problems in-‘f;
volve a time-independent Hamiltonian. In this case energy is conservedgvf
‘ Except perhaps for a set of zero measure.
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is. is constant, and the relevant phase space consists of all position-
l'momentum points of a given energy. There are standard theorems
‘eunoerning ergodicity in this situation. In an ergodic motion any property
"#99 of a set of non-zero measure in the phase space will be true of any
flpneral system.
{,1 There are two interrelated snags in applying this treatment to the
Mixmaster case. One is that the energy is non-constant and the Hamil—
.jtonian is time-dependent. The other is that the set of points in position
{momentum space which give rise to removal of horizons is also time-
dependent. It is possible to show ergodicity with respect to suitably
chosen parameters without at the same time showing horizon removal,
because the horizon removing set maybe non-constant in this parametri-
anion.
:5, A simple discussion can be given by considering the direction of
_motion of the universe model when it is near the singularity, when
fmatter is unimportant and when the system is in a region far from the
Emma] walls. Its speed is then roughly
15'! = 2
ll'
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and its motion is described by the angle ()5 its velocity makes with am
[3’1 axis. This has generally been described by a parameter u such that '
fl; fi<2u+ 1)
,.—. 2 =tan¢.
[31 2u+2u—l
 
(This was introduced by Lifschitz and Khalatnikov to parametrise their
p1 p1 p3 formalism.) The parameter u varies from 1 to co in covering
the range of angles 21/3 to 0. The range of u from O to 1 covers h/S to
n/3. Clearly by permuting the numbering of the axes, which is equivalent
to rotations through 272/3 and reflections (through 7!) in the (3 plane, we
could put any system into the parameter range of u between 0 and 1
(or 1 and 00). The point of the use of u is that for u g l the bounce ofl'
an exponential wall has a very simple law, namely allowing a permutatiOn
u —> u —— 1 as well. If u then falls in the range [0, 1] a further permutation
puts it in the range [1 00] by the action it —» 1 /u. The problem then becomes
to calculate the (asymptotic) probability distribution of values of d),
which can be done in a way defined naturally from the recurrence relation
arising from bounces ofl the walls, and to calculate the set of values of (11
which give horizon-removing geodesics.
The first part of this programme has been carried out by Dorosh~
kevich and Novikovl“, and Lifschitz ct al.1‘7'12". The calculation can
only be made by approximating the well as infinite potential walls and
the time dependence of the Hamiltonian is approximately allowed for
by ascribing a velocity to the walls. The latter part of the programme
has been conducted by Doroshkevich et al.156'1“, and Chjtre et al.1‘9'1".
The discussion of the motion of the system in the potential well shows
that for general u the probability" of the potential wall approximations
breaking down, which corresponds to entering a corner channel, is
small, and that the probability of the model entering a corner channel
infinitely often as we approach the singularity is zero‘57. Since horizon
removal eflecfively arises only when the system is heading for a corner
channel, this implies that for every system (except perhaps some set of
" Probabilities can be measured either from the probability distribution arising
from the frequency of recurrences predicted by the recurrence relations for u, or in
fact, for the present purpose, from any measure continuous on the parameter ranges.
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11:10 probability) there is a finite time 2 before which no horizon was
.movedl42.168.
Just to clarify this a little more, let me give an intuitive description“.
To remove a horizon, if we are starting a model OH" in the central region
ofthc ,3 plane, we want to aim for a corner channel. As .0 increases, i.e.
‘5 we get towards the singularity, the potential walls move outwards.
The linear dimensions of a corner channel remain roughly the same as
Qincreases, but the entry to the channel gets further away, so its angular
went as seen by us is decreasing. Thus the larger .0 is, the more difficult
it is to remove horizons.
.Of course in some small set of initial conditions, at any finite 9, all
horizons are removed. The measure of this set increases as we get away
{mm the singularity (and the walls come in), Le. as 52 decreases. To
know if the efl'ect is important we need to know if the probability that
a horizon has been removed by now is high. The same estimation
ocedures mentioned above lead to the conclusion that it is low, of
the order of l%”’.
I It has further been argued by Doroshkevich and others that what
one really must have for effective horizon removal is that light can
mumnavigate the universe several times since the time when the length
ml: was equal to that predicted for vacuum quantum fluctuations in a
quantised general relativity, namely 10'33 cm. The present universe
having a length scale ~10"3 cm, this would leave a scale change ~1061
But in this time light only has the chance to circle the universe a couple
of times and so no really effective communication could be established.
Therefore even in the small percentage of the Bianchi 1X models where
horizons are removed one can only achieve the physical effects if one
is prepared to allow them to happen at the ridiculously high densities
when random quantum gravity fluctuations are important. One cannot
Wen get to the reasonableness of allowing each particle to occupy the
volume normally ascribed to it in the physics we know about. However
Misner feels that since gravity dominates at high density, only quantum
gravity will be important”". He and associates have been developing a
quantum theory of (spatially-homogeneous and other) cosmologies, the
main papers of which so far are Refs. 119, 105 and 170. A summary of
 
' Suggested to me by R. A. Manner.
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this approach and the classical counterparts will appear in the Wheeler
Festsehrift volume. Unfortunately I have not been able to fit any dis--
cussion of this interesting work into the lectures. However it does not
go through smoothly because of the points about Hamiltonians and
Lagrangians made in IV.A.3.
As a final note of caution about what I have said, let me make clear
again that it is not at all certain that the approximations made in the
calculations that have been carried out can be justified rigorously.
B Chaotic cosmology
The idea of Misner’s chaotic cosmology programme was that, rather
than explain the observed degree of isotropy and homogeneity by ap-
pealing to a principle of underlying symmetry, one should explain it as
far as possible in terms of physical processes that would be operativa
no matter what the initial conditions were. This has something in common
with the philosophy of the continuous creation theory, where it is viewed
as a theory in which physical processes acting over a long time set up a
steady state and determine the expansion and the geometry. To me it is
an unattractive idea because it implies that we can learn nothing about.
the history of the universe by observing it now, cf. Ref. 172. However,
it is not a question to be decided by likes and dislikes. Misner has
recently given an excellent summary of his position‘“.
Misner’s approaches to the problem have so far concerned spatially-
homogeneous models. This is unfortunate because such models are of
course already highly symmetric. Nevertheless they could, and in my
opinion probably do, provide counterexamples to the extreme versions
of Misner’s conjecture, because if it turns out that the anisotropy in
them cannot in general be got rid of, then one has found a set of initial.
conditions, even if of measure zero, which would not produce the ob-
served universe. On the other hand if all spatially homogeneous models
turn out to look like the real universe at the present time, then this
would probably also be true of a much more “general” set, in the sense
of Lifschitz et 31., since all the important dissipation must occur very
soon after the singularity epoch, and in this very early stage one of the
general set of universes of Lifschitz et al. looks locally like a spatially
homogeneous universe.
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N11] particular Misner57 discussed Bianchi type I, because first there is
go geometric potential here, and secondly it turns out to be easy to
33591155 the kinetic picture of collisionless gases, as Dr. Stewart wrll
éwlain in his lectures. The mechanism Misner suggested for slowing
the universe’s shear down was the anisotropic stress produced from the
Pfocess mentioned in my third lecture, neutrinos travelling along one
axis. being redshifted less than those along the other axes, and giving
115.610 a particle distribution function anisotropic in momentum space.
He assumed this stress took the form of a viscosity
”at: = ‘10:»
fipplicable since the universe was at 101° °K, whichis roughly the neutrino
decoupling time. Misner then calculated that this viscosity dissipates all
the shear. However Doroshkevich et all“ and Stewart” pointed out
that Misner’s mechanism was only appropriate when the collision time
{5 long compared with the expansion time, but then the equation
{gab = —}.o,,,,) is inappropriate, for the stresses depend on the integrated
history of the universe after one collision time. Also the positive pressure
criterion I mentioned before shOWed that the equation could only be
used for small shear. Stewart79 also proved a theorem about the heating
rate due to viscous stresses in a radiation dominated universe, which
Showed that the anisotropy could be arbitrarily large at any epoch if
it: could be arbitrarily large at any earlier epoch, i.e. it could not be
dissipated arbitrarily fast in the sense of fractional change of energy
density. Collins and Stewart113 have used the formulation of the field
equations due to Stewart, myself and Schmidt106 to extend this result
to the Bianchi types which I discussed by a potential formalism. However
recently Misner and Matzner127 have rehabilitated the theory. The
point is that at early epochs the neutrinos were collisionless because of
the way the cross-sections go at very high energy. The same is incidentally
true of other particle species. Now the anisotropic stresses of collision-
less neutrinos in type I can be represented by a potential V in the [3
plane where the neutrino energy density
luv = otv)lhetmal(l + V)
This potential is triangular, like the type IX geometric potential, but
EWithout open corners. The system bounces around. Just at the top of a
bounCe the anisotropic shear is least and may be zero if the incidence
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to the potential wall is normal. However to build up the big “mg?
acting, the neutrinos along one axis have become very energetic. Mata-
ner‘z" has pointed out this at certain stages allows the neutrinos mOVing
along this axis to collide and form an isotropic momentum distributing '5
of electron-positron pairs, thus removing the potential. The system
point had had its velocity removed, which means that the universe had:
lost its shear. Now the force that would reverse the motion vanishegg.‘
So the universe is left without shear, that is, isotropic. This mechanism".
of course could operate with more than one species of particle and so}
in Bianchi I models efl‘ectively all the anisotropy can be got rid of, ‘3‘?
the physical considerations entering the argument, including the cross."
sections, are correct. This does not violate Stewart’s theorem beefing:
the anisotropy can be diminished at an arbitrarily early time, since at.
any finite time the neutrinos are already collisionless.
However it seems to me that this will not work in the other Bianchi?
types, since although the system point could be brought to rest and then i
the potential due to the particles vanish, the geometric potential will»
persist and will regenerate the shear anisotropy. This could only be}:
avoided by restricting the range of initial values of parameters which is},
against the spirit of chaotic cosmology. However, it is not yet certain it
this latter argument is correct.
The other mechanism, based on studies of spatially-homogeneous}
models, that Misner has invoked to explain observed homogeneity and
isotropy is the removal of horizons. For the reasons I have given this,
if applicable in the Mixmaster Bianchi IX universe, is applicable to.
more general models. Thus the unsatisfactoriness of applying a result
from an a priori spatially-homogeneous model to indicate the process of
smoothing out an inhomogeneous model is partially avoided. However, ,
I have indicated that the calculations tend to show that this mechanism
is not effective.
Therefore it appears that Misner‘s programme is probably not wholly
supported by the Bianchi models. One could however argue that this
is no information at all, because the real universe is not exactly homogene-
ous, and there is no real reason for believing that the singularity is in
fact of the type of Eq. (182). Indeed, as I mentioned in the first lecture,
there are solutions with very different kinds of singularity. Therefore,
one could say that the chaotic cosmology programme is only unsuc-
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cessful in so far as the models considered have not been chaotic enough.
To conclude, I would say that although Misner’s original and brilliant
m do not at present appear to have worked out quite as he hoped,
mm: is no doubt they have stimulated a lot of interesting work on
important questions. They have also been extremely successful in
creating a lot of highly chaotic cosmologists.
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