Abstract-Almost all of the energy-aware routing protocols that have been proposed for wireless sensor networks aim at optimizing network performance while relaying data to a stationary gateway (sink). However, mobility of the gateway can make routes established through such contemporary protocols, unstable and non-optimal. The use of mobile gateways introduces a non-traditional trade-off between the need for frequent re-routing to ensure optimal network operation and the desire for minimizing the overhead of topology management. In this paper, we propose an energy aware mechanism for efficient and continual data delivery to a moving gateway. Our approach tracks the distance of the gateway from the last hops to the gateway, and dynamically adjust the routes either via increasing the last hop nodes' radio ranges or introducing new forwarder nodes as part of the routes. Rerouting is triggered when the current routes become unacceptably inefficient. The presented approach is validated in a simulation environment.
INTRODUCTION
Networking unattended wireless sensors is expected to have significant impact on the efficiency of many civil applications, such as disaster management, environment monitoring and security [1] . Sensor nodes are typically battery-operated and in many applications battery replacement or recharging is impossible or impractical. Such energy constraints combined with a typical deployment of large number of sensor nodes have necessitated energy-awareness at most layers of networking protocol stack including the network layer. Efficient routing of sensor data has received significant attention from the technical community. Current research on routing in wireless sensor networks focuses on stationary sensor and gateway nodes and mostly aims at maximizing the lifetime of the network, allowing scalability for large number of sensor nodes and supporting tolerance for sensor damage and battery exhaustion [2] .
However, in numerous applications the mobility of the gateway is desirable. One of the possible configurations of a mobile gateway can be a computer installed on a moving object. Examples of this configuration include an emergency vehicle equipped with computing and communication devices in the context of a disaster management application and a jeep with a laptop computer in a battle environment. The gateway in such setup changes its location and thus the network topology will be modified so frequently that the increased control message traffic can diminish the energy savings obtained by setting multi-hop paths. On the other hand, being irresponsive to changes in the gateway location can lead to high packet losses and negatively affect the application of the sensor network. Therefore, the gateway mobility requires careful handling to limit the overhead of excessive topology management, maintain low packet loss ratio and still thrive to achieve efficient network operation.
In this paper, we present a new mechanism for efficient routing of data traffic to a mobile gateway in wireless sensor networks where multiple active source sensors are generating data simultaneously at different parts of the sensed region. The proposed approach assumes that energy efficient multi-hop routes can be set at the initial gateway location by using any distributed or centralized sensor routing protocol. Those routes are used to relay the data as long as the gateway is within the transmission range of last hop nodes i.e., sensors that are directly transmitting to the gateway. When the gateway goes out of range of last hop sensors, the current routes are extended by the involvement of new nodes which we call forwarders. The forwarder nodes relay data from the last hop nodes so that continual delivery of messages is maintained when the gateway is on the move. Rerouting based on the new position of the gateway is performed only when the current route setup becomes fairly inefficient to provide the desired network operation. Minimizing the number of rerouting operations will help in reducing the network management overhead and thus the energy usage. This paper explores the non-traditional tradeoff that exists between the desire for a frequent re-routing to handle gateway mobility and the minimization of the network management overhead due to frequent rerouting. To the best of our knowledge, such tradeoff has not been investigated in the context of sensor networks before.
In the balance of this section, we describe the system model and survey the related work. Section II presents our approach for efficiently handling the gateway mobility in terms of energy usage. Section III is dedicated to the experimental validation, describing the simulation environment and analyzing performance results. Finally, we conclude the paper in section IV.
A. System model
A set of sensors is spread throughout an area of interest to monitor particular events. The sensors are battery-operated and are empowered with limited data processing engines. Sensors are identifiable by their geographical location and functional capabilities. The mission for these sensors is dynamically changing to serve the need of an application. A gateway node, which is significantly less energy-constrained than the sensors, is deployed in the physical proximity of sensors. Sensors are assumed to be within the communication range of the gateway node. The gateway is responsible for organizing the activities at sensor nodes to achieve a mission and fusing data collected by sensor nodes. While sensor nodes are stationary, we are considering a model for a gateway with full mobility.
B. Related Work
Very little research has addressed possible mobility of the sink (gateway) node in wireless sensor networks. A protocol, called TTDD, to consider such mobile sinks is described in [3] . The protocol initially builds a grid structure which divides the network into cells with several dissemination nodes. The dissemination nodes are responsible for relaying the query and data to/from the proper sources. When data is needed by a sink, the queries are flooded locally within the cell until it reaches a dissemination node. A data path from the source to the dissemination node is then established. TTDD can work well with event-driven systems where sources are queried on demand, but it will not be suitable for applications where sources generate burst data. In such circumstances, the entire path would have to change when the sink switches to another dissemination node, a case that can happen too often for small cells. Large cells on the other hand increase the energy consumption due to the local flooding.
SEAD is another mechanism for routing sensor's data to mobile sinks [4] . The idea is to construct a minimum Steiner tree for the mobile sinks and designate some nodes on the tree as access points. Each mobile sink register itself with the closest access node. When the sink moves out of range of the access node, the route is extended through the inclusion of a new access node. Such partial path extension is allowed only for a limited number of hops and then the branch of the Steiner tree for that sink is modified by finding a least cost path to the sink. Our work differs from SEAD in three aspects. First, we consider multiple active sources that generate data simultaneously, a case that SEAD would not handle. Second our algorithm can be easily integrated with both centralized and distribute routing approaches. Third, we evaluate different mobility patterns for the sink node that would fit best to the requirements of applications such as target tracking, disaster management, etc.
II. ROUTING TO A MOBILE GATEWAY
In this section we define the problem and analyze the overhead and tradeoffs related to the handling of gateway mobility and describe an efficient algorithm for dealing with such mobility.
A. Problem Definition
In application setups where the gateway moves, ensuring uninterruptible data traffic to the gateway is challenging. The main problem with a mobile gateway is the issue of dynamic maintenance of multi-hop routes in order to provide same desired service as if the gateway is stationary. This requires frequent acknowledgment of the gateway's location to the network causing significant overhead in terms of energy and bandwidth of sensor nodes. Therefore, we need a mechanism that will not only handle the mobility efficiently but also try to maximize the lifetime of the network. Based on these observations we define the problem as follows:
"Given a gateway moving with a certain mobility model and established initial routes for delivery of sensor data, we are interested in providing uninterrupted data delivery to the gateway by minimally affecting the network topology and at same time increase the lifetime of the network".
B. Design Issues
An intuitive approach for handling the gateway motion is to continually readjust the network topology based on the new locations of the gateway. Such rerouting needs to be done very frequently and new routes should be broadcasted to the network in order to avoid the loss of data packets. A second possibility is for the sensor nodes at the end of each path to adjust their transmission range based on the future location of gateway as long as it is feasible to reach such location. Once the gateway becomes out of range, the current routes can be extended using the last-node on a path as a source and designating new nodes to relay the data to the gateway.
A tradeoff does exist between these approaches. While ensuring gateway reachability to last hops through increasing the transmission power and designating ad hoc forwarders can quickly make the network operation inefficient and increase the latency by introducing extra hops to be traveled, frequent changes to the route setup, can raise the overhead of topology maintenance to an unacceptable level as explained below. Balancing the need for frequent re-routing to ensure network functionality and the desire for minimizing the overhead of network management has not been addressed before in the literature. Our algorithm, as described later, exploits this tradeoff.
Rerouting overhead: Establishing a new network topology can introduce significant overhead in terms of energy consumption. When distributed protocols are used for route set up, data delivery is disrupted to allow for a typically large flow of control packets [1] [2] . Frequent rerouting can cause thrashing with nodes consuming more time and resources on control traffic than data. On the other hand, if the gateway sets up the routes, it has to broadcast these routes in order to inform the sensor nodes about their role. In addition, excessive state transition from active to sleep mode can also be a significant energy burden [5] . The network will even more burdened in case the routing protocol requires sensors to acknowledge the receipt of routing messages and to engage with other nodes in establishing connections.
C. Proposed Approach
We pursue an approach based on the current network state. The gateway is assumed to move in strides to reach intermediate positions. The strides are to be in straight line.
This is similar to piece-wise linear approximation of curves in analytical geometry. The size of the strides can be determined based on the gateway travel speed. It should be noted that the gateway speed is assumed to be reasonable enough to handle. We will capture the effect of gateway speed on performance experimentally in section III. Energy efficient routes are set at the initial gateway location so that the gateway keeps receiving the messages uninterruptedly till the next intermediate position. Note that any routing algorithm for sensor networks either centralized or distributed can be used in order to set the initial multi-hop paths.
Given the energy and delay tradeoff associated with the frequency of rerouting, we pursue a mechanism that balances the interest in maintaining efficient network operation and avoiding excessive rerouting overhead. To limit the frequency of rerouting, our gateway's motion handling mechanism tries to maintain continual packet delivery to the gateway through designating some forwarders to extend the current routes. A new network topology is formed when the current routes become either inefficient in terms of energy consumption or the number of forwarders for a last hop node exceeds a given threshold. When the gateway starts to move in strides, the network topology is reassessed at each gateway's intermediate position (end of a stride). The reassessment concludes in one of three options: (1) The gateway can still be reachable by the last hops while traveling on the next stride, (2) the path should be extended (3) rerouting is necessary.
If the gateway still lays within the reachable range of the last hop nodes on the current routes, even at the end of the stride, the gateway will simply instruct these nodes to adjust the transmission power of their radio to cover the gateway's next move. Such situation is shown in Fig. 1(i)-(ii) . The ranges of last hop nodes B and C are increased to maintain connectivity to the gateway. While increasing the transmission power defies the energy efficiency achieved through the pursuit of multi-hop routing, the impact of such process on energy consumption will be limited in scope since only few nodes are affected. In addition, some of the last hop nodes such as node D can save energy since it will be become closer to the gateway. If the gateway detects that it will go out of the maximum transmission range of some of the last hop nodes, the second option of extending the data paths is to be explored. In this case, a sensor node is solicited to forward the packets from the last hop of what would be a discontinued path. Based on the routing methodology the forwarder can be identified by the gateway or by the last node on the path. In case of a centralized route setup, the gateway picks a suitable node based on its proximity to the gateway's next intermediate position and extends the data paths by notifying the last node on the path. For distributed data routing the node at the end of the path will pick an appropriate forwarder among its neighbors and get the picked forwarder engaged in data relaying. A pictorial illustration of this situation is shown in Fig. 1(i) . When the gateway gets out of the reachable range of B and C, forwarders would be needed in order to relay B's and C's data. Nodes B1 and C1 are selected as forwarders and the routes are updated as seen in the figure. B1 and C1 act as relay nodes as long as the gateway is in their transmission range. While C1 is an example for the unused forwarder, B1 has to accommodate the additional traffic. New forwarders are found when gateway goes out of transmission range of B1 and C1 and such process continues until the next rerouting. Among multiple potential forwarders, the closest node to the next gateway intermediate location is favored since that would increase the probability that the node will not need an additional forwarder on the next travel stride. If a forwarder node cannot be found, rerouting becomes a necessity. It should be noted that extension of routes through designating forwarder nodes can quickly make the network topology inefficient. Therefore, we impose a certain bound on the number of forwarders that can be augmented to a particular path. When such bound is reached, our algorithm starts checking the efficiency of the current routes in order to qualify the need for new routes. Since rerouting can be costly in terms of energy consumption as explained before, our approach prefers to keep the current route setup unless a major inefficiency in terms of energy is detected. This is done by checking the routes from source sensors within the direction of the gateway motion. The algorithm assumes the gateway's current coordinates to be (0,0) and considers the quarter that it is moving into, as seen in Fig. 1 (ii). For application with large number of active sources, the scope of consideration can be limited to those located not very far from the current location of the gateway. For example, in Fig. 1 (ii) data routes from sources in the shaded area most B1 and C1 to relay their data when the gateway is out of their transmission range, (ii) When the number of forwarder for C exceeds 1 (C1 and D1), the gateway starts reassessment on the efficiency of the routes in the dotted region to decide on the urgency for rerouting.
probably become inefficient when the gateway is approaching these sources. After the selection of sources, the gateway makes a comparison as explained below:
The gateway basically uses the total energy for packet transmission to check whether the current routes from these sources are too inefficient. The gateway estimates what would be the least energy path from these sources in order to qualify the degree of efficiency of current paths. If there is a significant difference, i.e. exceeding a threshold, the gateway pursues the third option of establishing a new topology. Otherwise, the algorithm continues to designate forwarder nodes. If the gateway does not know the exact locations of all deployed sensors, it can consider nodes that are currently part of a path or have been relaying data before. A direct link from the source to the gateway can be used in the energy efficiency assessment when the gateway is unaware of the potential nodes that can relay the data from the source.
The proposed algorithm is shown in Fig. 2 . At each stride, the algorithm checks each sensor in the list of nodes that are one hop away from the gateway to check whether the gateway (G) is to get out of the range of that sensor or not (line 2-3). If the gateway is still in range, it estimates the next intermediate position and sets the transmission range for the last hop node so that the gateway receives the messages uninterruptedly until reaching that intermediate position (line 8) . If the gateway will be out of range, a new forwarder is found for that particular node in line 7. Each time a new forwarder is to be found, the number of forwarder nodes for that path is checked in line 4. If that number is bigger than a given bound (e.g. k), the algorithm makes an assessment to find out whether new routes are needed or not in lines [5] [6] . If the gateway is unaware of the sensor state, it can use a constant maximum range for all sensors.
The assessment of the complexity of the relocation algorithm is not discussed here due to space constraints. However, we argue that the complexity would not make our handling of the gateway motion a major resource burden.
III. EXPERIMENTAL VALIDATION
The effectiveness of our approach for handling gateway mobility is validated through simulation. This section describes the underlying network operation, simulation environment, performance metrics and experimental results.
A. Validation Environment
We have adapted the system architecture of [6] for validating our approach. The gateway electively engages some sensors in probing the surroundings based on missions that are assigned to the network. Unselected sensors can switch to a low-energy sleep mode. A TDMA-based MAC protocol is used allowing nodes to switch to sleep mode when they are not communicating. Rerouting is triggered by either an application-related event that requires the involvement of different set of sensors, a need for a more efficient network topology to suit the gateway movement or the depletion of the battery of an active node. The gateway sets up data paths using the minimum distance squares routing methodology.
In the experiments, the network consists of 50 to 200 randomly placed sensors deployed in a 500×500 m 2 area. The gateway initial position is determined randomly within the area boundaries. A free space propagation channel model is assumed [7] with the capacity set to 2Mbps. The size of a data packet is 10 Kbit. Each node is assumed to have an initial energy of 5 joules. A node is considered non-functional if its energy level reaches 0. The transmission range for a sensor node is assumed to be 50 m [8] . For a node that is actively sensing the environment, packets are generated at a constant rate of 1 packet/sec. Each data packet is time-stamped when it is generated to allow the calculation of average delay per packet. In the experiment we assume that the network is tasked with a target-tracking mission. The initial set of sensing nodes is chosen to be the nodes on the convex hull of sensors in the deployment area. The set of sensing nodes changes as the 1 for (each movement (stride) 
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We have considered two different mobility models for the gateway motion. The first is the popular Random Waypoint model, which is widely used in simulating mobile ad hoc networks. The other one is a new model that we propose for battle environments where the motion of the gateway is dynamically restrained in order to escape possible enemy or target locations. We call this new model the Target Avoidance Model. The gateway selects the destinations based on the current traffic information where high volume traffic in a location refers to a possible detection of a target. The gateway will strive to find a location that is equidistant and symmetric from the possible targets or enemy locations in the battle field. We have assumed at most two targets to be active in the deployment area. In this model, the determination of the speed of the gateway towards a destination will be based on its speed for reaching the previous destination. This is different than Random Waypoint model where speed is selected randomly between 1 and a maximum value.
Given our interest in minimizing the impact of gateway mobility on network performance, we used network throughput, average delay per packet, average lifetime of a node as the performance metrics.
B. Performance Results
In this section, we present some of the obtained performance results. The performance of our approach is captured under the two mentioned mobility models. We named our approach as EARM (Energy-Aware Routing to Mobile Gateway) and compare the measured performance to that of a baseline approach in which the transmission power of last hop nodes is adjusted as long as the gateway stays within their range and rerouting is performed when the gateway becomes unreachable to them. We have used the random waypoint model (RWP) and target avoidance model (TA) for the motion of the gateway. We have applied 5 distinct seeds in order to generate random network topologies. Separate simulation experiments were performed for each topology. Each simulation lasted 2000 sec. We observed that with 90% confidence level, the simulation results stay within 6%-10% of the sample mean.
Rerouting overhead: Frequent adjustment of the network topology when the gateway goes out of range of sensor nodes, will introduce significant overhead in terms of energy consumption as explained in section II.B. In our simulation network setup such overhead is due to increased number of state changes from active to sleep mode and to extended active time. Therefore, we conducted experiments in order to observe the effect of rerouting frequency on energy consumption. We have varied the reroute period i.e. the number of data collection cycles to pass before the next reroute. We have also studied how such effect relates to the number of sensors. The results, depicted in Fig. 3 , have shown that the total transition energy due to state changes increases significantly with a smaller reroute period. Such effect is very much expected. Moreover, we observe Fig. 3(b) that when the number of sensors increases significantly, the overhead of rerouting becomes a big portion of the total communication energy. Therefore, frequent rerouting can be undesirable especially when the network size is big.
Performance under different network size: In this set of performance experiments, we have varied the number of sensors and fixed the gateway speed at 10m/sec. When considering the network throughput (Fig. 4) , our approach under random waypoint model (EARM-RWP) performs close to the baseline-RWP especially for small network sizes. The slight difference is due to the fact that the baseline approach frequently obtains the most energy-efficient and shortest routes by adjusting the network topology. Short transmission range reduces the error rate, suggesting a positive impact on the network throughput. Similar observations are true for Target Avoidance (TA) Model.
We have also observed that our approach performs better under the random waypoint model (EARM-RWP) than the target avoidance model (EARM-TA). This is because the gateway in the target avoidance model moves away from data sources and hence extends the multi-hop paths. The increase in distance from the sources and in number or hops boosts the possibility of packet drops and significantly lowers the throughput. The increase in the number of hops also causes the end-to-end delay to increase in comparison to the baseline approach under both mobility models as confirmed in Fig. 5 .
While frequent rerouting enhances the throughput and the end-to-end delay, the overhead eats up most of the sensor's energy lowering the average lifetime of a node, as seen in Fig.  6 . Our approach provides at least 20% increase in node lifetime for both used mobility models and this enhancement grows significantly with the increasing network size. It should be noted that in other setups the overhead due to rerouting can be even more damaging. Experimenting with different gateway speed: We have also studied the effect of the gateway travel speed on performance. The results in Fig. 7 and 8 show that our algorithm EARM-RWP and EARM-TA performs very close to the baseline-RWP and baseline-TA respectively, demonstrating the ability of our algorithm to efficiently handle gateway motion. Again the performance under the random waypoint model is better than that of the target avoidance model since the latter causes the gateway to be far from the source of data traffic. Fig. again confirms how our approach prevents the fast gateway's motion from triggering excessive topology adjustment that shortens the network lifetime.
IV. CONCLUSION
In this paper, we have presented an efficient approach for routing sensors data to a mobile gateway. The presented approach conducts a trade-off between the frequency of network topology adjustment to maintain efficient route setup and the overhead that such adjustment introduces to the sensors. The basic idea of our approach is to track the gateway's proximity to the last nodes on current data paths and selectively adjusts the transmission power of some of these nodes to ensure continual packet delivery to the gateway. When the gateway gets out of range, new forwarder nodes are identified and appended to the existing routes. When the number of forwarders on a particular route exceeds a pre-defined bound, the impact of rerouting is qualified and the network topology is updated if the overhead is justified. The performance of our approach is studied through simulation. In addition to the popular random waypoint model, we have introduced a new mobility model, namely Target Avoidance Model, for applications of sensor networks in battle environments. Simulation results have shown that our approach handles the motion of the gateway efficiently providing at least 20% longer lifetime for the network at the cost of a slight increase in end-to-end delay in comparison to the performance achieved through continual rerouting. 
