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ABSTRACT The distributions of log-likelihood ratios (DLL) obtained from ﬁtting ion-channel dwell-time distributions with
nested pairs of gating models (J, full model; JR, submodel) were studied both theoretically and using simulated data. When J
is true, DLL is asymptotically normally distributed with predictable mean and variance that increase linearly with data length (n).
When JR is true and corresponds to a distinct point in full parameter space, DLL is G-distributed (2DLL is x-square). However,
when data generated by an l-component multiexponential distribution are ﬁtted by l11 components, JR corresponds to an
inﬁnite set of points in parameter space. The distribution of DLL is a mixture of two components, one identically zero, the other
approximated by a G-distribution. This empirical distribution of DLL, assuming JR, allows construction of a valid log-likelihood
ratio test. The log-likelihood ratio test, the Akaike information criterion, and the Schwarz criterion all produce asymmetrical Type
I and II errors and inefﬁciently recognize J, when true, from short datasets. A new decision strategy, which considers both the
parameter estimates and DLL, yields more symmetrical errors and a larger discrimination power for small n. These observations
are explained by the distributions of DLL when J or JR is true.
INTRODUCTION
Conformational transitions of ion-channel proteins associ-
ated with gating are best described as a stochastic process
governed by some discrete Markov model (1). Such models,
called gating schemes, consist of sets of discrete open-channel
and closed-channel conformations (states) connected to each
other in a given pattern, and of rate constants which describe
probabilities of transition along the allowed kinetic path-
ways. Many features of ion-channel gating, such as the du-
rations of individual open- and closed-channel dwell times or
the vector of the entire ordered sequence of open- and closed-
time durations, are random variables whose distributions are
deﬁned by the underlying Markov model (2). These random
variables can be experimentally sampled, as the timing of
individual open-to-closed and closed-to-open transitions
are observable in single-channel patch-clamp records (3). A
steady-state current record of a single ion channel is ﬁrst
idealized to reconstruct the sequence of open and closed
dwell times (the events list (2)) which is then ﬁtted to an
assumed gating scheme by maximum likelihood (ML) to
obtain the set of parameters (rate constants, or time constants
and fractional amplitudes of exponentials) which best de-
scribes the data—i.e., the set of dwell times (4), the set of
pairs of consecutive open/closed dwell times (5), or the entire
ordered series of dwell times (6–11).
Fitting pairs, or the entire series, of events reveals possible
correlations between the durations of adjacent open and closed
dwell times. Much valuable information has been obtained
from such studies, e.g., for large-conductance Ca21-activated
K1 channels (5,12,13), several members of the pentameric
ligand-gated ion channel family such as the glycine (14,15),
the GABAA (16), and the nicotinic acetylcholine (17–19)
receptor channel, and recently for the NMDA receptor (20).
Nonetheless, traditional ﬁtting of one-dimensional dwell times
is still used to study channels for which such correlations are
not apparent (21–25) or for which a gating scheme is not yet
at hand (26,27); but also for a visual comparison of such ﬁts
with model predictions—even if the analysis itself relies on
more sophisticated methods (12–16,18–20).
Typically, the true underlying gating scheme is unknown,
and the aim of the experimenter is to ﬁnd the minimal model
that explains the experimental ﬁndings. Several possible
models are therefore considered, and these are then ranked
based on the likelihood, or its logarithm (Log-Likelihood,
LL), of observing the data, given the model. When two
models are compared that contain the same numbers of pa-
rameters, the one yielding a higher LL is accepted. Compar-
ison of two models with different numbers of free parameters
is more problematic, as more free parameters may result in
slightly higher likelihood values even if the introduction of
the additional parameters is not justiﬁed. A good strategy for
model evaluation in this case depends on knowledge of the
distribution of the log-likelihood ratio DLL¼ LL2 – LL1. The
present work addresses this question for the subset of cases
in which the model with fewer parameters is a submodel of
the other (nested models). The results are presented in the
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framework of ML-ﬁtting of one-dimensional dwell-time dis-
tributions; the implications for ML-ﬁtting of joint distributions
of series of dwell times are discussed. The core of the article
consists of two basic parts—the ﬁrst, more theoretically and
the second, more practically oriented.
The section ‘‘Distributions of Log-Likelihood Ratios’’
investigates the distributions of DLL under various situations
in which either the submodel or the broader model is the true
model. For the case in which the broader model is true, the
asymptotic distribution ofDLL is mathematically derived and
conﬁrmed using extensive simulations. The case in which the
submodel is true has been studied in the past (28) and is discussed
in standard statistics textbooks (e.g., (29–31)); 2DLL is x2-
distributed if certain regularity criteria apply. This assumption
has been widely used for evaluation of ion-channel gating
schemes (e.g., (2,32)), but the applicability of the required
regularity criteria to such models has not been tested. These
criteria are examined here and shown not to apply in some of
the most common situations. The empirical distributions of
DLL for such cases are obtained from large sets of simulated
data.
The section ‘‘Strategies for Model Discrimination’’ eval-
uates several existing methods for model identiﬁcation,
including the log-likelihood ratio test (LLR test, e.g., (32)),
the Akaike information criterion (AIC, (33)) and the Schwarz
criterion (SC, (34)). Experimenters often put their faith in
these statistical tests without ﬁrst studying the applicability of
the underlying theorems. E.g., the assumptions required for
use of the canonical LLR test frequently do not apply (a valid
LLR test for such cases is presented here). Moreover, even
studies in which these methods were tested on simulated data
(6,7,9) have examined their efﬁciencies only under limited
sets of conditions. First, the ability to detect an extra com-
ponent in a distribution is very dependent on the size of that
component. It is inevitable in simulation studies that the
results depend on the chosen values of the rate constants.
Second, the value of DLL is a random variable. Therefore,
obtaining a correct decision for a single simulated events list
may provide little information. For a given model, a large set
of independent events lists should be examined to obtain a
population of decisions that will allow estimation of the
probabilities of error. Third, the effect of the length of the data
on the reliability of the decision lacks systematic evaluation.
E.g., for each of the above statistical tests the Type I error
(rejection of the null hypothesis although it is true) andType II
error (acceptance of the null hypothesis although it is wrong)
depend differentially on the length of the data.
These issues are explored here for nested pairs of models
using large sets of simulated data, and the ﬁndings explained
in light of the distributions of DLL for both cases, i.e., when
the submodel is correct (the null hypothesis) and when it is
incorrect. In addition, a new decision strategy is proposed,
which is not a priori biased toward either of the two models
and produces relatively symmetrical Type I and Type II errors.
Because it also results in a higher power of discrimination for
relatively small data sets, the novel approach might prove a
useful alternative of the LLR test, and of the AIC or SC,
for such applications.
MATERIALS AND METHODS
Simulations
Simulated sequences of dwell times (events lists) were generated as described
(e.g., (35)), using exponentially distributed random numbers obtained by a
transformation on an evenly distributed random variable (36). To minimize
simulation-related artifacts, evenly distributed randomnumberswere generated
using the high-quality random generator ran2 (36). This function combines a
long-period random sequence algorithm (37) with a shufﬂing procedure (38)
which further removes serial correlations. The period of ran2 is ;2 3 1018,
which allows generation of a random sequence of;1018 channel gating events,
as each such event consumes two random numbers. For a given gating scheme,
1000 independent events lists of length 2n (containing n closed events) were
produced by simulating one long events list of length 2000n, which was then
broken up into 1000 parts of length 2n each. For the longest individual events
lists studied,nwas104; thus, simulation of 1000 such events lists consumed43
107 random numbers, far smaller than the period of the generator.
Maximum likelihood ﬁtting
Closed dwell times of simulated events lists were ﬁtted to multiexponential
probability density functions by unbinned ML (e.g., (4)). The LL was
maximized with respect to the parameters of the ﬁtted distribution using two
optimizers, an uphill simplex algorithm (39) and the Davidon-Fletcher-Powell
variable metric method (36), started from several different seed parameters.
This was especially important when the ﬁtted distribution contained more
parameters than the true generating distribution. E.g., in the case in which
single-exponentially distributed dwell times are ﬁtted by a double-exponential
distribution, the best unconstrained ML estimate q^ is expected to scatter in a
broad region of the parameter spaceV (along a jointed line such as that depicted
in Fig. 7). Thus, in such cases, each events list was ﬁtted using both optimizer
algorithms, both seeded from 40 different seed values along the expected
jointed line. Out of the 80 parameters towhich these attempts converged, q^was
chosen as the one that yielded the highest LL. However, it must be noted that
despite all the effort to identify the best q^, it remains possible that for some
of the events lists the true q^ was not found. Single-exponential distributions
were ﬁtted by solving the likelihood equation; i.e., the ML estimate of the
time constant was obtained as the arithmetic average of the dwell times.
Evaluation of hˆ(x)
The parameters mˆ and sˆ2 were calculated by numerically evaluating the
integrals in Eqs. 16a and 16b using the simple trapezoidal rule and ex-
ponentially increasing interval widths. Limited computer dynamic range was
corrected for using the algorithm described in Appendix B.
RESULTS AND DISCUSSION
Distributions of log-likelihood ratios
Ion channel gating models consist of a scheme, i.e., a number
of closed and open states with a given connectivity among
them, and a set of numeric parameters, i.e., the values of the
transition rates (Fig. 1). Because of the underlying Markov-
ian process the distributions of open and closed dwell times
are mixtures of exponentials. As a usual ﬁrst step in iden-
tifying amodel, one is simply concerned about the probability
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density function (pdf) of either closed or open dwell times. In
this context the model J is described by the shape, i.e., the
number of exponential components, of the pdf (which reﬂects
the number of relevant single-channel states), and the
parameter vector x, which consists of the set of time constants
t1, t2, . . .tk and fractional amplitudes a1, a2, . . .ak1. Usually,
a particular number of exponential components is ﬁrst
assumed after visual inspection of the dwell-time histogram
of interest, and then the parameter vector j found that
maximizes the LL function, deﬁned as follows. If a set of n
dwell times t1, t2,. . .tn is observed and the data are ﬁtted to a
model with pdf f, then LL ¼ +n
i¼1 ln f ðtiÞ. Note that the dwell
times are measured in some unit of time (e.g., seconds or
milliseconds); ti denotes here the dimensionless form of the
dwell time, i.e., ti¼ (ith dwell-time)/(unit of time). Therefore,
the pdf f of the variable ti is also dimensionless. In a typical
situation the data are generated from a true (but unknown)
model Q described by parameter vector q* (* will be used
throughout this article to denote the true parameter vector
which was used to generate the data); i.e., ti values are drawn
from a distribution with pdf fq*. These data are then
tentatively ﬁtted to a model J represented by the pdf fj.
This LL will be denoted LL(jjq*) to emphasize that Q (with
parameter vectorq*) is the true model andJ (with parameter
vector j) is the model assumed for ﬁtting. LL(jjq*) is itself a
randomvariable, and the aimof the presentwork is to examine
its distribution under various conditions relevant in practice.
Without constraining generality, the focus will be on the
closed-time distributions of the schemes shown in Fig. 1 (the
parameters of the closed-time distribution are printed below
each scheme).
Distribution of DLL values obtained from describing the
data by two alternative arbitrary schemes with ﬁxed
sets of parameters
This section lays the groundwork for addressing the full
complexity of problems encountered in practice, by ﬁrst
solving a more simple situation. Thus, as a ﬁrst step, assume
that the data (generated from a true model Q with vector q*)
are tentatively described by two arbitrary schemesJ1 andJ2
such that not only the shapes (numbers of components) of the
pdfs are assumed, but also the parameter vectors j1 and j2
are ﬁxed to any arbitrary values. The observed dwell times ti
are distributed according to fq* and, if Q contains only one
gateway state (see all schemes in Fig. 1, except for Scheme
4), ti are also independent of each other. Thus, the random
variables X
ð1Þ
i ¼ ln fj1ðtiÞ; i ¼ 1; 2; . . . n; are also identically
distributed and independent, and the same is true for the two
series X
ð2Þ
i ¼ ln fj2ðtiÞ and Yi ¼ ln fj2ðtiÞ=fj1ðtiÞ
 
. As
LLðj1jqÞ ¼ +ni¼1 Xð1Þi ; LLðj2jqÞ ¼ +
n
i¼1 X
ð2Þ
i ; and DLL
ðj1; j2jqÞ ¼ LLðj2jqÞ  LLðj1jqÞ ¼ +ni¼1 Yi; by the
central limit theorem all three are asymptotically normally
distributed, and the expectations and variances can be
calculated as nEðXð1Þ1 Þ; nEðXð2Þ1 Þ; nEðY1Þ, and
nD2ðXð1Þ1 Þ; nD2ðXð2Þ1 Þ; and nD2(Y1), respectively. Thus, for
any model J and any arbitrary ﬁxed vector j,
E LLðjjqÞð Þ ¼ n
Z N
0
ln fjðtÞ
 
fqðtÞdt; (1)
D
2ðLLðjjqÞÞ ¼ n
Z N
0
ln
2ðfjðtÞÞfqðtÞdt


Z N
0
lnðfjðtÞÞfqðtÞdt
 2
; (2)
FIGURE 1 Gating schemes used for simulations. Rate constants are in s1.
Time constants (tcj, inmilliseconds) and fractional amplitudes (acj) describe the
closed-time distributions of the respective schemes. The schemes are organized
in pairs. Both schemes in each row have identical open-time distributions; the
closed-time distribution of each scheme in the right column (Scheme QR, for
reduced) is a special case, under some constraint on the parameters, of the
closed-time distribution of the scheme to its left (Scheme Q). All reduced
schemes are printed with parameter values corresponding to qR (see text).
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while for any pair of models J1, J2 and arbitrary ﬁxed
vectors j1 and j2,
E DLLðj1; j2jqÞð Þ ¼ n
Z N
0
ln fj2ðtÞ=fj1ðtÞ
 
fqðtÞdt; (3)
D
2ðDLLðj1; j2jqÞÞ ¼ n
Z N
0
ln
2ðfj2ðtÞ=fj1ðtÞÞfqðtÞdt


Z N
0
lnðfj2ðtÞ=fj1ðtÞÞfqðtÞdt
 2
: (4)
The validity of Eqs. 1–4 was conﬁrmed using simulated
data. E.g., 1000 independent events lists (see Materials and
Methods), 500 closed events each, were simulated using
Scheme 2 (Fig. 1). The LL for observing the closed-time
distribution of each events list assuming either Scheme 2R or
2, with ﬁxed parameters (in this case using the real param-
eters listed in Fig. 1), was evaluated for both cases. The
histograms of the obtained LL (Fig. 2, A and B) and DLL
(Fig. 2 C) values were well ﬁt by Gaussian pdfs (solid lines)
with mean and variance predicted by Eqs. 1 and 2 (Fig. 2, A
and B) or Eqs. 3 and 4 (Fig. 2 C). Note that the distribution of
DLL extends to the negative range (Fig. 2 C, light bars),
although J2 was chosen to be the true scheme Q. This is
because, even though q* is the true parameter vector, the LL
function is typically at a maximum at some different param-
eter vector (the ML estimate q^; see below). Therefore, the
description by the correct distribution (Scheme 2) sometimes
yields smaller LL-values than that using the incorrect (and
even simpler) distribution (Scheme 2R).
If t and tˆ is time in two different units, t ¼ l  tˆ, and f
and fˆ are the pdfs expressed using those two units, then
fˆðtˆÞ ¼ l f ðltˆÞ. If LL and LˆL are obtained using these two time
units, it is easy to show—using an integral transform on the
variable t—that
E LˆLðjjqÞ  ¼ E LLðjjqÞð Þ1 n ln l;
and
D
2
LˆLðjjqÞ  ¼ D2 LLðjjqÞð Þ:
Thus, the expectation of LL depends on the time unit, while
its variance does not. In contrast, neither the expectation, nor
the variance of DLL, depends on the time unit, as can be
shown by an integral transform on the variable t in Eqs. 3 and
4 (for Eq. 3 this also follows from the latter two equations).
The integrals in Eqs. 1 and 2 can be performed numer-
ically (see Appendix B), but also explicitly if fj is single-
exponential. If both fq* and fj are single-exponential pdfs
with time constants tq and tj, respectively, then E LLðjjqÞð Þ
¼ n ln tj 1 tq=tjð Þ; D2 LLðjjqÞð Þ ¼ nðt2q=t2jÞ; and
D LLðjjqÞð Þ ¼ ﬃﬃﬃnp ðtq=tjÞ: E.g., if tq ¼ 10ms and the
data are ﬁtted with the proper distribution, then DðLLÞ ¼ﬃﬃﬃ
n
p
; and E(LL) ¼ n  3.303 if the pdf is expressed in units of
ms1 or E(LL)¼ n  3.605 if the pdf is expressed in units of s1
(see above, l ¼ 1000). If fj is single-exponential but fq* is
multiexponential, then Eqs. 1 and 2 can be written in the
explicit form of
E LLðjjqÞð Þ ¼ n ln tj1 +kaqktqk
 
=tj
 
and
D
2
LLðjjqÞð Þ ¼ n 2 +
k
aqkt
2
qk
  +
k
aqktqk
 2	 

t
2
j
 
:
Representation of nested pairs of models
A simpler model is a submodel of a broader model if it can be
identiﬁed with the broader model under some restriction on
the parameters of the latter. The schemes in Fig. 1 are or-
ganized in such pairs. The schemes in the right column, with
notation R (for reduced), can be identiﬁed with the schemes
FIGURE 2 Distributions of LL and DLL values obtained from comparing two models with arbitrary ﬁxed parameters. (A–C) One-thousand independent
events lists, 500 closed events each, were simulated using Scheme 2. The LL of the observed closed-time distribution assuming either Scheme 2 or Scheme 2R,
with rates printed in Fig. 1, was determined for each events list. These LL-values for assuming (A) Scheme 2R (LL 2

Rj2
 
) and (B) Scheme 2 (LL 2j2ð Þ), as
well as (C) their differences (DLL 2R; 2
j2  ¼ LL 2j2ð Þ  LL 2Rj2 ), were binned to obtain the histograms shown. Light-colored bins in C identify cases
in which DLL was negative. Solid ﬁt lines are appropriately scaled (by the bin-width times the number of events lists) Gaussian pdfs with means and variances
predicted by Eqs. 1 and 2 (A and B) or Eqs. 3 and 4 (C).
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to their left under some particular restraint. The open-time
distributions are identical for each pair of schemes, while the
closed-time distributions of the schemes to the left are more
complicated than those of the schemes to the right.
For instance, the closed-time distribution of Scheme 1 is
deﬁned by two free parameters, tc1 and tc2 (Fig. 3 A; for this
particular closed-time distribution the fractional amplitudes
ac1 and ac2 are functions of the two time constants tc1 and
tc2). Scheme 1R is a special case of Scheme 1 in which, e.g.,
tc1 is ﬁxed to zero. Thus, the parameter space of Scheme 1R
(VR) is a one-dimensional line within the two-dimensional
full parameter spaceV of Scheme 1 (Fig. 3 C, vertical shaded
line). (Equivalently, in terms of rates, the closed-time dis-
tribution of Scheme 1 is deﬁned by k12 and k23, and reduces
to that of Scheme 1R, e.g., if k23/N.)
Analogously, the closed-time distribution of Scheme
2 contains three free parameters, tc1, tc2, and ac1 (Fig. 3 D).
Scheme 2R is a special case of Scheme 2, e.g., under the
constraints tc1 ¼ tc2, and ac1 is any ﬁxed value. Thus, the
parameter space VR of Scheme 2R is a one-dimensional line
(one free parameter) within the three-dimensional full pa-
rameter spaceV of Scheme 2 (Fig. 3 F, shaded line identiﬁed
by arrow).
Distribution of Dll values obtained from ﬁtting the data
with the correct scheme and its subset, using the ML
estimates of the parameters
In practice, the parameters of any ﬁtted scheme J are left
free and optimized by ML; i.e., the particular vector j^, which
maximizes the LL, is chosen. Fitting a submodel of J to the
data is identical to restricting the search for the best param-
eter vector to a subsetVR of the full parameter spaceV. This
ML estimate within VR will be denoted j^R.
Because the ﬁtted parameter vectors are not ﬁxed, the
direct applicability of Eqs. 3 and 4 is limited. However, if the
ﬁtted model is the correct model Q, and certain regularity
criteria are met (Conditions I–VI in Appendix A), then the
ML estimate q^ is asymptotically normally distributed around
the true parameter q*, and converges to q* with probability
1 as n increases (29–31). Moreover, even if a set of incorrect
restrictions is imposed on the true model, i.e., q*; VR, the
FIGURE 3 Asymptotic behavior of the ML estimate q^ when the correct scheme or its subset is assumed. (A,D) One-thousand independent events lists,
10,000 closed events each, were simulated using Schemes 1 and 2, and the closed-time distribution of each events list was ML-ﬁtted to the generating scheme.
Obtained parameter vector estimates q^ are plotted as solid dots in two-dimensional space for Scheme 1 (A) and in three-dimensional space for Scheme 2 (D).
The intersection of the solid auxiliary lines marks the location of the true parameter vector q*. (B,E) Histograms of ML-estimates of tc obtained by ﬁtting the
same events lists with the respective reduced Schemes 1R and 2R (i.e., by single-exponential distributions). The histograms are centered on the mean closed
times of Scheme 1 and 2; 1012.5 ms (B) and 46 ms (E). (C,F) Unconstrained (q^, solid dots) and constrained (q^R, shaded x-marks, appear merged into shaded
lines) parameter vector estimates plotted together in three-dimensional space for Scheme 1 (C) and in three-dimensional space for Scheme 2 (F). The vertical
shaded line in C and the shaded line identiﬁed by the long arrow in F represent VR for those two cases. The slanting shaded line in A and C contains all
parameter vectors that deﬁne distributions with a mean identical to that of Scheme 1 (1012.5 ms).
Distributions of Log-Likelihood Ratios 3527
Biophysical Journal 90(10) 3523–3545
restricted ML estimate q^R converges in most cases to some
particular point in VR. (For instance, if a set of data is ﬁtted
by a single-exponential pdf, the ML estimate of the time
constant converges to the mean of the true distribution; see
the note in Appendix A.) This best parameter within VR will
be denoted qR*. (All reduced schemes in Fig. 1 are printed
with parameter values corresponding to qR*.)
Fig. 3 provides a visual representation of these behaviors.
One-thousand independent events lists, with 10,000 closed
events each, were simulated using Schemes 1 and 2 (Fig. 1),
and the closed-time distributions were ﬁtted to the same
schemes, and to the respective reduced schemes 1R and 2R,
using ML. The solid dots in Fig. 3, A and D, show the un-
constrained q^ estimates in two-dimensional space for Scheme
1 (Fig. 3 A) and in three-dimensional space for Scheme 2
(Fig. 3 D)—in both cases these estimates scatter closely
around their true values marked by the intercept of solid aux-
iliary lines. Fig. 3, B and E, show histograms of tc estimates
obtained from the restricted ﬁts to the submodels 1R and 2R;
both approximate narrow Gaussians centered on the respec-
tive mean closed times of 1012.5 ms (Fig. 3 B) and 46 ms
(Fig. 3 E) predicted by the true generating schemes (Fig. 1).
The corresponding q^R vectors are shown in Fig. 3, C and F,
as shaded X-marks.
Because for large n, the value of q^ becomes very similar to
q*, and q^R to qR*, it might be expected that the distribution
of LL values obtained from the free or restricted ML
procedure will not be very different from that obtained when
the ﬁt parameters are ﬁxed toq* orqR*, respectively. Thus, if
the data are generated using model Q with true parameter
vector q*, VR is a closed subset of V such that q* ; VR,
and the data are ML-ﬁtted with the correct model and its
subset, then LLðq^jqÞ; LLðq^RjqÞ; and DLLðq^R; q^jqÞ
¼ LLðq^jqÞ  LLðq^RjqÞ are all asymptotically normally
distributed with means and variances approximated as
follows. For the ML ﬁt to the true model,
E LLðq^jqÞ
	 

 n
Z N
0
ln fq ðtÞð Þfq ðtÞdt (5)
and
D
2
LLðq^jqÞ
	 

 n
Z N
0
ln
2
fq ðtÞð Þfq ðtÞdt


Z N
0
ln fq ðtÞð Þfq ðtÞdt
 2
; (6)
for the ML ﬁt to the subset of the true model,
E LLðq^RjqÞ
	 

 n
Z N
0
ln fqRðtÞ
	 

fq ðtÞdt (7)
and
D
2
LLðq^RjqÞ
	 

 n
Z N
0
ln
2
fqRðtÞ
	 

fqðtÞdt


Z N
0
ln fqRðtÞ
	 

fqðtÞdt
 2
; (8)
and, ﬁnally, for the obtained log-likelihood ratio,
E DLLðq^R;q^jqÞ
	 

 n
Z N
0
ln fqðtÞ=fqRðtÞ
 
fqðtÞdt (9)
and
D
2
DLLðq^R;q^jqÞ
	 

 n
Z N
0
ln
2
fqðtÞ=fqRðtÞ
	 

fqðtÞdt


Z N
0
ln fqðtÞ=fqRðtÞ
	 

fqðtÞdt
 2
:
(10)
Appendix A provides a mathematically exact formulation
of the above intuitive statements together with the proofs;
Eqs. 5 and 6 are formulated as Statement 3, Eqs. 7 and 8 as
Statement 4, and Eqs. 9 and 10 as Statement 5 (for an equa-
tion on a related problem, see (30)). Appendix B provides
technical advice for numerically calculating the above inte-
grals. The online Supplementary Material shows that the
conditions required for the proof of Statement 3 are met by
the multiexponential pdfs relevant to ion-channel dwell-time
distributions. Note that neither Eq. 9 nor Eq. 10 depends on
the time unit.
An important condition for Eqs. 9 and 10 to hold (State-
ment 5, Appendix A) is q* ; VR, which implies that q*
and qR* are two distinct points of the full parameter space V.
(The opposite case, q* 2 VR, means the restricted model is
the correct model and qR*¼ q*.) This condition is illustrated
in Fig. 3, C and F, which replots, in the same panel, free q^
estimates (solid dots) and q^R estimates (shaded x-marks) for
Scheme 1 (Fig. 3 C) and Scheme 2 (Fig. 3 F). Note the clear
separation of the sets of solid and shaded symbols in
parameter space.
Extensive simulations were done to verify the validity of
Eqs. 9 and 10 (Statement 5), as well as to test how fast the
distributions of DLLðq^R; q^jqÞ converge to their predicted
shapes. Fig. 4 illustrates a subset of the results, for Scheme
1 versus 1R (Fig. 4 A), 2 versus 2R (Fig. 4 B), and 4 versus
4R (Fig. 4 C), with n ranging from 125 to 10,000; it affords
the following conclusions.
First, the description of the distributions of DLL is ex-
cellent for all three models when n $ 2000, but already
reasonably good for ;250 events. Naturally, no negative
DLL values occur when nested models are compared using
the ML estimates of the parameters, unlike for the case shown
in Fig. 2 C, where DLL was obtained from comparison of
ﬁxed-parameter schemes. This is because qR* is also a
member of the full parameter space V. Therefore, in the
cases when LLðqRjqÞ happens to exceed LL(q*jq*), the
unconstrained ML procedure will ﬁnd a LL maximum
corresponding to a q^  qR (instead of q^  q as assumed
for Eqs. 9 and 10), and DLL will never be negative. Thus, the
DLL distribution is truncated at zero, and the discrepancy
between the histograms and predicted lines in Fig. 4 (normal
distributions characterized by Eqs. 9 and 10) can be ascribed
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to the data corresponding to the missing negative tail, spread
over the positive part of the distribution. The ﬁt improves as
n increases and the lower tail of the Gaussian diverges away
from zero (as predicted by Eqs. 9 and 10). Note that the dis-
tinction between all three pairs of closed-time distributions in
Fig. 4 is relatively difﬁcult; for easier cases the convergence
of the distribution of DLL to the predicted Gaussian pdf will
be faster.
Second, although Schemes 2 and 4 predict identical closed-
time distributions (Fig. 1), Scheme 4 has two gateway states.
Therefore, for Scheme 4 the durations of adjacent closed
events are correlated (long closed events, transitions to state
C1, are clustered, as are the shorter closed events generated
by state C2), hence the independence of t1, t2, . . .tn, necessary
for the proofs of asymptotically normal behavior and for
Eqs. 2, 4, 6, 8, and 10, does not hold. Nevertheless, the
simulations clearly show that the Gaussian prediction, to-
gether with the above equations, provides identically good
descriptions of the distributions of LL (not shown) and DLL
values for Scheme 4 (Fig. 4 C) as for Scheme 2 (Fig. 4 B).
This need not be surprising, as DLL depends only on the dis-
tribution, not on the sequence, of observed closed durations,
and the distributions are predicted to be identical for both
schemes beyond a few tens of events.
Distribution of DLL values obtained from ﬁtting the data
with the correct scheme and its generalization, using
the ML estimates of the parameters—the case of one
extra parameter
The case that, between a more complicated scheme and its
subset, the restricted model is the correct one, has long been
studied (29–31). If a set of regularity criteria (Conditions
I–VI in Appendix A) are met, 2DLL is asymptotically x2k
distributed with a degree of freedom (k) equal to the dif-
ference in the number of free parameters between the two
compared models (the x2-theorem). However, it has not yet
been examined whether the required regularity criteria are
satisﬁed in models that describe ion-channel gating. This and
the following section examine this question for two cases;
the case of one extra parameter (k ¼ 1), and the more com-
mon case of one extra exponential component (two extra
parameters, k ¼ 2), in the more complicated scheme.
The pair of Schemes 1 and 1R exempliﬁes the situation for
one extra parameter; the closed-time distribution of Scheme
1 is deﬁned by two (tc1 and tc2), that of Scheme 1R by one
free parameter (tc). The full parameter space V is the subset
of two-dimensional space bounded by tc1$ 0 and tc2$ tc1;
the reduced space VR is the line tc1 ¼ 0 (Fig. 5 A). When
Scheme 1R is true, q* 2 VR. Thus, q* lies on the boundary
of V, while the x2-theorem requires Conditions I–VI to hold
in an open region in V which contains q*. Although less
well known, the distribution of 2DLL has been studied for
several speciﬁc geometries of V and VR in which q* is
either a boundary point of VR (but an interior point of V;
FIGURE 4 Distributions of free DLL values for the case when the broader
scheme is true. (A–C) For each of Schemes 1, 2, and 4, events lists of
increasing lengths, ranging from 125 to 10,000 closed events, were simulated,
with 1000 independent events lists for each scheme and each length. The
closed-time distribution of each events list was ﬁtted by ML to both the
appropriate generating scheme and its reduced pair. The resulting DLL values
for Scheme 1 versus 1R (A), Scheme 2 versus 2R (B), and Scheme 4 versus 4R
(C), are plotted in the form of histograms. The solid lines are appropriately
scaled Gaussian pdfs with mean and variance predicted by Eqs. 9 and 10.
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e.g., (40–43)), or, like here, a boundary point ofV itself (44).
However, the mathematical treatment of these situations still
required in each case fulﬁllment of the regularity criteria on
the boundary itself. Unfortunately, these criteria do not apply
in the present situation for tc1 ¼ 0. E.g., contrary to Condi-
tion V (Appendix A), the information matrix I(q) is inﬁnite
there (see Supplementary Material, Section 2).
To test whether this fact compromises any of the prop-
erties of the ML procedure, extensive simulations were done
using Scheme 1R, followed by ML ﬁts to the closed-time
distributions of both Schemes 1R and 1. Fig. 5 shows the
scatter of the parameter estimates for 1000 independent
simulated events lists (10,000 closed events each). Although
q* lies on the boundary of V, the unconstrained ML esti-
mates q^ (Fig. 5 A, solid dots) are still approximately nor-
mally distributed on the half-plane. The restrained ML
estimate q^R is, of course, approximately normally distrib-
uted on the line (histogram in Fig. 5 B). As qR ¼ q; the
sets of q^ and q^R are merged in V space (solid dots and
shaded x-marks, Fig. 5 C; compare to Fig. 3 C), and Eqs. 9
and 10 do not apply (see Statement 5, Appendix A).
Next, the distributions of DLLðq^R; q^jqRÞ ¼ LLðq^jqRÞ
LLðq^RjqRÞ were examined. If 2DLL were distributed as
x2k then, equivalently, DLL should follow a G-distribution
with shape parameter k/2 and scale parameter 1 (G(k/2, 1).
Thus, if thex2-theorem holds, the pdf of the distribution
of DLL values should be given by
h
DLLðq^R ;q^jqRÞðxÞ ¼
Gðk=2Þ1xðk=2Þ1ex; for x$ 0
0; for x, 0
;

(11)
where GðpÞ ¼ RN
0
xp1exdx: Fig. 6 A shows histograms of
DLLð1ˆR; 1ˆj1RÞ obtained from events lists with increasing n,
simulated using Scheme 1R. In contrast to the case in which
the broader scheme is true (Fig. 4 A), the distribution of DLL
does not shift with increasing n; instead, it is well ﬁt, already
for as few as 125 events, by a G(k/2, 1) distribution with k ¼ 1
(solid line; compare to k ¼ 2, thin line). To better resolve the
distribution at small x, the natural logarithm of DLL, lnDLL,
was also binned to construct histograms (Fig. 6 B). This
transformation converts the G(k/2, 1) pdf into a new pdf,
glnDLLðq^R;q^jqRÞðzÞ ¼Gðk=2Þ
1
expððk=2Þz expðzÞÞ; (12)
a function that peaks at z¼ ln(k/2). (The same transformation
is routinely used for the display of multiexponential dis-
tributions of ion-channel dwell-times (4).) After this trans-
formation, the lnDLL distributions were still well ﬁt with
parameter k ¼ 1 (Fig. 6 B, solid lines; compare to k ¼ 2, thin
lines). Finally, when the DLLð1ˆR; 1ˆj 1RÞ values themselves
were ML-ﬁtted to the pdf in Eq. 11, with k as a free param-
eter, these ﬁts returned k 1 in each case (not shown). Thus,
although q* lies on the boundary of V, the ML estimates q^
and q^R are still asymptotically normally (or half-normally)
distributed, and DLL is asymptotically distributed as G(1/2, 1);
i.e., 2DLL approaches x21:
Distribution of DLL values obtained from ﬁtting the data
with the correct scheme and its generalization, using
the ML estimates of the parameters—the case of one
extra exponential component
A far more common problem in practice is whether a ﬁt to a
dwell-time distribution is signiﬁcantly improved by allowing
one extra exponential component (9,21–23,26,32,45–51). The
broader model in this case contains two extra free parameters
(a time constant and a fractional amplitude), i.e., the full
parameter space V has two more dimensions than VR. Fig. 7
illustrates V for the closed-time distribution of Scheme 2; the
subset of two-dimensional space bounded by tc1 $ 0, tc2 $
tc1, ac1 $ 0, and ac1 % 1. The term VR, which describes
Scheme 2R, is a one-dimensional line in V (see Fig. 3 F),
FIGURE 5 Asymptotic behavior of the ML estimate q^ when the correct scheme or its generalization is assumed—the case of one extra parameter. (A) One-
thousand independent events lists, 10,000 closed events each, were simulated using Scheme 1R, and the closed-time distribution of each events list was ML-
ﬁtted to the more general Scheme 1. Obtained parameter vector estimates q^ are plotted as solid dots in full (two-dimensional) parameter spaceV. The vertical
shaded line represents VR (i.e., tc1 ¼ 0); the intersection of this line with the horizontal solid line marks the location of the true parameter vector q*.
(B) Histogram of ML-estimates of tc obtained by ﬁtting the same events lists with the true generating Scheme 1R (i.e., with a single-exponential distribution).
The histogram is centered on the true parameter tc ¼ 1012.5 ms. (C) Unconstrained (q^, solid dots) and constrained (q^R, shaded x-marks, appear merged
into a shaded line) parameter vector estimates plotted together in full, two-dimensional, parameter space V.
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deﬁned, e.g., by the constraints tc2 ¼ tc1, and ac1 ¼ ﬁxed to
any value. Thus, once again, VR lies on the boundary of V.
However, a more important problem also arises in this case.
This is that once tc2 ¼ tc1, the value of ac1 is immaterial—
the dwell-time distributions are identical for any ac1. The
same problem arises for the other two ways in which V can
be reduced toVR (if ac1¼ 1, tc2 is immaterial, if ac1¼ 0, tc1
is immaterial). Thus, all points of V that lie on a jointed line
like the one drawn in Fig. 7 (solid line) represent identical
distributions. This is a serious violation of the regularity
criteria which assume that different parameters q correspond
to different distributions (Condition I, see Appendix A).
ln ðfðtcl;tc2;aclÞðtÞÞ is constant on any line segment deﬁned by
tc2 ¼ tc1 (ﬁxed), 0 # acl # 1 (Fig. 7, vertical segment of
solid line); therefore ð@=@aclÞln fðtcl;tc2;aclÞðtÞ
  ¼ 0 on the
whole plane tc2¼ tc1. Consequently, the information matrix
I(q) is singular for all q 2VR (also ifVR is deﬁned as ac1¼
0 or ac1 ¼ 1, see Supplementary Material, Section 3), rather
than positive deﬁnite as required by Condition V.
Given the above irregularities, the properties of the ML
procedure were extensively tested on events lists simulated
using Scheme 2R and ﬁtted to the closed-time distributions of
both Schemes 2R and 2. Because q^ is expected to scatter in a
broad region of V, special care had to be taken to identify it
(see Materials and Methods). As expected, the unconstrained
q^ estimates were scattered in the region ofV surrounding the
jointed line, which contains the points that all represent
Scheme 2R (Fig. 8 A, solid dots), while the constrained ML
estimates were approximately normally distributed on the
line around the true parameter tc (histogram in Fig. 8 B).
FIGURE 6 Distribution of free DLL values when the restricted scheme
is true—the case of one extra parameter. (A,B) Events lists with numbers
of closed events ranging from 125 to 10,000, with 1000 independent
events lists each, were simulated using Scheme 1R. The closed-time
distributions were ML-ﬁtted to both Schemes 1R and 1. Obtained
DLLð1ˆR; 1ˆj 1RÞ (A) and lnDLLð1ˆR; 1ˆj 1RÞ values (B) were binned to
construct histograms. The solid lines in A and B are plots of Eqs. 11 and
FIGURE 7 Full parameter space of the closed-time distribution of
Scheme 2. The parameter space V is the subset of three-dimensional space
bounded by tc1$ 0, tc2$ tc1, acl# 0, and acl# 1. The reduced space VR,
which describes Scheme 2R, is a one-dimensional line in V (see Fig. 3 F),
deﬁned, e.g., by the constraints tc2¼ tc1, and acl¼ ﬁxed (to any value). The
jointed solid line exempliﬁes a set of distinct points inV, which nevertheless
all represent identical distributions.
12, respectively, using k ¼ 1. As a comparison, thin lines illustrate the
case of k ¼ 2.
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Once again, as q* 2 VR, the sets of q^R and q^ are merged
in V space (Fig. 8 C, shaded x-marks identiﬁed by shaded
box, and solid dots; compare to Fig. 3 F), and Eqs. 9 and 10
do not apply (see Statement 5, Appendix A).
To study the distributions of DLLðq^R; q^jqRÞ for this
situation, the obtained DLLð2ˆR; 2ˆj2RÞ were binned to form
histograms (Fig. 9). Interestingly, these histograms were not
well ﬁt by the pdfs of G(k/2, 1) distributions, whether k¼ 1 or
k¼ 2 was assumed (Fig. 9 A, thin lines; compare to Fig. 6 A).
In particular, a large fraction of all DLL values fell into the
ﬁrst bin. A similar deviation of 2DLL from a x2 statistics was
observed in a study using ML for ﬁtting macroscopic ionic
currents (52), and was attributed to the constraint that rate
constants are nonnegative. However, as the x2-theorem clearly
applies for the comparison of Schemes 1 versus 1R (Fig. 6), a
more likely reason for the unexpected behavior of DLL
ð2ˆR; 2ˆj 2RÞ (Fig. 9) is the fact that Scheme 2R cannot be iden-
tiﬁed with a unique point in the parameter space of Scheme 2
(Fig. 7).
To obtain a better resolution in the small-DLL range, his-
tograms were again constructed from the natural logarithm of
DLL (Fig. 9 B, thin lines show appropriately transformed
G(k/2, 1) pdfs with k ¼ 1 and k ¼ 2; see Fig. 6 B). This rep-
resentation clearly shows that the DLL values belong to a
mixture of two distinct distributions, one of which is clustered
around machine-zero (the smallest positive number a com-
puter algorithm can return) with a pdf approximating a
d-function. The fractional amplitude of this component
decreases as n increases (Fig. 9 B). (The parallel apparent
shift to the right of the d-function is an artifact due to the
decreasing ﬂoating-point precision to which DLL values are
calculated, since DLL is obtained as the difference of two LL
values which themselves increase linearly with n.)
To provide an empirical description of the two com-
ponents of these distributions, an arbitrary cutoff value of
DLL$ 106 was set (ln (DLL)¼ 13.8). The values of DLL
, 106 were assumed to belong to the component charac-
terized by the d-function, whereas the values of DLL$ 106
were separately considered.
Fig. 10 A shows the fractional amplitude (a) of the latter
component as a function of n, determined from an extensive
series of experiments including the ones illustrated in Fig. 9.
The solid line in Fig. 10 A is a least-squares ﬁt to the ob-
served a(n) of the empirical function
aðnÞ ¼ 1A1=ðA21 log nÞ4; (13a)
with best ﬁt parameters A1 ¼ 149.2 and A2 ¼ 2.927 (log,
10-base logarithm).
The above results recall studies in which 2DLL was shown
to be a mixture of x20 (a component identically zero), x
2
1;
and x22 for cases in which q*R is on the boundary of VR or
V but the regularity criteria are satisﬁed (40–44). Therefore,
as DLLðq^R; q^jqRÞ values greater than 106 were still not
well ﬁt by either a G(1/2, 1) or a G(2/2, 1) distribution, it
seemed natural to ﬁt all DLL $ 106 to a mixture of the
above two distributions—with the fractional amplitude b of
the latter component left as a free parameter (0 # b # 1).
Such a pdf indeed improved the quality of the ﬁt signiﬁ-
cantly, as compared to ﬁtting with just one or the other
component. Interestingly, the b-values returned by these
ML-ﬁts were also not constant, but increased with increasing
n, from b  0.6 (for n ¼ 125) to b  0.9 (for n ¼ 10,000;
Fig. 10 B, solid dots). The solid line in Fig. 10 B is a least-
squares ﬁt to the obtained b(n) of the empirical function
bðnÞ ¼ 1B1=ðB21 log nÞ4; (13b)
with best-ﬁt parameters B1 ¼ 212.2 and B2 ¼ 2.703.
Thus, the empirical pdf of DLLð2ˆR; 2ˆj2RÞ can be assem-
bled as
FIGURE 8 Asymptotic behavior of the ML estimate q^ when the correct scheme or its generalization is assumed—the case of one extra exponential
component. (A) One-thousand independent events lists, 10,000 closed events each, were simulated using Scheme 2R, and the closed-time distribution of each
events list was ML-ﬁtted to the more general Scheme 2 (see Materials and Methods for details). Obtained parameter vector estimates q^ are plotted as solid dots
in three-dimensional parameter space V. (B) Histogram of ML-estimates of tc obtained by ﬁtting the same events lists with the true generating Scheme 2R
(i.e., with a single-exponential distribution). The histogram is centered on the true parameter tc ¼ 46 ms. (C) Unconstrained (q^, solid dots) and constrained
(q^R, shaded x-marks, identiﬁed by shaded box) parameter vector estimates plotted together in full, three-dimensional, parameter space V. The subset VR
(shaded line identiﬁed by upper arrow) is arbitrarily drawn as the line deﬁned by tc1 ¼ tc2, ac1 ¼ 0.5.
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FIGURE 9 Distribution of free DLL values
when the restricted scheme is true—the case of
one extra exponential component. (A,B) Events
lists with numbers of closed events ranging
from 125 to 10,000, with 1000 independent
events lists each, were simulated using Scheme
2R. The closed-time distributions were ML-
ﬁtted to both Schemes 2R and 2. Obtained
DLLð2ˆR; 2ˆj 2RÞ (A) and ln DLLð2ˆR; 2ˆj2RÞ values
(B) were binned to construct histograms. Thin
lines in A and B are plots of Eqs. 11 and 12,
respectively, using k ¼ 1 and k ¼ 2 (see Fig. 6);
solid lines are plots of Eq. 14 in A, and of its
appropriate transform in B.
h
DLLðq^R ;q^jqRÞðxÞ ¼
ð1 aðnÞÞd0ðxÞ1aðnÞðð1 bðnÞÞðpxÞ1=2ex1bðnÞexÞ; for x $ 0
0; for x, 0
;

(14)
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where a(n) ¼ 1–149.2/(2.927 1 log n)4, and b(n) ¼ 1–
212.2/(2.703 1 log n)4. (d0(x) is a d-function centered on
zero.) The solid lines in all panels of Fig. 9, A and B, illus-
trate the pdf predicted by Eq. 14 (transformed as in Eq. 12
for the panels in Fig. 9 B).
However, b(n) from Eq. 13b did not provide a uniformly
good description for the whole range of DLL $ 106. When
the ML ﬁts to Eq. 14, with b as a free parameter, were re-
peated for DLL $ 0.3, the b-values converged to b ¼ 1 in
each case. Because in most statistical applications, in par-
ticular in log-likelihood ratio tests, a good prediction of the
tail of the distribution is most important, a practically useful
empirical description of the pdf of DLLð2ˆR; 2ˆj2RÞ is given by
Eq. 14 with a(n) from Eq. 13a and b ¼ 1. In this context, for
x . 0, Eq. 14 simpliﬁes to
hðq^R ;q^jqRÞðxÞ ¼aðnÞe
x
: (15)
How representative is the case of one versus two exponen-
tial components of the general case of one extra exponential
component? The regularity violations (Fig. 7) apply identi-
cally for all those cases. But, most importantly, does Eq. 14
(or 15) provide a good description of the distribution of
DLLðq^R; q^jqRÞ for every such case? To address this question,
1000 independent events lists (1000 closed events each) were
simulated using Scheme 3R, and the closed-time distribu-
tions were ML-ﬁtted to both Schemes 3R and 3, i.e., to pdfs
with four and ﬁve exponential components. The distribution
of obtained DLLð3ˆR; 3ˆj 3RÞ values is displayed in Fig. 11 in
the form of a linear (Fig. 11 A) and a logarithmic (Fig. 11 B)
histogram. This distribution is remarkably similar to the one
obtained from the comparison of Schemes 2R and 2, 1000
events (Fig. 9 A, B, row 4). In particular, it was not well ﬁt by
G(k/2, 1) pdfs whether k ¼ 1 or k ¼ 2 was used (Fig. 11, A
and B, thin lines), but was well ﬁt by the pdf described in Eq.
14 (Fig. 11, A and B, solid line). Both the fraction of DLL
greater than 106 (Fig. 10 A, shaded triangle), and the best
b-value for DLL $ 106 (Fig. 10 B, shaded triangle) were
closely similar to those obtained for one versus two exponen-
tial components. Also, when only the tail of the distribution
(DLL$ 0.3) was ﬁtted, the ﬁt again converged to b¼ 1. Thus,
the results illustrated in Figs. 9–11, as well as Eq. 14 or 15,
FIGURE 10 Parameters of the empirical distribution which best ﬁts
DLL—the case of one extra exponential component. Events lists with
numbers of closed events (n) ranging from 125 to 10,000, 1000 independent
events lists each, were simulated using Scheme 2R. The closed-time
distributions were ML-ﬁtted to both Schemes 2R and 2. (A) Fraction (a) of
DLLð2ˆR; 2ˆj2RÞ values$106 plotted as a function of n (solid circles) and the
ﬁt line described by Eq. 13a (solid line). (B) The set of DLLð2ˆR; 2ˆj2RÞ$106
was ﬁtted by ML to a pdf of the form (1–b)h1 1 bh2, with b as a free
parameter, where h1 and h2 are G(k/2, 1) pdfs (Eq. 11) with k ¼ 1 and k ¼ 2,
respectively. Solid circles and error bars show estimates of b and 0.5-unit
likelihood intervals. The solid line is a ﬁt of the solid circles by Eq. 13b.
Shaded triangles in A and B illustrate the results of an identical analysis for
a set of 1000 independent events lists simulated using Scheme 3R and ﬁtted
to both Schemes 3R and 3 (see Fig. 11).
FIGURE 11 Distribution of free DLL values when the restricted scheme
is true—the case of ﬁve versus four exponential components. (A,B) One-
thousand independent events lists, 1000 closed events each, were simulated
using Scheme 3R. The closed-time distributions were ML-ﬁtted to both
Schemes 3R and 3. Obtained DLLð3ˆR; 3ˆj 3RÞ (A) and lnDLLð3ˆR; 3ˆj 3RÞ
values (B) were binned to construct histograms. Thin lines in A and B are
plots of Eq. 11 and Eq. 12, respectively, using k¼ 1 and k¼ 2; the solid line
is a plot of Eq. 14 in A, and of its appropriate transform in B.
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characterize the distribution of DLLðq^R; q^jqRÞ for the
general case of one extra exponential component.
Strategies for model discrimination
Log-likelihood ratio test (LLR-test)
The log-likelihood ratio test (LLR test) is used to evaluate
whether a model Q or its submodel QR is more appropriate
to describe the data. If QR is true (the null hypothesis) and
the regularity criteria are satisﬁed 2DLL is asymptotically
x2k-distributed (k is the difference in the number of free
parameters (28,29)), and the chance of occurrence of a DLL
greater than or equal to that observed is given by the integral
of the tail of the x2k pdf between 2DLLobserved and inﬁnity.
The submodel QR is rejected (Q is accepted) at signiﬁcance
level P (typically P ¼ 0.10, 0.05, or 0.01) if 2DLLobserved is
larger than the x2k-value corresponding to P.
The LLR test has been used in the past for comparison of
nested pairs of ion-channel gating models (e.g., (2,32,53)),
but without verifying the validity of the required regularity
criteria. As pointed out in the previous two sections, these
criteria apply in the interior of V, but not at its boundary.
Thus, a x2k distribution for 2DLL under the null hypothesis is
guaranteed only ifQR is an interior point ofQ, e.g., when the
restricted model consists of ﬁxing a subset of the parameters
or introducing linear constraints or microscopic reversibility
(6). Interestingly, 2DLL was found x21-distributed also for
introduction of one superﬂuous parameter (Fig. 6) even if
qR was a boundary point of Q but distinct points q

R corre-
sponded to distinct pdfs (see Fig. 5).
However, for the most frequent application of judging
the improvement of the ﬁt of a dwell-time distribution by a
multiexponential pdf upon introduction of one extra expo-
nential component (e.g., (9,16,22,23,32,45–51)), the assump-
tion that 2DLL is x22-distributed under the null hypothesis is
unwarranted and wrong (Fig. 9). A practically useful empir-
ical pdf ofDLL for that case is given by Eq. 15. The area under
the tail of this pdf can be calculated; the cutoff value for DLL
for a ﬁxedP-value and n isDLLcutoff¼ ln(a(n)/P). Table 1 lists
a set of such calculated DLLcutoff values for n ranging from
125 to 100,000, and for P ¼ 0.10, 0.05, and 0.01. Thus, using
Table 1, a valid LLR test can now be used for discriminating
whether l or l11 exponential components are present in a
dwell-time distribution (corresponding to l vs. l11 single-
channel states in a gating model). Fig. 12 illustrates Type I
errors obtained using the LLR test based on Table 1, and
P-values of 0.10 (circles), 0.05 (squares), and 0.01 (triangles),
for a large set of data simulated using Scheme 2R and ﬁtted by
Schemes 2R and 2 (Fig. 1). These errors scatter closely around
their predicted values (horizontal lines). It must be noted that,
although the overall distribution of 2DLL differs substantially
from a x22 for all but extremely large n, the tail of the dis-
tribution does not (note the weak dependence on n ofDLLcutoff
in Table 1; see also Fig. 9). Thus, fortunately, conclusions
drawn in previous studies based on the unwarranted x22-
assumption are unlikely to be far wrong.
Akaike information criterion (AIC) and Schwarz criterion (SC)
The goodness of ﬁt by any two alternative models, whether
nested or not, is frequently compared using the Akaike
information criterion (AIC, (33)) or the Schwarz criterion
(SC, (34)). Although the SC was originally tested on LL
estimates obtained from ﬁtting the entire sequence of single-
channel closed and open durations (7), it can be adapted to
ML ﬁts of a dwell-time distribution for gating schemes with
FIGURE 12 Type I errors obtained using the LLR test based on Table 1.
Events lists with numbers of closed events ranging from 125 to 10,000, one-
thousand independent events lists each, were simulated using Scheme 2R
and the closed-time distributions ML-ﬁtted to both Schemes 2R and 2.
Circles, squares, and triangles show the fraction of cases in which the
obtained DLL was larger than the cutoff speciﬁed in Table 1 for P-values of
0.10, 0.05, and 0.01, respectively. Horizontal lines indicate the expected
values.
TABLE 1 DLL cutoff values for the LLR test to distinguish l vs.
l11 exponential components
Number of events P , 0.10 P , 0.05 P , 0.01
125 2.0359 2.7290 4.3385
250 2.0974 2.7906 4.4000
500 2.1414 2.8346 4.4440
750 2.1615 2.8546 4.4641
1000 2.1738 2.8669 4.4764
1250 2.1824 2.8755 4.4850
1500 2.1889 2.8820 4.4915
1750 2.1940 2.8871 4.4966
2000 2.1982 2.8914 4.5008
5000 2.2221 2.9152 4.5246
10,000 2.2356 2.9288 4.5382
20,000 2.2464 2.9395 4.5490
100,000 2.2641 2.9572 4.5667
..
.
Inﬁnite 2.3026 2.9957 4.6052
The empirical pdf of DLL for the case when the l-component distribution is true
(Eq. 15) depends on the number of ﬁtted events (n). For each n- and P-value
the listed DLLcutoff was calculated as ln(a(n)/P), with a(n) from Eq. 13a.
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only one gateway state (21). In the present context, a larger
model is considered better by the AIC if DLL . k, or by the
SC if DLL . 0.5kln(2n), where k is the difference in the
number of free parameters, and n is the number of ﬁtted,
closed or open, events. Both methods penalize more free
parameters, but the SC also considers the size of the data set.
The AIC (7,12,13,53–57) and the SC (7,12,21,26,57) have
been widely used in ion-channel model discrimination. Their
relative merit is debatable, as different studies found the
SC either more (7), similarly (57), or even less (12) efﬁcient
than the AIC in identifying the right model.
New nonbiased decision strategy based on the parameter
estimates and the distributions of DLL
For the comparison of a pair of nested models the LLR test
exploits the knowledge of the distribution of DLL under the
null hypothesis, but it does not take into account the
distribution of DLL for the alternative case. The philosophy
of the LLR test is to always acceptQR unless the latter can be
excluded with very high certainty. Thus, it is biased toward
QR by ensuring that the Type I error (rejection of QR, al-
though true) is kept at a constant (low) value, without trying
to minimize the Type II error (rejection of Q, although
true). Although rewarding parsimony does have its merits
(Occam’s razor), identiﬁcation of complexities using the
LLR test will be inefﬁcient for all but large amounts of data.
An alternative philosophy, without an a priori bias, would be
to always choose the model which seems more likely, i.e., to
equalize the probabilities of the two types of error. Although
this cannot be rigorously achieved, this section describes a
new, semiempirical strategy attempting to approximate that
aim. The decision is based on consideration of two aspects
of the ﬁt.
First, the ﬁt parameter q^ itself is inspected. When QR is
true, ﬁtting with Q in many cases yields parameters which
are unreasonable. E.g., when a dwell-time distribution is ML-
ﬁtted with too many components, frequently the ﬁt returns
ti  tj for i 6¼ j, or ai  0 (Figs. 5 A and 8 A). For many, but
not all, such cases DLL  0. Such ﬁts (called overparame-
terized) are excluded from further analysis, i.e.,QR is accepted
as the better model. In practice, the following, somewhat
arbitrary, set of criteria was adopted. A ﬁt was deﬁned as
overparameterized, if either of the following three conditions
applied:
1. For some i 6¼ j 9/10 # ti/tj # 10/9.
2. For any i jaij , 0.005.
3. DLL # 0.0015n, where n is the number of dwell-times
analyzed.
Second, if a ﬁt returns a q^ which itself seems reasonable,
the predicted pdfs of DLL are compared for the two possible
situations, which are that either Q or QR is true (Fig. 13). If
QR is true, hRðxÞ ¼ pdfDLLðq^R; q^jqRÞðxÞ is given either by Eq.
11 (if the x2-theorem holds; e.g., if q*R is in the interior of
Q, or for a comparison involving one extra parameter such
as that between Scheme 1 and 1R) or by Eq. 15 (for a com-
parison involving one extra exponential component such
as that of Scheme 2 with 2R or 3 with 3R). If Q is true,
h(x) ¼ pdf DLLðq^R;q^jqÞ(x) is approximated by
hðxÞ  ð1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ps
2
p
Þe
ðxmÞ2
2s
2 ;
wherem and s2 are given by Eqs. 9 and 10, respectively. Fig.
13 allows visual comparison of appropriately scaled exper-
imental histograms of hR(x) for the former case (hatched
bars; obtained from ﬁtting both Schemes 1R and 1 to events
lists simulated using Scheme 1R), and of the corresponding
h(x) (shaded bars; from ﬁtting both Schemes 1R and 1 to
simulated Scheme-1 events lists). Solid lines illustrate the
theoretical pdfs predicted by Eq. 11 and Eqs. 9 and 10,
respectively.
Unfortunately, h(x) depends onq* and q*R (Eqs. 9 and 10)
which are not known. To approximate h(x), the ML estimates
q^ and q^R are substituted in place of q* andq*R. Thus, hˆ(x) is
deﬁned as
FIGURE 13 Direct comparison of pdfs of DLL distributions for the cases
in which the submodel or the full model is true. DLL values binned to
construct the two histograms were obtained by ML-ﬁtting both Schemes
1R and 1 to 1000 independent events lists (500 closed events each),
simulated either using Scheme 1R (hatched bars) or using Scheme 1 (shaded
bars). Binwidths were 0.1 and 0.5, respectively; and both histograms were
normalized by dividing them by 1000  binwidth to obtain histograms that
integrate to unity. Solid lines plot the theoretical pdfs hR(x) and h(x) (Eqs.
11, 9, and 10, respectively). Flow chart (inset) summarizes the new decision
algorithm.
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hˆðxÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2psˆ
2
p e
ðxmˆÞ2
2sˆ
2 ; (16)
where
mˆ¼ n
Z N
0
ln f
q^
ðtÞ=f
q^R
ðtÞ
	 

f
q^
ðtÞdt; (16a)
and
sˆ
2 ¼ n
Z N
0
ln
2
f
q^
ðtÞ=f
q^R
ðtÞ
	 

f
q^
ðtÞdt


Z N
0
ln f
q^
ðtÞ=f
q^R
ðtÞ
	 

f
q^
ðtÞdt
 2
: (16b)
The model QR or Q is then selected based on whether hR(x)
or hˆ(x) is larger for x ¼ DLLobserved.
Thus, the new strategy can be summarized as follows (Fig.
13, inset). The broader model Q is accepted as the better
model if
1. q^ is not overparameterized based on criteria 1–3, above.
2. hˆðDLLobservedÞ.hRðDLLobservedÞ.
For all other cases, the reduced model QR is preferred.
Performance of various decision strategies for the case of
one extra parameter or one extra exponential component
The performances of the LLR test, the AIC, the SC, and of
the new strategy described in the previous section, were
compared on large sets of simulated data. Both the case of
one extra parameter (Scheme 1 versus 1R) and that of one
extra exponential component (Scheme 2 versus 2R) in the
broader model was examined. For both cases, events lists of
various lengths were simulated using either the respective
Scheme QR or the respective Scheme Q, 1000 independent
events lists each. The closed-time distribution of each events
list was ML-ﬁtted to both schemes to produce q^; q^R; and
DLL values. Finally, a decision was made for each events list
using all four strategies described above. The results are
summarized in Fig. 14 A for Scheme 1 versus 1R, and in Fig.
14 B for Scheme 2 versus 2R. The panels plot, for each set of
1000 events lists, the fraction of cases in which a given
strategy (the LLR test is shown for P ¼ 0.05) opted for the
broader Scheme Q. Events lists simulated using Scheme Q
are denoted by solid symbols, and those simulated using
Scheme QR, by open symbols.
For Scheme 1 versus 1R hR(x) (Eq. 11) does not depend on
n. Therefore, any strategy that uses a ﬁxed cutoff is expected
to give a constant Type I error irrespective of n. Accordingly,
both the LLR test (which uses a constant DLLcutoff ¼ 1.9207
for P¼ 0.05) and the AIC (which uses a constant DLLcutoff¼
1) misclassiﬁed a constant fraction, ;5% and ;13%, respec-
tively, of all Scheme-1R events lists (Fig. 14 A, open diamonds
and triangles). For Scheme 2 versus 2R hR(x) (approximated
by Eq. 15) shifts to the right with increasing n. Because the
AIC uses a ﬁxed cutoff (of 2 in this case; Fig. 15, C and D,
long-dash line), the Type I error produced by the AIC in-
creases slightly, from;10% at 125 events to;17% at 10,000
events (Fig. 14 B, open triangles; unlike in Fig. 14 A).
Accordingly, the LLR test (P ¼ 0.05) was performed in this
case using Table 1, not a ﬁxed cutoff value (Fig. 15, C and D,
solid line). As a consequence, the Type I errors remain con-
stant at;5% (Fig. 14 B, open diamonds), as expected for this
type of test.
On the other hand, for small n, both methods produced
large Type II errors, i.e., failed to recognize Scheme-Q
FIGURE 14 Performance of various decision strategies in identifying the
correct model. The cases of (A) one extra parameter (Scheme 1 versus 1R), and
of (B) one extra exponential component (Scheme 2 versus 2R) in the broader
model are illustrated. (A,B) Events lists with numbers of closed events ranging
from 125 to 10,000, one-thousand independent events lists each, were
simulated using either the full modelQ (Scheme 1 in A, Scheme 2 in B) or its
submodel QR (Scheme 1R in A, Scheme 2R in B). For each events list the
closed-time distribution was ML-ﬁtted to both QR and Q to produce ﬁt
parameters and DLL values. A decision in favor of either QR or Q was then
made using four different strategies. Symbols plot, for a given set of 1000
events lists, the fraction of cases in which a given strategy opted for Q. Solid
symbols denote events lists simulated using Q, open symbols denote those
simulated using QR. LLR test for P ¼ 0.05, diamonds; AIC, triangles; SC,
squares; new strategy, circles. Dotted lines illustrate symmetrical Type I and
Type II errors expected for using the respective ideal DLLcut (see Fig. 15).
Distributions of Log-Likelihood Ratios 3537
Biophysical Journal 90(10) 3523–3545
events lists as such (solid diamonds and triangles). E.g., only
;33% of Scheme-1 events lists were correctly identiﬁed by
the LLR test at P ¼ 0.05 when 250 closed events were ﬁtted,
and only ;16% when 125 closed events were ﬁtted.
The SC proved to be extremely conservative in both cases
(Fig. 14, A and B; squares). It produced negligible Type I
errors (open squares, ,2% in Fig. 14 A, ,0.5% in Fig. 14
B), but was extremely inefﬁcient in correctly identifying
Scheme-1 events lists for all but very large n (Fig. 14 A, solid
squares); and recognition of Scheme 2 was even less
efﬁcient (Fig. 14 B; solid squares).
As expected, the new strategy yielded the most symmet-
rical results (Fig. 14, A and B; circles). Two advantages of
this approach over other tests should be noted. First, at low
event numbers the decrease in Type II error, produced by the
new strategy relative to the other three tests, is much larger
than the increase in Type I error, resulting in a larger overall
power of discrimination (Fig. 14, A and B). E.g., the new
strategy identiﬁes 72% of true Scheme-1 events lists already
from 125 closed events (Fig. 14 A, solid circles), an im-
provement by 56% relative to the LLR test, at a cost of
misclassifying 32% of Scheme-1R events lists of identical
length (Fig. 14 A, open circles), a relapse of 27% relative to
the LLR test. Second, at high event numbers the Type I error
for the new strategy converges to zero (Fig. 14, A and B,
open circles), unlike that for the LLR test or the AIC (or any
ﬁxed-cutoff strategy) for which Type I errors do not decrease
even for very large n.
DLL distributions quantitatively explain observed
efﬁciencies of various decision strategies
The performances (including the observed Type II errors) of
the LLR test, the AIC, and the SC shown in Fig. 14 can be
quantitatively understood (Fig. 15) in light of the knowledge
of the distributions of DLL for both possibilities, i.e., when
QR is true or when Q is true (hR(x) and h(x)).
Lower shaded lines and shaded areas in Fig. 15, A–D,
represent the expectation values and calculated mean 6 SD
ranges, of the distributions characterized by hR(x) for Schemes
1 versus 1R (Fig. 15, A and B) and 2 versus 2R (Fig. 15, C and
D). Open shaded circles and error bars represent the
FIGURE 15 Comparison of DLL
distributions with cutoff values used
by various strategies for evaluation of a
pair of nested models. The cases of
(A,B) one extra parameter (Scheme
1 versus 1R), and of (C,D) one extra
exponential component (Scheme 2 ver-
sus 2R) in the broader model are
illustrated. The value of DLL is plotted
as a function of the number of closed
events (n) using linear axes in A and C,
and double-logarithmic axes in B and
D. Lower shaded lines and shaded areas
plot the expectations and mean 6 SD
ranges of the pdfs hR(x) (mean ¼ 0.5,
SD ¼ 21/2 (Eq. 11) in A and B; mean
¼ a(n), SD ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃaðnÞð2 aÞp (Eq. 15)
in C and D). Open shaded circles and
error bars show observed averages and
SD of DLL for sets of 1000 independent
events lists simulated using the sub-
models QR (Scheme 1R in A and B; 2R
in C andD) andML-ﬁtted with bothQR
and the respective Q (Scheme 1 in A
and B; Scheme 2 in C and D). Upper
shaded lines and shaded areas plot the
expectations and mean 6 SD ranges of
the pdfs h(x); i.e., Gaussian pdfs trun-
cated at zero, withm and s2 from Eqs. 9
and 10 for the scheme-pairs 1R/1 (A and
B) and 2R/2 (C and D), respectively.
Shaded circles and error bars show
observed averages and SD of DLL for
sets of 1000 independent events lists
simulated using the full schemes Q
(Scheme 1 in A and B; Scheme 2 in C
and D), and ML-ﬁtted with both the
respectiveQR andQ. Black lines in A–D plot cutoff values used by the LLR test (P¼ 0.05, solid line), the AIC (long-dash line), and the SC (short-dash line).
Dotted lines in A–D illustrate the respective ideal DLLcut values satisfying the equation
RN
DLLcut
hRðxÞdx ¼
R DLLcut
0
hðxÞdx.
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experimental averages and SD of DLL, obtained for sets of
1000 independent simulated Scheme-1R (Fig. 15, A and B) or
2R (Fig. 15, C and D) events lists of various lengths ﬁtted to
both the respective QR and Q. Upper shaded lines and
shaded areas represent the expectation values and mean 6
SD ranges of h(x) for the Scheme pairs 1/1R (Fig. 15, A and
B) and 2/2R (Fig. 15, C and D). As the means are asymp-
totically linear in n and the SDs increase as the square-root
of the latter (Fig. 15 A and C), the relative width of both
distributions decreases as 1=
ﬃﬃﬃ
n
p
(Fig. 15, B andD; note double-
logarithmic axes). Shaded symbols and error bars plot the
mean and SD of DLL obtained for simulated Scheme-1 (Fig.
15, A and B) and 2 (Fig. 15, C and D) events lists ﬁtted to
both the respective QR and Q.
It is enlightening to compare the cutoff values used by the
LLR test (P ¼ 0.05), the AIC, and the SC (solid, long-dash,
and short-dash black lines), with the shaded areas and lines.
E.g., in Fig. 15, A and B, both solid and the short-dash black
lines are above the upper shaded area at low n, predicting
little chance for correct identiﬁcation of Scheme-1 events
lists by the LLR test for ,;150 events and by the SC for
,;400 events. The intersections of these black lines with
the upper shaded line predict 50% recovery of Scheme-
1 events lists by the AIC at ;150 events, by the LLR test at
;350 events, and by the SC at ;800 events, respectively.
Finally, efﬁcient recovery of Scheme-1 events lists is
expected where the black lines are found below the upper
shaded area, i.e., at .;500 events for the AIC, at .;800
events for the LLR test, and at .;1500 events for the SC.
All of these quantitative predictions are conﬁrmed by the
observations on simulated data (Fig. 14 A, solid diamonds,
triangles, and squares). Fig. 15, C and D, allow analogous
observations for Schemes 2/2R. E.g., the cutoff speciﬁed by
the SC in this case (Fig. 15, C and D, short-dash black line)
is even less adapted to the shape of h(x). Comparison of the
upper shaded line and shading with the short-dash black line
predicts little chance for recognition by the SC of Scheme-2
events lists for ,;800 events, 50% recognition for ;1500
events, and efﬁcient recognition only for .;2500 events;
predictions which all match the experimental ﬁndings (Fig.
14 B, solid squares; compare to Fig. 15 A). Comparison of
the long-dash black line with the lower shaded area (Fig. 15
D) explains the increasing (with n) Type I error of the AIC
for Scheme 2 versus 2R (Fig. 14 B, open triangles).
To what extent is symmetry inherent in the new method?
Imagine the situation that q* and q*R are known; i.e., that
a large set of events lists were generated by either one or
the other of two possible models, those corresponding to a
known q* and q*R, the task being to identify the generating
scheme for each events list. In that case, the cutoff producing
symmetrical errors can be numerically calculated by ﬁnding
DLLcut, which satisﬁes
RN
DLLcut
hRðxÞdx ¼
R DLLcut
0
hðxÞdx. The
dotted lines in Fig. 15, A–D, illustrate this ideal DLLcut as a
function of n for Scheme 1 versus 1R and Scheme 2 versus
2R; the dotted lines in Fig. 14, A and B, illustrate the cor-
responding expected Type I and Type II errors. Note that
the SC, the only cutoff-based strategy attempting to com-
pensate for the length of the data, nevertheless speciﬁes
cutoffs that are very different from the respective ideal DLLcut
(Fig. 15, A–D, compare short-dash and dotted lines).
In real situationsq* is not known. Therefore, because h(x)
depends on q*, it is not possible to specify a universally
ideal symmetrical DLLcut. Although the new strategy does
not use a ﬁxed cutoff, the results obtained were relatively
symmetrical for Scheme 1 versus 1R and, to a lesser degree,
for Scheme 2 versus 2R (Fig. 14, A and B, circles; compare to
dotted lines). How do the individual decisions under the new
strategy relate to the respective ideal symmetrical DLLcut
plotted in Fig. 15, A–D (dotted lines)? When, for a given
set of simulated events lists, the DLL values from all
Q-decisions were compared with those from all QR-decisions
in retrospect, these two sets of DLL values were relatively
separated in each case, with a small overlap in the region
corresponding to the respective ideal DLLcut.
Because hR(x) (Eq. 11 or Eq. 15) does not depend on the
parameter values of the two compared models, the Type I
errors, and in particular their dependences on n (Fig. 14, A
and B; open symbols), are universal, parameter-independent,
features of the new strategy. Conversely, as h(x) is a function
of q*, the magnitude of the Type II error is parameter-
dependent, and its dependence on n (see Fig. 14, A and B;
solid symbols) is expected to shift to the left for easier de-
cisions and to the right for more difﬁcult decisions, as illus-
trated by the examples below.
With the rate constants chosen for Schemes 1 and 2 (Fig.
1), the identiﬁcation of these two schemes is relatively hard.
Identifying a second exponential component in a distribution
is an easier task for most other (reasonable) combinations
of rates. E.g., if the magnitudes of the rates r31 and r32 in
Scheme 2 are exchanged, the closed-time distribution of this
new Scheme (Scheme 5) is described by tcl ¼ 10 ms, tc2 ¼
50 ms, acl ¼ 0.9, and ac2¼ 0.1. This distribution is far easier
to distinguish from that of the corresponding submodel
Scheme 5R (identical to 2R but with r21¼ 71.43 s1; tc¼ 14
ms), because Eq. 9 predicts a much larger mean for h(x) (m¼
0.005045n for Schemes 2/2R; m ¼ 0.06797n for Schemes 5/
5R). Accordingly, the new method correctly recognized 92%
of simulated Scheme-5 events lists even from as few as 125
closed events; and the efﬁciencies of the other three decision
strategies were similarly increased.
On the other hand, distinguishing a ﬁve- from a four-
component distribution is usually a harder task. E.g., for the
pair of Schemes 3/3R, Eq. 9 predicts a smaller mean for h(x)
than for the pair of Schemes 2/2R (m ¼ 0.003977n) for
Schemes 3/3R. Accordingly, the new method correctly rec-
ognized only 84% of simulated Scheme-3 data, even from
events lists containing 1000 closed events (and the other
three decision strategies were even less efﬁcient with 57%,
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74%, and 5.3% of all Scheme-3 events lists correctly
identiﬁed by the LLR test at P ¼ 0.05, the AIC, and the SC,
respectively).
Conﬁdence of the decision using the new method
An attractive feature of the LLR test is that it provides a mea-
sure of conﬁdence, i.e., the probability P that the decision is
wrong, at least for decisions in which the null hypothesis
is rejected (the broader model Q is accepted). It would be
desirable for the new method to provide a similar measure of
conﬁdence, especially given its larger Type I errors for shorter
events lists.
The ratio h(x)/hR(x) reports how many times more likely
model Q is relative to QR, given the observed DLL.
However, h(x) is not known, only its approximation hˆ(x)
(Eq. 16). Therefore, the ratio hˆ(x)/hR(x), termed the decision
ratio, was used to compile a database of correlations between
experimentally obtained decision ratios and Type I errors,
by reexamining the sets of events lists simulated using the
reduced Schemes 1R and 2R. The new method was modiﬁed
to accept the broader model (Scheme 1 and 2, respectively)
only if the decision ratio was larger than or equal to some
ﬁxed value. Fig. 16 shows the resulting Type I errors for
required values of 1, 1.2, 1.5, 2, 3, 5, and 10 of the decision
ratio (d.r.) for comparing Schemes 1/1R (Fig. 16 A) and 2/2R
(Fig. 16 B). Note that the plots corresponding to d.r. ¼ 1 in
Fig. 16, A and B, are identical to those in Fig. 14, A and B
(open circles). Clearly, increasing decision ratios indicate
smaller probabilities of Type I error. Because the Type I
errors are independent of model parameters, Fig. 16 is a
universal indicator of Type I errors for the case of evaluating
the need for one extra parameter (Fig. 16 A) or one extra
exponential component (Fig. 16 B). E.g., suppose an l11
component distribution is preferred by the new method over
an l-component distribution for the description of data
consisting of only 125 dwell-times; then a decision ratio .2
indicates ,7% chance for that decision to be wrong (Fig. 16
B, solid diamonds). There is a conceptual difference between
the conﬁdence estimates of the LLR test and of the new
method. A large P-value of the LLR test indicates that the
possibility QR is true cannot be excluded with sufﬁcient
conﬁdence, without telling whether Q or QR is more likely.
In contrast, the new method both votes for one of the two
models and provides the probability of error if Q is chosen.
SIGNIFICANCE
To my knowledge, this work has, for the ﬁrst time, directly
examined the distributions of log-likelihood ratios obtained
from comparison of ML-ﬁts of nested pairs of Markov
models to dwell-time distributions of single ion-channels.
In the section ‘‘Distributions of Log-Likelihood Ratios’’,
above, the pdf of the asymptotic distribution of DLL was
derived for the case in which the broader model is true (Fig. 4,
Eqs. 9 and 10). Although the theory assumes independence of
the durations of individual dwell times (strictly only true for
one-gateway schemes), simulations conﬁrm the intuitive expec-
tation that the theory also applies in the presence of corre-
lations (Fig. 4 C). For the case when the submodel is true,
regularity criteria required by conventional theory were
shown not to apply in common situations. For such cases the
empirical distribution of DLL was determined from large
simulated data sets (Figs. 6 and 9; Eqs. 11 and 15).
Frequently, only dwell times longer than some ﬁxed tlow
are included in the ML-ﬁtting procedure (2), mostly to ex-
clude from the analysis brief events distorted by limited
bandwidth. This circumstance does not alter any of the re-
sults described here. Obviously, in such cases the integrals in
FIGURE 16 Conﬁdence estimates for identiﬁcation of one extra parameter
or one extra exponential component using the new method. (A) Events lists
with numbers of closed events ranging from 125 to 10,000, one-thousand
independent events lists each, were simulated using Scheme 1R. For each
events list, the closed-time distribution was ML-ﬁtted to both Schemes 1R and
1. Decisions were made using the new method, modiﬁed to accept Scheme
1 only for decision ratios greater than or equal to a ﬁxed value. Plots show the
fractions of events-lists misclassiﬁed as Scheme 1 for the cases when the
required decision ratio (d.r.) was set to 1, 1.2, 1.5, 2, 3, 5, and 10. The plot
corresponding to d.r. ¼ 1 (solid circles) is identical to the plot of open circles
in Fig. 14 A. (B) Analogous to A, for the pair of Schemes 2R/2.
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Eqs. 1–10 are taken between tlow and inﬁnity, and the pdfs
rescaled by dividing them with P (t $ tlow) (4).
In the section ‘‘Strategies for Model Discrimination’’,
above, a reliable LLR test (Fig. 12) was constructed (Table
1) for discrimination of distributions with l vs. l11 ex-
ponential components. The LLR test, the Akaike information
criterion and the Schwarz criterion were shown to produce
strongly asymmetrical Type I and Type II errors, in full
agreement with the distributions of DLL under the null
hypothesis and its alternative. A new method yielding rela-
tively symmetrical Type I and Type II errors and a higher
power of discrimination was developed and characterized.
Together with provided conﬁdence estimates, this strategy
might become a useful tool when the amount of data is lim-
ited, or the schemes are difﬁcult to recognize.
Two immediate practical applications of this work are
worth mentioning. First, ML-ﬁtting of isolated (closed or
open) dwell-time distributions, for which DLL values were
studied here, is done in practice at the ﬁrst stage of analysis,
aimed at determining the minimum number of closed- and
open-channel states required to describe the data (2,26,27).
Second, although the entire sequence of events, rather than
a dwell-time distribution, is ML-ﬁtted in more advanced
stages of analysis (6–11), some ion channels (e.g., CFTR
(21,22) or KATP channels (23–25)) display only one
gateway-state. For such models the LL of the sequence of
events is the sum of the LL values obtained from ﬁtting the
isolated distributions of open and closed dwell-times (7).
Thus, if two one-gateway schemes are compared (which
differ either in the number of closed or open states), the DLL
values obtained from ﬁtting the entire sequence of events
will be distributed like those in this work. Future work will
need to address the distributions of DLL obtained from ML-
ﬁtting an entire sequence of events generated by a scheme
with correlations.
APPENDIX A: REGULARITY CRITERIA,
FORMULATION AND PROOF OF
STATEMENTS 3, 4, AND 5
Let Xn !a:e: X; Xn/P X, and Xn/d X denote convergence of a random
variable almost everywhere, in probability, and in distribution, respectively.
Let Eq(X) denote the expectation of X based on the distribution characterized
by parameter q. Let t1; t2; . . . tn be identically distributed independent
random variables, with pdf f(q,t) depending on parameter vector q (both
f and ti are considered to be in a dimensionless form). Let q* be the true
parameter, and q^n the ML estimate of q* based on t1, t2, . . . tn.
Regularity criteria
For the proof of the x2 theorem (see text), as well as of Statements 3 and 5
below, the following regularity criteria (Conditions I–VI) are required to
hold:
I. V  Rk(k , N), and probability distributions deﬁned by any two
different q 2 V are distinct.
II. In an open convex neighborhood S(q*)V, containing the true
parameter q*, there exist the ﬁrst, second, and third partial
derivatives of f(q,t) with respect to q.
III. Eqððð@=@qjÞln f ðq; tÞÞ2Þ,N; j ¼ 1; . . . ; k; for all q 2 S(q*).
IV. Eqðð@=@qjÞln f ðq; tÞÞ ¼ 0; j ¼ 1; . . . ; k; for all q 2 S(q*).
V. The components Ijl(q) of the information matrix IðqÞ ¼ IjlðqÞ
 
k3k
;
deﬁned as IjlðqÞ ¼ Eq ð@2=@qj@qlÞln f ðq; tÞ
 
; are ﬁnite, and I(q)
is a positive-deﬁnite for all q 2 S(q*).
VI. There exist functions Mijl(t) for which Eq MijlðtÞ
 
,N; i;
j; l ¼ 1; . . . ; k; such that jð@3=@qi@qj@qlÞln f ðq; tÞj#MijlðtÞ
for allq 2 SðqÞ:
Auxiliary statements
If the regularity criteria (Conditions I–VI) are satisﬁed, the following
statements have been shown to apply (29–31):
Statement 1
q^n!a:e: q:
Statement 2
ﬃﬃﬃ
n
p
q^n2q

	 

/
d
Nkð0;IðqÞ21Þ:
(Normal distribution with 0 mean and covariance I(q*)21.) A corollary
of Statement 2 is that
ﬃﬃﬃ
n
p
q^n2q

	 

is stochastically bounded.
Statements 3, 4, and 5
Statement 3
Suppose that regularity criteria (Conditions I–VI) are satisﬁed for all
q 2 S(q*). Then,
1ﬃﬃﬃ
n
p LLðq^njqÞ2+
n
i¼1
ln f ðq; tiÞ
 
/
P
0:
Proof
Expanding LLðq^njqÞ into a Taylor series with respect to q^n around the true
parameter q*,
LL q^njq
	 

¼ LL qjqð Þ1 @
@q
LL q
jqð Þ
 
q^n  q
	 

1
1
2
q^n  q
	 
T @2
@q@q
LL q
jqð Þ
 
q^n  q
	 

1
1
6
+
k
p¼1
+
k
q¼1
+
k
r¼1
@
3
@qp@qq@qr
LL q
~
njqð Þ
 
q^n;p  qp
	 

q^n;q  qq
	 

q^n;r  qr
	 

;
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where q
~
n is a point on the line connecting q^n and q*. Because
LLðqjqÞ ¼ +n
i¼1 ln f ðq; tiÞ,
and  1ﬃﬃﬃnp LL q^njq
	 

2+
n
n¼1
ln f q

; tið Þ
 #jS1j1jS2j1jS3j:
S1 ¼ 1
n
@
@q
LL q
jqð Þ
  ﬃﬃﬃ
n
p
q^n2q

	 

¼ 1
n
+
n
i¼1
@
@q
ln f q

; tið Þ
  ﬃﬃﬃ
n
p
q^n2q

	 

:
Because the random variable ð@=@qÞln f ðq; tÞ has zero mean (by Condition
IV) and ﬁnite variance (by Condition III), the average ð1=nÞ+n
i¼1ð@=@qÞ
ln f ðq; tiÞ converges almost everywhere to zero, whereas ﬃﬃﬃnp ðq^n2qÞ
is stochastically bounded (by Statement 2). Thus, jS1j !Pn/N 0.
S2 ¼ 1
2
ðq^n2qÞT 1
n
@
2
@q@q
LLðqjqÞ
  ﬃﬃﬃ
n
p ðq^n2qÞ
¼ 1
2
ðq^n2qÞT 1
n
+
n
i¼1
@
2
@q@q
ln f ðq; tiÞ
  ﬃﬃﬃ
n
p ðq^n2qÞ:
Because the random matrix ð@2=@q@qÞlnf ðq; tÞ has ﬁnite mean (by
Condition V), the average 1n½+
n
i¼1
@2
@q@qln f q; tið Þ converges in distribution
to 2I(q*); while
ﬃﬃﬃ
n
p ðq^n2qÞ is stochastically bounded (by Statement 2)
and ð1=2Þðq^n2qÞT converges almost everywhere to zero (by Statement 1).
Thus, jS2j !Pn/N 0.
Because, by Condition VI, EqðMpqrðtÞÞ,N, the average 1n+
n
i¼1 Mpqr
ðtiÞ !Pn/N EqðMpqrðtÞÞ,N; thus, both 1n+ni¼1 MpqrðtiÞ and j ﬃﬃﬃnp ðq^n;r 2qr Þj
are stochastically bounded, whereas jq^n;p2qpjjq^n;q2qqj converges almost
everywhere to zero. Thus, jS3j !Pn/N 0, which concludes the proof.
Notes
Because, by the central limit theorem, +n
i¼1 ln f ðq; tiÞ is asymptotically
normally distributed with mean and variance given by Eqs. 5 and 6,
Statement 3 implies the same for LLðq^njqÞ.
The online Supplementary Material contains the demonstration that
Conditions I–VI apply to the closed-time distributions of Schemes 1 and 2
(and 4), and 1R (and 2R, 4R).
Statement 4
Let V  Rk, and let VR be a closed subset of V such that q;VR.
Let p:F/VR be a parameterization of VR, where F is a closed subset
ofRc ðc # kÞ. Let u^n 2 F denote theMLestimate based on t1,t2,. . .tn restricted
toF; i.e., LLðpðu^nÞjqÞ ¼ supu2F LL p uð Þjqð Þ; and let q^R;n denote p u^n
 
.
Suppose that the following conditions apply:
VII. There exists a unique point u* 2 F, such that ﬃﬃﬃnp ðu^n2uÞ is
stochastically bounded. (Let qR denote p(u*). Note that Condition
VII implies u^n !P u.)
VIII. In an open convex neighborhood G(u*)  F, containing u*, there
exist continuous ﬁrst partial derivatives of f(p(u),t) with respect to u.
IX. Eqð @@uj ln f ðpðuÞ; tÞÞ ¼ 0; u ¼ 1; . . . ; c.
X. There exist functions g : R/R10 and h : R
c/R10 continuous,
EqðgðtÞÞ,N, h(0) ¼ 0, such that jð@=@ujÞ ln f p uð Þ; tð Þ2ð@=@ujÞ
ln f p uð Þ;tð Þj#gðtÞ  hðu2uÞ for i, j ¼ 1, . . ., k, for all u 2 G(u*).
Then, 1ﬃﬃ
n
p LL q^R;njq
	 

2+n
i¼1 ln f q

Rti
 h i !Pn/N 0.
Proof
Differentiating LL q^R;njq
	 

¼ LL p u^n
 jq  with respect to u^n around
the parameter u*,
LLðq^R;njqÞ ¼ LLðpðuÞjqÞ1 @
@u
LLðpðu~nÞjqÞ
 
ðu^n2uÞ;
where u~n is a point on the line connecting u^n and u*. Thus,
LLðq^R;njqÞ ¼+
n
i¼1
ln f ðpðuÞ; tiÞ
1 +
n
i¼1
@
@u
ln f ðpðu~nÞ; tiÞ
 
ðu^n2uÞ:
Therefore,
1ﬃﬃﬃ
n
p LL q^njq
	 

 +
n
n¼1
ln f q

; tið Þ
 
¼ 1ﬃﬃﬃ
n
p @
@q
LL q
jqð Þ
 
q^n  q
	 

1
1
2
ﬃﬃﬃ
n
p q^n  q
	 
T @2
@q@q
LL q
jqð Þ
 
q^n  q
	 

1
1
6
ﬃﬃﬃ
n
p +
k
p¼1
+
k
q¼1
+
k
r¼1
@
3
@qp@qq@qr
LL q
~
njqð Þ
 
q^n;p  qp
	 

q^n;q  qq
	 

q^n;r  qr
	 

¼ S11 S21 S3;
jS3j # 1
6
ﬃﬃﬃ
n
p +
k
p¼1
+
k
q¼1
+
k
r¼1
jq^n;p  qpkq^n;q  qqkq^n;r  qr j
 @3@qp@qq@qrLLðq~njqÞ

¼ 1
6
+
k
p¼1
+
k
q¼1
+
k
r¼1
ðjq^n;p  qpkq^n;q  qpjÞ
1
n
+
n
i¼1
 @3@qp@qq@qrln f ðq~n; tiÞ

 
ð ﬃﬃﬃnp jq^n;r  qr jÞ
#
1
6
+
k
p¼1
+
k
q¼1
+
k
r¼1
ðjq^n;p  qpkq^n;q  qqjÞ
1
n
+
n
i¼1
MpqrðtiÞ
 
ð ﬃﬃﬃnp jq^n;r  qr jÞ:
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Thus,  1ﬃﬃﬃnp LLðq^R;njqÞ2+
n
i¼1
ln f ðqR; tiÞ
 # jS1j1jS2j:
Because the random variable @@uln f p u
ð Þ; tð Þ has zero mean (by Condition
IX), the average 1n+
n
i¼1
@
@u ln f ðpðuÞ; tiÞ converges to zero in probability,
whereas
ﬃﬃﬃ
n
p
u^n2u
  is stochastically bounded (by Condition VII). Thus,
jS1j !Pn/N 0.
On the other hand, applying Condition X,
Because Eq g tð Þð Þ,N, 1n+
n
i¼1 gðtiÞ !Pn/N Eq gðtÞð Þ,N; thus, both
1
n+
n
i¼1 g tið Þ and +
k
j¼1 j
ﬃﬃﬃ
n
p ðu^n;j2uj Þj are stochastically bounded. Because
u~ n !P u (by Condition VII), h u~n2uð Þ !P 0. Thus, jS2j !Pn/N 0,
which concludes the proof.
Notes
Because, by the central limit theorem, +n
i¼1 ln f q

R; ti
 
is asymptotically
Gaussian distributed with mean and variance given by Eqs. 7 and 8,
Statement 4 implies the same for LL q^R;njq
	 

.
It is easy to show that Conditions VII–X apply if the reduced scheme
predicts a single-exponential distribution (such as Schemes 1R, 2R, and 4R).
The corresponding parameterization p will be u1 0;uð Þ for the case of
Scheme 1 versus 1R, and u1 u;u; afixedð Þ for the case of Scheme 2 versus
2R, with VR chosen as in Fig. 3 F.
Check VII. If the set of data t1,t2,. . .tn, regardless of its true distribution,
is ﬁtted to f(t) ¼ (1/u)e2t/u by maximum likelihood, then
u^n ¼ 1n+
n
i¼1 ti ¼ Ætiæ (2). By the strong law of large numbers
(as the random variables ti have ﬁnite variance), u^n ¼ Ætiæ
converges almost everywhere to the mean E(t) of the true
distribution, thus u* ¼ E(t). By the central limit theorem,ﬃﬃﬃ
n
p
u^n2u
ð Þ ¼ ﬃﬃﬃnp Ætiæ2EðtÞð Þ !d Nð0; 1Þ and is thus
stochastically bounded.
Check VIII. ð@=@uÞf ðpðuÞ; tÞ ¼ ð1=u2Þe2t=uðt=u21Þ, which exists for
all u . 0.
Check IX. ð@=@uÞln f ðpðuÞ; tÞ ¼ 21=u1t=u2, therefore,
Eq
@
@u
ln f p uð Þ; tð Þ
 
¼
Z N
0
f q

; tð Þ 2 1
u
1
t
u2
 
dt
¼2 1
u
1
1
u2
Z N
0
tf q

; tð Þdt¼2 1
u
1
E tð Þ
u2
¼ 0:
Check X. Let e , u*, deﬁne G(u*) as the open interval (u* 2 e, u* 1
e). Then, for all u 2 G(u*),
 @@u ln f ðpðuÞ; tÞ2 @@u ln f ðpðuÞ; tÞ
¼
 21u^1 tu^2
 
2 2
1
u
1
t
u2
 #
 1u21u^
1t
 1u^22 1u2

#ju^2uj 1
uðu2eÞ1t
2u1e
u2ðu2eÞ2
 
:
Thus, h(x) ¼ jxj, and g(t) has the form g(t) ¼ a 1 bt. Trivially,
EqðgðtÞÞ ¼ a1bEðtÞ ¼ 3=ðu1eÞ2,N.
If the reduced model still contains more than one exponential component,
the demonstration of Condition VII is less straightforward. However,
simulations using Scheme 3, followed by ML-ﬁts of the closed-time
distribution to Scheme 3R, have conﬁrmed that even if a ﬁve-component
distribution is ﬁtted with a four-component pdf the constrained ﬁts converge
to a unique point in VR with increasing events list length. The set of
parameters printed in Fig. 1 for Scheme 3R corresponds to this experimen-
tally determined u*.
Statement 5
LetVR be a closed subset ofV such thatq*;VR. Suppose that Conditions
I–VI are satisﬁed on S(q*), and Conditions VII–X are satisﬁed on G(u*).
Then,
1ﬃﬃﬃ
n
p DLLðq^R;n;q^njqÞ2+ni¼1lnðf ðq; tiÞ=f ðqR; tiÞÞ
h i!Pn/N 0:
1ﬃﬃﬃ
n
p LLðq^R;njqÞ  +
n
i¼1
ln f ðqR; tiÞ
 
¼ 1ﬃﬃﬃ
n
p +
n
i¼1
@
@u
ln f ðpðu~nÞ; tiÞ
 
ðu^n  uÞ ¼
1ﬃﬃﬃ
n
p +
n
i¼1
@
@u
ln f ðpðuÞ; tiÞ

1 +
n
i¼1
@
@u
ln f ðpðu~nÞ; tiÞ  +
n
i¼1
@
@u
ln f ðpðuÞ; tiÞ

ðu^n  uÞ ¼
1
n
+
n
i¼1
@
@u
ln f ðpðuÞ; tiÞ
  ﬃﬃﬃ
n
p ðu^n  uÞ
1
1
n
+
n
i¼1
@
@u
ln f ðpðu~nÞ; tiÞ  +
n
i¼1
@
@u
ln f ðpðuÞ; tiÞ
  ﬃﬃﬃ
n
p ðu^n  uÞ ¼ S11 S2:
jS2j ¼
1n+
n
i¼1
+
k
j¼1
@
@uj
ln f ðpðu~nÞ; tiÞ 
@
@uj
ln f ðpðuÞ; tiÞ
 ! ﬃﬃﬃ
n
p ðu^n;j  uj Þ
" #
#+
k
j¼1
1
n
+
n
i¼1
 @@ujln f ðpðu~nÞ; tiÞ  @@ujln f ðpðuÞ; tiÞ
 !j ﬃﬃﬃnp ðu^n;j  uj Þj
#+
k
j¼1
1
n
+
n
i¼1
hðu~n  uÞgðtiÞj
ﬃﬃﬃ
n
p ðu^n;j  uj Þj ¼ hðu~n  uÞ
1
n
+
n
i¼1
gðtiÞ
 
+
k
j¼1
j ﬃﬃﬃnp ðu^n;j  uj Þj:
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Proof
As S3 !n/NP 0 by Statement 3, and S4 !n/NP 0 by Statement 4, this concludes
the proof.
Notes
Because, by the central limit theorem, +n
i¼1 ln f q
; tið Þ=f qR; ti
  
is
asymptotically Gaussian-distributed with mean and variance given by Eqs. 9
and 10, Statement 5 implies the same for DLLðq^R;n; q^njqÞ.
Statement 5 containsmeaningful informationonly ifq*;VR. Ifq*2VR
(i.e., if the restricted model is the correct model), then qR ¼ q; f ðq; tiÞ ¼
f ðqR; tiÞ, and ln f q; tið Þ=f qR; ti
   ¼ 0. Therefore, in this case, Statement
5 reduces to the trivial statement ð1= ﬃﬃﬃnp ÞDLLðq^R;n; q^njqRÞ !Pn/N 0.
(This statement is obviously true as, by the x2-theorem,
DLLðq^R;n; q^njqRÞ !d Gðk=2; 1Þ, and is thus stochastically bounded.)
APPENDIX B: NUMERICAL IMPLEMENTATION
OF EQS. 1–10
In practice, the integrals in Eqs. 1–10 are performed numerically between t¼
0 (or t¼ tlow) and some t¼ thigh, where thigh is chosen such that the integrand
vanishes for t . thigh. Because the integrand has the form fq1 ðtÞ
ln fq1 ðtÞ=fq2 ðtÞð Þ or fq1 ðtÞ  ln2 fq1 ðtÞ=fq2 ðtÞð Þ, a choice of thigh could be,
e.g., 100 times the longest time constant of fq1 ðtÞ. However, because the
longest time constants of the two pdfs might be very different, evaluation of
one of the two pdfs might result in an underﬂow at high t, i.e., return zero;
thus causing the algorithm to crash when attempting to take the logarithm.
To avoid this problem the following simple strategy can be used. Both pdfs
involved have the form f ðtÞ ¼ ð+k
j¼1ðaj=tjÞet=tjÞ=Pðt$tlowÞ, which can be
rewritten in the form f ðtÞ ¼ +k
j¼1signjðjajj=tjÞet=tj=Pðt$tlowÞ to allow for
possible negative components such as in the closed-time pdf of
Scheme 1. Deﬁne yj ¼ lnðjajj=tjÞ  t=tj; ymax ¼ max y1; . . . ; ykf g, and
zlow ¼ ln Pðt$tlowÞð Þ. Then ln f(t) can be rewritten in the form of
lnf ðtÞ ¼ ymax1lnð+kj¼1ðsignj  eyjymax ÞÞ  zlow. Because the term j corre-
sponding to ymax always has a positive sign, the sum in the argument of the
ln function will contain a term equal to 11, and thus will not underﬂow.
Finally, ln fqðtÞ=fqR ðtÞ
 
can be calculated as lnfqðtÞ  lnfqR ðtÞ.
SUPPLEMENTARY MATERIAL
An online supplement to this article can be found by visiting
BJ Online at http://www.biophysj.org. Sections 1–3 of this
Supplementary Material contain the demonstration that the
regularity criteria described in Appendix A (Conditions I–VI)
are satisﬁed in the interior of the parameter space V for the
closed-time distributions of the following schemes shown in
Fig. 1: Schemes 1R, 2R, and 4R (Section 1), Scheme 1 (Section
2), and Schemes 2 and 4 (Section 3).
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