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ABSTRACT 
We develop a new algorithm, KQZ, for solving the generalized eigenvalue 
problem Mx = ALx which comes from the linear-response (LR) eigenvalue equation. 
In contrast to the QZ algorithm, our algorithm preserves the block structure of the 
pencil M - AL during the computations and only uses K-orthogonal transformations. 
We accelerate the convergence by using a quadruple implicit-shift technique based 
on the implicit KQ theorem. The KQZ algorithm saves about half the computational 
cost and storage of the QZ algorithm. 
1. INTRODUCTION 
The linear-response (LR) eigenvalue equation for a real wave function in 
its most general form [6, 71 is 
(M-X)x-([;: ;]-A[ -2 _;])[::]=o> (1.1) 
where A, B, and 2 are real n X n symmetric matrices and A is a real n X n 
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skew symmetric matrix. It is easily seen that M and L are symmetric, but in 
general neither M nor L needs to be positive definite. Since M and L may 
be both indefinite, there is no convenient algorithm such as QR [4] for 
solving (1.1). Hence, we will treat the more general case with no restriction 
on A, B, 2, and A as above. 
A simple rearrangement of Equation (1.1) gives that if 
( Xl w, [ I) x2 
is an eigenpair of M - AL then 
is also an eigenpair of M - AL (indeed, this property holds for arbitrary A, 
B, 2, and A). In this paper, we assume that M and L are small dense 
matrices (e.g. n does not exceed 1501, and the whole eigenstructure of 
M - AL will be found. 
Consideration of this problem is motivated by an article of Olsen et al. 
[6]. The dimension of the general LR eigenvalue equation (1.1) is usually 
very large (about lo6 -107), but only the first k (k +z n) excitation energies 
are of interest. Olsen et al. [S] describe an algorithm which finds the lowest 
roots of (1.1) using a sequence of linear transformations and Davidson’s 
acceleration technique [l]. In each iteration step a small reduced eigenvalue 
problem of the form (1.1) must be solved; then the solution is used to correct 
the basis vectors and to obtain the best approximations to the desired 
eigenpairs. The eigenstructure of M - AL may be computed by the QZ 
method [5]. However, the method cannot take advantage of the block 
structure of M - AL and will treat M - AL like an arbitrary 2 n X 2 n pencil. 
To preserve the block structure of M - AL, we will employ equivalence 
transformations with K-orthogonal matrices (a 2n X 2n matrix Q is K- 
orthogonal if Q’KQ = K and Q’Q = I,, where 
0 L 
K= I 
[ I ” 0 
and I, is the n X n identity) instead of transformations with the usual 
orthogonal matrices in the QZ algorithm. We will call G = QR the KQR 
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decomposition of a matrix 
-:I (or G=[i :I) 
with S and T E[W”~” if Q is K-orthogonal and 
where R, and R, are n X n upper triangular. The method in which the QR 
decompositions in the QZ method are replaced by KQR decompositions will 
be called the KQZ algorithm. The purpose of this paper is to describe the 
computation of the eigenstructure of the pencil M - AL by the KQZ method 
based on the KQR decomposition. In Section 2 we present some basic 
definitions and the KQR decomposition. The implicit KQ theorem is derived 
in Section 3, and the KQZ algorithm is described in Section 4. In Section 5 
we compare the flop counts of the KQZ method and the QZ method and 
give some numerical results. 
2. DEFINITIONS AND KQR DECOMPOSITION 
Herein we denote the n X n identity by I, and the k th column of I, by 
ek, and we define K, E 082”x2” by 
K,= 
(If confusion is unlikely, omit the subscribt n.) A matrix Q E R2”x2” is said 
to be K-orthogonal if Q’KQ = K and Q’Q = I,,. Let X2, denote the set of 
all K-orthogonal matrices. Note that Q E X2,, implies KQ = QK, from 
which we conclude that 
It is clear that J&, is closed under multiplication and transposition. The 
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matrix B E R2nx2m (f, E R2nx2m ) satisfying K,h? = &k,,, (- K,i = LK,,,) 
is called a K +-matrix (K _-matrix). It is easily seen that K na = 3K m _ _ 
(- K,L = LK,) if and only if 
A&[; ;] (i=[_; _;I). 
where A and B’ (2 and A) belong to R” Xm. A pencil M - AL of the form 
(1.1) (no restriction of A, B, 2, and A> is called a K-pencil. If Q and Z are 
K-orthogonal and M - AL is a K-pencil, then Q(M - hL)Z is also a K-pencil. 
We now identify three subsets of x2, that are important for practical 
and theoretical reasons. 
DEFINITION 2.1. 
(i> Given k E {2,. . . , n}, let w E [WnPk+‘. Then the K-orthogonal House- 
holder matrix H( k, w) is defined by 
H(k,w) := 
diag( Ik - 1T p > 0 
0 I diag( I,_,, p) ’ 
(2.1) 
where P = In_k+l -2wwi/wtw. 
(ii> Given k, j E N (16 k < j < n> and cl, sl, c2, s2 E R such that c: + 
.sf = 1, ci + SE = 1. Then the K-orthogonal Jacobi matrix J(k, j, cl, sl, c2, s2) 
is defined by 
c s J(k,j,c,,s,,c,,s,)= s c , 
[ 1 (2.2) 
where C is the identity apart form the entries in the (k, j) 2 X 2 principal 
submatrix, which are replaced by 
[ 
d<c, + c2) 3% + s2) 
- :<s, + s2) 1 h+c2) ’ 
and S is the zero matrix apart from the entries in the (k, j) 2 X2 principal 
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submatrix, which are replaced by 
[ 
d<c,-4 h-4 
1 -gs,-s2) ;<cl-c,) . 
(iii) Given k E N (1 < k < n). The K-orthogonal permutation matrix r(k) 
is defined by 
where C is the identity apart from the (k, k) entry, which is replaced by 
zero, and S is the zero matrix apart from the (k, k) entry, which is replaced 
by fl. 
REMARK 2.2. H(k, w) and J(k, j, cl, sl, c2, sz> are K-orthogonal. H(k w) 
is the direct sum of two n X n Householder matrices. J(k,j,cl, sr,ca, ~2) 
consists of the sum and difference of two Givens rotations. That is, 
_l(k,.i, 
G,-G, 
1 G,+G, ’ 
where 
are Givens rotations in the (k, j) plane, respectively. 
We now present algorithms which show how these special matrices of 
&II can be used to zero specified entries in a vector. 
Given k (l<k,<n) and r,y~R”, the following algorithm determines 
w =(wk,..., w,)~ such that if 
then uj = 0 for j = k + 1,. . . , n. 
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ALGORITHM H. 
a=(xi+ -** +xy 
wk = xk + (sign x,)(Y 
For j = k + 1,. . . , n 
wj = xj 
end. 
Replacing x with y, Algorithm H can be used to eliminate the last n - k 
entries of y. 
Given k (l<kgn) and x,y~R”, the following algorithm determines 
c1,sI,c2,s2 such that if 
J(k,k +l,c,>s,,c 2ys2,[;]=[:]> 
then u k+l= l)k+l= O. 
ALGORITHM J. 
a =[(xk + ykj2 +&+I + yk+1)2]1’2 
p =[(xk - &I2 +(“k+l - yk+1)2]1’2 
if LY = 0 then cr = 1 and sr = 0 
else cr =(xk + yk)/(Y and sr=(xk+r + yk+r)/(Y 
if /?=Othen c,=l and s,=O 
else c2 = (xk - yk)/P and a2 = (xk+ 1 - yk+ 1)/p 
cr, sr, ca, s2 are calculated by determining two Givens rotations 
G,=[ -5: ::] and G,=[ _I: zi] 
in the (k, k + 1) plane that eliminate the (k + l)st entry of r + y 
respectively. 
l(k,k+Lc,,s,,c,~s,) = 2 
G,-G, 
G +G 
1 2 I 
then eliminates the (k + l)st entry of x and y simultaneously. 
and r-y, 
ALGORITHM 1. Given k (1~ k < n) and x, y E R”. The following algo- 
rithm constructs a K-orthogonal matrix Q which annihilates in 
[ 1 
c the 
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entries at the positions i > k and n + i > n + k and doesn’t affect those for 
i<k and n+i<n+k: 
where ui = ui = 0 for i > k and ui = xi, vi = yi for i <k. 
Step 1: 
Step 2: 
Step 3: 
Step 4: 
Using Algorithm H we determine a K-orthogonal Householder 
matrix Qr = H(k,w,) that eliminates the last n - k entries of y: 
QU = [iI> where f,gER” and gk+,= *.. =g,=O. 
Note that Qr doesn’t affect the first k - 1 entries of r and y. 
Using Algorithm H we determine a K-orthogonal Householder 
matrix Qa = H(k + 1, w,) that eliminates the last n - k - 1 entries 
off: 
Qi[;]=[;]y where p,g~lR” and P~+~= ... =p,=O. 
Note that Qz doesn’t affect the first k enties off and that 9 = g. 
Using Algorithm J we determine a K-orthogonal Jacobi matrix 
Qs = ](k, k + 1, cr, sr, ca, s2) that eliminates the (k + 1)st entry of 
P: 
~a[:]=[:], where ~,uE(w” and uk+r=uk+r=O. 
Note that Qa only affects the kth and (k + 1)st entries of p and 9. 
Set Q := Q3Q2Q1. Then 
QKI =[:I and ui=ui=O for i>k. 
REMARK. Using Algorithm H or Algorithm J to determine a K-orthogo- 
nal matrix Q that eliminates certain entries in the ith column of a K *-matrix 
A E Rznx2”, we also have that the corresponding entries in the (n + i)th 
column of A vanish: 
(QA)ji=O Q (QA)n+j,n+i=O, 
since QAei = QAKe,,, = f KQAe,+i. 
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DEFINITION 2.3. 
(i) A matrix 
where Gi E Rnx” (i = 1,2), is called a K ,-Hessenberg matrix if G, and G, 
are upper Hessenberg matrices. In addition, G + is called an unreduced 
K*-Hessenberg matrix if I(Gl)i+l,il#KGe)i+l,il for all i=l,...,n-1. 
(ii) A matrix 
R,= +;I +i2 > [ -2 -1 1 
where Ri E RnXm (i = 1,2, 72 > m), is called K +-triangular if 
and R, E Rmx” (i = 1,2) are upper triangular; it is called K *-quasitriangular 
if fir and R, are upper quasitriangular. 
(iii) A matrix 
D,= 
D, D2 
I f D, f D, ’ 
where Di E RnX” (i = 1.2) is called K *-diagonal if both D, and D, are 
diagonal; it is called K ,-quasidiagonal if both D, and D, are quasidiagonal. 
(iv) A K-pencil M - AL is called K-Hessenberg (quasitriangular) trian- 
gular if M is K+-Hessenberg (quasitriangular) and L is K--triangular. 
(v) Let A * E R2”x2m (n 2 m) be a K *-matrix. The factorization A * = 
QR,, where Q E Rznx2”’ is a K+-matrix with Q”Q = I,, and R + E R2mx2m 
is K +-triang.ular, is called a KQR decomposition of A *. 
REMARK. Let P denote the following permutation matrix: 
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101 
is a K ,-Hessenberg matrix, then we have for 6! = P*GP 
gj = 0 if i>j+3, l<i,j,<Zn, 
n 
g2i+3,2i = 0 for I<i<n-2, 
i.e., C has the following structure: 
X 
0 IV X . x 0 X 
If 
R,= 
RI R2 
+R, kR, I E IW2nx2n 
is a K *-triangular matrix, then fi = P’R + P is a quasitriangular matrix and 
*I 
‘2i+1,2i = 0 for 1 B i < n - 1, i.e., fi has the following structure: 
X 
0 
X RI. ‘.. X X 
If 
D,= D, D, 
f D, k D, I E (W2nxzn 
is a K *-diagonal matrix, then 6 = P’D f P is a block-diagonal matrix and 
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(ezi+l,Zi = d2i,Zi+l = 0 for 1~ i Q n - 1, i.e., 6 has the following structure: 
x x 
x x 
x x 
x x 
. . 
x x 
x x 
PROPOSITION 2.4. 
(i) The product of two K +-(triangular) matrices is a K +-(triangular ) 
matrix. 
(ii) The product of a K ,-(triangular) matrix and a K J triangular) 
matrix is a K _-(triangular) matrix. 
(iii) Let L be a K_-matrix. Then (L + uIXL - aI> is a K+-matrix. 
(iv) The inverse of a K *-matrix A + is also a K *-matrix. 
Proof. (i), (ii), and (iii) are immediately obtained by direct calculations. 
(iv): Since KA, = A+ K(- KA_ = A_ K), then KAyi = A;‘K(- KA1’ = 
AZ’K). Note that K-’ = K. W 
THEOREM 2.5. 
(i) Given any K +-matrix A * E [W2nx2m (n > m). There exists a KQR 
decomposition of A *. 
(ii) The inverse of a K *-triangular R + is also K +-triangular. 
(iii) Let A * E (W2”x2” be nonsingular. Let A,=QR, and A,=QR, 
be KQR factorizations of A *. Then there exists a permutation K-orthogonal 
matrix r such that Q=&r and fi+=rR,. 
Proof. (i): By repeatedly applying Algorithm 1 to the j th column of A+ 
(A_) for j=l,..., m and using Proposition 2.4(i), (ii), we have A * = QR +, 
where Q is K-orthogonal and fi f E IW2nx2m is K +-triangular. If we take 
Q=Q 
0 0 0 
and R,= I, 
0 0 I, 0 
1 A*, 
then A,=QR, is a KQR decomposition of A *. 
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In proving (ii) and (iii) we omit the subscript “+ ” and only consider the 
‘< ,, - case. (The case of “ + ” is the same.) 
(ii): Let 
R= s T I - ‘I _f -s’ 
be nonsingular K_-triangular. Since det(R) = (- l)“llrz,[(5ii + fii)(zii - t;.J], 
the diagonal elements of s and T’ satisfy 5: # c for all i = 1,. . . , n. Hence, 
there exists a K-orthogonal permutation rr such that 
TR= S T 
-T -S I 
is K_-triangular and S is nonsingular. Let 
S T X 
-T -S I[ -Y -I=[: :I. 
We then have Y = S-‘TX and (S + TS-‘T)X = 1. Hence both X and Y are 
upper triangular, and X is nonsingular. 
(iii): Let A = QR = ofi be KQR factorizations of a K--matrix A. From 
(ii) and Proposition 2.4(i) we have @Q = RR-’ = D, and 
iiD= 
D, D, I 1 % D, 
is a K+-triangular matrix with D, nonsingular, where ii is a suitable 
K-orthogonal permutation matrix. On the other hand, iiD is also K-orthogo- 
nal; this implies that D, = 0 and D, = diag( f 1). Hence 
D, 0 
D=ii o 1 1 D =r 1 
is a K-orthogonal permutation matrix. 
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3. K-ORTHOGONAL REDUCTIONS AND KRYLOV MATRICES 
The basis of the KQZ method in Section 4 is the KQR decomposition of 
the K_-matrix ML-’ as in (1.1) and the K-orthogonal similarity transforma- 
tion to the K_-Hessenberg form. In this section we give some results on 
these reductions. 
DEFINITION 3.1. 
(i) Let 
where C, A E [WnXn, be a K--matrix. Given r E [w2” and 1~ j < n. The 
Krylov matrix of L with respect to x and j is defined by 
v[L,~,j]:=[~,~x ,..., Lj-l, 1 -k,-KIx ,..., -KLj-‘~1. c3.1) 
(ii) V(L, x,j) := th e subspace generated by the columns of V[ L, x, j]. 
REMARK. It iseasilyseen that K,V[L,x,jI= -VIL,r,jIKj, SOV[L,X:,_~I 
is a K_-matrix. 
THEOREM 3.2. Let L E [W2nx2n be a K--matrix, and let V,,, e V[ L, 91, ml 
(m < n) be a Kqlov matrix with rank(V,,,) = 2m and rankt[V,, L”‘qi]) = 2m. 
If V[L, ql,ml = Q,%,, is a KQR decomposition, then 
f&n = Qf,,LQ, (3.2) 
is an unreduced K_-Hessenberg matrix such that 
LQ, = Q,H, + z,ef,, - Kz,ef,, (3.3a) 
and 
Q;z, = Qf,,Kz, = 0 
fm a suitable z, E [w2”. 
(3.3b) 
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Proof. Since rank([V, , L”g 1 I) = 2 m, it follows that L”9, E V(L, 91, m>. 
LA 
L”9, = 5 aiLi-‘9, - E a,+iKLi-‘9i, a,ElW. 
i=l i=l 
This implies that 
KL”9, = t ‘yi&iqi - i cu”+iLi-19i. 
i=l 
With the K--matrix 
c= 
( 
1 
) . . . 0 a1 
. . 
. . . 0 ai-1 
1 %l 
ff 7Tl+1 
0 
aZm--l 
a!h 
and with LK = - KL we get 
vmc=L[91,L.q,,...,L”-‘9, ( 
= LV,. 
i=l 
- %I+1 
0 
czm- 1
- %m 
0 . . . 0 - a1 
-1 *.. : : 
. . .i . - am-l 
-1 -a, 
(3.4) 
-Kq,,-KLq,>...> - KL”_‘9,] 
(3.5) 
If V, = Q,R, is a KQR decomposition of V,, where R, is a nonsingular 
K_-triangular matrix, then the equation above may be written as 
Q,R,C = ~W,nRrn w Q;LQ, = RJR,? 
Since R,’ is a K_-triangular matrix [Theorem 2.5(n)] and C is a K_-Hes- 
senberg matrix, H, = QLLQ, is a K_-Hessenberg matrix (Proposition 2.4). 
Since R, is nonsingular, we get that H, is unreduced: Let bi and ci 
denote the ith lower subdiagonal element of the (1,l) block and the (1,2) 
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block of H,, respectively, i = 2,. . . , m and let ri and si denote the ith 
diagonal element of the (1,l) block and the (1,2) block of R,, respectively, 
i=l , . . . , m. The proof of Theorem 2.5(u) shows that we have r,! # SF for all 
i. Let us assume that b,? = c: for some i. From the equation H, = R,CR,’ 
we get 
bi = fCi e riri_r + sisi_1 = f siri- * risi_1 
a (‘i+Si)(Ti_lfSi-_l)=O. 
which contradicts to the regularity of R,. Hence H, is an unreduced 
K_-Hessenberg matrix. 
From (3.5), with the K-matrix 
.lrn = 
we get 
0 
1 . 
. . 
. . 
. . 
1 0 
0 
-1 . 
. . 
. . 
. . 
-1 0 
LV, = [ LrJ, , . . . > L”% ) KLq,Y.Jw,] 
= V,J, + L”q,ek + KL”q,ek,. 
Using V, = Q,R,, (3.6) can be written as 
(3.6) 
(3.7) 
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Since 
,t R-1 = o,...,o, - 
m m ( r;lmsz o,...,o, r::s; 1 
and e&R,‘= - ekR;‘K, we get 
A, := R,J,R,’ + Qk[(Lm9,ek + KL”q,ei,)R;‘] 
1 
= R,],,,R,‘+ -QL[(r,L”9, - sSL”9Aek 
rf - s; 
- K(r,L”9, - s,KLm91)ek] 
is a K_-Hessenberg matrix. Set 
2, :=L(l-QmQ:l)( r-i - s; r,L”9, - s$L”91). 
Substituting z, in (3.7), we have 
and 
LQ, = Q,l??, + z,ef, - K.z,ef,, 
Q;z,,, = Q;Kz, = 0. 
Therefore I?,,, = QiLQ, = H, is an unreduced K_-Hessenberg matrix. W 
THEOREM 3.3. Let L E IWznx2” be a K_-matrix, and let Q, E [WznX2”‘, 
m < n, be a K+-matrix with Qmel = 91 and QLQ, = I,,. lf Q, satisfies 
LQ, = Q,H, + q,,ef,, - Kq,,&,, (3.8) 
where H,,, is an unreduced K_-Hessenberg matrix and z, in [Wzn, then 
V[L,q,,m] = Q,,[ e,,H,e, ,..., Hz-‘e, 1 - Ke,, - KHmel ,..., - KHE-‘e,] 
is a KQR decomposition of V[ L, 9,,,. ml and rank(V[L, 91, ml> = 2m. 
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Proof. Lq, = LQ,e, = [Q,H, + z,e:,, - Kz,e~,]e, = QmH,el. Let us 
assume that Li-‘ql = I,“-‘Q,e, = QmHLplel holds for i = 2,...,m - 1. Then 
we get 
L’9, = LQ,,,Hk-‘e, 
= (Q,H, + z,eL - Kz,e~,)H~~lel 
= Q,HLe, + z,,,e~H~'e, - Kz,,,e6,,,H~-‘e,, 
and one can check that 
ef,,Hk-‘e, = e~,H~-‘e, = 0 for i=2,...,m-1. 
Therefore L’9, = QmH,d,,el and 
V[L,q,,m] = Q,[ el, H,el,. . .,H,“-‘e, 1 - Ke,, - KH,el,.. ., - HI,“-‘e,] 
= Q,R,T 
and R, is a K_-triangular matrix. 
Let ri and si denote the ith diagonal element of the (1,l) block and the 
(1,2) block of R,, respectively. To prove that rank(V[ L, 91, m]) = 2m, we 
have to show that R, is nonsingular, i.e., ri # si for i = 1,. . . , m. Therefore 
let bi and ci denote the ith lower subdiagonal element of the (1,l) block and 
the (1,2) block of H,, respectively. Since H, is unreduced, we have bi # ci 
for i=2,... ,m. By direct calculation we get 
rl = 1, s1 = 0, 
r2 = b,,s, = c2, 
rg = eiH:e, = b,b, + c2c3 = rzb, - s2c3, 
sg = eiKH,f,e, = b,c, + czb, = r2c3 - szb,, 
rj = rj_lbj - s~_~c~ for j =4,...,m, 
sj = r. ,_lcj-s. b 1-1 i for j=4,...,m. 
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We have ri # k si for i = 1,2. Assume that 1; = k sj for some j and that 
rj_l it f s~__~. Then we have 
Since bj z + cj, this implies rj_l = + s~_~, which contradicts the assump- 
tion. Hence R, is nonsingular and rank(V[L, qi,m]> = 2m. n 
THEOREM 3.4 (Implicit K-orthogonality theorem). Let L E [W2nx2” be a 
K-matrix, and Q,@ be two K-orthogonal matrices with Qe, = oe,. If Q’LQ 
=H and @@=fi, where H and fi are unreduced K_-Hessenberg, then 
there exists a K-orthogonal permutation matrix TT such that Q = @T and 
H = T&T. 
Proof. Since Q”LQ = H and Q”LQ = G are unreduced K_-Hessenberg 
and Qe, = de,, by Theorem 3.3 we have 
V[L,Qe,,n]=QR=(@=V[L,(je,,n], 
where R and fi are nonsingular K--triangular. From Theorem 2.5(iii) the 
KQR decomposition of the nonsingular Krylov matrix V[ L, Qe,, n] is unique 
up to a K-orthogonal permutation matrix rr. That is, Q = 0~ and fi = rrR. 
Consequently, H = TI?T. W 
REMARK 3.5. Theorems 3.2, 3.3, and 3.4 also hold if the K--matrix L is 
replaced by a K+-matrix M. 
4. KQZ ALGORITHM 
Let M - AL be a 2n X 2n K-pencil as in (1.1). In this section we will 
give a generalized K-Schur decomposition of M - AL and present a stable 
KQZ algorithm for its solution. 
THEOREM 4.1 (Real K-Schur decomposition). Let 
G= 
G, G2 
-G, -G, I 
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be a K_-matrix. Then there exists a K-orthogonal matrix 
Q, Qz 
Q= Qz QI [ 1 
such that 
Q’GQ=[ _; _;I, 
where 
are upper qua&triangular with the same size [each Si and (Ti> is either a 
1 X 1 OT a 2 X 2 matrix]. Furthermore, each 2 X 2 block 
is associated with the real eigenvalues (p, - ~1 or purely imaginary eigenval- 
ues ( f io), and each 4 ~4 block 
sj q 
[ I -q - sj 
is associated with the complex eigenvalues (A, A, - A, - h}. 
Proof. Suppose 
where y=u+iv, u,vEW”; z=r+is, r,seIW”; p=cu+i/?; q=y+iS; 
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and 
[ 
P Q 
-4 -P I 
has the eigenvalues f A. If A is a complex eigenvalue, then y2 - S2 - cz2 + 
p2 # 0, yS - (~/3 # 0, and 
From these equations we have 
Using Algorithm 1, we can find a K-orthogonal Q such that 
where 
and 
wi = [ 1 T, : ER2x2 (i=1,2), 
(4.3) 
WI w2 
w= w 
[ I 2 w 
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is nonsingular. Let 
By substituting (4.3) into (4.2) we have 
By using the nonsingularity of W and the equation 
HI Hz 
-H, -H, 1 w= 0,
we conclude that H, = H, = 0. The theorem now follows by induction. For 
the real or purely imaginary eigenvalues f h the proof is identical with the 
argument above except in the handling of the 2 X 2 block. n 
THEOREM 4.2 (Generalized real K-Schur decomposition). Zf M - AL is a 
K-pencil (i.e., M is a K+-matrix and L is a K-matrix), then there exist 
K-orthogonal matrices Q and Z such that 
is K+-quusitriangdar and 
is K_-triangdar, where S, T, E, and F have the same partitions as (4.1). 
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Furthermore 
(Here a(A, B) denotes the set of eigenvalues of A - AB.) 
Proof. Let {Lk} b e a sequence of nonsingular K-matrices that converge 
to I,. For each k, by Theorem 4.1 let Qk(MLkl)Qi = R, be a real K-Schur 
decomposition of ML;‘. By Theorem 2.5(i) let Z, be K-orthogonal such that 
Zi(L;‘Qi) = S,’ is K-triangular. It follows that Qk M7, = R,S, is K+-tri- 
angular and Qk L, Z, = S, is K--triangular. The assertions follows from the 
fact that the bounded sequence {(ok, Z,)) has a converging subsequence. n 
We now describe the KQZ algorithm for the computation of the general- 
ized real Schur decomposition of the K-pencil M - AL. The first step in 
computing the real Schur decomposition of M - AL is to reduce M to 
K+-Hessenberg form and L to K--triangular form via K-orthogonal transfor- 
mations. 
ALGORITHM KHT (K-Hessenberg-triangular reduction). Given 
MC ;: f: E ~2nx2n, 
[ 1 
the following algorithm overwrites M with a K+-Hessenberg matrix QMZ 
and L with a K--triangular matrix QLZ, where Q and Z are K-orthogonal. 
Step 1: Determine a K-orthogonal matrix Q such that L := QL is a K_-tri- 
angular matrix (KQR decomposition of L): 
Q= 1. 
For i = 1,. . . , n - 1 
Using Algorithm 1 we determine a K-orthogonal matrix Qi that 
eliminates the elements in the position j > i and n + j > n + i of 
ki. Set M := Q,M, L := Q,L, Q := QiQ. 
Step 2: Determine K-orthogonal matrices Q and Z such that M := QMZ is 
a K+-Hessenberg matrix and L := QLZ is a K--triangular matrix. 
z = I. 
Forj=l,...,n-2 
For i=n,n-l,...,j-2 
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(iii) 
(iv) 
Using Algorithm J we determine a K-orthogonal matrix 
Qij that eliminates the elements i and n + i of Mej. 
Set M := Q,,.M, L := Q,,.L, Q := QijQ. 
Note that we get a fill-in at the positions (i, i - l), (n + i, i 
-l),(i,n+i-l)and(n+i,n+i-1)ofL. 
Using Algorithm J we determine a K-orthogonal matrix 
Zi_ l,i that eliminates the elements i - 1 and n + i - 1 of 
e:L. 
Set M := MZi_l,i, L := LZi_l i, Z = ZZi_l i. 
Note that L is again a K-triangular matrix and that the 
zeros in M are all preserved. 
In describing the KQZ iteration we assume that M is an unreduced 
K+-Hessenberg matrix and that L is a nonsingular K--triangular matrix. The 
first of these assertions is obvious if a k+l,k = bk+l,k = 0 for some k. We then 
have 
M-AL= 
and we may proceed to solve the two smaller problems. On the other hand, if 
a,, = S,, = 0 for some k, then it is possible to introduce a zero in M’s 
(n,n -l), (2n,n -l), (n,2n -11, and (2n,2n -1) positions and thereby 
deflate. The case ak+l k = bk+l k # 0 or a,, = 6,, # 0 may occur only when 
the pencil M - AL is artificial. This is in fact not the case for the matrices 
arising from the Lanczos-type algorithms [6] of significant practical impor- 
tance. 
the reduction of M - AL to K-Hessenberg-triangular 
=QOMZ,- AQ,LZ,, where Q. and Z, are K- 
ALGORITHM KQZ. 
Reduction: Compute 
form: 
Ml-AL, 
orthogonal. 
Let Q := Q. and Z := Z,. 
Iteration : For k = 1,2,... 
Compute Mk + 1 - AL,,, = QkMkZk - AQ,L,Z,, where Qk 
stems from the KQR decomposition pk(MkLkl) = QiRk of’ a 
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K+-polynomial matrix pk(MkLkl) and Zk is a K-orthogonal 
matrix such that Q,L,Z, = Lk+l is K_-triangular. 
Update Q := QkQ, 2 := ZZ,. 
REMARK 4.3. 
(i) All iterates L, are of K_-triangular form. All iterates Mk are of 
K+-Hessenberg form. If Pk = pk(Mk Lk ‘) . IS nonsingular, then this is easy to 
verify because Pk and Mk Lkl commute and all R, are nonsingular. There- 
fore, Mk+i = Qk”kZk = QkMkL;lQ;lSk = RkP;‘(MkLkl)PkRklSk = 
RkMkLklRi’Sk is a K+-Hessenberg matrix. For singular pk(MkLkl) we 
have to check the special form of Qk to see that Mk+i is again K+-Hessen- 
berg. 
(ii) For the basic form of the algorithm, where pk(x) = x for all integer 
k, a proof of convergence can be deduced from the corresponding proofs on 
convergence in [2] or [5]. 
(iii) The polynomials p,(x) are usually chosen to be (x - pk)(x - vk)(x 
- h&x - ok), where u’k = - j.&k, hk = iik, ok = - jik (complex case) or 
vk = - pk, ok = - A, (real or purely imaginary case) are the eigenvalues of 
the 4X4 block of n/r, --AL,, 
[ .I.r:r]i.ilk~ 
From Proposition 2.4(iii) it is easily seen that the polynomial matrix 
pk(Mk L;‘) for this chosen pk(r) is a K+-matrix. 
(iv) Because of the uniqueness of the reduction to K_-Hessenberg form 
(see Theorem 3.4) the algorithm can be performed without explicitly com- 
puting the decomposition pk(Mk L; ‘) = Q: Rk. We only have to compute the 
first column of p#‘f&) in complete analogy to the implicit version of the 
QZ algorithm 151. 
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(v) We cannot expect the iterates M, to converge to K+-triangular form; 
we can only expect convergent to 4x4 blocks of submatrices having as 
eigenvalues a quadruple (A, - A, h, - h), where A E @ \ (R U iR). This means 
that in general, if all eigenvalues are of this kind, only every second 
subdiagonal element a,, i _ 1 and b,, i _ 1 of the Hessenberg matrices in each 
block of the iterates will tend to zero. But convergence of two successive 
u,,~ _ r’s and bi,i_ r’s may occur, too, if some eigenvalues are real or purely 
imaginary. A local quadratically convergence of the KQZ iteration can be 
shown as in [3, p. 2291. 
(vi) During the iteration, we deflate Mk - AL, into smaller subproblems 
if all subdiagonal elements satisfy Iu,,~_~[ < eps(lai,il+ l~~_,,~_rl) and Ibi,i-ll 
< eps(lbi,il+ lbi_l,,_ll> and set th em to zero, where eps is the machine 
precision. 
Computing Eigenvectors 
We proceed with the KQZ iteration until the problem has completely 
split into subproblems of dimension 2 or 4 (suppose M - AL has no multiple 
eigenvalue). This means we have achieved a K-orthogonal equivalence 
transformation QMZ = M, and QLZ = L,, where at least every second a: i _ , 
and brj _ r entry is negligibly small, i.e., 
and 
L,= 
M,= 
A 1,l ... A 1.q 
9 . 44 
B 1,l *** B 1.q 
I2 1,l .** 2 12q 
0 c’ 4.q 
-A,,, a** -%q 
0 - d,,, 
B 1.1 ... B 1.q 
0 . A,., 
A 1,l ... A l,q 
(4.4a) 
> (4.4b) 
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where A,,, Bii, Zii, and Aii are 1X 1 or 2X2 blocks and zii, Aii are upper 
triangular. Clearly, by zeroing the superdiagonal block in M, and L, in the 
appropriate order, we can reduce the entire pencil to K-quasidiagonal-diago- 
nal form. We first consider the following simple case. 
Let 
and 
c X.12 11 
0 %!2 
-41 -42 
0 -AZ2 
A 11 A 12 
0 42 I---- -L -212 0 -222 
X=[K] and Y=[%] 
be two unknown nonsingular matrices. It follows that if XMY = ti and 
XLY = L, then M and G (and L and f, respectively) are identical except 
that 
A,,Y, + B,,Y, + X,A,, + X,B,, + A,, = A,,, 
B,,Y, + A,,Y, + X,B,, + X,A,, + B,, = 312, 
(4.5) 
Z,,Y1 + A,,Y, + XIC,, - X2A2z + Z,, = 212, 
AiiYi + Z,,Y, + X,A,, -X2& + A,2 = 61,. 
Thus, d,,, B,,, f; i2, and A,, can be zeroed by an algorithm for solving the 
Sylvester-type equations [B] 
if and only if 
AX-YC= F, 
BX-YD=G 
(4.6) 
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We summarize the overall process for the simple case and give the 
following block-diagonalization algorithm. 
ALGORITHM KBD (K-block diagonalization). Given a K-quasitriangular- 
triangular pencil M - AL. Let 
where M, L, Q, and Z have the partitioning in (4.4). The following algorithm 
overwrites Q and XQ and Z with ZY, where X and Y are K +-nonsingular 
matrices such that 
diag( Bii) 
I 
diag( Aii) 
diag( Aii) I diag( - I&) ’ 
For j = 2,. . . , q 
For i = 1 ,...,j-1 
solve the system of equations 
A,,Y, + BiiYa + X,A, + XzBjj = - A,,, 
B,,Y, + AiiYz + X,Bjj + X,Ajj = - B,,, 
ZiiY, + AiiYz + X1zjj - X,Ajj = - Cij, 
AiiY1 + CiiYz + X,A, - XJjj = - Aij 
for Y,, Yz, X,, and X,. 
For k =j+l,...,q 
Aik := Aik + X,Aj, + X, Bjk , Bik := Bik + XIBjk + X,A,, , 
Cik := Zik + X,Cp - X,Aj,, Aik := Aik - X,Aj, + X,Zjk 
For k = 1,. . . , i 
Akj := Akj + AkiY, + BkiY2, Bkj := Bkj + BkiY, + AkiY,, 
C,j := Ckj + ~‘kiY1+ A,iY,) Akj := Akj - AkiY1 - &Y2 
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For k = 1,. . . , q 
Qik ‘= Qik + XlQjk + '2ojk 1 dik ‘= Qik + Xldjk + X,Qjk 
For k = 1,. . . , q 
z,j ‘= z,j + zkiy, + z&y,, il,j := i&j + &iYl + z&y,. 
In a final step we now have to compute the eigenvectors of the K-quasi- 
diagonal-diagonal pencil M - AL. Here we only treat with the case of regular 
pencil M - AL. Hence we can without loss of generality assume that L is 
nonsingular. 
(i) 2 ~2 s&problem: Let 
be the resulting 2 X 2 submatrices. Then the eigenvalues are 
f d ayj - b,: _ ~ =fhj, uj; - 6j” 
and the associated eigenvectors are [z~,z,,+~]S~, where sj satisfies 
S,F’MjL;‘S.= Aj ’ 
J i 1 0 -/ij ’ 
(ii) 4 ~4 s&problem: Let 
Mj=[tII 21 and Lj=[_ztI _:I 
be the resulting 4X4 submatrices. Let 
r aj bj ) e.i -61 
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The four eigenvalues ( * hj, k hj} can be computed by the characteristic 
polynomial of Gj, 
z4 + [2(fjgj - bjcj)+ hj2 + e; - aj2 - df]z” +det(Gj). 
The associated eigenvectors are [zllr zj+ r 1 z,,+~, z,,+~+ ,]Sj, where Sj satisfies 
SJr’MjL;‘Sj = diag(hj,Aj, - hj, - Aj). 
5. NUMERICAL RESULTS 
A program based on the KQZ algorithm has been implemented in 
single-precision FORTRAN (14 digits) on a CDC Cyber 182/840 computer. 
The average number of iterations for the computation of a pair of eigenvalues 
{ f Aj} was between I.5 and 2.5, where one step using the quadruple shift as 
described before was counted as one iteration. Several examples with n < 50 
have been tested. The computed eigenvalues had an accuracy of 9-13 correct 
digits, and the residual of the eigenvectors was smaller than lo-‘. The 
following table compares the flop counts for the KQZ algorithm with the QZ 
algorithm. As usual, a flop is defined as the amount of work associated with 
the FORTRAN statement S=S+A(I,K)*B(K,J). 
1 QZ [3, p. 2561 KQZ 
Hessenberg-triangular reduction 
of M - AL + accumulation of Z 
Iteration + accumulation of Z 
Total flop counts 
40n3 + 12n3 10n3 + 3n3 
80n3 + 68n3 50n3 + 44n3 
200n3 107n3 
The ratio of the total flop counts for QZ to KQZ is about 1.9. 
EXAMPLE 5.1. We have constructed many problems by choosing K,- 
quasidiagonal M, and K--diagonal L, and multiplying them with two 
randomly generated K-orthogonal matrices Q and Z, giving M = QMdZ and 
L = QL,Z. A typical example of this kind is the 20 X 20 problem 
MC* B 1, 0 d [ 1 B A 
and Ld= 
[ 1 0 -I, ’ 
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where 
A= 
and 
B= 
1 
0 
1 -1 
1 1 
0 
0 
1 
0 
0 
0 
0 
5 -5 
5 5 
30 
20 
10’ 
0 
0 
0 
0 
0 
0 
10’ 
0 
TABLE 1 
EICENVALUES WITH NONNEGATIVE REAL PART: KQZ ALGORITHM a 
Real part Imaginary part 
.1oo~ooooooo~oE+o8 .oooooooooooooooE+oo 
.517047%%791oE-o9 - . lOOoooOOooOOOOOE + 08 
.300000000003146~+02 .OOO~OOOOO~OOOE+OO 
.199999999999406E+O2 .~o~ooooo~oooE+oo 
.4%#999%%89876E+Ol .499%999998852%+01 
.499999999989876E+Ol -.499999999988529E+Ol 
.99999999967116&+00 .9999!%9!%422898tz+OO 
.999!%9999671165E+OO -.999999999422898E+OO 
.~o~o~o~oE + 00 .100000000042071~+01 
.9~99!?9~934542E+OO 
“Iteration counts = 18. 
.~OOO~OO~OE + 00 
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TABLE 2 
EIGENVALUES: QZ ALGORITHM a
Real part Imaginary part 
.1OOOOOO00000000E+08 
- . 1O~~O~O~OE + 08 
-.622147713080585~-OS 
-.587533066471737E-OS 
.3~0~00~014Q3E+O2 
-.2QQQQQQQQQQ7533E+O2 
.200000000002717~+02 
- .2000~00~003Q2E + 02 
.4QQQQQQQQQ8Q85lE+Ol 
.4QQQQQQQQQ8Q85lE+Ol 
-.499999999968057E+01 
-.499999999968058E+01 
.100000000018414~+01 
.100000000018414~+01 
-.QQQQQQQQQ77Q2Q5E+OO 
-.QQQQQQQQQ77Q2Q5E+OO 
-.177876071598898E-09 
-.177876260215486E-OS 
.QQQQQQQQQQ43585E+OO 
-.QQQQQQQQQ70104QE+00 
.328793373603753E-o9 
.OOO~O~~OO~E+OO 
.1ooOOoOOOOOooOOE+o8 
- .100000000000000E + 08 
.448293179944207E-15 
-.480403467087147~-15 
.222742673QQ534QE-15 
-.129338969552313E-15 
- .500000000002180~ + 01 
.500000000002180~+01 
- .500000000005868~ + 01 
.500000000005868~+01 
-.100000000004670~+01 
.100000000004670~+01 
-.100000000016050~+01 
.100000000016050~+01 
.QQQQQQQQQ83553OE+OO 
-.QQQQQQQQQ83553OE+OO 
-.875834364155358~-16 
.OOO~OOOOOOOO~E+OO 
a Iteration counts = 36. 
The KQZ and QZ algorithms give the results shown in Tables 1 and 2, 
respectively. The approximations to the eigenvalues obtained by these two 
methods have the same accuracy: about lo-‘. The total iteration counts of 
KQZ is 18 and of QZ is 36, that is, KQZ is more economic and faster than 
QZ. 
6. CONCLUSION 
We have described a KQZ algorithm for the computation of the whole 
eigenstructure of the linear-response eigenvalue equation (1.1). This method 
relies on a K-Schur-type decomposition and works with K-orthogonal equiva- 
lence transformations such that the K+-structure of M and K _-structure of L 
are preserved throughout the method. Hence the computed eigenvalues and 
eigenvectors are guaranteed to occur pairwise as ((A, x), ( - A, Kx)), and thus 
there are exactly n eigenvalues with negative real part or purely negative 
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imaginary part. Note that due to roundoff errors this need not be true if the 
K-orthogonality is not used (as in the QZ method). Throughout the KQZ 
iteration, we accelerate the convergence by using the quadruple implicit-shift 
(Francis-type) technique based on the implicit KQ theorem. Since the 
K-structure can be exploited, the overall work and the storage of KQZ for 
the computation of the eigenstructure are about only one-half those of QZ. 
Numerical results have shown that the KQZ method saves about 40-50% in 
computational work compared with the QZ algorithm, without significantly 
losing accuracy. Thus, the KQZ algorithm is a very efficient and reliable 
method for solving K-structure eigenvalue problems. 
The authors would like to thank Professor Volker Mehrmunn from Biele- 
feld University fm initiating this work and fm many valuuble comments. 
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