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В области активно развивающихся алгоритмов глубинного обучения тра-
диционные методы оценки сложности алгоритмов являются нецелесообразны-
ми, так как не объясняют исключительной обобщающей способности алгорит-
мов глубинного обучения. Последние исследования оценки качества таких ал-
горитмов вводят понятие неявной регуляризации как разновидности метода 
обучения. Данный вид регуляризации находит решение в виде модели 
наименьшей сложности, но не накладывает штрафа на модель и не модифици-
рует напрямую метод оптимизации. Согласно результатам Б. Нейшабура, Р. 
Салахутдинова, Н. Сребро и др. [1-3], обобщающая способность контролирует-
ся геометрией пространства параметров обучаемого алгоритма и эмпирической 
оптимизацией, адаптированной с учетом данной геометрии. Качество алгорит-
мов, в данном случае, будет обуславливаться их способностью хранить и из-
влекать структуру данных в течение длительных интервалов времени, компен-
сируя недостаток внешней памяти. 
 
Постановка задачи 
Данное исследование нацелено на создание метода неявной регуляриза-
ции обучаемых алгоритмов, который для повышения их обобщающей способ-
ности моделирует процессы кратковременной и долговременной памяти. Ос-
новной акцент работы сделан на частной проблеме формирования и контроля 
так называемых когнитивных карт, впервые предложенных психологом Э. 
Толменом [4].  
Когнитивные карты создаются и видоизменяются в результате активного 
взаимодействия объекта обучения со средой окружения и могут обладать раз-
личной степенью общности, масштаба и организации в зависимости от полноты 
представленности пространственных отношений и выбранной точки отсчета. В 
рамках данного исследования рассматривается возможность формирования ко-
гнитивной карты с системой координат «угадывание-забывание», которая от-
ражает поведение обучаемой алгоритма через последовательное представление 
его связи с другими алгоритмами и средой окружения. 
Для формирования системы координат карты при переходе от процессов 
кратковременной памяти к процессам долговременной взаимодействие объекта 
со средой окружения рассматривается для двух задач: 
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1. Теории цифровой фильтрации, предлагающей методы синтеза фильтров 
с бесконечной импульсной характеристикой (БИХ-фильтров), которые 
позволяют моделировать постепенное накопление и исчезновение ин-
формации из памяти фильтра на основе оптимизации его полюсов. 
2. Теории тестирования, описывающей эффект забывания, вызванный из-
влечением информации (Retrieval-Induced Forgetting, RIF) [5]. Данный 
эффект возникает как следствие сознательного запоминания тестируе-
мой информации через ее явное извлечение, что приводит к неявному 
забыванию нетестируемой информации на бессознательном уровне, что 
позволяет моделировать процессы стимулирования памяти при тести-
ровании с множественным выбором. 
Таким образом, проводя аналогию между моделями памяти фильтра и 
человека в условиях фильтрации в первом случае и тестирования во втором 
случае, предлагаемый метод обучения позволяет моделировать взаимодействие 
объекта обучения со средой окружения с помощью динамических когнитивных 
карт, повышая обобщающую способность модели обучения. При этом рассмат-
риваемые задачи позволяют представить модель обучения в виде обобщенной 
регрессионной модели и требуют ее регуляризации для понижения сложности 
банка фильтров и банка тестовых заданий. 
 
Формализация задачи 
Представим задачу оценивания параметров обобщенной модели регрес-
сии, учитывающей процессы кратковременной и долговременной памяти в 






→min,   𝜈 = 𝐾(𝐶)𝐵T(𝐵𝐾(𝐶)𝐵T + 𝜎2𝐼)−1𝑓, (1) 
 
где 
𝑓 = {𝐻, 𝑦, 𝑦𝑠} – обобщенное множество допустимых ответов, включающее: 𝐻 – 
множество значений передаточной функции в непрерывной и дискретной обла-
стях (теория цифровой фильтрации), 𝑦 – множество ответов алгоритма (теория 
обучающих систем), 𝑦𝑠 – множество ответов человека (теория тестирования); 
𝐵 = {𝐷, 𝑋, 𝑋𝑠} – обобщенное множество объектов, которое включает: 𝐷 =
 {Λ, 𝐺} – банк цифровых фильтров в непрерывной Λ и дискретной 𝐺 областях, 𝑋 
– объекты обучающей и тестовой выборок, 𝑋𝑠 – банк тестовых заданий с мно-
жественным выбором; 
𝜈 = {𝛽, 𝜃, 𝜃𝑠} – обобщенное множество допустимых параметров модели, вклю-
чающее: 𝛽 – множество параметров цифрового фильтра в непрерывной и дис-
кретной областях, 𝜃 – множество параметров модели обучения, 𝜃𝑠 – множество 
параметров тестового задания; 
K(𝐶) – ядро, задающее множество когнитивных карт 𝐶 = {𝑐𝜙,𝛼 , 𝑐𝑔,𝑓 , 𝑐𝑠
𝑔,𝑓
}: 𝑐𝜙,𝛼 
– когнитивная карта с системой координат в теории цифровой фильтрации, за-
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дающая положение полюса фильтра 𝜙 ∈ Φ, Φ ∈ {Γ, Ξ} в непрерывной 𝛾 ∈ Γ и 
дискретной 𝜉 ∈ Ξ областях, и параметр забывания (затухания) 𝛼 ∈ A; 𝑐𝑔,𝑓 – ко-
гнитивная карта с системой координат в теории обучаемых систем, задающая 
параметр угадывания 𝑐𝑔и забывания 𝑐𝑓; 𝑐𝑠
𝑔,𝑓
 – когнитивная карта с системой 





 в терминах эффекта RIF; 𝜎2 – дисперсия случайной составляющей мно-
жества ответов. 
При этом под неявной регуляризацией регрессионной модели из соотно-
шения (1) будем понимать задачу формирования и контроля когнитивной карты 







На основе введенных понятий разработана модель перехода от процессов 
кратковременной памяти к процессам долговременной на основе когнитивной 
карты (см. рис. 1). Ниже дана интерпретация цифровых обозначений: 
1.  Анализ методов понижения сложности регрессионных моделей. 
2.  Анализ методов понижения сложности банка цифровых фильтров. 
3.  Анализ методов понижения сложности банка тестовых заданий. 
4.  Неявная регуляризация банка цифровых фильтров на основе 𝑐𝜙,𝛼, где 𝛼 =
0 (кратковременная память). 
5.  Неявная регуляризация  банка цифровых фильтров на основе 𝑐𝜙,𝛼, где 𝛼 ∈
ℕ (долговременная память). 
6.  Неявная регуляризация  банка цифровых фильтров на основе 𝑐𝜙,𝛼, где 𝛼 ∈
ℝ (долговременная память). 
7.  Неявная регуляризация банка тестовых заданий на основе эффекта RIF 
𝑐𝑠
𝑔,𝑓
∈ [0,1] (кратковременная память).  
8.  Неявная регуляризация банка тестовых заданий на основе эффекта RIF 
𝑐𝐿 𝑠
𝑔,𝑓
∈ [0,1] при индивидуальном обучении (долговременная память). 
9.  Неявная регуляризация банка тестовых заданий на основе эффекта RIF 
𝑐𝐿 𝑠
𝑔,𝑓
∈ [𝑐𝐿 𝑠, 𝑐𝐿 𝑠] при групповом обучении (долговременная память). 
10.  Неявная регуляризация регрессионных моделей на основе 𝑐 
𝑔,𝑓 ∈ [0,1] при 
индивидуальном обучении (кратковременная память). 







] при групповом обучении (кратковременная память). 
12.  Неявная регуляризация регрессионных моделей при индивидуальном и 
групповом обучении 𝑐𝜙,𝛼~{𝑐 
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Рис. 1. Модель перехода от процессов кратковременной памяти к процес-
сам долговременной памяти на основе динамической когнитивной карты 
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