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Introduction
Le nombre de projets de recherche en Robotique bénéficiant d’une couverture média-
tique importante est croissant. Au delà du caractère informatif d’une telle médiatisation,
celle-ci entraîne des attentes de plus en plus fortes de la part du grand public et des indus-
triels : les uns se mettent à rêver d’un compagnon domestique, les autres imaginent l’usine
du futur et ses robots dociles. Chacun se construit donc l’image du robot idéal et pense
pouvoir retirer un bénéfice de l’utilisation de robots dans son domaine d’activité. De la
santé aux services en passant par la médecine, la défense, la recherche ou la culture, une
infinité de possibilités d’utilisation de systèmes robotiques apparaît.
La réalité des choses est un peu différente. En effet, si la société actuelle est avide de
technologie, l’aspect émotionnel d’une interaction Homme/robot quotidienne et multiple
semble toujours délicat à gérer, surtout pour les Hommes. Ainsi, faute de débouchés et de
démonstration d’une autonomie réelle, la Robotique de service reste, à de rares exceptions
près, à l’état de démonstrateur technologique et les robots sont aujourd’hui encore utilisés
de manière privilégiée pour des missions où les objectifs sont quantifiables et clairement
définis.
De telles missions n’en sont pour autant pas moins complexes et de bras manipula-
teurs industriels dédiés à des tâches précises, simples, dans un environnement bien calibré,
nous sommes passés à des robots dont l’espace de travail s’est étendu. Cette extension
vient en réponse à la nature des missions qui sont aujourd’hui envisagées en Robotique :
explorations/interventions/manipulations en milieu hostile (domaine terrestre, sous-marin
ou spatial), opérations de fabrication sur des pièces de grandes dimensions (peinture, sou-
dure, polissage) ; les exemples ne manquent pas.
Ces missions sont caractérisées par des environnements souvent peu calibrés et des
objectifs de natures différentes : mouvement à effectuer, effort à appliquer ou combinaison
des deux au sein d’une même mission. Par ailleurs, l’extension de l’espace de travail va
de pair avec la combinaison de moyens de manipulation et de moyens de locomotion. Ces
missions sont donc ce qu’il est convenu d’appeler des missions de manipulation mobile et
les robots employés pour les remplir sont appelés des manipulateurs mobiles.
Ces manipulateurs mobiles prennent des formes diverses, adaptées à l’environnement
où ils doivent évoluer et parmi eux nous distinguons les manipulateurs mobiles à roues.
Ces systèmes qui regroupent une plateforme à roues et un ou des moyens de manipulation
(un bras manipulateur par exemple) sont particulièrement adaptés pour évoluer sur des
surfaces solides, structurées (le béton lisse d’un hangar par exemple) ou non (les dunes de
sable de la planète Mars par exemple).
2 Introduction
Ces robots, plus particulièrement ceux d’entre eux qui évoluent sur un sol plan, sont
le thème central des travaux de recherche présentés dans ce mémoire. Nous nous sommes
intéressés à leur commande dans le cadre de la réalisation de missions de manipulation
mobile. Ces missions présentent, comme nous l’avons dit, la particularité de faire cohabiter
des objectifs de commande différents qu’il faut savoir enchaîner ou combiner. Nous mon-
trons que cet enchaînement ne peut souvent pas être complètement statique ne serait-ce
qu’à cause des incertitudes sur la connaissance de l’environnement. Notre approche de com-
mande se base sur les modèles de ces systèmes que nous avons étendus au cas dynamique.
Les lois de commandes basées sur ces modèles sont intégrées au sein d’une structure de
commande dédiée à l’enchaînement de tâches de natures différentes au sein d’une même
mission. Cette structure permet aussi de tenir compte, de manière systématique, d’un en-
semble de contraintes intrinsèques à la commande de tels systèmes pour des missions de
manipulation mobile. Le principe de cette structure de commande est validé en simulation
ainsi que sur un robot réel.
Ce mémoire, qui présente les différents aspects du travail évoqué ici, s’organise en quatre
chapitres :
– Introduction
– Chapitre 1 - Manipulation mobile : enjeux et problèmes - Ce chapitre pose le problème
de la manipulation mobile. Après une courte présentation de la notion de manipu-
lateur mobile, nous définissons ce que nous entendons par mission de manipulation
mobile à roues. Un aperçu des approches et des méthodes de commande jusqu’ici
employées pour la commande de tels système permet d’introduire le cadre que nous
avons fixé pour les travaux présentés dans ce mémoire.
– Chapitre 2 - Modélisation - Nous présentons dans ce chapitre la modélisation ciné-
matique des manipulateurs mobiles à roues et proposons un modèle dynamique unifié
de ces systèmes. Ces développements sont précédés d’un rappel des notions de méca-
nique qui permettent de paramétrer rigoureusement le système. Les modèles obtenus
sont présentés sous une forme particulièrement adaptée à la commande du système.
– Chapitre 3 - Structure de commande pour des missions de manipulation mobile - Nous
présentons dans ce chapitre la structure de commande proposée pour la commande
opérationnelle de manipulateurs mobiles à roues. Cette structure intègre l’ensemble
des fonctionnalités nécessaires à la réalisation de missions de manipulation mobile
complexes tant par la nature des tâches à réaliser que par les contraintes secondaires
agissant sur le système.
– Chapitre 4 - Mise en œuvre : Simulations et expérimentations - Ce chapitre aborde
le contexte expérimental et de simulation et présente les résultats obtenus dans le
cadre de la mise en oeuvre de la structure de commande proposée. Une présentation
du système expérimental ainsi que des fonctionnalités du simulateur développé pré-
cède la présentation des multiples résultats de simulation et d’expérimentation. Une
analyse de ces résultats est proposée.
– Conclusion
Chapitre 1
Manipulation mobile : enjeux et
problèmes
4 Manipulation mobile : enjeux et problèmes
Ce chapitre vise à introduire notre travail autour du thème de la commande des mani-
pulateurs mobiles à roues. Nous commençons par donner un aperçu de ce qui est entendu
lorsque le terme « manipulateur mobile » est employé. Nous présentons ensuite un en-
semble de considérations qui permettent de comprendre les tenants et aboutissants de la
commande de ces systèmes. Nous terminons alors ce chapitre par un balisage précis du
cadre de travail que nous nous sommes fixé autour de ce thème et par une présentation
rapide des différents points abordés dans ce mémoire.
1.1 Les manipulateurs mobiles
Le concept de manipulateur mobile est très simple. Il s’agit d’associer, dans un même
système, un ou des moyens de locomotion à un ou des moyens de manipulation. Le(s)
moyen(s) de locomotion assure(nt) au système un espace de travail limité principalement
par son autonomie énergétique. Le(s) moyen(s) de manipulation assure(nt) des capacités de
préhension et de manipulation. Cette définition ouverte laisse la place à un grand nombre
de combinaisons possibles, illustrées par la diversité des dispositifs expérimentaux et/ou
commerciaux existants à ce jour. Avant de donner quelques exemples de ces systèmes,
notons que leur succès est lié à l’espace de travail quasiment infini qu’ils présentent. Quand
un bras manipulateur industriel voit son espace de travail limité à quelques mètres cubes,
le manipulateur mobile peut lui évoluer sur plusieurs centaines de mètres carrés ou de
mètres cubes pour ceux, comme les manipulateurs mobiles sous-marins, dont le moyen de
locomotion ne nécessite pas de contact direct avec le sol. Ils ouvrent donc un grand nombre
de possibilités qui pour la plupart restent à explorer.
Parmi les systèmes existant actuellement nous pouvons citer trois grandes familles.
1.1.1 Les « multipèdes »
Comme leur nom l’indique, les manipulateurs mobiles « multipèdes » peuvent posséder
une à plusieurs jambes. Par le défi à la gravité qu’ils représentent, les humanoïdes en sont
les plus populaires représentants, tant chez le gand public que chez les chercheurs. Du
point de vue de la locomotion, ils posent le problème de la marche. D’un point de vue de
la manipulation, le souhait de bio-mimétisme conduit à les équiper de mains sophistiquées
dont la conception et la commande restent des sujets encore très ouverts. Leurs utilisations
possibles sont limitées d’un point de vue industriel et leur principal débouché se situe dans
la Robotique de service (assistance aux personnes âgées, compagnons domestiques) ou, tel
le robot Qrio de Sony1 (voir figure 1.1), comme démonstrateurs technologiques.
1.1.2 Les manipulateurs mobiles sous-marins
Les manipulateurs mobiles sous-marins sont aujourd’hui les manipulateurs mobiles les
plus utilisés à des fins de travail. Souvent télé-opérés, il s’agit alors de ROV (Remotely Ope-
rated Vehicles), ils permettent l’accès à des zones maritimes non accessibles aux plongeurs
et fournissent des capacités de prélèvement, de manipulation, de mesure et d’acquisition de
données adaptables aux missions envisagées. Nous pouvons, à titre d’exemple, citer le robot
Victor 6000 (voir figure 1.2 (a)) de l’IFREMER2, équipé de deux bras manipulateurs
et qui peut intervenir à des profondeurs de 6000 mètres ainsi que le robot Achille 2000
1http ://www.sony.net/SonyInfo/QRIO
2Institut Français de Recherche pour l’Exploitation de la MER
http ://www.ifremer.fr/flotte/systemes_sm/engins/victor.htm
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Fig. 1.1 – Le robot humanoïde Qrio
(voir figure 1.2 (b)) de la société Comex3, lui aussi équipé de deux bras manipulateurs et
dont la profondeur principale d’intervention est de 2000 mètres.
(a) Le robot V ictor 6000 (b) Le robot Achille 2000
Fig. 1.2 – Deux manipulateurs mobiles sous-marins
1.1.3 Les manipulateurs mobiles à roues
Moins médiatiques que les premiers, moins exploités que les seconds, les manipulateurs
mobiles à roues sont cependant plus répandus que ceux précédemment cités. Cela tient
particulièrement à deux faits :
– leur conception mécanique relativement simple ;
– l’adéquation naturelle de leur moyen de locomotion à un grand nombre de terrains.
En lien avec ces deux points, il nous faut aussi citer l’histoire des transports qui a vu les
véhicules à roues, de toutes sortes, se hisser au sommet de la hiérarchie des moyens de
transport individuel.
Du point de vue de la manipulation, c’est l’état de l’art en robotique qui a amené à
d’abord placer un bras manipulateur à chaîne simple sur un véhicule à roues. Et de manière
similaire aux engins de chantiers qui en furent les précurseurs, les manipulateurs mobiles
à roues prennent aujourd’hui des formes diverses tant du point de vue de leur mode de
locomotion que de leur taille ou encore de la fonction attribuée au(x) bras manipulateur(s)
dans le système.
Les différences majeures entre ces systèmes à roues sont principalement liées au choix
du type de locomotion. Ainsi, nous distinguons :
3http ://www.comex.fr/suite/dom/index2.htm
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– les manipulateurs mobiles à roues, tels que le robot Spirit de la NASA4 (voir figure
1.3 (a)), dont la plate-forme mobile peut-être dite tout terrain ;
– les manipulateurs mobiles à roues, tels que le robot Care-o-bot5 du Fraunhofer
Institut (voir figure 1.3 (b)), utilisant des mécanismes de suspension rudimentaires
et plus adaptés à des environnements d’intérieur lisses et assez plats.
(a) Le robot Spirit (b) Le robot CARE-O-BOT
Fig. 1.3 – Deux manipulateurs mobiles à roues évoluant dans des environnements différents
La seconde distinction qui peut être faite porte sur les principes locomoteurs retenus.
Les véhicules à roues possèdent une caractéristique commune : leur vitesse instantanée
est contrainte dans certaines directions de déplacement. Ce sont donc des systèmes dits
non-holonomes.
1.2 Enjeux pour les manipulateurs mobiles à roues
1.2.1 Quelques propriétés pour ces systèmes
L’atout indéniable que présente ce type de système tient dans la combinaison de deux
sous-systèmes aux fonctions très différentes. Il est même tentant de résumer cet atout en
disant que là où le manipulateur ne peut aller, la plateforme l’y emmène et que ce que la
plateforme ne peut pas prendre, le manipulateur le prend pour elle. Cette vision est très
réductrice. Elle limite fortement le type de mission envisageable et amène à regarder le
système comme deux sous-systèmes agissant avec peu de coordination : « La plateforme va
en (x,y). Le manipulateur prend l’objet A. La plateforme va en (u,v). Le manipulateur pose
l’objet A sur l’objet B. » ou encore « le manipulateur effectue une opération à l’endroit L.
La plateforme va à l’endroit M. Le manipulateur effectue une opération à l’endroit M etc. ».
Ce type d’approche permet bien entendu de réaliser avec un seul système des opérations
qui nécessiteraient des dizaines de manipulateurs « non mobiles ». En terme de production
industrielle, ce type d’approche est intéressant pour des produits de grande dimension et
dont la production se fait quasiment à l’unité. Ce n’est plus le produit qui bouge mais
l’outillage permettant sa transformation. Cela permet de ne pas développer des chaînes de
production spécifiques, coûteuses, étant donnée la dimension du système à convoyer, et de
durée de vie très limitée (taille faible des lots de même pièce à produire)6.
Malgré cette première famille d’applications, il est des cas simples de mission où ce type
de décomposition n’est pas suffisant. En fait, cette première famille est le strict minimum
de ce qui peut être demandé à un manipulateur mobile qui est alors utilisé de manière
non coordonnée, les mouvements de chacun des sous-systèmes étant indépendants les uns
4http ://marsrovers.jpl.nasa.gov/home
5http ://www.care-o-bot.de
6C’est le cadre des travaux du projet de recherche européen NOMAD : Autonomous Manufacture of
Large Steel Fabrications, qui s’est terminé fin 2004. http ://www.nomadrobot.org
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des autres. Prenons pour exemple le passage d’une porte dans un couloir : K. Nagatani
et al. [Nagatani 96], malgré une approche ad hoc, montrent que ce passage de la porte
ne fait pas exclusivement appel à la stricte locomotion ou à la stricte manipulation mais
à une combinaison des deux. Pour un manipulateur mobile à roues, cela peut ne pas
paraître comme une évidence. En effet, il est toujours possible de décomposer le mouvement
coordonné du système en plusieurs mouvements simples et indépendants pour chacun des
sous-systèmes. Au delà de l’aspect « non naturel » et non optimal en temps du mouvement
généré (l’aspect non naturel est peut-être un peu subjectif quand il est question d’un
manipulateur mobiles à roues, mais imaginons un humanoïde qui franchirait une porte en
avançant de 10 cm puis en bougeant sa main de 5 cm puis en avançant de 10 cm etc.),
cette approche présente l’inconvénient majeur d’être très spécifique à la tâche considérée. La
coordination des fonctions de locomotion et de manipulation est donc essentielle et implique
la mise au point de modèles spécifiques aux manipulateurs mobiles à roues permettant la
commande opérationnelle, i.e. de l’organe terminal du système, noté OT par la suite.
Une seconde caractéristique importante pour ces systèmes est qu’ils sont souvent redon-
dants vis à vis de la tâche assignée à l’OT (aussi appelée tâche principale). De manière non
formelle, il est assez juste de dire que cette redondance est liée à la présence d’un plus grand
nombre d’actionneurs que le minimum nécessaire pour que le système puisse exécuter sa
tâche principale. Cette propriété assure l’existence d’une infinité de solutions au problème
de commande opérationnelle, infinité parmi laquelle la solution la meilleure, au sens d’un
critère donné, est à choisir. Ce critère est souvent lié aux contraintes inégalités, à respecter,
sur les grandeurs du système. Ces contraintes sont liées au robot lui même : évitement de
butées articulaires, saturation des actionneurs, mais aussi à son environnement : c’est le
cas de l’évitement d’obstacles.
Une des propriétés des manipulateurs mobiles à roues est aussi leur caractère non ho-
lonome. Disons pour le moment qu’un système mécanique non holonome est un système
soumis à des contraintes sur les vitesses des différents corps qui le composent. L’exemple
typique de ce genre de système est la voiture. Les roues d’une voiture doivent respecter une
contrainte de roulement sans glissement sur le sol ce qui contraint leurs vitesses respectives
à ne pas pouvoir évoluer de manière indépendante les unes des autres. Ces contraintes sont
très fortes puisqu’elles limitent à chaque instant les directions du mouvement de chacun
des corps du système. Du point de vue de la commande opérationnelle, cela est gênant,
d’autant plus que c’est sur la plateforme, c’est-à-dire la partie du système qui garantit un
espace de travail illimité, que ces contraintes agissent. Cela dit, sur un intervalle de temps
donné, il est possible d’amener la plateforme d’une configuration donnée à une autre, ce
qui signifie qu’aucune zone de l’espace de travail 2D n’est inatteignable par le système.
C’est ce qu’illustre la nécessité de faire une manœuvre en voiture afin de pouvoir se garer :
il est possible d’amener le véhicule dans une situation (position et orientation) délimitée
par la place de parking mais pas en suivant n’importe quelle trajectoire. Dans le cas d’une
approche coordonnée de la commande des deux systèmes, ce n’est pas tant d’amener la
plateforme dans une configuration donnée qui nous intéresse, en effet la plateforme n’est
pas commandée directement, mais plutôt d’utiliser les capacités d’actionnement de cette
plateforme pour effectuer un mouvement opérationnel désiré.
Terminons sur les propriétés en disant que la commande opérationnelle peut aussi bien
être un mouvement à effectuer qu’un effort à exercer sur l’environnement avec l’OT . Il
est alors question d’interaction opérationnelle, et, si les robots manipulateurs classiques,
du fait de leur positionnement statique, ne sont confrontés qu’à des situations de contact
avec l’environnement prévisibles et plutôt calibrées, ce n’est pas le cas des manipulateurs
mobiles pour lesquels les possibilités de contact avec l’environnement sont infinies et qui,
étant donné leur rayon d’action et leur nature, sont amenés à explorer des zones nouvelles,
pas ou peu calibrées.
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1.2.2 Missions types et contraintes associées
1.2.2.1 Quelles missions pour les manipulateurs mobiles à roues ?
Pour traiter le problème de la commande d’un système, il est possible de l’énoncer de
plusieurs façons. La plus pragmatique est de se demander : « Que voulons-nous faire avec ce
système ? » En robotique, et pour un manipulateur mobile à roues, cette question devient :
« Quel type de mission de robotique souhaitons-nous assigner à un manipulateur mobile à
roues ? »
Les propriétés de ces systèmes, rapidement évoquées ci-avant, permettent de fournir une
première indication sur le type de mission qu’il est possible de leur confier : des missions
de manipulation mobile. Une mission de manipulation mobile peut être définie comme une
mission de robotique comprenant des phases, simultanées ou non, de déplacement et de
manipulation. Sous le terme manipulation se cachent de nombreuses réalités et nous défi-
nissons donc une manipulation comme le fait d’effectuer un mouvement opérationnel (de
l’OT ) ou d’exercer un effort opérationnel, là encore de manière simultanée ou non, selon
un profil temporel donné. Nous utilisons par la suite les termes trajectoire opérationnelle de
mouvement et trajectoire opérationnelle d’effort pour désigner respectivement le mouve-
ment de l’OT (chemin géométrique suivi par l’OT ) selon un profil temporel donné et l’effort
exercé par l’OT selon un profil temporel donné. Quand nous employons le terme trajec-
toire opérationnelle ou tâche opérationnelle, nous sous-entendons trajectoire opérationnelle
de mouvement et/ou d’effort.
Une mission de manipulation mobile est donc définie plus précisément comme l’exécu-
tion d’une trajectoire opérationnelle.
Il existe de multiples natures de trajectoires opérationnelles et elles peuvent être carac-
térisées par :
– le type de grandeur physique mise en jeu : les mouvements (position, vitesse, accélé-
ration) ou les efforts (forces, couples) ;
– l’instant de leur définition : avant le début de la mission, donc de manière planifiée,
ou pendant la mission et donc de manière instantanée.
Sur le point particulier des efforts, le type d’outil associé à l’OT du robot conditionne
beaucoup le type d’effort envisagé. Il peut s’agir d’un effort de prise qui est, la plupart
du temps, constant pour un même type d’objet ou d’un effort d’interaction qui dépend
alors du but de l’interaction : peinture, insertion, polissage... En laissant de côté l’aspect
« manipulation dextre » de l’objet saisi, le deuxième cas est le plus complexe des deux.
Ainsi, un premier type mission simple de manipulation mobile peut consister en la réali-
sation d’une trajectoire opérationnelle de mouvement à partir d’une trajectoire opération-
nelle planifiée. Une réponse à ce problème peut être de planifier, à partir de la trajectoire
opérationnelle, les trajectoires articulaires (de chacune des liaisons) du système ou encore
de générer les trajectoires articulaires de manière instantanée ce qui autorise un fonction-
nement réactif du système, i.e. pouvant tenir compte de l’évolution de l’environnement.
Si les grandeurs physiques mises en jeu dans la trajectoire opérationnelle sont de natures
différentes et peuvent changer au cours de la mission et si la définition de la trajectoire
est instantanée ou peut être modifiée, en raison d’aléas, par rapport à celle initialement
prévue, alors le terme de mission complexe peut être employé. Faire l’hypothèse de missions
complexes revient à supposer une réalisation intrinsèquement non parfaite de la mission
(aléas, incertitudes).
Ces aléas peuvent être liés à :
– des erreurs sur la connaissance de l’environnement ;
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– des obstacles (non prévus lors de la planification de la trajectoire opérationnelle de
mouvement) présents sur le parcours du robot ;
– des erreurs de suivi de trajectoire engendrant des décalages spatiaux et temporels du
système par rapport à sa trajectoire opérationnelle de référence.
Fig. 1.4 – Manipulateur mobile à roues franchissant une porte (image extraite de
[Nagatani 96])
Remarquons qu’il est tentant d’essayer de décomposer une mission complexe en un
ensemble de missions plus simples. Malheureusement cela n’est pas toujours possible no-
tamment quand la transition d’un type de trajectoire opérationnelle à l’autre doit être faite
de manière dynamique. Les exemples suivant présentent des missions complexes de robo-
tique ne pouvant être décomposées sans réduire les performances temporelles d’exécution
de la mission :
– navigation dans des couloirs avec franchissement de portes et évitements d’obstacles
(cf. figure 1.4) ;
– réalisation de cordon de soudure, peinture, polissage de pièces de grande dimension
(cf. figure 1.5).
(a) Principe du projet NOMAD
(b) Opération sur une pièce de grande
dimension
Fig. 1.5 – Opérations industrielles nécessitant l’emploi de manipulateurs mobiles à roues
Pour illustrer notre approche de la commande opérationnelle des manipulateurs mobiles
à roues, nous avons, dès le début de ces travaux, fait le choix de deux missions complexes
type. Le but de ces missions type est de synthétiser l’ensemble des caractéristiques d’une
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mission complexe de manipulation mobile mais aussi d’être, dans le principe, assez simples
afin de faciliter leur analyse et leur mise en œuvre. Ces deux missions ainsi que le cahier
des charges qui leur est associé sont décrites ci-après.
1.2.2.2 Enchaînement de mouvements en espace libre et au contact
La première mission retenue est celle que nous avons intitulée « Va écrire au tableau » :
un manipulateur mobile à roues doit suivre une trajectoire opérationnelle de mouvement
planifiée jusqu’à une situation de contact située à la surface d’un objet (le tableau en
l’occurrence) puis, une fois le contact établi, suivre une trajectoire opérationnelle composite
de mouvement et d’effort le long de la surface de contact. Ceci est illustré par la figure 1.6.
Fig. 1.6 – Principe de la mission type « Va écrire au tableau »
Cette mission regroupe l’ensemble des caractéristiques d’une mission complexe de ma-
nipulation mobile :
– elle se décompose en effet en deux tâches opérationnelles de natures différentes, com-
posite pour l’une d’entre elles, qui doivent être enchaînées de manière dynamique,
c’est à dire qui ne peuvent être vues comme deux missions distinctes ;
– elle est planifiée mais les incertitudes inhérentes à un environnement partiellement
calibré et connu (environnement industriel par exemple) peuvent faire apparaître la
nécessité d’adapter le plan aux instants les plus cruciaux de la mission.
Le cahier des charges que nous nous fixons est très succinct :
1. La connaissance de l’environnement est entachée d’incertitudes : la situation de la
surface de contact est connue mais avec une précision telle que le contact peut survenir
avant l’instant planifié.
2. Des obstacles « bas » (gênant uniquement la plateforme) et statiques peuvent être
présents sur le parcours mais cette présence n’est pas connue à l’avance et leur dé-
tection se fait lorsque le système s’en approche. Ils ne peuvent donc pas être pris en
compte dans le plan initial et doivent cependant être évités lors de la mission.
3. Le chemin géométrique associé à la trajectoire opérationnelle planifiée doit être res-
pecté. Seul le déroulement temporel de la trajectoire peut être modifié afin de ré-
pondre aux contraintes secondaires agissant sur le système.
4. Les contraintes secondaires agissant sur le système qui doivent être respectées afin
de préserver son intégrité matérielle sont :
– le fonctionnement en mode nominal des actionneurs : vitesse, couple et accélération
de consigne bornés ;
– l’évitement des butées articulaires ;
– l’évitement des obstacles bas.
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Les problèmes posés par une telle mission et son cahier des charges sont les suivants :
1. Quelles techniques de commande utiliser pour générer de manière instantanée et
réactive des consignes pour les actionneurs du système à partir d’une trajectoire
opérationnelle donnée ? Quels modèles du système utiliser en fonction des grandeurs
opérationnelles à asservir ?
2. Quelle représentation utiliser pour modéliser l’aspect : « enchaînements discrets de
tâches opérationnelles continues » de nos missions ? Quelles contraintes sont à res-
pecter à l’instant de l’enchaînement ?
3. A quel moment de la mission est il nécessaire de replanifier la trajectoire opération-
nelle ? Quels sont les indicateurs utiles à cette prise de décision ?
4. Comment tenir compte des contraintes secondaires agissant sur le système, qu’elles
soient imposées par sa conception, sa commande ou l’environnement ?
Notre approche de la commande opérationnelle des manipulateurs à roues se propose, à
partir du cahier des charges établi, de répondre à l’ensemble de ces questions.
1.2.2.3 Trajectoire opérationnelle non planifiée
Cette seconde mission consiste à commander le système d’un point de vue opérationnel
à partir de consignes générées au fur et à mesure de la mission. C’est le cas typique d’une
trajectoire opérationnelle de mouvement réalisée par un opérateur humain qui amène, en le
tirant par son OT , le robot à suivre une trajectoire opérationnelle donnée. Cet exemple est
illustré par la figure 1.7. La trajectoire de mouvement opérationnel de consigne est basée
sur la vitesse instantanée de la main dans les différentes directions opérationnelles et n’est
donc pas connue à l’avance.
Fig. 1.7 – Principe d’une mission avec des consignes opérationnelles non planifiées
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Si aucun enchaînement entre deux tâches opérationnelles de nature différente n’est
présent, les contraintes secondaires sur le système restent les mêmes que dans le cas de la
mission « Va écrire au tableau ».
Les problèmes sont eux aussi assez similaires :
1. Quelles techniques de commande utiliser pour générer de manière instantanée et
réactive des consignes pour les actionneurs du système à partir d’une trajectoire
opérationnelle donnée ? Quels modèles du système utiliser ?
2. Quel est le lien qui existe entre la vitesse de la main de l’opérateur et la vitesse de
consigne opérationnelle calculée à chaque instant pour le système ? A quel moment
est-il nécessaire d’adapter cette vitesse de consigne ?
3. Comment tenir compte des contraintes secondaires agissant sur le système, qu’elles
soient imposées par sa conception, sa commande ou l’environnement ?
La réponse à ces questions constitue le cœur des travaux de recherche présentés dans ce
mémoire. D’un point de vue plus pratique, nous pouvons dire que nous avons cherché
à développer une structure de commande opérationnelle pour les manipulateurs mobiles
à roues permettant de traiter ces problèmes dans le cadre de la réalisation de missions
complexes de manipulation mobile telles que les deux missions types introduites ici.
Avant d’exposer le cadre de travail que nous nous sommes fixé et notamment les orienta-
tions prises en terme de commande opérationnelle des manipulateurs mobiles à roues, nous
proposons un tour d’horizon des approches de commande pour les manipulateurs mobiles
à roues afin de mettre en perspective nos travaux par rapport à l’existant.
1.2.3 Approches de résolution
Le but ici n’est pas d’établir une liste exhaustive des travaux ayant pour thème la
commande des manipulateurs mobiles à roues mais plutôt de fixer un cadre qui permet de
positionner l’approche de commande que nous proposons par rapport à la littérature.
Il est tout d’abord important de rappeler que l’ensemble des méthodes utilisées pour la
commande des systèmes robotisés consiste de manière plus ou moins explicite à appliquer
aux instants voulus des tensions ou des courants appropriés aux bornes des actionneurs du
système et ce, afin de répondre à des objectifs de commande fixés. Ces objectifs de com-
mande sont au cœur du problème. Quelles grandeurs physiques cherchons nous à asservir ?
De manière très générale, l’objectif principal est souvent de contrôler l’évolution d’un re-
père lié au système d’un point de vue spatial (i. e. la position et l’orientation de ce repère),
physique (i. e. le torseur des interactions du système avec son environnement exprimé en
ce repère) et temporel (i. e. l’évolution dans le temps de ces grandeurs). Ce repère est celui
attaché à l’OT et le contrôle de l’évolution de ce repère est ce qui définit le principe de
la commande opérationnelle. Dans le cas d’un humanoïde, ce repère peut être celui lié à
une main ou encore ne pas être unique. Le choix du repère fixe un premier ensemble de
contraintes pour le système qui peuvent s’exprimer sous la forme d’une égalité. Comme
nous l’avons vu, cela ne règle cependant pas tout et il existe un ensemble de contraintes
qui s’expriment sous la forme d’inégalités, c’est-à-dire de frontières de fonctionnement à ne
pas franchir.
Cette problématique n’est pas spécifique aux manipulateurs mobiles à roues mais s’ap-
plique à une grande majorité des système robotiques. Il est donc tentant de s’inspirer
des nombreuses méthodes de commande développées pour les bras manipulateurs. Si les
analogies sont nombreuses, des différences majeures subsistent : l’espace de travail d’un
manipulateur mobile à roues n’est pas limité dans le plan d’évolution de la plateforme, le
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système est non holonome et les sous-systèmes présentent des dynamiques très différentes.
Ce qui n’est pas le cas des bras manipulateurs.
Ainsi les différents travaux de référence sur les manipulateurs mobiles à roues visent à
tenir compte de ces spécificités. B. Bayle, J-Y. Fourquet et M. Renaud proposent
dans [Bayle 01c] un état de l’art sur la génération de mouvements pour ces systèmes.
Parmi les travaux recensés, nous pouvons tout d’abord citer ceux de Y. Yamamoto et X.
Yun ([Yamamoto 93, Yamamoto 94]) qui se sont intéressés à la modélisation des mani-
pulateurs mobiles à roues et à la génération de consigne pour la commande opérationnelle
à partir du modèle dynamique du système ainsi établi. Leurs travaux mettent particulière-
ment en avant les effets du couplage dynamique, lié à la présence d’un manipulateur sur la
plateforme à roues, sur les lois de commande. D’un point de vue chronologique, ces travaux
sont précurseurs en terme de la complétude de l’étude qui a été menée. L’adaptation de
lois de commande cinématique au cas des manipulateurs mobiles à roues est abordée par
H. Seraji dans [Seraji 93]. L’utilisation de la redondance du système est faite par l’écri-
ture d’un modèle cinématique pour la commande opérationnelle augmenté de contraintes
secondaires écrites sous la forme de contraintes égalité. Le problème de la génération de
consignes pour la commande à mouvement opérationnel imposé est abordé par G. Foulon
dans [Foulon 98] mais aussi par C. Perrier dans [Perrier 98]. Dans les deux cas, les
approches proposées sont cinématiques et laissent une place importante à la planification.
Certains travaux se sont intéressés à l’interaction opérationnelle des manipulateurs mobiles
à roues en se focalisant sur les aspects inertiels du problème qui sont d’importance étant
données les dynamiques très différentes de chacun des sous-systèmes. Parmi ces travaux,
citons ceux de S. Kang et al. dans [Kang 01] qui présentent une étude en simulation ainsi
que ceux de Y. Umeda et al. dans [Umeda 99] qui proposent quelques résultats expéri-
mentaux. Enfin, citons les travaux de O. Brock et al. qui, dans [Brock 02], abordent
le problème de la relaxation des contraintes opérationnelles afin de satisfaire des objectifs
secondaires tels que l’évitement d’obstacles bas pour un système dont la plateforme est
omnidirectionnelle.
L’ensemble de ces contributions s’intéresse particulièrement à une classe de systèmes
sans chercher à étendre les résultats obtenus à des systèmes différents notamment du point
de vue du type de plateforme utilisée. C’est ce que s’attache à faire B. Bayle dans son
travail de thèse ([Bayle 01b]) en se basant sur les travaux de G. Campion et al. sur
la classification des plateformes à roues ([Campion 96]). B. Bayle, J-Y. Fourquet
et M. Renaud se sont aussi attachés à établir les analogies et les différences entre les
méthodes de commande classiques des bras manipulateurs et celles qu’ils préconisent pour
la commande des manipulateurs mobiles à roues (leurs méthodes se basent sur des modèles
cinématiques). Citons notamment les travaux qu’ils présentent dans [Bayle 03a] et ceux
dans [Bayle 01d] où ils étendent la notion de manipulabilité aux manipulateurs mobiles
à roues.
Cette classe d’approches part d’un corpus théorique largement exploré pour les bras
manipulateurs holonomes et tend à fournir des modèles et des méthodes semblables lorsque
ces bras sont montés sur des plateformes à roues non holonomes. Ce faisant, elle produit
des résultats pour lesquels seul le mouvement de l’OT est explicitement fourni dans la
consigne, et il est implicitement supposé que la plateforme va pouvoir suivre l’OT .
Un autre point de vue consiste à partir du constat qu’il est difficile de commander une
plateforme mobile à roues quand elle n’est pas omnidirectionnelle et que toute méthode
de commande d’un manipulateur mobile à roues doit intégrer explicitement la définition
d’une consigne relative à l’évolution de la plateforme. Dans ce cadre, il est naturel de
revisiter les approches développées pour la commande - et en particulier la stabilisation
par retour d’état - de ces plateformes à roues. La cinématique de ces plateformes est décrite
par un système sous-actionné pour lequel on dispose de m commandes indépendantes pour
un espace accessible de dimension n avec n > m. L’enjeu des méthodes proposées pour
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la stabilisation par retour d’état de ces plateformes est de construire un retour d’état
permettant de mettre en œuvre une dynamique interne qui fournit un vecteur de commande
de dimension égale à n. Cette dynamique interne doit intégrer les informations relatives
à l’accessibilité et à la commandabilité de ces systèmes contenues dans l’algèbre de Lie
des champs de vecteurs qui définissent le modèle cinématique de ces plateformes. Cette
démarche, par le biais des notions de stabilisation pratique et de fonctions transverses,
a été appliquée avec succès par P. Morin et C. Samson aux plateformes ([Morin 03])
puis par M. Fruchard, P. Morin et C. Samson aux manipulateurs mobiles à roues
([Fruchard 05]). Les travaux de K. Tchon et J. Jakubiak consacrés aux manipulateurs
mobiles à roues ([Tchon 02]) peuvent être rattachés à cette classe de méthodes.
Nous le voyons, les deux classes d’approches diffèrent en raison de l’intérêt porté aux
mouvements de la plateforme. Il en résulte des méthodes très différentes. Nous pouvons
notamment remarquer, d’ores et déjà, que la première classe ne tient compte que du ca-
ractère instantané des déplacements possibles, en se focalisant sur les vitesses instantanées
réalisables à chaque instant. A contrario, la deuxième classe de méthodes introduit dans
le calcul de la commande l’information qu’il est possible de se déplacer dans un temps
arbitrairement petit dans une direction qui n’appartient pas au sous espace formé par les
vecteurs vitesses instantanées.
1.3 Cadre de nos travaux
Nos travaux sont principalement axés sur la commande opérationnelle des manipu-
lateurs mobiles à roues. Comme nous l’évoquons ci-avant, ces systèmes présentent des
spécificités qui rendent la simple transposition des techniques de commande classiques des
bras manipulateurs insuffisantes. Ces insuffisances se cristallisent autour de deux aspects
précis :
– un manipulateur mobile à roues est un système non holonome et mis à part dans le
cas particulier de plateformes omnidirectionnelles, les propriétés de ces systèmes pour
la commande diffèrent de celles des bras manipulateurs. Une partie de notre travail
se situe donc autour de la modélisation de ces systèmes en vue de leur commande,
notamment du point de vue dynamique.
– l’espace de travail « illimité » et la redondance du système offrent des possibilités
en terme de mission qui n’existent pas pour des bras manipulateurs (du point de
vue de l’espace de travail en particulier) ou pour des robots mobiles à roues seuls.
L’autre facette de notre travail est donc de proposer une structure de commande
permettant de mettre en œuvre les techniques développées spécifiquement autour
des modèles dédiés à ces systèmes mais aussi d’enchaîner de manière dynamique des
tâches opérationnelles de natures différentes tout en prenant en compte l’ensemble
des contraintes secondaires inhérentes à la commande de ces systèmes.
En terme de modélisation, nous nous attachons à présenter les modèles cinématique (rela-
tions entre les vitesses du système) et dynamique (relations entre les vitesses, les accéléra-
tions et les forces/couples du système) des manipulateurs à roues. Ces modèles, s’ils ne sont
pas forcément utilisés pour la commande du système, sont nécessaires à la compréhension
de son comportement et leurs données peuvent être utilisées indirectement à des fins de
commande.
Du point de vue de la commande, nous présentons l’application des techniques d’in-
version cinématique et de « couple calculé » à ces systèmes en vue de leur commande
coordonnée et instantanée7 au niveau opérationnel en mouvement et/ou en effort. Ces
7c’est à dire en ne cherchant pas à mettre à profit de manière directe les propriétés de commandabilité
de la plateforme.
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techniques visent à générer en temps-réel les consignes destinées à la commande des ac-
tionneurs. Elles donnent accès à la redondance du système et nous présentons les méthodes
qui permettent d’en tirer le meilleur parti.
En ce qui concerne l’enchaînement, nous raisonnons à deux niveaux.
Le premier niveau est le niveau opérationnel pour lequel nous adoptons une stratégie
qui consiste à appliquer pour chacune des tâches opérationnelles de la mission des lois de
commande dédiées aux grandeurs à asservir. Il nous semble en effet difficile d’appliquer
une seule et même loi de commande opérationnelle à toute la mission, une telle loi pré-
sentant le défaut d’être moyennement performante partout et très performante nulle part.
L’enchaînement de ces lois de commande nécessite une continuité des grandeurs contrôlées
et doit être robuste aux incertitudes géométriques et temporelles sur le déroulement de la
mission. Il n’est en effet pas question de changer de loi de commande à une date fixe ou
dans une configuration précise mais plutôt de définir des indicateurs permettant la syn-
chronisation du basculement de tâche opérationnelle et de loi de commande et d’autoriser
la replanification des consignes opérationnelles afin de les adapter au déroulement réel de
la mission
Le second niveau concerne les objectifs ou contraintes secondaires. Leur respect est pri-
mordial mais ils ne sont pas tous prioritaires au même moment. Ainsi, il n’est intéressant de
chercher à éviter les butées articulaires du système que dans un certain domaine de risque
défini autour de ces butées. De manière similaire, quand aucun obstacle n’est à éviter ou
que les obstacles présents ne sont pas problématiques en terme de distance critique, il ne
sert à rien de chercher à les éviter. Un arbitrage est donc nécessaire à chaque instant pour
déterminer quel est le ou les objectifs prioritaires à un instant donné. La priorité de ces
objectifs n’est bien entendu pas complètement découplée du type de tâche opérationnelle
dans lequel le système évolue. Disons d’ores et déjà que le respect des contraintes secon-
daires passe par l’exploitation de la redondance mais aussi par une adaptation réactive des
consignes opérationnelles qui permet la modification du profil d’évolution temporelle des
trajectoires opérationnelles, tout en conservant le respect du suivi de chemin géométrique.
Afin de montrer la faisabilité de l’approche proposée, nous proposons une validation
par simulation mais aussi expérimentale sur un robot existant. Cette validation est faite
autour des deux missions type présentées ci-avant qui sont caractéristiques du problème
que nous évoquons ici.
Le simulateur est développé autour de l’outil commercial Matlab/Simulink. Le robot
quant à lui est le manipulateur mobile à roues H2bis + GT6A de l’équipe RIA
8 du LAAS9
qui nous a permis, dans le cadre de deux projets communs RobEA10, d’utiliser ses moyens
expérimentaux et l’architecture logicielle qui les entoure. Ces deux projets RobEA s’inti-
tulent :
– « Commande de bras manipulateurs mobiles non holonome »11, en collaboration
avec l’équipe du projet Icare de l’INRIA Sophia-Antipolis, l’équipe RIA du LAAS
et l’équipe EAVR12 du LSIIT13.
– « Enchaînement dynamique de tâches référencées multi-capteurs pour l’exécution de
mouvements complexes en robotique mobile »14, en collaboration avec le CERCO15,
l’équipe Lagadic de l’INRIA Rennes et les équipes RIA et MAC16 du LAAS.
8Robotique et Intelligence Artificielle.
9Laboratoire d’Analyse et d’Architecture des Systèmes du CNRS à Toulouse.
10Robotique et Entités Artificielles.
11http ://www-sop.inria.fr/icare/robea/index_robea.html
12 Equipe Automatique, Vision et Robotique.
13Laboratoire des Sciences de l’Image, de l’Informatique et de la Télédétection de Strasbourg
14 http ://www.laas.fr/Egocentre
15Centre de Recherche Cerveau et Cognition de Toulouse
16Méthodes et Algorithmes de Commande.
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Nous présentons dans ce chapitre les modèles nécessaires à la commande opérationnelle
des manipulateurs à roues. Nous nous intéressons d’abord au paramétrage des systèmes
mécaniques qui est essentiel à une définition rigoureuse des modèles qui suivent. Nous nous
attachons ensuite à établir les modèles géométrique, cinématique et dynamique qui sont
utilisés pour la commande opérationnelle des manipulateurs mobiles à roues.
2.1 Paramétrage
2.1.1 Organe terminal
2.1.1.1 Repérage de l’organe terminal
Il est naturel de définir les missions assignées à un robot en terme d’évolution spatiale
et temporelle d’un repère associé à un corps particulier du système matériel. Dans le cadre
de notre étude sur les manipulateurs mobiles à roues, cette évolution est exprimée dans
un repère de référence noté R = (O, ~x, ~y, ~z). Il est choisi orthonormé, direct, fixe et tel
que ~z est normal à la surface sur laquelle évolue la plateforme à roues. Cette surface est
considérée plane, lisse et indéformable. Le corps d’intérêt est, pour sa part, situé en bout
de la chaîne cinématique et est appelé organe terminal, noté OT par la suite. Le repère
mobile, orthonormé et direct qui lui est associé est noté ROT = (OOT , ~xOT , ~yOT , ~zOT ).
2.1.1.2 Coordonnées opérationnelles
La position et l’orientation de ce repère dans R, que nous regroupons sous le vocable
de situation de l’OT , peut être définie localement avec un nombre minimum de six coor-
données indépendantes. Ces coordonnées forment le vecteur ξ dit vecteur des coordonnées
opérationnelles. En fonction de la mission à accomplir et de la nature du système portant
l’OT , seules m de ces coordonnées sont à contrôler et, par extension, la situation de l’OT
est alors définie sur un espace M de dimension m, appelé espace opérationnel. ξ s’écrit :
ξ =


ξ1
ξ2
...
ξm

 .
Les paramètres de position de l’OT sont classiquement choisis comme étant les coor-
données cartésiennes du point OOT dans R, notées xOT , yOT et zOT . En ce qui concerne
l’orientation, le choix des paramètres n’est pas aussi automatique. M. Renaud rappelle
dans [Renaud 96] que l’orientation d’un corps par rapport à un repère de référence peut-
être définie par une matrice orthogonale de changement de base R. Cette matrice est un
élément de SO(3) qui est un groupe non isomorphe à R3 et l’orientation ne peut donc
être que définie localement à partir de coordonnées locales de R3. Par ailleurs, il n’existe
aucun choix de paramètres d’orientation dont les dérivées s’identifient aux composantes
de la vitesse angulaire du corps considéré. Nous utilisons dans cette étude des paramètres
en nombre minimal (représentation non redondante) appelés angles d’Euler classiques et
notées ψOT , θOT et φOT . Ainsi, notre paramétrage est minimal et si m = 6, i. e. si nous
nous intéressons à toutes les coordonnées définissant la situation complète de l’OT , nous
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avons :
ξ =


xOT
yOT
zOT
ψOT
θOT
φOT

 .
Dans le cas d’un manipulateur mobile plan, i. e. évoluant dans deux dimensions de
l’espace uniquement, la situation complète de l’OT est décrite par :
ξ =

 xOTyOT
θOT

 .
2.1.1.3 Vitesses et accélérations opérationnelles
Les composantes du vecteur des vitesses opérationnelles ξ˙ et du vecteur des accélérations
opérationnelles ξ¨ sont les dérivées temporelles, respectivement premières et secondes, des
composantes du vecteur ξ. Pour m = 6, nous avons :
ξ˙ =


x˙OT
y˙OT
z˙OT
ψ˙OT
θ˙OT
φ˙OT

 et ξ¨ =


x¨OT
y¨OT
z¨OT
ψ¨OT
θ¨OT
φ¨OT

 .
Les trois premières composantes de ξ˙ et de ξ¨ sont les composantes dans R de la vitesse
et de l’accélération linéaire de l’OT . En ce qui concerne les dérivées temporelles premières
et secondes des paramètres définissant l’orientation, elles ne correspondent pas aux com-
posantes dans R de la vitesse et de l’accélération angulaire de l’OT . Ainsi, Par abus de
notation, ξ˙ et ξ¨ peuvent aussi être choisis comme étant :
ξ˙ =


x˙OT
y˙OT
z˙OT
ωxOT
ωyOT
ωzOT

 et ξ¨ =


x¨OT
y¨OT
z¨OT
ω˙xOT
ω˙yOT
ω˙zOT

 ,
où ωxOT , ωyOT , ωzOT représentent les composantes de la vitesse angulaire de l’OT dans
le repère R.
2.1.2 Configuration du système matériel
Les notions de mécanique générale introduites ici peuvent être complétées par la lecture
de [Bellet 88], [Brossard 94] ou [Renaud 03b] dont elles s’inspirent.
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2.1.2.1 Notion de liaisons
Si elles décrivent complètement la situation de l’OT , les coordonnées opérationnelles
ne suffisent pas à décrire la situation de chacun des corps composant le système. Ainsi
pour un système à nc corps quelconques évoluant dans un espace à trois dimensions, le
nombre de paramètres nécessaires à cette description vaut 6nc. Ces paramètres sont appelés
paramètres primitifs du système et sont notés p1, p2 . . . , p6nc . Ils ne sont pas indépendants
les uns des autres car contraints par des liaisons.
Nous ne nous intéressons ici qu’aux liaisons mécaniques classiques par contact entre deux
corps. Elles limitent l’évolution spatiale et temporelle des différents corps du système :
– les uns relativement aux autres, il est alors question de liaisons internes ;
– relativement à des corps externes au système dont le mouvement est supposé connu
et le terme liaisons externes est alors employé.
Qu’elles soient internes ou externes, la forme générale des équations de liaison fait intervenir
les paramètres primitifs, leurs dérivées par rapport au temps et éventuellement le temps :
6nc∑
i=1
αi (p1, . . . , p6nc , t) p˙i + β (p1, . . . , p6nc , t) = 0. (2.1)
Une équation de liaison pour laquelle β = 0 dans (2.1) est dite homogène.
Une liaison ne dépendant pas explicitement du temps est dite scléronome et son équation
vérifie par conséquent ∂αi∂t = 0 avec i = 1, 2, . . . , 6nc et β = 0 . Une liaison scléronome est
donc telle que son équation est homogène et s’écrit :
6nc∑
i=1
αi (p1, . . . , p6nc) p˙i = 0. (2.2)
A l’inverse, une liaison dépendant explicitement du temps est dite rhéonome. Les liai-
sons externes, définies par le mouvement d’un corps externe au système, sont en général
considérées comme rhéonomes.
Lorsque l’équation (2.1) est intégrable, la liaison et l’équation correspondante sont dites
holonomes et elle peut alors s’écrire :
f (p1, . . . , p6nc , t) = 0. (2.3)
Lorsqu’elle n’est pas intégrable, la liaison et l’équation correspondante sont dites non
holonomes. Un système contraint par au moins une liaison non holonome est, par extension,
dit non holonome.
Enfin, une liaison est dite parfaite si elle respecte deux conditions. La première condition
est la rigoureuse indéformabilité des corps qu’elle met en jeu. Un corps est indéformable
si pour tout couple de points appartenant à ce corps, la distance entre ces points reste
constante. La seconde condition concerne le caractère non dissipatif de la liaison. Une
liaison par contact entre deux solides est non dissipative si elle consiste en un glissement
sans frottement ou si elle consiste en un roulement ou pivotement sans glissement. Il est
d’usage de faire l’hypothèse de liaisons parfaites. Cette hypothèse est très réaliste du point
de vue cinématique. D’un point de vue dynamique, les couples résistants induits par les
frottements dans les liaisons peuvent prendre des valeurs très importantes et sont donc
parfois modélisés.
2.1 Paramétrage 21
2.1.2.2 Coordonnées généralisées
La prise en compte de certaines équations de liaison holonomes permet de réduire le
nombre de paramètres nécessaires à la description du système matériel. Ces équations de
liaison sont appelées équations de liaison primitives. Ainsi pour un système à nc corps, si le
nombre d’équations de liaison primitives choisies vaut hp, la configuration du système est
définie par n = 6nc − hp paramètres qui forment le vecteur q, dit vecteur des coordonnées
généralisées. La configuration du système est alors définie sur un espace N à n dimensions,
appelé espace des configurations ou espace généralisé. q s’écrit :
q =


q1
q2
...
qn

 .
Les coordonnées généralisées sont l’ensemble des paramètres suffisants pour décrire la
configuration du système, c’est à dire la situation de chacun des corps qui le composent.
Ces coordonnées généralisées plus le temps t forment un paramétrage du système matériel.
Les équations de liaison holonomes n’ayant pas été choisies pour réduire le nombre de
paramètres nécessaires à la description du système matériel sont dites équations de liaison
complémentaires. Les équations de liaisons non holonomes ne permettent pas de réduire
la taille de l’espace des configurations et sont aussi considérées comme des équations de
liaison complémentaires. Les équations de liaison holonomes complémentaires peuvent être
écrites à partir des coordonnées généralisées et nous avons :
f¯i (q, t) = 0 avec 1 ≤ i ≤ hc, (2.4)
où hc est le nombre d’équation de liaison holonomes complémentaires. De même, pour
les liaisons non holonomes (et donc complémentaires) nous pouvons écrire :
n∑
j=1
α¯ij (q, t) q˙j + β¯i (q, t) = 0 avec 1 ≤ i ≤ h¯, (2.5)
où h¯ est le nombre d’équations de liaison non holonomes.
Remarques : Si hc+h¯ = 0, le paramétrage du système matériel est complet. Sinon, il est
incomplet. Dans le cas d’un système non holonome, le paramétrage est toujours incomplet.
Notons aussi que h = hp+hc est le nombre de liaisons holonomes pour un système matériel
donné et que h+ h¯ représente l’ensemble des liaisons pour ce même système.
Pour un système holonome tel qu’un bras manipulateur, toutes les équations de liaison
sont généralement choisies comme primitives. Les coordonnées généralisées sont alors en
nombre minimum. Dans le cas d’un tel système (holonome), l’intérêt d’éventuellement
conserver certaines équations de liaison holonomes comme complémentaires apparaît au
niveau du modèle dynamique qui permet alors de calculer les forces de réaction des liaisons
correspondantes. Ce n’est pas notre but ici.
2.1.2.3 Vitesses et accélérations généralisées
Les systèmes pour lesquels le paramétrage est incomplet sont tels qu’il existe une dépen-
dance entre les coordonnées généralisées et seules nddl = n−
(
hc + h¯
)
de ces coordonnées
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peuvent avoir une vitesse choisie indépendamment de celle des autres. nddl est appelé le de-
gré de liberté global du système matériel. Le vecteur q˙ des vitesses généralisées du système,
dont les composantes sont les dérivées temporelles des composantes de q, est alors assujetti
à évoluer dans un sous-espace de l’espace TqN tangent en q à N et de dimension nddl. Il
en est de même pour le vecteur q¨ des accélérations généralisées, dont les composantes sont
aussi assujetties à évoluer dans un sous-espace de dimension nddl .
2.1.3 Application aux manipulateurs mobiles à roues
2.1.3.1 Coordonnées généralisées d’un bras manipulateur de type série
Ces systèmes sont strictement holonomes. Ainsi, en choisissant les paramètres de Dena-
vit Hartenbergmodifiés, introduits par W.Khalil et J.Kleinfinger dans [Khalil 86],
pour décrire leur structure, nous sommes amenés à utiliser les variables articulaires, i.e.
les grandeurs caractéristiques de chacune des articulations1, comme coordonnées généra-
lisées. Pour un manipulateur constitué de nb corps mobiles rigides reliés en série par nb
liaisons rotoïdes et/ou prismatiques, nous avons donc un vecteur qb de nb coordonnées
indépendantes :
qb =


qb1
qb2
...
qbnb

 ,
décrivant complètement la configuration du système. Cette configuration est définie sur
l’espace des configurations du bras manipulateur Nb de dimension nb.
La situation de l’OT du bras manipulateur est noté ξb et est définie sur l’espace opé-
rationnel du bras manipulateur Mb de dimension mb. La plateforme d’un manipulateur
mobile à roues pouvant, si la mission l’exige, être amenée à ne pas bouger, il est nécessaire
de choisir un bras manipulateur tel que mb = m. Cela revient à concevoir le système de
manière à ce que le bras manipulateur seul puisse agir sur l’ensemble des coordonnées
opérationnelles contenues dans ξ.
2.1.3.2 Coordonnées généralisées pour les plateformes à roues.
Les propriétés des plateformes à roues sont décrites en détail par G. Campion et al.
dans [Campion 96] qui constitue une référence sur laquelle nous basons les éléments de
compréhension sur les plateformes à roues apportés dans ce chapitre.
Le type de roues et leur combinaison au sein d’un même système sont tels que les
plateformes mobiles à roues peuvent prendre un grand nombre de formes différentes. Sans
préjuger, dans un premier temps, de la forme des différentes liaisons des plates-formes
mobiles à roues, nous nous attachons ici à définir intuitivement l’ensemble des paramètres
nécessaires à la description de la configuration de ces systèmes.
Avant toute chose, nous faisons ici une première hypothèse : une plateforme mobile à
roues est composée d’au moins trois roues. Sous une allure simpliste, cette hypothèse est
nécessaire à l’équilibre d’un tel système et elle a une importance capitale lorsque le thème
de la commande est abordé par la suite.
La configuration d’une plateforme mobile à roues est connue lorsque sa situation dans
le repère R est connue et que la configuration de chacune de ses roues est connue.
1un angle dans le cas de deux corps liés par une liaison rotoïde (pivot) et une distance dans le cas de
deux corps liés par une liaison prismatique (glissière).
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Pour une plateforme mobile à roue évoluant sur un sol lisse et tel que le vecteur ~z du
repèreR est normal à sa surface, la situation est complètement définie par deux paramètres
de position et un d’orientation. Elle est donc définie sur un espace noté Mp de dimension
mp = 3 . Soit Rp = (Op, ~xp, ~yp, ~zp) un repère mobile lié à la plateforme tel que ~z et ~zp sont
colinéaires, ces paramètres sont alors x et y, les coordonnées de Op dans R, et ϑ l’angle
(~x, ~xp). Ils forment les composantes du vecteur ξp :
ξp =

 xy
ϑ

 .
Le choix du point Op est libre mais G. Campion et al. montre dans [Campion 96]
qu’un choix judicieux peut être fait en fonction du type de plateforme mobile à roues
envisagé. Ce choix est illustré, dans le cas d’une plateforme de type voiture, par la figure
2.1.
ϑ
xO ~x
~y
y
~xp
Op
~yp
Figure 2.1: Paramètres de situation d’une plateforme mobile à roues
La configuration d’une roue et le nombre de paramètres nécessaires à sa description
est dépendant du type de roue considéré. Nous introduisons ici les quatre types de roues
principalement utilisés en robotique mobile :
– les roues fixes, en nombre Nf , dont l’axe de rotation, parallèle au sol, passe par le
centre de la roue ;
– les roues centrées orientables, en nombre Nc, dont l’axe d’orientation, perpendiculaire
au sol, passe par le centre de la roue ;
– les roues décentrées orientables, en nombre Nd , dont l’axe d’orientation, perpendicu-
laire au sol, ne passe pas par le centre de la roue ;
– les roues suédoises2, en nombre Ns, pour lesquelles la composante nulle de la vitesse
de glissement au point de contact n’est pas dans le plan de la roue.
Ces différents types de roues sont présentés sur la figure 2.2 alors que leur paramétrage
respectif est schématisé sur la figure 2.3.
Le tableau 2.1 décrit le caractère constant ou variable des paramètres introduits dans
la figure 2.3 en fonction du type de roue. Ainsi, une plateforme mobile à N = Nf +
Nc + Nd + Ns roues requiert N + Nc + Nd paramètres pour décrire la configuration de
l’ensemble de ses roues. Nous notons ϕf =
[
ϕf1 . . . ϕfNf
]T
, ϕc =
[
ϕc1 . . . ϕcNc
]T
, ϕd =[
ϕd1 . . . ϕdNd
]T
et ϕs =
[
ϕs1 . . . ϕsNs
]T
les vecteurs de rotation propre des différentes roues
2système de roue breveté en 1973 par Bengt Ilon et la société suédoise Mecanum AB (brevet USA
n◦ 03746112).
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(a) Roues fixes (b) Roues centrées orientables
(c) Roues décentrées orientables (d) Roues suédoises
Fig. 2.2 – Différents types de roues utilisés pour les plates-formes mobiles
~xp
γ ϕ
Op
~yp
β
α
r
b
~xpOp
~yp α
ϕ
b
b′
r
β
(a) Paramétrage pour des
roues fixes, centrées
orientables et suédoises
(b) Paramétrage pour des
roues décentrées et
orientables
Fig. 2.3 – Paramétrage pour la description de la configuration des différents types de roues
et βc =
[
βc1 . . . βcNc
]T
et βd =
[
βd1 . . . βdNd
]T
les vecteurs d’orientation des roues centrées
et décentrées orientables. Posons :
ϕ =


ϕf
ϕc
ϕd
ϕs

 ,
la configuration d’une plateforme mobile à roues est alors complètement décrite sur un
espace Np par un vecteur de dimension np = mp +N +Nc +Nd :
qp =


ξp
ϕ
βd
βc

 .
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type de roue (a) (b) (c) (d)
r constant constant constant constant
b constant constant constant constant
ϕ variable variable variable variable
β constant variable variable constant
α constant constant constant constant
γ 0 0 0 constant
b′ 0 0 0 constant
Tab. 2.1 – Propriétés des paramètres de description des roues en fonction de leur type
Contrainte de roulement sans glissement
Le vecteur qp décrit la configuration d’une plateforme à roues sans formaliser la notion
de contact des roues avec le sol. L’hypothèse de liaisons parfaites induit trois hypothèses
sur ce contact :
– les roues, comme le sol, sont indéformables ;
– la surface de contact est assimilée à un point ;
– les roues roulent sans glisser sur le sol.
Le roulement sans glissement (noté rsg par la suite) des roues sur le sol implique des
relations entre les paramètres du vecteur q˙p. Ces relations, a priori non intégrables, sont
dans un premier temps considérées comme des équations de liaison complémentaires pour
le système. Il est possible de montrer que la contrainte rsg d’une roue s’écrit :
– dans le plan vertical de la roue pour tout type de roue :[ −Sαβγ Cαβγ bCβγ ]R(ϑ)T ξ˙p + rCγϕ˙ = 0, (2.6)
– dans le plan orthogonal au plan vertical de la roue (excepté pour les roues suédoises) :[
Cαβ Sαβ b
′ + bSβ
]
R (ϑ)T ξ˙p + b
′β˙ = 0. (2.7)
R (ϑ) est une matrice orthogonale de changement de base. Elle représente la rotation
d’angle ϑ autour de l’axe ~z qui permet de passer de l’orientation d’un vecteur dans le repère
Rp à l’orientation de ce même vecteur dans le repère R. Elle s’écrit :
R(ϑ) =

 Cϑ −Sϑ 0Sϑ Cϑ 0
0 0 1

 . (2.8)
Notations : Les notations Cα1α2...αz et Sα1α2...αzsont des raccourcis d’écriture pour
cos (α1 + α2 + . . .+ αz) et sin (α1 + α2 + . . .+ αz).
Remarque : Il est intéressant de remarquer que dans le cas d’une roue suédoise telle
que γ = π2 , l’équation de liaison (2.6) se ramène à une équation de la forme de l’équation
(2.7). Ce cas particulier est comparable au cas d’une roue conventionnelle pour laquelle la
contrainte rsg ne s’exprimerait que dans le plan orthogonal au plan de la roue. Le bénéfice
du choix d’une roue suédoise est alors nul.
2.1.3.3 Coordonnés généralisées d’un manipulateur mobile à roues
La configuration d’un manipulateur mobile à roues est connue dès lors que que les
configurations de la plateforme et du bras manipulateur qui la composent sont connues.
Elle est définie sur un espace N de dimension n = nb + np par un vecteur q :
q =
[
qb
qp
]
.
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Ces n paramètres sont liés par un maximum de 2N liaisons complémentaires linéaire-
ment indépendantes (paramétrage incomplet) et il en résulte les restrictions introduites
précédemment (cf 2.1.2.3) sur l’évolution possible des vitesses et accélérations généralisées
q˙ et q¨ du système.
2.2 Modèles géométrique et cinématique des manipulateurs
mobiles à roues
2.2.1 Modèle géométrique
Le modèle géométrique direct (MGD) d’un manipulateur mobile à roues est, de manière
similaire aux autres systèmes robotiques, défini comme le modèle qui permet d’exprimer
la situation de l’OT en fonction de la configuration du système. C’est une application non
linéaire en les paramètres de configuration du système qui s’écrit :
f : N −→M telle que ξ = f (q) . (2.9)
Un modèle géométrique inverse (MGI) du système est un modèle qui permet d’exprimer
la configuration du système en fonction de la situation de l’OT . Un MGI du système est
une application f−1.
Nous présentons sur la figure 2.4 les différents repères et grandeurs intervenant dans la
description géométrique d’un manipulateur mobile.
~z
ξ2
O ~x
O
~y
y
Rp
Rb
ROT
R
~x
~xOT
~zOT
~xp
ϑ
ξ1ObOp
x ξ1
OOT
~ypa′ a
ξb2
~yOT
ξ3
ξb3
ξ4
ξb1
ξb4
OOT
Op
~xOT
~xb
~yb
Figure 2.4: Repères liés à un manipulateur mobile à roues
La situation ξb de l’organe terminal s’exprime dans le repère Rb = (Ob, ~xb, ~yb, ~zb) via le
modèle géométrique du bras manipulateur :
ξb = fb (qb) avec ξbi = fbi (qb) , 1 ≤ i ≤ m, (2.10)
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où fb est l’application (non linéaire en les paramètres de configuration du bras) qui
représente le MGD du bras manipulateur.
Les coordonnées du pointOb exprimées dans le repèreRp s’écrivent RpOb =
[
a a′ 0
]T
et s’expriment dans R via la transformation homogène suivante :
[ ROb
1
]
=

 R(ϑ)
x
y
0
0 0 0 1


[ RpOb
1
]
. (2.11)
Les relations (2.10) et (2.11) nous permettent d’écrire, indépendamment du type de
plateforme mobile utilisée, le modèle géométrique direct d’un manipulateur mobile :
ξ = f
(
qb, ξp
)
. (2.12)
La forme (2.12) du MGD indique qu’il peut être écrit en fonction de qb et ξp unique-
ment3. Nous appelons configuration réduite du manipulateur mobile à roues le vecteur
qr =
[
qTb ξ
T
p
]T
de dimension nr = nb +mp qui d’un point de vue strictement géomé-
trique suffit à calculer la situation opérationnelle de l’OT .
En détaillant chaque terme, nous obtenons :
ξ1 = x+ (a+ fb1)Cϑ − (a′ + fb2)Sϑ,
ξ2 = y + (a+ fb1)Sϑ + (a
′ + fb2)Cϑ,
ξ3 = fb3,
ξ4 = ϑ+ fb4,
ξ5 = fb5,
ξ6 = fb6.
(2.13)
2.2.2 Modèle cinématique
Le modèle différentiel direct (MDD) du système est l’application linéaire qui permet
d’exprimer les différentielles des coordonnées opérationnelles de l’OT , pour une configu-
ration donnée, en fonction des différentielles des coordonnées généralisées du système. Il
s’écrit :
dξ = J (q) dq, (2.14)
où J (q) est la matrice jacobienne de l’application f
(
qb, ξp
)
:
J (q) =
∂f
∂q
soit Jij =
∂fi
∂qj
avec 1 ≤ i ≤ m et 1 ≤ j ≤ n. (2.15)
Nous considérons indifféremment la dérivée temporelle ou vitesse d’un paramètre p et
sa différentielle. La notation différentielle dp est donc écartée et remplacée par la notation
en vitesse p˙. Nous pouvons alors parler de modèle cinématique direct (MCD) :
ξ˙ = J (q) q˙. (2.16)
3Bien sûr, en considérant que le rsg des roues du système est toujours respecté, la valeur de ξp à un
instant donné est liée à l’évolution des autres paramètres de qp. Cependant la modélisation géométrique ne
tient pas compte des contraintes cinématiques du type rsg et ξp suffit alors pour la description géométrique
de la plateforme.
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La description complète de la cinématique du système est donc donnée par l’équation
(2.16) et l’ensemble des équations de liaison complémentaires associées au manipulateur
mobile à roues. Ces équations de liaison complémentaires peuvent s’écrire sous la forme ma-
tricielle suivante qui résulte de la concaténation des équations (2.6) et (2.7) pour l’ensemble
des roues du système :


J1f
J1c (βc)
J1d (βd)
J1s

R (ϑ)T ξ˙p +


J2f
J2c
J2d
J2inds

 ϕ˙ = 0, (2.17)

 C1fC1c (βc)
C1d (βd)

R (ϑ)T ξ˙p +

 ONf×NdONc×Nd
C2d

 β˙d = 0. (2.18)
Il se déduit aisément que :
– J1 =
[
JT1f J1c (βc)
T J1d (βd)
T JT1s
]T
est une matrice de dimension (N ×mp) ;
– J2 =
[
JT2f J
T
2c J
T
2d J
T
2s
]T
est une matrice diagonale, constante, de dimension
(N ×N) ;
– C1 =
[
CT1f C1c (βc)
T C1d (βd)
T
]T
est une matrice de dimension ((N−Ns)×mp) ;
– et C2 =
[ O O CT2d ]T une matrice diagonale constante de dimension ((N −Ns)×
Nd).
Et sous forme plus compacte, les équations (2.17) et (2.18) se ramènent à :
Dp (qp) q˙p = 0, (2.19)
où :
Dp (qp) =


J1R (ϑ)
T J2 ON×Nd ON×Nc
C1f ONf×N ONf×Nd ONf×Nc
C1c (βc)R (ϑ)
T ONc×N ONc×Nd ONc×Nc
C1d (βd)R (ϑ)
T ONd×N C2d ONd×Nc

 . (2.20)
Ces matrices se construisent directement à partir des différentes équations de rsg.
La description de la cinématique du système, fournie par les équations (2.16) et (2.19),
est faite du point de vue de la mécanique. Du point de vue de la commande automatique
du système, une forme plus adéquate du MCD est nécessaire. En effet, la commande au-
tomatique d’un système mécanique nécessite l’actionnement de certaines des articulations
(voire toutes) qui relient les différents corps du système. Dans le cas d’un manipulateur
mobile à roues tel que nous le considérons, ces articulations sont :
– internes : rotoïdes (liaison pivot) ou prismatiques (liaison glissière), ce sont elles qui
déterminent le nombre des équations de liaison primitives du système ;
– externes : contact des roues sur le sol et condition de rsg , ce sont elles qui déterminent
la forme et le nombre des équations de liaison complémentaires du système.
C’est donc à la notion de commande et à la définition d’une forme du MCD dédiée à cette
commande que nous nous intéressons dans la partie ci-après en abordant en premier lieu
la définition des commandes cinématiques pour chacun des sous systèmes.
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2.2.2.1 Commande cinématique pour une plateforme à roues
Pour la plateforme, le choix du vecteur de commande n’est pas simple. En effet les
composantes de qp ne peuvent pas :
– toutes être actionnées directement, c’est le cas de ξp qui n’est qu’un paramétrage du
système et qui est indépendant du type de plateforme ;
– toutes être actionnées indépendamment les unes des autres et ce à cause des équations
de liaison complémentaires qui traduisent le rsg des roues sur le sol.
Ainsi, le choix des articulations actionnées et du vecteur de commandes cinématiques
indépendantes passe par une étude détaillée des propriétés des équations (2.17) et (2.18).
Restriction de la mobilité de la plateforme
Décomposons tout d’abord l’équation (2.18). Pour les roues fixes et centrées orientables,
elle s’écrit : [
C1f
C1c (βc)
]
R (ϑ)T ξ˙p = 0. (2.21)
Cette condition sur le mouvement de la plateforme signifie que le vecteur ξ˙p est contraint
d’évoluer dans un sous-espace de l’espace TξpMp tangent à Mp en ξp et de dimension
δmobp ≤ mp. Nous rappelons ici que mp = 3. δmobp est appelé le degré de mobilité de la
plateforme.
Notons :
C1fc =
[
C1f
C1c (βc)
]
.
Respecter la contrainte (2.21) revient à choisir R (ϑ)T ξ˙p dans le noyau Ker (C1fc) de
C1fc (cf. Annexe B - (B.3)). La dimension de ce noyau est δmobp = mp − rang (C1fc).
Une manière de construire ce noyau est d’extraire rang (C1fc) lignes linéairement indé-
pendantes de C1fc. Ces lignes forment une matrice Υ(βc) de dimension rang (C1fc)×mp.
D’après B.2.1, Imp −Υ(βc)[1]Υ(βc) est4 un projecteur dans le noyau Ker (Υ (βc)) de
Υ(βc) et donc dans le noyau Ker (C1fc) de C1fc.
Notons Σ(βc) une matrice de dimension mp× δmobp dont les colonnes forment une base
de Ker (Υ (βc)). R (ϑ)
T étant une matrice orthogonale, le choix :
ξ˙p = R (ϑ) Σ (βc)umobp, (2.22)
où umobp un vecteur quelconque de dimension δmobp, est tel que ξ˙p vérifie toujours (2.21).
umobp est appelé commande de mobilité de la plateforme à roues.
Détermination de la vitesse de rotation des roues
Les vitesses de rotation propre des roues doivent respecter la contrainte (2.17). Pour un
mouvement possible de la plateforme, cette équation s’écrit :
ϕ˙ = −J−12 J1Σ(βc)umobp. (2.23)
En ce qui concerne les vitesses d’orientation des roues décentrées orientables, elles
doivent respecter la contrainte (2.18). Pour un mouvement possible de la plateforme, cette
équation s’écrit :
β˙d = −C−12d C1dΣ(βc)umobp. (2.24)
4 Υ(βc)
[1] est une inverse généralisée de Υ(βc) (la définition de l’inverse généralisée d’une matrice est
rappelée dans l’annexe B - B.2.1).
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Choix du placement et du nombre de roues fixes et centrées orientables
Le but étant de pouvoir faire bouger la plateforme, il faut s’assurer que le nombre Nf
de roues fixes et Nc de roues centrées orientables ainsi que leur placement sur la plateforme
sont tels que δmobp > 0.
La condition nécessaire et suffisante à respecter pour qu’un mouvement soit possible
est d’assurer l’existence, à chaque instant, d’un centre instantané de rotation (CIR) pour
la plateforme. Ce CIR existe si les axes de rotation propre de chacune des roues fixes et
centrées orientables, projetés dans le plan (O, ~x, ~y), s’intersectent en un seul et même point.
Ce point est le CIR de la plateforme. Dans le cas particulier de la translation pure, le CIR
est « projeté à l’infini » et le mouvement est alors possible si les axes de rotation propre
de chacune des roues fixes et centrées orientables sont parallèles.
Conditions à respecter afin d’assurer δmobp = 3 : Le rang de C1fc vaut 0 ce qui n’est
possible qu’en l’absence de roue fixe et centrée orientable (Nf = Nc = 0). La plateforme
possède alors une combinaison de roues décentrées orientables et de roues suédoises dont
la somme, nous en avons fait l’hypothèse, est supérieur ou égal 3. Si les conditions (2.23)
et (2.24) sont respectées, une telle plateforme est de type omnidirectionnelle. Des roues
décentrées orientables ou suédoises non-actionnées (roues libres) sont appelées des roues
folles.
Exemple : C’est le cas d’un caddie de supermarché. Dans sa version classique (roues
folles), si le rsg de chacune des roues est vérifiée, alors pour une vitesse ξ˙p donnée, l’évolu-
tion de la vitesse de ses roues est donnée par (2.23) et (2.24). Dans une version actionnée,
pour assurer une vitesse ξ˙p donnée et le rsg de chacune des roues, la vitesse à imprimer
aux roues est donnée par (2.23) et (2.24).
Conditions à respecter afin d’assurer δmobp = 2 : Le rang de C1fc vaut 1. Ce cas
n’est possible que si la contrainte rsg exprimée dans le plan orthogonal aux roues est la
même pour toutes les roues. Ceci revient à ce que les axes de rotation propre des roues,
projetés dans le plan (O, ~x, ~y), soient confondus. Il est évident que dans ce cas Nc = 0 (ou
alors des roues centrées orientables sont utilisées mais leur orientation reste constante) et
une telle plateforme est de type unicycle.
Conditions à respecter afin d’assurer δmobp = 1 : Le rang de C1fc vaut 2. C’est
le cas d’un mouvement mono-dimensionnel et il suffit qu’un CIR existe à chaque instant.
Cependant si la position de ce CIR par rapport au point Op ne peut évoluer dans le
temps, le mouvement possible est alors mono-directionnel (une rotation de la plateforme
autour d’un point fixe ou une translation pure dans une direction fixe) ce qui présente peu
d’intérêt. La position du CIR par rapport à Op doit donc pouvoir évoluer dans le temps et
il est évident que la condition Nc > 0 doit être respectée. Les autres conditions sont :
– si Nf > 0, alors les axes de rotation propre des roues fixes, projetés dans le plan
(O, ~x, ~y), doivent être confondus et une seule des Nc roues centrées orientables peut
être orientée de manière indépendante, le mouvement d’orientation des autres roues
devant être coordonné afin d’assurer l’existence à chaque instant du CIR. Une telle
plateforme est de type voiture.
– si Nf = 0, alors seules deux des Nc roues centrées orientables peuvent être orientées
de manière indépendante, le mouvement d’orientation des autres roues devant être
coordonné afin d’assurer l’existence à chaque instant du CIR. Certains engins de
chantier nécessitant des rayons de braquage faible pour manœuvrer aisément sont de
ce type.
Le nombre de roues centrées orientables pouvant être orientées indépendamment est appelé
le degré de dirigeabilité de la plateforme et est noté δdirp. Dans le premier cas (Nf > 0),
il vaut 1 et dans le second (Nf = 0) 2. Il est courant de considérer que Nc = δdirp,
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le mouvement d’éventuelles autres roues centrées orientables pouvant se déduire de ces
δdirp roues. β˙c est donc un vecteur de dimension δdirp et son évolution peut être fixée
indépendamment des autres paramètres. Il est appelé commande de dirigeabilité de la
plateforme et nous avons :
β˙c = udirp. (2.25)
Motorisation des roues
Les relations (2.23), (2.24) et (2.25) reliant la rotation des roues aux vecteurs de com-
mande umobp et udirp peuvent être regroupées et nous pouvons écrire :
 ϕ˙β˙d
β˙c

 = Sr (βc,βd)
[
umobp
udirp
]
, (2.26)
où :
Sr (βc,βd) =

 −J−12 J1Σ ON×δdirp−C−12d C1dΣ ONd×δdirp
ONc×δmobp Iδdirp

 . (2.27)
Le problème de l’actionnement du système se pose comme suit : combien de paramètres
du vecteur
[
ϕ˙T β˙
T
d β˙
T
c
]T
doivent être actionnés de manière à pouvoir faire évoluer
les composantes des vecteurs umobp et udirp de manière indépendante les unes des autres.
Notons δmotp ce nombre que nous appelons le degré d’actionnement d’une plateforme à
roues. Il est défini comme le nombre minimum de lignes à extraire de Sr tel que, pour
tout βc et tout βd, le rang de la matrice formée par ces lignes est égal à δmobp + δdirp. Par
définition, nous avons δmotp ≥ δmobp + δdirp, c’est à dire que le degré d’actionnement ne
peut pas être inférieur à la dimension du vecteur de commande de la plateforme. Dans le
meilleur de cas δmotp = δmobp + δdirp.
Equations de liaison holonomes introduites par les contraintes rsg5
Les équations de liaisons introduites par les contraintes de rsg des roues sont considérées
comme des équations de liaison complémentaires. Cependant si certaines de ces équations
sont holonomes, elle peuvent alors être utilisées pour réduire la taille du vecteur de confi-
guration de la plateforme qp. Elles sont alors envisagées comme des équations de liaisons
primitives. Le nombre de ces équations peut être déterminé. Notons Sp (qp) la matrice qui
établit la relation entre le vecteur de commande et la dérivée temporelle du vecteur de
configuration de la plateforme :
q˙p = Sp (qp)
[
umobp
udirp
]
. (2.28)
Sp (qp) s’écrit :
Sp (qp) =
[
R (ϑ) Σ (βc) Omp×δdirp
Sr (βc,βd)
]
.
A ce stade, il est important de remarquer que pour une valeur de q˙p obtenue par (2.28),
l’équation (2.19), qui exprime les contraintes de rsg, est toujours vérifiée. Il est en effet aisé
de vérifier que Dp (qp)Sp (qp) = 0 pour tout qp.
5Les résultats présentés dans ce paragraphe font appel à la géométrie différentielle appliquée à la
commandes des systèmes non linéaires. Pour plus de détails, se référer à [Isidori 89], [Lévine 04] ou
[Murray 94].
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Soit ∆(qp) la distribution de champs de vecteurs engendrée par les colonnes de Sp (qp).
Elle est de rang δmobp + δdirp. Soit ∆¯ (qp) la clôture involutive de ∆(qp). Elle est défi-
nie comme la plus petite distribution involutive contenant ∆(qp). Une distribution est
involutive si le crochet de Lie de tout couple de champs de vecteurs de cette distribution
appartient à cette distribution.
Le degré de non holonomie représente le nombre h¯ d’équations de liaisons non holonomes
du système et il est défini dans [Campion 96] comme :
h¯ = dim
(
∆¯ (qp)
)− dim (∆ (qp)) = dim (∆¯ (qp))− (δmobp + δdirp) .
Le nombre d’équations de liaisons holonomes liées au rsg des roues, jusque là considérées
comme équations de liaison complémentaires, vaut hc et est défini comme :
hc = dim (qp)− dim
(
∆¯ (qp)
)
.
Ces hc équations de liaison peuvent être utilisées pour réduire le nombre de coordonnées
nécessaires à la définition de la configuration du système. Lorsque ce choix est fait, la
nouvelle dimension du vecteur des coordonnées généralisées du système est alors (np − hc).
Le système est alors dit complètement non holonome ([Bloch 03], chapitre 6, page 302)
et h¯ représente alors le nombre de paramètres de ce nouveau vecteur des coordonnées
généralisées dont l’évolution est liée à celle des autres paramètres. Cependant, malgré le
lien entre ces paramètres, le système est commandable, autrement dit il existe une évolution
des coordonnées généralisées compatible avec l’ensemble des équations de liaison et telle
que la plateforme peut être amenée d’une configuration quelconque à une autre. Cette
propriété est essentielle car elle permet notamment d’assurer qu’une plateforme à roues
peut être amenée d’une situation quelconque (un point et une orientation dans le plan) à
une autre.
Pour notre part, nous considérons que ces équations sont conservées comme complé-
mentaires.
2.2.2.2 Commande cinématique du bras manipulateur et généralisation au système
complet
Pour le bras manipulateur, le mouvement d’une articulation est cinématiquement indé-
pendant du mouvement des autres et le vecteur de commandes cinématiques indépendantes
est naturellement choisi comme étant :
ub = q˙b. (2.29)
Nous nous plaçons dans un cadre de travail où toutes les articulations du bras manipulateur
sont actionnées.
Généralisation de la notion de commande de mobilité
Pour une plateforme à roues, la commande de mobilité est celle qui permet l’évolution
de la situation ξp. La commande de dirigeabilité seule ne permet pas de faire varier cette
situation. Elle modifie uniquement la configuration du système et plus particulièrement la
direction de son mouvement instantané.
Par extension, il est possible d’envisager un bras manipulateur comme un système
présentant seulement un vecteur de commande de mobilité. En effet, l’évolution d’une
composante quelconque de ub entraîne un mouvement de l’OT . ub représente donc la
commande de mobilité du bras manipulateur et le degré de mobilité vaut nb.
2.2 Modèles géométrique et cinématique des manipulateurs mobiles à roues 33
Comme B. Bayle dans [Bayle 01b], nous introduisons donc la notion de commande
de mobilité d’un manipulateur mobile à roues qui est définie par le vecteur :
umob =
[
ub
umobp
]
,
dont la dimension est appelée degré de mobilité du manipulateur mobile à roues et est
notée δmob = nb + δmobp.
Le vecteur de commande cinématique u du système est alors défini comme :
u =
[
umob
udirp
]
.
Sa dimension représente le nombre de paramètres du système pouvant varier de manière
indépendante. Ce nombre est le degré de liberté nddl du système et nous avons donc
dim (u) = nb + δmobp + δdirp = nddl.
La relation (2.28) qui relie la configuration du manipulateur mobile à la commande
peut aussi être généralisée au manipulateur mobile à roues :
q˙ = S (qp)u, (2.30)
avec :
S (qp) =
[
Inb Onb×(δmobp+δdirp)
Onp×nb Sp (qp)
]
.
S (qp) peut aussi s’écrire sous la forme :
S (qp) =
[
Smob (qp) O(n−δdirp)×δdirp
Oδdirp×δmob Iδdirp
]
, (2.31)
où :
Smob (qp) =


Inb Onb×δmobp
Omp×nb R (ϑ)Σ (βc)
ON×nb −J−12 J1Σ
ONd×nb −C−12d C1dΣ

 . (2.32)
2.2.2.3 Modèle cinématique pour la commande
La cinématique du système est complètement décrite par les relations (2.16) et (2.30).
En utilisant les notations introduites dans [Bayle 01b], ceci peut se résumer par :
z˙ = B (q) q˙, (2.33)
et
q˙ = S (qp)u,
où :
z =
[
ξ
βc
]
,
et :
B (q) =
[
J (q)
Oδdirp×(n−δdirp) Iδdirp
]
. (2.34)
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La présence de βc dans z est lié au fait que du point de vue cinématique, la valeur de
ξ˙ ne fixe aucune contrainte formelle sur celle de β˙c.
En remplaçant q˙ par (2.30) dans (2.33), nous obtenons :
z˙ = B¯ (q)u, (2.35)
où :
B¯ (q) = B (q)S (qp) . (2.36)
Soit encore :
B¯ (q) =
[
J¯ (q) Om×δdirp
Oδdirp×δmob Iδdirp
]
.
Le modèle cinématique obtenu pour la commande d’un manipulateur mobile à roues
est donc décrit de manière synthétique par l’équation (2.35).
Définition de J¯(q) : La matrice J¯ (q), de dimension m× δmob, est telle que :
ξ˙ = J¯ (qb, ϑ,βc)umob. (2.37)
J¯ (q) s’obtient en remarquant que l’équation (2.16) peut être écrite de manière plus
précise :
ξ˙ =
∂f
(
qb, ξp
)
∂qb
q˙b +
∂f
(
qb, ξp
)
∂ξp
ξ˙p.
Or, pour un mouvement faisable6 de la plateforme, ξ˙p doit respecter (2.22). La relation
(2.29) permet d’écrire :
ξ˙ =
∂f
(
qb, ξp
)
∂qb
ub +
∂f
(
qb, ξp
)
∂ξp
R (ϑ)Σ (βc)umobp. (2.38)
J¯ (q) est donc :
J¯ (qb, ϑ,βc) =
[
∂f(qb,ξp)
∂qb
∂f(qb,ξp)
∂ξp
R (ϑ)Σ (βc)
]
.
Elle est appelée la matrice jacobienne réduite du système et est telle que :
[
J¯ (q) Om×δdirp
]
= J (q)S (qp) .
Degré de liberté de l’OT , singularités d’un manipulateur mobile à roues
Rappelons que la dimension du vecteur des coordonnées opérationnelles ξ est notée m.
Avant d’aller plus loin dans les définitions, nous faisons les hypothèses suivantes :
– Une représentation minimale de la situation opérationnelle est utilisée ( les m coor-
données opérationnelles sont indépendantes).
– Le système est tel que rang (J (qb, ϑ,βc)) ≤ m, ou encore l’ensemble des m directions
opérationnelles à contrôler peut l’être.
– Le rang de J (qb, ϑ,βc) et le rang de J¯ (qb, ϑ,βc) sont identiques. Il existe en effet des
manipulateurs mobiles à roues pour lesquels le rang de la matrice jacobienne réduite
est inférieur à celui de la matrice jacobienne. Un exemple de système « mal conçu »
de ce type est donné dans [Bayle 03b].
6qui respecte les contraintes de roulement sans glissement.
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A partir de là, le degré de liberté de l’OT , noté mddl, est défini comme le nombre de coor-
données opérationnelles qui peuvent varier de manière indépendante. Il est défini comme le
rang de la matrice jacobienne (réduite ou non d’après l’hypothèse qui est faite) du système
et est donc dépendant de la configuration du système :
mddl (q) = rang (J (qb, ϑ,βc)) .
Nous avons donc mddl (q) ≤ m. Le cas où mddl (q) < m correspond à une chute du
rang de J¯ (qb, ϑ,βc) : seules mddl des m coordonnées opérationnelles du système peuvent
évoluer de manière indépendante. Une configuration pour laquelle une chute de ce rang
se produit est une configuration singulière du système qui est alors dit en singularité. Les
paramètres utilisés pour la représentation de l’orientation de l’OT peuvent aussi être à
l’origine d’une chute du rang de la jacobienne (réduite ou non). Il s’agit alors d’une singu-
larité de représentation. La détermination des configurations singulières nécessite l’étude
du rang de J¯ (qb, ϑ,βc). De manière générale, cette étude peut être faite par la décomposi-
tion en valeurs singulières (SVD) de cette matrice. Si une représentation non redondante
de la situation de l’OT est utilisée alors en configuration régulière (non singulière), la ma-
trice J¯ (qb, ϑ,βc) est de rang plein en lignes et J¯ (qb, ϑ,βc) J¯ (qb, ϑ,βc)
T est une matrice
définie positive et donc inversible, son déterminant étant non nul. Si le déterminant de
J¯ (qb, ϑ,βc) J¯ (qb, ϑ,βc)
T s’annule, c’est que J¯ (qb, ϑ,βc) n’est plus de rang plein en lignes
et donc que le système est en configuration singulière. Les configurations singulières sont
donc celles qui annulent ce déterminant et elles dépendent directement des différentes gran-
deurs géométriques qui caractérisent le système : a,a′, .... Leur calcul analytique est donc
complexe même pour les plus simples des manipulateurs mobiles à roues.
Redondance
La notion de redondance d’un manipulateur mobile à roues peut être définie à deux
niveaux distincts : le niveau géométrique et le niveau cinématique. Nous ne nous intéressons
qu’au cas où le système est en configuration régulière et donc où le degré de liberté de l’OT ,
mddl (q), est égal à m.
Redondance géométrique : Un manipulateur mobile à roues est dit redondant géo-
métriquement si nr −m > 0. Le degré de redondance géométrique est alors défini comme
le nombre nr −m. La notion de redondance géométrique signifie que pour une situation
donnée de l’OT , il existe une infinité de configurations réduites du manipulateur mobile à
roues correspondant à une même situation opérationnelle. Cela revient à dire que modèle
géométrique inverse (MGI) du système présente une infinité de solutions7. Même si le de-
gré de redondance géométrique ne suffit pas à caractériser la cinématique du système, la
redondance géométrique peut être utilisée en planification de mouvement de ces systèmes.
Redondance cinématique : Un manipulateur mobile à roues est considéré comme
redondant cinématiquement si δmob−m > 0. Le degré de redondance cinématique est alors
défini par le nombre δmob −m. La notion de redondance cinématique signifie qu’il existe
une infinité de commandes umob associées à une vitesse opérationnelle ξ˙ donnée (infinité
de solutions du modèle cinématique inverse). Dans le cas où δmob −m = 0, le système est
qualifié de non redondant et si δmob−m < 0, le système est considéré comme sous actionné.
Pour un système holonome (un bras manipulateur par exemple) ou encore un manipu-
lateur mobile à roues dont la plateforme est omnidirectionnelle (umob = 3 ⇒ nr = δmob),
les notions de redondance géométrique et cinématique se confondent.
7Le MGI étant fortement non linéaire, l’ensemble des solutions du MGI est extrêmement difficile à
caractériser de manière formelle.
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Remarquons que si il existe une infinité de β˙c qui ne modifie pas la vitesse de l’OT , la
dimension de udirp n’est pour autant pas prise en compte dans la définition de la redon-
dance. Cela est lié au fait que la redondance du système est définie par rapport à la tâche
opérationnelle et aux commandes de mobilité.
2.2.3 Deux exemples classiques de manipulateurs mobiles à roues
Nous présentons ici le modèle cinématique, tel que défini dans la partie 2.2.2.3, pour
deux systèmes particuliers. Ces deux systèmes présentent le même type de bras manipu-
lateur : un bras à deux articulations rotoïdes évoluant dans un plan parallèle à (O, ~x, ~y)
classiquement appelé double pendule horizontal. Les exemples proposés sont donc plans
(ou 2D).
Nous nous intéressons à deux types de plateformes à roues très fréquemment rencontrés
que se soit dans un contexte robotique et de recherche ou tout simplement dans la vie
courante. Le premier est l’unicycle dont la forme la plus connue est le char romain. Le
second est la voiture. Un schéma de ces deux systèmes est donné par les figures 2.5 (a) et
(b) respectivement. Nous considérons que les roues sont toutes de même rayon.
O x
2rϑ
~y
y
b
~xp
ϕ˙r
~x
ϕ˙l
Op
~yp
~yOT
~xOT
OOT
a
~xb
~yb
Ob
qb2
qb1
l2
a′ ϕd
l1
βd
b′d
bd
xOT
yOT
θOT
O x
2rϑ
~y
y
b
ϕ˙r
~x
Op
~yp
~yOT
~xOT
OOT
~xb
~yb
Ob
qb2
qb1
l2
a′
l1
xOT
yOT
bc
a
ϕ˙l
βc
ϕc
~xp
θOT
(a) Manipulateur mobile avec
plateforme de type unicycle
(b) Manipulateur mobile avec
plateforme de type voiture
Figure 2.5: Deux types classiques de manipulateur mobile à roues
2.2.3.1 Relations communes aux deux exemples
Coordonnées opérationnelles
Nous nous plaçons dans le cas où l’ensemble des paramètres servant à décrire la situation
de l’OT nous intéresse. Le vecteur des coordonnées opérationnelles est donc un vecteur de
dimension m = 3 :
ξ =
[
xOT yOT θOT
]T
.
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Modèle géométrique direct
Il s’écrit dans les deux cas :
xOT = x+ aCϑ − a′Sϑ + l1Cϑqb1 + l2Cϑqb1qb2
yOT = y + aSϑ + a
′Cϑ + l1Sϑqb1 + l2Sϑqb1qb2
θOT = ϑ+ qb1 + qb2
. (2.39)
2.2.3.2 Cas d’une plateforme unicycle
Coordonnées généralisées
Le vecteur des coordonnées généralisées est de dimension n = nb + np = 2 + 7 = 9 :
q =
[
qb1 qb2 x y ϑ ϕr ϕl ϕd βd
]T
.
Contraintes de rsg
Nous avons deux roues fixes et une roue décentrée orientable et donc 3×2 = 6 équations
servant à exprimer le rsg des roues sur le sol.
Pour la roue fixe droite, elles s’écrivent :
Cϑx˙+ Sϑy˙ + bϑ˙+ rϕ˙r = 0, (2.40)
Sϑx˙− Cϑy˙ = 0. (2.41)
Pour la roue fixe gauche, elles s’écrivent :
−Cϑx˙− Sϑy˙ + bϑ˙+ rϕ˙l = 0, (2.42)
Sϑx˙− Cϑy˙ = 0. (2.43)
Finalement, pour la roue décentrée orientable, nous avons :
− Sβdϑx˙+ Cβdϑy˙ + bdCβd ϑ˙+ rϕ˙d = 0, (2.44)
Cβdϑx˙+ Sβdϑy˙ +
(
b
′
d + bdSβd
)
ϑ˙+ b
′
dβ˙d = 0. (2.45)
Restriction de la mobilité de la plateforme
Nous recherchons ici à calculer le degré de mobilité δmobp de la plateforme. Cela passe
par l’étude du rang de C1fc qui, en l’absence de roues centrées orientables, vaut C1f soit :
C1fc =
[
0 −1 0
0 1 0
]
.
Le rang de cette matrice vaut 1 et, comme annoncé, le degré de mobilité d’une plateforme
de type unicycle est bien δmobp = 2. La matrice Υ peut être choisie comme :
Υ =
[
0 1 0
]
.
Choisissons son inverse généralisée parmi les pseudo-inversesMx−pondérées (cf. B.2.2).
Cette matrice est de rang plein en ligne (c’est vrai pour toute plateforme mobile à roues)
et la famille de ses pseudo-inverses Mx-pondérées est donnée par :
Υ⋆Mx = M
−1
x Υ
T
(
ΥM−1x Υ
T
)−1
,
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avec Mx une matrice ∈ Rmp×mp symétrique et définie positive. Si M−1x s’écrit :
M−1x =

 m11 m12 m13m12 m22 m23
m13 m23 m33

 ,
alors il est facile de montrer que :
Υ⋆Mx =
[ m12
m22
1 m23m22
]T
,
et que :
Imp −Υ⋆MxΥ =

 1 −m12m22 00 0 0
0 −m23m22 1

 .
Nous indiquons dans le tableau 2.2 deux valeurs choisies pour la matrice Σ dont les colonnes,
nous le rappelons, forment une base de Ker (Υ). L’illustration est faite par la suite que ce
choix conditionne la nature du vecteur de commande de mobilité.
(a) (b)
Σ

 1 00 0
0 1



 − r2 r20 0
− r2b − r2b


Tab. 2.2 – Deux choix différents de pondération qui conditionnent la nature du vecteur de
commande de mobilité
Détermination des vitesses de rotation des roues
Les vitesses de rotation propre et d’orientation de la roue décentrée orientable sont
données par les équations (2.23) et (2.24) ce qui donne ici :
 ϕ˙rϕ˙l
ϕ˙d

 = −1
r

 1 0 b−1 0 b
−Sβd Cβd bdCβd

Σumobp
et :
β˙d = − 1
b
′
d
[
Cβd Sβd b
′
d + bdSβd
]
Σumobp.
Pour les deux choix de Σ présentés dans le tableau 2.2, la forme de la relation entre
umobp et les vecteurs ϕ˙ et β˙d est donnée dans le tableau 2.3.
Il apparaît clairement que le cas (b) correspond à un cas particulier du choix de la nature
du vecteur de commande de mobilité. Les deux paramètres de commande indépendants
qui sont retenus ici sont les vitesses de rotation propre ϕ˙r et ϕ˙l des roues fixes. La signi-
fication physique « immédiate » des paramètres de commande retenus n’est pas nécessaire
mais elle peut aider à une compréhension plus intuitive du problème. Par ailleurs, l’ordre
de grandeur, la dépendance à un repère, les unités des deux paramètres ont une grande
importance en terme de conditionnement du problème. Ceci est vrai pour tout système
d’équations linéaires et est illustré dans le domaine de la robotique par K. Doty et al.
dans [Doty 93].
La signification physique du vecteur de commande dans le cas (a) n’est pas aussi évi-
dente. La matrice Σ dans ce cas est telle que la relation (2.22) s’écrit :
ξ˙p =

 Cϑ 0Sϑ 0
0 1

umobp.
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ϕ˙ = −J−12 J1Σ︸ ︷︷ ︸umobp β˙d = −C−12d C1dΣ︸ ︷︷ ︸umobp
(a) 1r

 −1 −b1 −b
Sβd −bdCβd

 − 1
b
′
d
[
Cβd b
′
d + bdSβd
]
(b)

 1 00 1
1
2
(
bd
b Cβd − Sβd
)
1
2
(
bd
b Cβd + Sβd
)

 r
2b
′
d

 Cβd + b′d+bdSβdb
b
′
d+bdSβd
b − Cβd

T
Tab. 2.3 – Détermination de la vitesse des roues pour l’unicycle en fonction de la nature
de la commande de mobilité
Notons v et ω, respectivement la première et la seconde composante de umobp dans le
cas (a). Nous avons :
x˙ = vCϑ
y˙ = vSϑ
ϑ˙ = ω
,
et il est aisé de déduire que v représente la vitesse curviligne de la plateforme, i.e. la vitesse
du point Op dont la direction est perpendiculaire à l’axe des deux roues fixes. ω est la vitesse
de rotation de la plateforme. Plus que dans le cas (b), ce choix de vecteur de commande
de mobilité permet assez aisément d’imaginer le mouvement de la plateforme pour une
commande umobp donnée. C’est donc celui que nous retenons de manière préférentielle
8.
Motorisations des roues
Nous devons tout d’abord former la matrice Sr (βd). Le tableau 2.4 donne son expression
dans les différents cas (a) et (b).
Sr (βd)
(a)


−1r − br
1
r − br
Sβd
r −
bdCβd
r
−Cβd
b
′
d
− b
′
d+bdSβd
b
′
d


(b)


1 0
0 1
1
2
(
bd
b Cβd − Sβd
)
1
2
(
bd
b Cβd + Sβd
)
r
2b
′
d
(
Cβd +
b
′
d+bdSβd
b
)
r
2b
′
d
(
b
′
d+bdSβd
b − Cβd
)


Tab. 2.4 – Sr (βd) en fonction de la nature de la commande de mobilité
δmobp étant égal à 2, le degré d’actionnement doit être au minimum égal à 2. L’examen
de Sr (βd) dans le cas (a) et (b) fournit immédiatement une solution pour laquelle δmotp =
δmobp ce qui représente le cas le plus favorable. Cette solution est la motorisation des
deux roues fixes. Pour tous les couples de motorisation possibles, le tableau 2.5 indique les
8Pour un système, dont la distance moyenne d (Op, OT ) est d’environ 1 m, la vitesse linéaire produite
par une rotation de la plateforme est en moyenne de ω m.s−1. Si ω et v sont du même ordre de grandeur
(par exemple 2 rad.s1 et 2 m.s−1), ce choix n’est pas préjudiciable en terme de conditionnement du modèle
cinématique.
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conditions à respecter sur les paramètres géométriques pour que cette motorisation assure
un rang δmobp à la matrice formée par les lignes extraites de Sr (βd).
Motorisation valide
(ϕr, ϕl) oui
(ϕr, ϕd) non car pour βd = arctan
(
−bd
b
)
, rang < 2
(ϕl, ϕd) non car pour βd = arctan
(
bd
b
)
, rang < 2
(ϕr, βd)
oui si b
′
d + bdSβd − bCβd 6= 0, ∀ βd. Dans le cas parti-
culier où bd = b, cette condition s’écrit b
′
d >
b√
2
.
(ϕl, βd)
oui si b
′
d + bdSβd + bCβd 6= 0, ∀ βd. Dans le cas parti-
culier où bd = b, cette condition s’écrit b
′
d >
b√
2
.
(ϕd, βd) oui si b
′
d < bd
Tab. 2.5 – Solutions possibles à deux actionneurs pour la motorisation d’une plateforme
unicycle
Diverses raisons poussent en général à choisir la motorisation (ϕr, ϕl) (simplicité de la
conception mécanique, aspects dynamiques).
Equations de liaison holonomes introduites par les contraintes rsg
L’étude du degré de non holonomie nécessite l’écriture de la matrice Sp (qp). Nous nous
plaçons dans le cas (a) pour lequel nous avons :
umobp =
[
v
ω
]
.
Sp (qp) est alors donnée par :
Sp (ϑ, βd) =


Cϑ 0
Sϑ 0
0 1
−1r − br
1
r − br
Sβd
r −
bdCβd
r
−Cβd
b
′
d
− b
′
d+bdSβd
b
′
d


.
La clôture involutive du système ∆¯ (ϑ, βd) est de dimension 6 ([Campion 96]). Le degré
de non holonomie (ou nombre de contraintes non holonomes agissant sur le système) de la
plateforme unicycle telle que nous l’avons représentée est donc dim
(
∆¯ (ϑ, βd)
) − δmobp =
4. Le nombre d’équations holonomes introduites par les contraintes rsg est donné par
dim (qp) − dim
(
∆¯ (ϑ, βd)
)
= np − 6 = 1. Cette équation de contrainte rsg holonome est
obtenue par la combinaison linéaire des équations de liaison (2.40) et (2.42) :
ϑ+
r
2b
(ϕr + ϕl) = cte. (2.46)
Le vecteur qp peut alors être choisi comme qp =
[
x y ϕr ϕl ϕd βd
]T
. En effet,
pour des conditions initiales connues, un respect parfait des contraintes rsg, la connaissance
de ϑ est complète dès lors que ϕr et ϕl sont connues. Cependant, nous choisissons de
conserver ϑ comme coordonnée généralisée car :
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– il est, en pratique, risqué de baser sa connaissance à chaque instant sur celle de ϕr
et ϕl. En effet, le rsg de l’ensemble des roues n’est jamais parfaitement garanti et un
moyen de mesure extéroceptif doit être prévu pour ϑ afin de s’affranchir d’erreurs
liées à un glissement éventuel des roues.
– la configuration du système est, à un instant t, une image du système, indépendam-
ment de l’historique de son évolution (constante d’intégration de l’équation de liaison
intégrée) et d’éventuelles contraintes sur ses vitesses.
Cela dit, du point de vue de la cinématique et de la dynamique, à moins d’évoluer sur
une surface particulièrement propice au glissement, il n’est pas complètement irréaliste de
baser la connaissance de ϑ˙ et de ϑ¨ sur celle des vitesses et accélérations des roues fixes
droite et gauche.
Nécessité de la représentation des roues non motorisées
Dans la mesure où une roue du système n’est pas motorisée, il peut être légitime de
se poser la question de sa modélisation. Est-elle nécessaire ? Au sens de la connaissance
complète des vitesses des corps du système, oui. Cependant, il est souvent suffisant de ne
représenter et de ne modéliser que les roues motorisées, le mouvement d’éventuelles autres
roues n’étant pas indépendant de celui de ces dernières. Ainsi dans le cas de l’unicycle, la
roue décentrée orientable est souvent « oubliée » et qp s’écrit alors :
qp =
[
x y ϑ ϕr ϕl
]T
.
La clôture involutive du système est alors de dimension 4 ([Yamamoto 93]). Le degré
de non holonomie est alors 2. Ce qui correspond bien aux deux équations de liaison non
holonome de la plateforme unicycle à deux roues. Le nombre d’équations complémentaires
holonomes reste np − 4 = 1.
Modèle cinématique pour la commande
Le degré de mobilité du système complet, qui sans roues centrées orientables est équi-
valent au degré de liberté du système nddl, vaut ici 4. Et le vecteur de commande de
mobilité est donnée par :
umob =
[
q˙b1 q˙b2 v ω
]T
.
La relation (2.38) est rappelée ici :
ξ˙ =
∂f
(
qb, ξp
)
∂qb
ub +
∂f
(
qb, ξp
)
∂ξp
R (ϑ)Σumobp.
Ce qui, pour l’exemple considéré, donne :
∂f
(
qb, ξp
)
∂qb
=

 −l1Sϑqb1 − l2Sϑqb1qb2 −l2Sϑqb1qb2l1Cϑqb1 + l2Cϑqb1qb2 l2Cϑqb1qb2
1 1

 ,
et :
∂f
(
qb, ξp
)
∂ξp
R (ϑ)Σ =

 Cϑ − (aSϑ + a′Cϑ + l1Sϑqb1 + l2Sϑqb1qb2)Sϑ aCϑ − a′Sϑ + l1Cϑqb1 + l2Cϑqb1qb2
0 1

 .
Nous pouvons alors écrire :
J¯ (qb, ϑ) =

 −l1Sϑqb1 + J¯12 −l2Sϑqb1qb2 Cϑ −
(
aSϑ + a
′Cϑ − J¯11
)
l1Cϑqb1 + J¯22 l2Cϑqb1qb2 Sϑ aCϑ − a′Sϑ + J¯21
1 1 0 1

 ,
42 Modélisation
où J¯ij représente l’élément de J¯ situé à la ième ligne et à la jème colonne.
En configuration régulière, le degré de liberté mddl de l’OT vaut m = 3 et le système est
donc redondant cinématiquement de degré δmob −mddl = 1. Pour les problèmes plans, un
seul paramètre est nécessaire pour représenter l’orientation de l’OT et sa dérivée temporelle
correspond à sa vitesse angulaire. Aucune singularité de représentation de l’orientation n’est
alors présente. Le calcul du déterminant de J¯ (qb, ϑ) J¯ (qb, ϑ)
T donne :
det
(
J¯ J¯T
)
= 2a2 + 2al1Cqb1 − 2aa′l21Cqb1Sqb1 + l21C2qb1
(
2 + a′
)
+ l21a
2S2qb1 .
Les configurations singulières sont donc fonction des différentes grandeurs géométriques
l1, a et a
′. Dans le cas particulier où a = 0, le système est en configuration singulière
si qb1 =
π
2 modπ. Dans le cas particulier où a 6= 0 et a′ = 0, le système n’a aucune
configuration singulière. Pour tous les autres cas, aucune solution analytique simple ne peut
être trouvée et seules des méthodes numériques peuvent permettre d’indiquer l’existence
et la valeur des configurations singulières pour un triplet (l1, a, a
′) donné.
2.2.3.3 Cas d’une plateforme voiture
Coordonnées généralisées
Le vecteur des coordonnées généralisées est de dimension n = nb + np = 2 + 7 = 9 :
q =
[
qb1 qb2 x y ϑ ϕr ϕl ϕc βc
]T
.
Contraintes de rsg
Nous avons deux roues fixes et une roue centrée orientable et donc 3× 2 = 6 équations
servant à exprimer le rsg des roues sur le sol. Ces équations pour les roues fixes sont
les mêmes ((2.40), (2.41), (2.42) et (2.43)) que dans le cas du manipulateur mobile avec
plateforme unicycle. Pour la roue centrée orientable de la voiture nous avons :
− Sβcϑx˙+ Cβcϑy˙ + bcCβc ϑ˙+ rϕ˙c = 0, (2.47)
Cβcϑx˙+ Sβcϑy˙ + bcSβc ϑ˙ = 0. (2.48)
Restriction de la mobilité de la plateforme
Nous recherchons ici à calculer le degré de mobilité δmobp de la plateforme. Cela passe
par l’étude du rang de C1fc (βc) qui vaut ici :
C1fc (βc) =

 0 −1 00 1 0
Cβc Sβc bcSβc

 .
Le rang de cette matrice vaut 2 et le degré de mobilité d’une plateforme de type voiture
est δmobp = 1. La matrice Υ(βc) peut être choisie comme :
Υ(βc) =
[
0 1 0
Cβc Sβc bcSβc
]
.
Le calcul de de la pseudo-inverse de Υ(βc) (pseudo-inverse Mx-pondérée avec Mx =
Imp) donne :
Υ(βc)
⋆
=
1
C2βc + b
2
cS
2
βc

 −CβcSβc CβcC2βc + b2cS2βc 0
−bcS2βc bcSβc

 ,
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et :
Imp −Υ(βc)⋆Υ(βc) =
1
C2βc + b
2
cS
2
βc

 b2cS2βc 0 −bcCβcSβc0 0 0
−bcCβcSβc 0 C2βc

 .
En multipliant la troisième colonne de Imp −Υ(βc)⋆Υ(βc) par −bc SβcCβc , il apparaît immé-
diatement que Υ(βc)
⋆ est de rang 1. Σ(βc) est donc une matrice colonne, choisie comme :
Σ(βc) = r
[
Sβc 0 −Cβcbc
]T
. (2.49)
Détermination des vitesses de rotation des roues
Les vitesses de rotation propre sont données par l’équation (2.23) ce qui, en remplaçant
Σ(βc) par (2.49), donne : 
 ϕ˙rϕ˙l
ϕ˙c

 =

 bbcCβc − Sβcb
bc
Cβc + Sβc
1

umobp.
Ce choix de Σ(βc) correspond au cas particulier où la commande de mobilité est définie
par ϕ˙c, la vitesse de rotation propre de la roue centrée orientable. Si le choix de Σ(βc) est
tel que Σ(βc) =
[
Sβc 0 −Cβcbc
]T
alors la commande de mobilité umobp correspond à la
vitesse linéaire de la roue centrée orientable dont la direction est perpendiculaire à l’axe
de la roue. Cette vitesse linéaire est, comme dans le cas de l’unicycle, notée v = rϕ˙c. Nous
retenons ce second choix par la suite. Ainsi, la relation (2.22) s’écrit :
ξ˙p =

 CϑSβcSϑSβc
−Cβcbc

 v.
La commande de dirigeabilité, nous l’avons vu, correspond à la vitesse d’orientation de
la roue centrée orientable :
udirp = β˙c.
Motorisations des roues
Nous devons tout d’abord former la matrice Sr (βc) :
Sr (βc) =


1
r
(
b
bc
Cβc − Sβc
)
0
1
r
(
b
bc
Cβc + Sβc
)
0
1
r 0
0 1

 . (2.50)
Ici le nombre minimum de moteurs nécessaires est δmotp ≥ δmobp + δdirp = 2. Le rang
de la matrice formée par les δmotp lignes extraites de Sr (βc) doit donc être 2. L’examen de
(2.50) fait apparaître la nécessité de motoriser l’orientation de la roue centrée orientable.
Les couples de motorisation envisageables sont présentées dans le tableau 2.6.
Le cas (ϕc, βc) correspond à une voiture de type traction. Les deux autres cas corres-
pondent à une voiture de type propulsion. L’angle de braquage limité des voitures, au sens
grand public du terme, est tel que arctan
(
− bbc
)
< βc < arctan
(
b
bc
)
et donc qu’aucun
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Motorisation valide
(ϕr, βc) non car pour βc = arctan
(
b
bc
)
, rang < 2
(ϕl, βc) non car pour βc = arctan
(
− bbc
)
, rang < 2
(ϕc, βc) oui
Tab. 2.6 – Solutions possibles à deux actionneurs pour la motorisation d’une plateforme
de type voiture
problème lié à une telle motorisation n’apparaît9. Dans le cas d’un système robotique, la va-
riation de βc n’est pas forcément aussi limitée et il est préférable d’utiliser une motorisation
de type traction.
Equations de liaison holonomes introduites par les contraintes rsg
L’étude du degré de non holonomie nécessite l’écriture de la matrice Sp (qp) :
Sp (ϑ, βc) =


CϑSβc 0
SϑSβc 0
−Cβcbc 0
1
r
(
b
bc
Cβc − Sβc
)
0
1
r
(
b
bc
Cβc + Sβc
)
0
1
r 0
0 1


.
Le calcul de la clôture involutive ∆¯ (ϑ, βd) du système nous indique qu’elle est de di-
mension 6. Le degré de non holonomie (ou nombre de contraintes non holonomes agis-
sant sur le système) de la plateforme voiture, telle que nous l’avons représentée, est donc
dim
(
∆¯ (ϑ, βd)
)− (δmobp + δdirp) = 4. Le nombre d’équations holonomes introduites par les
contraintes rsg est donné par dim (qp)− dim
(
∆¯ (ϑ, βd)
)
= np − 6 = 1. Cette équation de
contrainte rsg holonome est identique au cas de l’unicycle :
ϑ+
r
2b
(ϕr + ϕl) = cte. (2.51)
Et pour des raisons identiques au cas de l’unicycle, nous choisissons de conserver ϑ
comme coordonnée généralisée.
Modèle cinématique pour la commande
Le degré de mobilité du système complet δmob vaut ici 3 et son degré de liberté nddl
vaut, comme dans le cas du manipulateur mobile avec la plateforme unicyle, 4. Le vecteur
de commande de mobilité est donné par :
umob =
[
q˙b1 q˙b2 v
]T
.
La relation (2.38) est rappelée ici :
ξ˙ =
∂f
(
qb, ξp
)
∂qb
ub +
∂f
(
qb, ξp
)
∂ξp
R (ϑ)Σ (βc)umobp.
9Par ailleurs, les deux roues fixes d’une voiture propulsion sont motorisées (de manière non indépendante
via le différentiel).
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Ce qui, pour l’exemple considéré, donne :
∂f
(
qb, ξp
)
∂qb
=

 −l1Sϑqb1 − l2Sϑqb1qb2 −l2Sϑqb1qb2l1Cϑqb1 + l2Cϑqb1qb2 l2Cϑqb1qb2
1 1

 ,
et :
∂f
(
qb, ξp
)
∂ξp
R (ϑ) Σ (βc) =

 SβcCϑ +
Cβc
bc
(aSϑ + a
′Cϑ + l1Sϑqb1 + l2Sϑqb1qb2)
SβcSϑ − Cβcbc (aCϑ − a′Sϑ + l1Cϑqb1 + l2Cϑqb1qb2)
−Cβcbc

 .
Nous pouvons alors écrire :
J¯ (qb, ϑ, βc) =

 −l1Sϑqb1 + J¯12 −l2Sϑqb1qb2 SβcCϑ +
Cβc
bc
(
aSϑ + a
′Cϑ − J¯11
)
l1Cϑqb1 + J¯22 l2Cϑqb1qb2 SβcSϑ − Cβcbc
(
aCϑ − a′Sϑ + J¯21
)
1 1 −Cβcbc

 .
La cinématique du système est alors décrite par les équations suivantes :
ξ˙ = J¯ (qb, ϑ, βc)umob,
β˙c = udirp.
En configuration régulière, le degré de libertémddl de l’OT vautm = 3. Le système n’est
donc pas redondant puisque δmob −mddl = 0. Si seule la position de l’OT est considérée,
le système est alors redondant de degré 1.
Le calcul du déterminant de J¯ (qb, ϑ, βc) donne :
det
(
J¯
)
=
l1
bc
(−aCβcSqb1 + bcSβcCqb1 + a′CβcCqb1) .
Les configurations singulières sont donc fonction des différentes grandeurs géométriques
bc, a et a
′. Dans le cas particulier où a = 0, le système est en configuration singulière si βc =
arctan
(
−a′bc
)
ou si qb1 =
π
2 + kπ avec k ∈ N. Dans le cas particulier où bc = a et a′ = 0, le
système est en configuration singulière si βc = qb1+kπ avec k ∈ N. Pour tous les autres cas,
aucune solution analytique simple ne peut être trouvée et seules des méthodes numériques
peuvent permettre d’indiquer l’existence et la valeur des configurations singulières pour un
triplet (bc, a, a
′) donné.
2.3 Modèle dynamique associé aux manipulateurs mobiles à
roues
Le modèle dynamique d’un système mécanique établit la relation entre les efforts appli-
qués au système (à chaque articulation, au niveau de l’OT ...) et ses coordonnées, vitesses et
accélérations généralisées. En fonction de l’application, ce modèle peut prendre des formes
différentes. La première est dite explicite et un des formalismes explicites les plus employés
est le formalisme de Lagrange. Le modèle peut aussi prendre une forme implicite. C’est
le cas du formalisme de Newton-Euler qui, par ailleurs, prend une forme récursive. La
forme explicite permet l’étude des propriétés du modèle d’un système et peut être obtenue
de manière systématique. La seconde forme est plutôt adaptée aux calculs en temps réel
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des grandeurs décrivant l’évolution du système dans le temps. Nous nous intéressons ici
au formalisme de Lagrange qui, en plus de permettre de décrire la dynamique du sys-
tème sous la forme d’équations simples (non récursives), est très générale et permet, par
exemple, de prendre en compte d’éventuelles liaisons non holonomes. Le cas de systèmes
présentant des équations de liaisons holonomes et non holonomes, scléronomes et linéaires
en les vitesses généralisées a été traité par J. Neı˘mark et N. Fufaev dans [Neı˘mark 72].
En ce qui concerne les bras manipulateurs, des méthodes systématiques de calcul existent
et peuvent être trouvées dans la plupart des ouvrages de Robotique classique de référence
(citons par exemple [Khalil 02] ou encore [Sciavicco 00]). Des outils logiciels sont par
ailleurs dédiés à ce type de calcul : Symoro de l’IRCCYN de Nantes ([Khalil 97]) ou
encore la Robotic Toolbox pour Matlab ([Corke 96]).
Pour les plateformes à roues, G. Campion et al. donnent, dans [Campion 96], la struc-
ture du modèle dynamique (forme de Lagrange) pour l’ensemble des plateformes à roues
considérées sans toutefois entrer dans les détails de la définition des différentes matrices
mises en jeu. Un échange privilégié avec M. Renaud ([Renaud 03a]) nous a permis de
mieux comprendre le formalisme de Lagrange dans le cadre de l’obtention du modèle
dynamique pour des systèmes non holonomes de type plateformes à roues. Pour le reste,
les modèles dynamiques de plateformes à roues évoqués dans la littérature robotique sont
souvent présentés sous des formes simplifiées et pour un type unique de plateforme.
La modélisation dynamique des manipulateurs mobiles à roues reste un domaine assez
confidentiel. De manière similaire au cas des plateformes à roues, le problème est souvent
traité autour d’un exemple particulier. C’est le cas des travaux de Y. Yamamoto dans
[Yamamoto 94] qui, en utilisant le formalisme de Lagrange, établit le modèle dynamique
d’un manipulateur mobile composé d’une plateforme unicycle. Il calcule notamment les
termes de couplage dynamique entre les deux sous-systèmes et montre, en simulation,
que du point de vue de la commande, seuls les effets de couplage de la plateforme sur
le bras manipulateur influencent réellement les performances. Cette influence est moindre
dans le cas d’un mouvement coordonné. O. Khatib et al. utilisent dans [Khatib 96] la
modélisation dynamique de manipulateurs mobiles à roues employés pour un travail de
transport collaboratif. Les robots utilisées sont omnidirectionnels et la méthode d’obtention
des modèles n’est pas abordée. Y. Umeda et al abordent dans [Umeda 99] le thème de la
commande opérationnelle au contact d’un manipulateur mobile composé d’une plateforme
unicycle et d’un bras manipulateur à 4 degrés de liberté. Le modèle dynamique utilisé est
simplifié et son obtention ainsi que sa structure ne sont pas introduites. H. Tanner et K.
Kyriakopoulos ([Tanner 01]) proposent, quant à eux, la modélisation dynamique des
manipulateurs mobiles à roues à partir du formalisme de T. Kane. Ce formalisme permet
d’établir un modèle dynamique sous forme non explicite mais qui peut être transformée
sous la forme explicite propre au formalisme de Lagrange. Leur méthode s’applique à
tout type de manipulateur mobile à roues mais ne fait pas apparaître la structure explicite
du modèle dynamique. En outre, la méthode proposée ne tient pas compte d’éventuels
efforts opérationnels d’interaction.
Nous proposons pour notre part de développer le modèle dynamique d’un manipulateur
mobile à roues en utilisant le formalisme de Lagrange. Ce modèle est écrit sous une forme
directement exploitable pour la commande dynamique du système et il permet la prise en
compte d’éventuels efforts d’interaction. L’analyse de sa structure permet de faire appa-
raître explicitement les termes de couplage dynamique et donc d’en développer une version
simplifiée, sans couplage, basée sur le modèle dynamique de chacun des sous-systèmes.
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2.3.1 Formalisme de Lagrange
Comme nous l’avons dit, le formalisme de Lagrange permet une écriture très géné-
rale des problèmes de mécanique. Il est extrêmement difficile de présenter formellement le
cheminement qui permet d’aboutir aux équations de la dynamique telles que définies dans
ce formalisme sans introduire de manière détaillée un ensemble de notations, principes et
théorèmes de la mécanique générale et analytique. Le but n’étant pas ici de redémontrer
des résultats connus, les détails de l’obtention de ces équations ne sont pas présentés mais
peuvent être trouvés dans des ouvrages de références en mécanique tels que [Brossard 95].
Pour des ouvrages consacrés spécifiquement aux systèmes non holonomes [Bloch 03] et
[Neı˘mark 72] constituent des références.
2.3.1.1 Equations générales de la dynamique
Nous rappelons que les équations générales de la dynamique d’un système mécanique
sont données par :
d
dt
(
∂T (q, q˙, t)
∂q˙i
)
−
(
∂T (q, q˙, t)
∂qi
)
= Qi, (1 ≤ i ≤ n), (2.52)
ou encore :
Pi = Qi, (1 ≤ i ≤ n),
avec Pi =
d
dt
(
∂T (q,q˙,t)
∂q˙i
)
−
(
∂T (q,q˙,t)
∂qi
)
.
Ce résultat est l’expression du principe des puissances virtuelles, exprimé en terme
d’énergie cinétique T (q, q˙, t) du système.
Qi est appelé le coefficient de puissance ou la force réelle généralisée associé au para-
mètre qi. C’est une force quand qi est une distance et un couple quand qi est un angle.
Cette force ou ce couple représente la somme des efforts réels, agissant sur le système, qui,
pour un déplacement fini et purement géométrique δq⋆i dit déplacement virtuel, travaillent
virtuellement ou encore qui, pour toute vitesse virtuelle q˙⋆i , produisent une puissance vir-
tuelle10.
Parmi les efforts agissant sur un système, il faut distinguer les efforts inter-liaisons
ou encore efforts de liaison. Pour des liaisons parfaites, le travail virtuel correspondant à
ces efforts est nul. Les autres efforts agissant sur le système sont les efforts donnés. Ils
correspondent en général aux efforts extérieurs, supposés connus, exercés sur le système
(gravité, efforts moteurs au niveau des articulations, efforts extérieurs exercés sur l’OT ).
Le travail virtuel de ces efforts n’est a priori pas nul.
Pi correspond à la puissance virtuelle des quantités d’accélération (efforts liés au mou-
vement du système), agissant sur le système, et qui travaillent pour le même déplacement
virtuel δq⋆i .
2.3.1.2 Nature des Qi dans le cas de liaisons parfaites et d’un paramétrage incomplet
Dans le cas d’un paramétrage incomplet, h¯ + hc équations de liaison complémentaires
sont à prendre en compte. Ces équations peuvent s’écrire sous la forme :
D (q) q˙ = 0, (2.53)
où D (q) est la matrice de dimension
(
h¯+ hc
)× n des contraintes associées aux équations
de liaisons complémentaires.
10Pour une définition précise des notions de déplacement et vitesse virtuels, se référer à [Brossard 95].
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Dans ce cas précis, les Qi sont la somme de deux termes.
Le premier est noté Qid. Il correspond aux efforts donnés et pour une vitesse virtuelle
q˙⋆i compatible avec les équations de liaisons complémentaires (2.53), nous avons :
n∑
i=1
(Pi −Qid) q˙⋆i = 0.
Ainsi, un vecteur vitesse virtuelle q˙⋆, compatible avec les équations de liaison complé-
mentaires, est à la fois orthogonal aux h¯ + hc lignes de D (q) mais aussi, orthogonal au
vecteur P −Qd. Ce vecteur peut donc s’écrire comme une combinaison linéaire des lignes
de D (q), soit :
Pi −Qid =
h¯+hc∑
j=1
λjDji,
où les λj sont h¯ + hc scalaires. Historiquement appelés multiplicateurs de Lagrange, ils
viennent s’ajouter à la liste des inconnues.
Les équations de la dynamique s’écrivent alors :
d
dt
(
∂T (q, q˙, t)
∂q˙i
)
−
(
∂T (q, q˙, t)
∂qi
)
= Qid +
h¯+hc∑
j=1
λjDji, (1 ≤ i ≤ n). (2.54)
Le terme
∑h¯+hc
j=1 λjDji, que nous notons Qic, correspond donc à la prise en compte
des équations de liaisons complémentaires du système et les λj représentent les efforts de
liaisons (réactions de liaison), qui travailleraient en cas de non respect des équations de
liaisons complémentaires11.
Les équations de la dynamique sont donc composées de n + h¯ + hc équations et les
inconnues du problème sont le vecteur q de dimension n et le vecteur λ composé de h¯+hc
multiplicateurs de Lagrange λj .
L’équation (2.52) s’écrit donc de manière plus précise :
d
dt
(
∂T (q, q˙, t)
∂q˙i
)
−
(
∂T (q, q˙, t)
∂qi
)
= Qid +D (q)
T
λ, (1 ≤ i ≤ n). (2.55)
Remarque : Dans le cas de liaisons non parfaites (dissipatives par frottement par
exemple), un terme vient s’ajouter àQi correspondant au coefficient de puissance des efforts
de réactions et moments dissipatifs. Nous ne modélisons pas par la suite ce frottement qui
existe inévitablement dans des liaisons réelles. Cependant il est important de noter que le
formalisme de Lagrange est assez générique pour en tenir compte.
2.3.1.3 Cas des manipulateurs mobiles à roues
Les manipulateurs mobiles à roues sont des systèmes non holonomes et donc à paramé-
trage incomplet. Nous considérons que leur liaisons sont parfaites même si, comme nous
l’avons dit, des phénomènes dissipatifs comme le frottement peuvent être pris en compte
avec le formalisme de Lagrange.
Les efforts donnés pour ces systèmes sont :
– les efforts moteurs (couples ou forces) au niveau des articulations actionnées (Qdm) ;
11Si les liaisons complémentaires sont respectées, ces efforts ne travaillent pas.
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– les efforts liés aux efforts extérieurs exercés au niveau de l’OT et sur les roues centrées
orientables (couples exercés autour de leurs axes d’orientation) (Qdext) ;
– les efforts liés, le cas échéant, à la gravité (Qdg).
L’effort donné Qd s’écrit donc comme la somme des trois termes correspondant respecti-
vement aux efforts listés ci-avant :
Qd = Qdm +Qdext +Qdg .
Qdext se décompose de la manière suivante :
Qdext =
[
Qdext/OT
Qdext/c
]
,
où Qdext/OT , de dimension n− δdirp, est lié aux efforts d’interaction au niveau de l’OT et
Qdext/c , de dimension δdirp, est lié aux efforts éventuellement exercés sur les roues orien-
tables dans leurs directions d’orientation.
Efforts moteurs
Définissons Γ, le vecteur de dimension nb+δmotp des efforts actionneurs (couple ou force
en fonction du type d’actionneur). En faisant l’hypothèse qu’un actionneur est directement
relié à l’évolution d’un des paramètres décrivant la configuration (par exemple le moteur
d’une roue fixe de plateforme est directement relié à l’évolution du paramètre ϕ qui la
caractérise), les efforts moteurs donnés pour le système sont :
Qdm = MΓ,
où M est une matrice de dimension n × (nb + δmotp) telle Mij = 0 si la coordonnée qi
n’est pas directement actionnée par l’actionneur j de Γ et Mij = 1 si la coordonnée qi est
directement actionnée par l’actionneur j de Γ.
Efforts extérieurs
L’application du principe des puissances virtuelles permet de déterminer le vecteur des
forces généralisées équivalent à des efforts appliqués en tout point de la chaîne cinématique.
Cette équivalence est appelée dualité cinéto-statique (ou dualité mouvement/effort) dans
[Sciavicco 00] et dans le cas d’efforts appliqués au niveau de l’OT , nous avons :
Qdext/OT = −J (q)T fext/OT .
fext/OT est le vecteur de dimension m des efforts extérieurs exercés sur l’organe terminal.
Ces efforts sont, par opposition aux efforts moteurs Qdm , considérés comme des efforts
résistants et sont donc de signe opposé à Qdm .
Dans un souci d’unification de l’approche de modélisation dynamique des manipulateurs
mobiles à roues, il est intéressant d’envisager, en plus d’efforts extérieurs pouvant être
exercés au niveau de l’OT , le vecteur des efforts extérieurs pouvant être exercés sur les
roues centrées orientables12. Pour ces efforts la dualité mouvement/effort conduit à écrire :
Qdext/c = −fext/c.
12Du point de vue pratique d’une application robotique, les composantes de ce vecteur sont à 0 car s’il
est envisageable d’avoir à exercer des efforts au niveau de l’OT , il est difficile d’imaginer des situations
où, dans un environnement plat et structuré, il faut exercer des efforts sur l’environnement au niveau des
roues orientables. Cela peut éventuellement s’envisager si un couple résistant à la rotation de ces roues a
été identifié et qu’il est donc nécessaire d’en tenir compte dans le calcul du couple moteur nécessaire à leur
mise en rotation.
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fText/c est le vecteur de dimension δdirp des efforts extérieurs exercés sur les roues centrées
orientables.
En regroupant les deux termes, nous obtenons :
Qdext = B (q)
T
fext,
avec B (q) la matrice définie par la relation (2.34) et fext =
[
fText/OT f
T
ext/c
]T
.
Efforts liés à la gravité
Pour un manipulateur mobile à roues évoluant sur un plan horizontal, les efforts liés
à la gravité dépendent uniquement de la configuration du bras manipulateur et peuvent
s’écrire :
Qdg = −g (qb) ,
où g (qb) est de dimension n et est considéré comme un vecteur d’efforts résistants.
2.3.2 Calcul du modèle
La méthode la plus générique et la plus systématique est de calculer l’énergie cinétique
du système afin de pouvoir déterminer les n termes du membre de gauche de l’équation
2.55. Cette méthode ne tient pas compte des spécificités du système étudié mais elle est
systématique et indépendante du choix des coordonnées généralisées du système.
Pour un système mécanique à paramétrage incomplet, le résultat peut s’écrire sous la
forme suivante :
A (q) q¨+ C (q, q˙) q˙ = Qd +D (q)
T
λ. (2.56)
La matrice carrée A (q), de dimension n×n, est appelée matrice d’inertie13 du système.
En considérant la définition d’une masse, nous admettons que cette matrice est symétrique
et définie positive.
La matrice carrée C (q, q˙), de dimension n × n, est appelée la matrice coriofuge du
système (ou encore, matrice des termes d’entraînement Coriolis et centrifuge).
2.3.2.1 Elimination des multiplicateurs de Lagrange
L’équation (2.56), accompagnée de l’équation (2.53), détermine complètement la dynamique
du système. Nous avons donc un système à n+ h¯+ hc équations et n+ h¯+ hc inconnues
q et λ.
Si le but n’est pas de calculer les efforts de réactions des liaisons considérées comme
complémentaires, il est possible de simplifier cette relation en éliminant les multiplicateurs
de Lagrange.
L’élimination consiste à multiplier à gauche chaque terme de (2.56) par S (q)T . En
utilisant le résultat précédemment établi D (q)S (q) = 0, nous obtenons :
S (q)T A (q) q¨+ S (q)T C (q, q˙) q˙ = S (q)T Qd. (2.57)
Le système sous cette forme présente plus d’inconnues que d’équations mais cependant
certaines de ces inconnues sont dépendantes les unes des autres. Cette dépendance peut
13 encore appelée matrice de masse.
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s’écrire du point de vue cinématique q˙ = S (q)u (cf. équation (2.28)). En dérivant cette
relation, nous obtenons :
q¨ = S˙ (q)u+ S (q) u˙.
Nous pouvons alors écrire (2.57) en fonction du vecteur u de dimension nddl. Cela
donne :
S (q)T A (q)S (q) u˙+ S (q)T
(
C (q, q˙)S (q) +A (q) S˙ (q)
)
u = S (q)T Qd. (2.58)
En posant A¯ (q) = S (q)T A (q)S (q) et C¯ (q, q˙) = S (q)T
(
C (q, q˙)S (q) +A (q) S˙ (q)
)
,
(2.58) s’écrit :
A¯ (q) u˙+ C¯ (q, q˙)u = S (q)T Qd. (2.59)
Nous appelons cette relation le modèle dynamique réduit d’un système mécanique. Il
comporte nddl équations et autant d’inconnues. Ces inconnues sont les nddl coordonnées
généralisées du système pouvant évoluer indépendamment les unes des autres. L’évolution
dynamique des h¯ + hc coordonnées généralisées non conservées dans le système peut être
reconstruite à partir de l’évolution de ces nddl coordonnées généralisées indépendantes.
A¯ (q) est la matrice d’inertie réduite du système. De dimension nddl × nddl, elle est
symétrique et définie positive. La matrice C¯ (q, q˙) est la matrice coriofuge réduite du
système de dimension nddl × nddl.
2.3.2.2 Cas des manipulateurs mobiles à roues
Dans notre cas particulier, la relation (2.56) s’écrit :
A (q) q¨+ C (q, q˙) q˙+ g (qb) = MΓ−B (q)T fext +D (q)T λ. (2.60)
La matrice A (q) peut s’écrire sous la forme :
A (q) =
[
Ab (qb) Ap/b (q)
Ap/b (q)
T Ap (qp) +Abp (q)
]
,
avec :
– Ab (qb) la matrice d’inertie (de dimension nb × nb) du bras manipulateur seul (base
considérée fixe par rapport au repère de référence),
– Ap (qp) la matrice d’inertie (de dimension np × np) de la plateforme seule,
– Ap/b (q) une matrice de dimension nb × np dont les termes sont liés aux efforts d’ac-
célération de la plateforme agissant sur le bras manipulateur,
– Ap/b (q)
T permet de tenir compte des efforts d’accélération du bras manipulateur
agissant sur la plateforme,
– Abp (q) une matrice de dimension np×np permettant de tenir compte de la présence
du bras manipulateur sur la plateforme.
De manière similaire, la matrice C (q, q˙) peut s’écrire sous la forme :
C (q, q˙) =
[
Cb (qb, q˙b)Φcb + Cp/b (q, q˙)
Cp (qp, q˙p)Φcp + Cb/p (q, q˙)
]
,
avec :
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– Cb (qb, q˙b) la matrice coriofuge (de dimension nb × nb) du bras manipulateur seul,
– Cp (qp, q˙p) la matrice coriofuge (de dimension np × np) de la plateforme seule,
– Cp/b (q, q˙) une matrice de dimension nb × n dont les termes sont liés aux efforts
d’entraînement Coriolis et centrifuge de la plateforme agissant sur le bras manip-
ulateur,
– Cb/p (q, q˙) une matrice de dimension np × n dont les termes sont liés aux efforts
d’entraînement Coriolis et centrifuge du bras manipulateur agissant sur la plate-
forme.
Les matrices Φcb et Φcp sont :
Φcb =
[ Inb Onb×np ] et
Φcp =
[ Onp×nb Inp ] .
Après élimination des multiplicateurs de Lagrange, cela donne :
A¯ (q) u˙+ C¯ (q, q˙)u+ g¯ (qb) = S (qp)
T MΓ− S (qp)T B (q)T fext, (2.61)
où g¯ (qb) = S (qp)
T
g (qb) est le vecteur réduit des efforts donnés liés à la gravité.
En rappelant la relation (2.36), nous avons S (qp)
T B (q)T = B¯ (q)T et S (qp)
T M est
noté M¯ . Ce qui donne, le modèle dynamique réduit d’un manipulateur mobile à roues :
A¯ (q) u˙+ C¯ (q, q˙)u+ g¯ (qb) = M¯Γ− B¯ (q)T fext, (2.62)
soit, en posant M¯Γ = Γ¯ :
A¯ (q) u˙+ C¯ (q, q˙)u+ g¯ (qb) = Γ¯− B¯ (q)T fext. (2.63)
Les matrices A¯ (q) et C¯ (q, q˙) peuvent s’écrire :
A¯ (q) =
[
Ab (qb) A¯p/b (q)
A¯p/b (q)
T A¯p (qp) + A¯bp (q)
]
et
C¯ (q, q˙) =
[
Cb (qb, q˙b) Φ¯cb + C¯p/b (q, q˙)
C¯p (qp, q˙p) Φ¯cp + C¯b/p (q, q˙)
]
.
Les dimensions et la signification de chacune de sous matrices composant A¯ (q) et
C¯ (q, q˙) peuvent aisément se déduire à partir des explications données ci-avant.
2.3.2.3 Nature de Γ¯
Si le choix des paramètres de commande ne correspond pas pour certains d’entre eux à la
dérivée temporelle d’une des coordonnées généralisées de q (par exemple v et ω pour la
plateforme unicycle au lieu de ϕ˙r et ϕ˙l), deux situations se présentent :
– δmotp = δmobp + δdirp auquel cas il y a autant d’actionneurs que de degré de liberté
nddl et M¯ est une matrice carrée régulière qui établit une bijection entre l’espace des
efforts actionneurs et celui des efforts moteurs associés aux paramètres de commande;
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– δmotp > δmobp+ δdirp auquel cas il y a plus d’actionneurs que de degré de liberté nddl
et M¯ est une matrice de dimension nddl × (nb + δmotp), de rang nddl (plein en ligne).
L’application linéaire permettant de passer de l’espace des efforts moteurs associés
aux paramètres de commande à celui des efforts actionneurs a donc une infinité de
solutions. Inversement, il existe un vecteur des efforts actionneurs strictement équiv-
alent à un vecteur donné des efforts moteurs associés aux paramètres de commande
si et seulement si ce vecteur donné appartient à Im
(
M¯
)
.
Exemple : Dans le cas du manipulateur mobile composé d’une plateforme de type unicycle
et d’un bras manipulateur à deux degrés de liberté rotoïdes dans le plan (cf. figure 2.6),
les choix d’actionnement suivants sont possibles :
– roue droite et roue gauche actionnées ;
– roue droite, roue gauche et rotation propre de la roue décentrée actionnées.
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Fig. 2.6 – Manipulateur mobile avec plateforme de type unicycle
Dans le premier cas nous avons δmotp = δmobp et dans le second δmotp > δmobp. Si les
paramètres de commande retenus pour la plateforme sont v et ω, nous avons alors, dans
le premier cas : 

Γqb1
Γqb2
Γv
Γω


︸ ︷︷ ︸
Γ¯
=


1 0 0 0
0 1 0 0
0 0 −1r 1r
0 0 − br − br


︸ ︷︷ ︸
M¯


Γqb1
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Γϕr
Γϕl


︸ ︷︷ ︸
Γ
,
qui est une relation toujours inversible. Dans le second cas, nous obtenons :

Γqb1
Γqb2
Γv
Γω

 =

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0 0 −1r 1r
Sβd
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bdCβd
r

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

Γqb1
Γqb2
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
 .
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Le calcul des couples moteurs Γ correspondant à un vecteur Γ¯ =
[
Γqb1 Γqb2 Γv Γω
]T
donné peut alors être fait en utilisant une pseudo-inverse pondérée de M¯ . En effet ce type
d’inverse présente des propriétés de solutions à norme minimale et est donc intéressante
du point de vue de la minimisation de l’énergie dépensée par le système.
2.3.3 Discussion autour du modèle dynamique réduit des manipulateurs
mobiles à roues
Le modèle dynamique réduit a une forme tout à fait exploitable pour la commande en
couple d’un manipulateur mobile. Il permet de calculer les couples moteurs nécessaires à
une évolution donnée du vecteur de commande u. Cela donne :
Γ = M¯⋆Mx
(
A¯ (q) u˙+ C¯ (q, q˙)u+ g¯ (qb) + B¯ (q)
T
fext
)
,
où M¯⋆Mx est une pseudo inverse Mx−pondérée de la matrice M¯ .
L’exploitation d’un tel modèle pour la commande nécessite cependant deux pré-requis:
– Un moyen de mesure des efforts extérieurs appliqués au système. En ce qui concerne
la mesure des efforts fext/OT , l’utilisation d’un capteur d’effort multi-axial doit être
envisagé et ce afin de pouvoir mesurer les efforts dans les m directions opérationnelles
d’intérêt.
– Une connaissance des paramètres du modèle dynamique. L’obtention des paramètres
géométriques ne pose pas vraiment de problème, celles des paramètres dynamiques
est plus problématique : soit un modèle CAO14 complet a été développé au moment
de la conception du robot et les paramètres dynamiques sont généralement fournis
par le logiciel de conception : ils sont alors considérés comme connus ; soit ils ne sont
pas connus et il est nécessaire de mettre en œuvre un processus d’identification assez
fastidieux.
La connaissance de la structure du modèle et une connaissance partielle (ordre de grandeur)
des différents paramètres dynamiques peut toutefois être suffisante à une exploitation du
modèle pour la commande. Notons ici que le rapport entre l’ordre de grandeur du moment
d’inertie de la plateforme autour d’un axe vertical et le moment d’inertie de la dernière
articulation du bras manipulateur atteint la valeur de 3000 pour une plateforme unicycle
d’environ 350 Kg et un bras manipulateur à 6 liaisons rotoïdes pesant quant à lui 35 Kg.
Ainsi, des approximations peuvent être faites tout en conservant un modèle fidèle à
la réalité physique du système. Une de ces approximations peut être de considérer que
les effets dynamiques des roues de la plateforme sont faibles au regard de ceux liés à la
plateforme. Le choix peut, par exemple, être fait de ne pas modéliser les roues qui ne sont
pas actionnées.
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Ce chapitre introduit une structure de commande pour la réalisation de missions com-
plexes assignées à des manipulateurs mobiles à roues. Cette structure de commande doit
répondre à trois exigences :
– calculer en temps-réel, pour une trajectoire opérationnelle donnée, les consignes ar-
ticulaires destinées aux boucles de régulation de chacun des actionneurs ;
– gérer l’enchaînement dynamique de tâches opérationnelles de natures différentes ainsi
que le basculement des lois de commande associées à chacune de ces tâches ;
– assurer le respect des contraintes secondaires agissant sur le système.
Dans une première partie nous formalisons l’ensemble des contraintes opérationnelles et
secondaires liées aux trajectoires opérationnelles de consigne, au système dans son envi-
ronnement et à la méthode utilisée pour générer les consignes articulaires. Nous présen-
tons ensuite les méthodes de génération de consignes articulaires ainsi que les techniques
d’utilisation de la redondance du système. Nous terminons en proposant une structure de
commande pour la génération de consignes articulaires qui assure le respect des exigences
énoncées.
3.1 Formalisation des contraintes sur le système
3.1.1 Contraintes liées aux trajectoires opérationnelles de consigne
Les trajectoires opérationnelles sont de deux natures différentes : trajectoire opération-
nelle de mouvement et trajectoire opérationnelle d’effort. Une trajectoire opérationnelle de
mouvement, notée ξ∗ est définie par :
ξ∗ : [t0, tf ] → M
t → ξ(t)∗ .
Lorsqu’un découplage explicite est nécessaire entre le chemin géométrique de consigne et
l’évolution temporelle de l’OT , ξ∗ peut aussi être définie comme :
ξ∗ : [s0, sf ] → M
s → ξ(s)∗
et s : [t0, tf ] → R
t → s(t) .
L’intérêt d’un tel découplage tient au fait qu’en cas d’une trajectoire planifiée, la pla-
nification peut s’effectuer en deux étapes distinctes : planification du chemin géométrique
puis planification de l’évolution temporelle du parcours de ce chemin.
De manière similaire, une trajectoire opérationnelle d’effort est définie par :
f∗OT : [t0, tf ] → M
t → f∗OT (t)
,
où f∗OT est l’effort opérationnel exercé par l’OT sur l’environnement lors d’une interaction.
Les contraintes liées aux trajectoires opérationnelles de consigne s’écrivent donc sim-
plement :
ξ(t) = ξ(t)∗, (3.1)
et :
fOT (t) = f
∗
OT (t). (3.2)
A ces deux contraintes viennent s’ajouter la suivante, liée aux roues orientables de la
plateforme :
βc(t) = βc(t)
∗, (3.3)
où β∗c est la consigne de dirigeabilité.
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3.1.2 Contraintes liées au système dans son environnement
3.1.2.1 Contraintes intrinsèques au système
Indépendamment de tout contexte (mission, environnement), il existe un ensemble de
contraintes propres au système. Il s’agit du fonctionnement en mode nominal des action-
neurs, de l’évitement des butées articulaires du bras manipulateur et des éventuelles roues
orientables (quand leur orientation est limitée).
Par souci de simplicité, nous ne traitons pas le cas de l’évitement des auto-collisions
qui nécessite, si il doit être intégré dans un cadre expérimental, l’utilisation d’un logiciel
de détection de collision basé sur le calcul de distance de volumes englobants les différents
corps du système. Si les butées articulaires du bras manipulateur sont correctement posi-
tionnées, l’occurrence de telles collisions est d’ailleurs rare. Quoi qu’il en soit, les techniques
présentées par la suite pour la satisfaction d’objectifs secondaires sont applicables à ce type
de contrainte, c’est ce qu’illustre B. Bayle dans [Bayle 01b].
En ce qui concerne les butées articulaires, la contrainte associée s’écrit sous la forme
d’une inégalité :
qbmin ≤ qb ≤ qbmax , (3.4)
et :
|βc| ≤ βcmax . (3.5)
qbmin , qbmax et βcmax sont les vecteurs des valeurs extrêmes que peuvent prendre les
paramètres qb et βc.
Pour les actionneurs, le fonctionnement nominal est défini par rapport au type de com-
mande employé. Nous faisons l’hypothèse d’actionneurs pouvant être commandés en vitesse
et/ou en couple (pas de manière simultanée bien entendu). C’est le cas notamment des mo-
teurs électriques à courant continu, largement répandus en Robotique et qui peuvent être
asservis en vitesse ou en couple. Dans le cas d’une commande en vitesse de l’actionneur,
le fonctionnement nominal est défini par une vitesse et une accélération maximales de
consigne. Ceci peut s’écrire :
|u| ≤ umax, (3.6)
et :
|u˙| ≤ u˙max. (3.7)
L’hypothèse de contraintes symétriques sur la vitesse et l’accélération maximales d’un
moteur est très plausible et elle simplifie par ailleurs la prise en compte de ces contraintes.
Si les actionneurs sont commandés en couple, nous avons :
∣∣Γ¯∣∣ ≤ Γ¯max. (3.8)
De manière générale, les contraintes (3.6) et (3.8) peuvent s’écrire sous la forme géné-
rique :
|c| ≤ cmax. (3.9)
c représente le vecteur de commande articulaire et dans le cas d’actionneur commandé
en vitesse nous avons : c = u, tandis que dans le cas d’actionneurs commandés en couple :
c = Γ¯.
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3.1.2.2 Contrainte liée à l’évitement d’obstacles
Avant de poursuivre, indiquons ici que nous faisons l’hypothèse de la présence des
capteurs nécessaires au calcul de la distance aux obstacles (télémètre laser ou ceinture de
capteurs à ultrasons).
Nous n’avons pour le moment évoqué que le cas de l’évitement d’obstacles bas, obstacles
que nous avons définis comme des obstacles statiques, seulement gênants pour la plateforme
et qui dans le cas d’une trajectoire opérationnelle planifiée ne sont pas pris en compte au
moment de la planification. Dans le cas d’une trajectoire opérationnelle d’effort, il est
aussi nécessaire de considérer les surfaces de contact comme des obstacles à éviter à la
fois par le bras manipulateur et par la plateforme. Pour les raisons, énoncées en 3.1.2.1,
de complexité algorithmique liées à la détection des collisions du bras manipulateur, nous
choisissons de ne pas traiter ce cas. A ces raisons, vient s’ajouter celle-ci : si seule la direction
normale à la surface de contact est contrôlée en terme d’effort opérationnel, l’ensemble des
autres directions opérationnelles et notamment l’orientation de l’OT peut être contrôlée
en mouvement. Ainsi, en maintenant une orientation fixe (en l’occurrence celle indiquée
sur la figure 3.1) par rapport à la normale à la surface de contact et en supposant que
la plateforme évite la surface de contact de manière à s’en éloigner, il est raisonnable de
faire l’hypothèse qu’aucune collision entre le bras manipulateur et la surface de contact ne
surviendra (tant que cette surface est convexe).
Fig. 3.1 – Orientation de l’OT idéale pour l’évitement de la surface de contact par le bras
manipulateur
Pour la plateforme, il n’y a pas de différence entre un obstacle bas et un obstacle lié au
contact de l’OT avec l’environnement. La contrainte associée s’écrit :
d (Op, obstacle) > dmin, (3.10)
où d (Op, obstacle) est la distance du centre de la plateforme (point Op) à l’obstacle le plus
proche. dmin est la distance sous laquelle, il y a collision entre la plateforme et l’obstacle.
3.1.2.3 Contrainte liée à l’enchaînement d’une tâche opérationnelle en espace libre
et d’une tâche opérationnelle au contact
L’enchaînement d’une tâche opérationnelle en espace libre (trajectoire opérationnelle de
mouvement) et d’une tâche opérationnelle au contact (trajectoire opérationnelle d’effort,
éventuellement composite) pose de réels problèmes. Nous avons annoncé dès le chapitre 1
(1.3) que nous adoptions une stratégie qui consiste à utiliser pour chaque tâche opération-
nelle la loi de commande la mieux adaptée. Cela induit qu’au basculement entre deux tâches
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Nous avons donc :
P˙ (q) =∇TP (q)S (qp)
(
Inddl − B¯ (q)♯ B¯ (q)
)
u0.
Afin d’assurer la minimisation locale de P (q), il est nécessaire de choisir u0 tel que
P˙ (q) ≤ 0. Le choix :
u0 = −K
(
∇
TP (q)S (qp)
(
Inddl − B¯ (q)♯ B¯ (q)
))T
,
où K est une matrice de dimension nddl × nddl définie positive, est tel que :
P˙ (q) = −K
(
∇
TP (q)S (qp)
(
Inddl − B¯ (q)♯ B¯ (q)
)(
Inddl − B¯ (q)♯ B¯ (q)
)T
S (qp)
T
∇P (q)
)
.
Dans ce cas, P˙ (q) ≤ 0 est vérifié.
Dans le cas où B¯ (q)♯ est choisie comme étant la pseudo-inverse B¯ (q)+ de B¯ (q), le
projecteur
(Inddl − B¯ (q)+ B¯ (q)) du noyau de B (q) qui, par définition est idempotent (cf.
(B.8)), est aussi symétrique (cf. (B.16)) et donc semi-défini positif. P˙ (q) devient :
P˙ (q) = −K
(
∇
TP (q)S (qp)
(Inddl − B¯ (q)+ B¯ (q)) (Inddl − B¯ (q)+ B¯ (q))T S (qp)T ∇P (q)) ,
soit, après simplification :
P˙ (q) = −K
(
∇
TP (q)S (qp)
(Inddl − B¯ (q)+ B¯ (q))S (qp)T ∇P (q)) .
La décroissance de la fonction potentiel P (q) est alors aussi assurée en choisissant :
u0 = −K
(
∇
TP (q)S (qp)
)T
.
Il est à noter ici que si la contrainte additionnelle représentée par la fonction potentiel
P (q) est incompatible avec la tâche principale (i.e. le mouvement ou l’effort opérationnel à
réaliser), la projection de u0 dans le noyau de B¯ (q) produit un terme, lié à la redondance,
nul. Ainsi, la fonction potentiel décroît tant que la projection du terme additionnel dans
le noyau de B¯ (q) n’est pas nulle.
Point de vue des efforts
Le choix de l’inverse généralisée B¯ (q)[1,2] parmi les pseudo-inverses Mx−pondérées
permet d’assurer à chaque instant la minimisation de la norme Mx−pondérée de
(
Γ¯− Γ¯0
)
.
Cela revient à faire tendre à chaque instant Γ¯ vers Γ¯0.
Généralisation
Les relations (3.18) et (3.25) peuvent s’écrire sous la forme générale :
c = cp︸︷︷︸
tâche principale
+ (Inddl − E (q)⋆E (q)) c0︸ ︷︷ ︸
cred : redondance
,
où, dans le cas cinématique, c = u, cp = B¯(q)
⋆z˙, E (q) = B¯(q) et c0 = u0. Dans le cas
statique, nous avons c = Γ¯, cp = Γ→ext, E (q) = B¯(q)T⋆ et c0 = Γ¯0.
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opérationnelles ne faisant pas appel à la même loi de commande, doit correspondre un bas-
culement de loi de commande. Dans le cas de l’enchaînement « espace libre/contact », le
signal utilisé comme indicateur de basculement est le signal d’effort, en effet, étant donné
les incertitudes sur la connaissance de l’environnement, il est risqué de baser le bascule-
ment sur une information temporelle ou spatiale. Ainsi, au delà d’un certain seuil fs d’effort
mesuré par le capteur d’effort placé derrière l’OT , les tâches opérationnelles s’enchaînent
(la nature des consignes opérationnelles est modifiée en conséquence) et le basculement
de loi de commande se produit. Pendant le temps qui s’écoule entre l’instant du contact
et la détection du franchissement du seuil d’effort (plusieurs périodes d’échantillonage du
contrôleur), le système est au contact mais la loi de commande et les consignes opéra-
tionnelles utilisées sont celles correspondant à la tâche opérationnelle en espace libre. Le
système est donc en boucle ouverte du point de vue du contrôle de l’effort opérationnel. Les
consignes opérationnelles de mouvement, liées à la tâche précédente, tendent à rapprocher
l’OT de la surface de contact à une vitesse qui peut être importante si l’incertitude liée
à la situation de la surface de contact est grande. L’effort d’interaction, au moment de la
détection et du basculement, peut alors être très supérieur à la consigne et engendrer des
problèmes important de stabilité des lois de commande.
L’étude de la stabilité d’une telle transition au contact, pour un bras manipulateur, a
été entreprise par J. Mills ([Mills 90, Mills 93]). Il s’attache à démontrer la stabilité
de chacune des lois de commande (espace libre et contact) pour les tâches opérationnelles
qui ne leur sont pas dédiées, prenant ainsi en compte les effets du retard à la détection.
De telles approches discontinues sont aussi mises en œuvre pour des bras manipulateurs :
en simulation par G. Marth et al. ([Marth 93]) et sur un bras manipulateur réel (non
redondant), utilisé pour des tâches d’usinage, par B. Yu et P. Pagilla ([Yu 01]). Aucun
travail significatif sur l’étude de stabilité de cette approche discontinue n’a été recensé pour
des manipulateurs mobiles. L’inconvénient majeur de ces approches est qu’elles nécessitent
une bonne connaissance de la nature de l’interaction mise en jeu. Les paramètres de cette
interaction sont difficiles à identifier car cela nécessite la connaissance du modèle de la
surface de contact ainsi qu’un modèle de rigidité du manipulateur mobile. Il est en pratique
impossible d’envisager connaître parfaitement la nature des surfaces avec lesquelles le robot
est susceptible d’entrer en contact. Par ailleurs, une approche basée sur la seule étude de
stabilité est passive puisqu’elle ne cherche pas à modifier les conditions dans lesquelles va
avoir lieu le contact.
L’approche que nous avons choisie pour traiter les problèmes de transition au contact
pose le problème en ces termes : « Quelles sont les conditions à respecter afin de ne pas
endommager le robot et/ou la surface de contact au moment du contact ? » Il faut s’as-
surer que le transitoire lié au retard de détection n’engendre pas d’efforts d’interaction
trop importants, dommageables au système. Les travaux de I. Walker ([Walker 90,
Walker 94]) vont dans ce sens. Ils sont basés sur la théorie de la collision des corps
rigides. I. Walker propose un modèle de contact impulsionnel qui permet le calcul d’une
grandeur dont la valeur est fortement liée à l’intensité du pic d’effort qui survient pendant
le transitoire du basculement.
Nous présentons la démarche qui permet l’obtention d’un tel modèle.
Considérons deux solides indéformables dans l’espace à trois dimensions. Leurs vitesses
linéaires avant impact sont respectivement notées v1 et v2, deux vecteurs de dimension
trois dont les composantes sont les valeurs de la projection de la vitesse dans un repère
cartésien. Les accroissements de ces vitesses, après impact des deux solides, sont quant à
eux respectivement notés ∆v1 et ∆v2. En faisant l’hypothèse d’une interaction en un point
de contact unique et d’une normale n commune aux deux solides en ce point de contact
(contact plan/plan), la modification des vitesses des solides en jeu dans l’interaction peut
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être décrite par la loi suivante :
[(v1 +∆v1)− (v2 +∆v2)]T n = −e (v1 − v2)T n,
avec e un scalaire appelé coefficient de restitution du contact et tel que : 0 ≤ e ≤ 1. Le cas
extrême où e = 0 correspond à une collision purement plastique, c’est à dire une collision
où toute l’énergie est absorbée par la déformation non réversible (plastique donc) des deux
solides ou de l’un des deux (la vitesse des deux solides qui sont entrés en collision est alors
identique après la collision). Pour e = 1, nous avons une collision purement élastique et
toute l’énergie de la collision est restituée aux deux solides qui s’éloignent alors. Si seul
le premier des deux solides est en mouvement, le second étant maintenu fixe, la relation
précédente s’écrit :
(v1 +∆v1)
T
n = −evT1 n. (3.11)
Le vecteur des efforts (force et couple) impulsionnels est noté fˆ et est défini comme :
fˆ = lim
∆t→0
∫ ti+∆t
ti
f(s)ds,
où ti est l’instant initial de l’impact, ∆t la durée considérée infinitésimale de l’instant
d’impact et f l’effort d’interaction entre les deux corps au point de contact.
En supposant que le corps en mouvement représente un manipulateur mobile à roues,
que le corps fixe représente l’environnement avec lequel le robot doit interagir et que le
point de contact se situe au niveau de l’OT , il est important de constater que f et −fext/OT ,
l’effort d’interaction entre le robot et son environnement au niveau de l’OT , sont égaux.
Nous rappelons ici que le modèle dynamique d’un manipulateur mobile à roues est
donné par la relation (2.63) :
A¯ (q) u˙+ C¯ (q, q˙)u+ g¯ (qb) = Γ¯− B¯ (q)T fext.
En extrayant de ce modèle la partie ne concernant que les commandes de mobilité,
i. e. en faisant abstraction de l’effet de la dynamique des roues centrées orientables sur la
dynamique de l’OT et en ne conservant que les commandes de mobilité, nous obtenons le
modèle restreint suivant :
A¯mob (q) u˙mob + C¯mob (q, q˙)umob + g¯mob (qb) = Γ¯mob − J¯ (q)T fext/OT . (3.12)
L’intégration de la relation (3.12) entre les instants ti et ti +∆t donne :∫ ti+∆t
ti
(
A¯mob (q) u˙mob + C¯mob (q, q˙)umob + g¯mob (qb)
)
ds =
∫ ti+∆t
ti
(
Γ¯mob − J¯ (q)T fext/OT
)
ds.
(3.13)
La vitesse du système étant considérée finie à l’instant de l’impact et le temps d’impact
∆t infinitésimal, l’hypothèse est faite que le système conserve sa configuration. La relation
(3.13) peut être simplifiée :
A¯mob (q)
∫ ti+∆t
ti
u˙mobds = −J¯ (q)T
∫ ti+∆t
ti
fext/OTds,
ce qui, après intégration, donne :
A¯mob (q) [umob (ti +∆t)− umob (ti)] = J¯ (q)T fˆ .
Notons ∆umob = umob (ti +∆ti) − umob (ti) et rappelons que le modèle cinématique
réduit direct donne ∆ξ˙ = J¯ (q)∆umob, nous pouvons alors écrire :
∆ξ˙ = J¯ (q) A¯mob (q)
−1 J¯ (q)T fˆ .
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Comme nous le voyons dans la suite de ce chapitre, J¯ (q) A¯mob (q)
−1 J¯ (q)T représente
l’inverse de la matrice d’inertie du système « vue » au niveau de l’OT (pseudo-matrice
d’inertie). En restreignant l’étude aux composantes linéaires v des vitesses contenues dans
ξ˙, nous avons alors :
∆v = R (q) Fˆ,
où R (q) représente la restriction de J¯ (q) A¯mob (q)
−1 J¯ (q)T aux termes liés à la vitesse
opérationnelle linéaire et où Fˆ est la restriction de fˆ aux seules forces d’interaction.
L’effort d’interaction est considéré comme étant porté par la normale n au contact et
donc Fˆ peut s’écrire :
Fˆ = Fˆn.
Fˆ est défini comme le module du vecteur de force impulsionnelle Fˆ. La relation (3.11)
donne :
∆vTn = − (1 + e)vTn.
Nous en déduisons alors :
Fˆ =
(1 + e)vTn
nTR (q)n
.
C’est ce module du vecteur de force impulsionnelle que nous devons chercher à minimiser
afin de limiter au maximum les efforts mis en jeu lors de la transition au contact. Pour ce
faire, plusieurs pistes sont envisageables.
Limiter la vitesse opérationnelle au moment de l’impact.
Dans l’hypothèse d’un impact planifié et donc d’une vitesse opérationnelle planifiée, il
semble parfaitement logique de planifier une vitesse faible pour l’organe terminal. Cela peut
cependant ne pas suffire, les incertitudes sur la connaissance de l’environnement (situation,
normale au contact) et sur la connaissance de la situation précise de l’OT n’étant pas
négligeables, il n’est pas possible d’assurer que le contact se fera à vitesse quasi-nulle,
même si celle ci reste faible.
Minimiser le coefficient de restitution e
Ce coefficient synthétise de manière très peu précise, d’un point de vue local, la dy-
namique de l’interaction robot/environnement au point de contact. N’ayant aucun moyen
d’agir a priori sur le matériau composant l’environnement, réduire e revient à imposer,
via la loi de commande, un comportement compliant au robot. Cela est aisé quand la
commande en couple est possible et qu’une grande précision du mouvement opérationnel
désiré avant le contact n’est pas requise. Cependant, pour un robot commandé en vitesse,
cela n’est pas possible. Reste alors la solution de l’utilisation d’une structure mécanique
déformable et passive, placée en bout de chaîne cinématique (OT ), qui permet d’absorber
les efforts d’interaction liés aux erreurs de positionnement du robot. Ces mécanismes, ap-
pelés Remote Center Compliance Devices, sont propres à la tâche à réaliser puisqu’ils sont
dimensionnés à partir de la raideur du contact « robot + environnement ». Cette solution
est très spécifique au problème à traiter et, là aussi, elle est passive puisqu’elle ne cherche
pas à modifier les conditions dans lesquelles va avoir lieu le contact.
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Maximiser nTR (q)n
Ce terme dépend de la configuration du système, il est donc a priori possible de le
maximiser et donc de minimiser Fˆ . Cela constitue une modification active des conditions
du contact qui tend à faire évoluer la configuration du système, en utilisant les mouvements
internes liés à la redondance, de manière à modifier ses propriétés inertielles. La contrainte
secondaire liée à la transition au contact s’écrit donc :
max
(
nTR (q)n
)
. (3.14)
3.1.3 Contraintes liées aux méthodes de commande
Nous n’avons pas encore abordé les méthodes de commande utilisées pour générer, à
partir d’une consigne opérationnelle donnée, les consignes articulaires adéquates. Quoi qu’il
en soit, nous pouvons d’ores et déjà indiquer que ces méthodes nécessitent souvent l’inver-
sion explicite de J¯ (q) (ou de B¯ (q)) et sont donc confrontées à des problèmes numériques
au voisinage des configurations singulières du système. Rappelons ici qu’une configuration
singulière qs est une configuration du système pour laquelle le rang de J¯ (q) est diminué
par rapport à sa valeur maximale. Au delà du problème numérique posé, une configura-
tion singulière est symptomatique d’un blocage pour le système : instantanément il est
très difficile, voire impossible, de se déplacer dans une ou plusieurs directions de l’espace
opérationnel.
Le problème de la gestion des singularités a été extensivement étudié pour les bras
manipulateurs (par exemple dans [Maciejewski 88]) et nous ne revenons pas ici sur les
diverses approches proposées pour le gérer mais présentons plutôt l’approche qui a retenu
notre attention : l’évitement de telles configurations et de leurs voisinages ou plus généra-
lement, l’évitement des configurations du système pour lesquelles le problème d’inversion
est mal conditionné et risque de générer des vitesses de consigne articulaires anormalement
grandes et inaccessibles par les actionneurs.
Il faut donc s’intéresser à la notion de conditionnement d’une matrice. Pour cela rappe-
lons que les configurations singulières du système sont celles qui annulent le déterminant
de J¯ (q) J¯ (q)T . Pour une matrice de dimension m × δmob et de rang maximal en lignes
telle que la matrice J¯ (q), le déterminant de J¯ (q) J¯ (q)T s’annule si et seulement si une ou
plusieurs des m valeurs propres λi de J¯ (q) J¯ (q)
T sont nulles1. Les m racines positives des
m valeurs propres de J¯ (q) J¯ (q)T sont appelées les valeurs singulières σi de J¯ (q). En les
classant par ordre croissant σ1 ≥ σ2 ≥ · · · ≥ σm ≥ 0, le nombre de conditionnement de la
matrice J¯ (q), noté c
(
J¯ (q)
)
, est défini comme suit :
c
(
J¯ (q)
)
=
σ1
σm
.
En configuration singulière, σm = 0 et le problème est alors très mal conditionné. De
manière plus générale, disons que plus c
(
J¯ (q)
)
est grand, moins le problème est correcte-
ment conditionné. Il est donc nécessaire de connaître les configurations autour desquelles
se posent ces problèmes de conditionnement. Pour des systèmes à plusieurs liaisons, cela
n’est pas une tâche forcément aisée et une manière de résoudre ce problème pour les
bras manipulateurs a été proposée par T. Yoshikawa ([Yoshikawa 90], chapitre 4) et
étendue notamment par B. Bayle et al. au cas des manipulateurs mobiles à roues dans
[Bayle 01b]. Elle consiste à construire une grandeur appelée manipulabilité du système et
dont la valeur est une image quantitative de l’éloignement aux singularités ou encore de la
capacité du système à produire des vitesses dans toutes les directions opérationnelles.
1Les λi sont les solutions de l’équation det
“
J¯ (q) J¯ (q)T − λIm
”
= 0.
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L’idée originale deT. Yoshikawa, transposée au cas des manipulateurs mobiles à roues,
est de caractériser l’ensemble des vitesses opérationnelles accessibles ξ˙ qui sont telles que :
‖u˜mob‖ ≤ 1, (3.15)
où u˜mob = Wumob avec W une matrice carrée de dimension δmob × δmob, symétrique et
définie positive permettant de tenir compte de l’influence relative des différentes paramètres
de commandes de umob sur les vitesses opérationnelles. La part de la solution au problème
de cinématique inverse correspondant au mouvement opérationnel, dans le cas compatible
(c’est à dire le cas où il existe au moins une solution exacte), s’écrit :
umob = J¯ (q)
♯
ξ˙.
Soit encore :
u˜mob = WJ¯ (q)
♯
ξ˙.
Nous avons donc :
‖u˜mob‖2 = u˜Tmobu˜mob = ξ˙
T
(
J¯ (q)♯
)T
WWJ¯ (q)♯ ξ˙ ≤ 1,
soit, W étant symétrique :
ξ˙
T
(
WJ¯ (q)♯
)T
WJ¯ (q)♯ ξ˙ ≤ 1
Nous montrons en B.4.2 qu’une inverse généralisée de J¯ (q)W−1 est WJ¯ (q)♯, ce qui
nous permet d’écrire, en utilisant le raccourci d’écriture ˜¯J (q) = J¯ (q)W−1 :
ξ˙
T ˜¯J (q)♯T ˜¯J (q)♯ ξ˙ ≤ 1.
En choisissant l’inverse généralisée de ˜¯J (q) parmi les pseudo-inverses Mx−pondérées,
nous obtenons :
ξ˙
T ˜¯J (q)⋆TMx
˜¯J (q)⋆Mx ξ˙ ≤ 1.
Or, toute matrice ˜¯J (q) de dimension de m × δmob peut s’écrire sous la forme ˜¯J (q) =
U˜ (q) D˜ (q) V˜ (q)T où U˜ (q) et V˜ (q) sont deux matrices orthogonales et D˜ (q) une matrice
diagonale de dimensionm×δmob et dont la diagonale est composée des valeurs singulières σ˜i
de ˜¯J (q) classées dans l’ordre décroissant. Cette décomposition est appelée décomposition
en valeurs singulières de la matrice ˜¯J (q) (rappel en B.4.1.1). La méthode de calcul de
˜¯J (q)⋆Mx en utilisant la décomposition en valeurs singulières de
˜¯J (q) est proposée par A.
Ben-Israel et al. dans [Ben Israel 03]. Elle donne :
˜¯J (q)⋆Mx = V˜
′ (q) D˜ (q)+ U˜ ′ (q)T ,
avec les matrices V˜ ′ (q) et U˜ ′ (q) données en annexe B.4.1.2.
Ceci nous permet d’écrire la relation (3.15) sous la forme :
ξ˙
T
U˜ ′ (q) D˜ (q)+T V˜ ′ (q)T V˜ ′ (q) D˜ (q)+ U˜ ′ (q)T ξ˙ ≤ 1.
Soit, V˜ ′ (q) étant My−orthogonale et My ayant été implicitement choisie comme l’identité
(système compatible car J¯ (q) de rang plein) :(
ξ˙
T
U˜ ′ (q)
)
D˜ (q)+T D˜ (q)+
(
U˜ ′ (q)T ξ˙
)
≤ 1.
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En notant
˜˙
ξ = U˜ ′ (q)T ξ˙, cela devient
˜˙
ξT D˜ (q)+T D˜ (q)+
˜˙
ξ ≤ 1.
En observant que D˜ (q)+ a la structure suivante :
D˜ (q)+ =
[ Im
O(δmob−m)×m
] [
1
σ˜1
1
σ˜2
. . . 1σ˜m
]T
,
où 1σ˜i est remplacé par 0 quand σ˜i = 0, nous aboutissons finalement à la relation :
m∑
i=1, σ˜i 6=0
(
˜˙
ξi
σ˜i
)2
≤ 1. (3.16)
Ceci représente l’équation d’une ellipsoïde dans l’espace opérationnel. Ces axes princi-
paux sont les colonnes de U˜ ′ (q) et les rayons associés sont les σ˜i. Son volume est propor-
tionnel au produit σ˜1σ˜2 . . . σ˜m.
A partir de là, plusieurs grandeurs sont définies qui représentent toutes une mesure de
manipulabilité. Celle que nous retenons, notée ωb, est le produit des valeurs singulières de
˜¯J (q). Il est aussi possible de montrer que ωb =
√
det
(
˜¯J (q) ˜¯J (q)T
)
. Cette mesure est
comme nous l’avons dit proportionnelle au volume de l’éllipsoïde et la maximiser revient,
en terme de configuration du système, à s’éloigner des configurations singulières et donc à
éviter les problèmes de conditionnement lors de l’inversion cinématique. Ainsi la contrainte
secondaire liée aux méthodes de commande s’écrit :
max (ωb) . (3.17)
Choix de la pondérationW Plusieurs pondérations sont possibles. La plus simple consiste
à choisir l’identité et cela revient à considérer que chacune des commandes dans umob peut
influencer la vitesse opérationnelle indépendamment d’éventuelles restrictions sur les vi-
tesses ou sur les accélérations des actionneurs. Afin de tenir compte de telles restrictions,W
peut être choisie comme une matrice diagonale dont les éléments diagonaux sont l’inverse
des vitesses maximales possibles pour les commandes correspondantes. Cela revient à nor-
maliser umob par rapport aux vitesses maximales de chacune de ses composantes. Pour aller
plus loin, cette pondération peut être choisie comme étant l’inverse de la matrice d’inertie
du système (roues orientables mises à part). Ceci permet de tenir compte de la répercussion
de la dynamique du système sur les capacités motrices des actionneurs. T. Yoshikawa
nomme la mesure de manipulabilité associée à cette pondération manipulabilité dynamique
([Yoshikawa 90]).
Autres considérations autour de la manipulabilité La notion de manipulabilité peut
être étendue, de manière duale, à l’étude de la capacité du système à exercer des efforts
opérationnels. La direction préférentielle pour le mouvement opérationnel est associée au
plus grand axe de l’ellipsoïde de manipulabilité. Du point de vue des efforts, cette direction
correspond à celle dans laquelle il est difficile d’exercer des efforts et, inversement, la
direction opérationnelle préférentielle du point de vue des efforts correspond à celle dans
laquelle il est difficile de générer des mouvements opérationnels ([Walker 94], [Kim 00]).
Utiliser une mesure de manipulabilité peut aussi être une solution pour limiter le pic d’effort
au moment de la transition au contact.
Notons aussi les approches où la mesure de manipulabilité est calculée en tenant compte
de la vitesse opérationnelle désirée à chaque instant ([Z˘lajpah 96]). Des tests effectués dans
le cadre du travail de DEA de M. Prigent ([Prigent 04]) montrent que cette approche :
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– nécessite une connaissance a priori de la trajectoire de l’OT ;
– tend à favoriser les mouvements opérationnels dans les directions où le grand axe de
l’ellipsoïde de manipulabilité est de taille maximale autrement dit, à placer le système
dans des configurations pour lesquelles la jacobienne du système est mal conditionnée,
générant ainsi des problèmes de commande.
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Ces méthodes ont pour but la génération de consignes en temps-réel pour les action-
neurs du système. Indépendamment de la nature de ces consignes (couple ou vitesse), nous
pouvons classer les techniques de commande opérationnelle en deux grandes familles. No-
tons cependant que la frontière entre ces deux familles est finalement assez ténue et qu’elles
partagent un grand nombre d’outils.
Historiquement, l’utilisateur définit la tâche à réaliser et le "roboticien" établit puis
met en œuvre les modèles qui relient l’évolution des paramètres choisis pour définir la
tâche opérationnelle à celle des paramètres décrivant les liaisons et qui sont reliés aux
actionneurs. A partir des propriétés de ces modèles, nous avons défini des notions telles
que la redondance (par rapport à une tâche opérationnelle donnée). Ces modèles permettent
également de construire les lois de commande. Lorsque la tâche impose des contraintes de
type égalité en nombre inférieur au degré de liberté du système, les contraintes de type
inégalité imposées au système ou des critères supplémentaires peuvent être pris en compte
pour choisir une solution particulière parmi toutes celles qui sont admissibles. C’est la
première grande famille de techniques et c’est dans ce cadre que s’inscrivent nos travaux.
Les lois de commande construites à partir de ces modèles peuvent présenter des défauts
de robustesse. En particulier, le système à résoudre lors de l’inversion du modèle cinéma-
tique peut présenter des problèmes de conditionnement notamment autour des configu-
rations singulières. Ces familles de techniques nécessitent donc l’utilisation de méthodes
locales permettant d’assurer une gestion des configurations singulières.
Ces problèmes de robustesse ont donné naissance à une seconde famille de méthodes qui
posent en préalable la ré-écriture de la tâche sous une forme générique, dotée de bonnes
propriétés numériques notamment en ce qui concerne le rang et conditionnement des ma-
trices entrant dans la mise en œuvre de la commande. C’est dans ce cadre de recherche
d’une robustesse globale des schémas de commande que s’inscrit l’approche par fonctions
de tâches introduite par C. Samson, M. Le Borgne et B. Espiau dans [Samson 91] et
reprise par la suite par de nombreux auteurs dans le domaine de l’asservissement visuel
en particulier. Dans cette approche, une fonction d’erreur ou fonction de tâche e(t,q) est
construite à partir de l’objectif de commande opérationnelle à réaliser et d’objectifs se-
condaires qui présentent de bonnes propriétés numériques. La construction de e(t,q) doit
obéir à un certain nombre de règles permettant d’assurer la convergence robuste de celle-ci
à zéro. L’inconvénient qui peut être trouvé à ces techniques est que la définition d’une
fonction de tâche e(t,q) permettant de répondre au problème posé n’est pas aisée étant
donné les hypothèses qui doivent être faites afin d’assurer l’existence et le calcul d’une
solution.
Nous avons introduit dans le chapitre 1 (1.2.3) les méthodes de commande développées
spécifiquement pour des manipulateurs mobiles à roues. Du point de vue cinématique,
le choix fait dans le cadre de ce travail est d’utiliser des méthodes qui n’imposent pas de
contrainte a priori sur le déplacement de la plateforme et qui ne considèrent que ses vitesses
instantanées admissibles pour former la commande. De ce fait, ces méthodes ne font pas ap-
pel à l’information contenue dans les crochets de Lie des champs de vecteurs qui définissent
la cinématique des plateformes. La principale raison de ce choix est que, dans le cadre d’une
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approche coordonnée de la commande des manipulateurs mobiles à roues, il ne nous semble
pas strictement nécessaire de chercher à contrôler, même de manière implicite, les mou-
vements de la plateforme. Malgré ce choix, nous proposons dans [Padois 04b] une étude
basée sur l’approche de commande par fonctions transverses des manipulateurs mobiles à
roues. Cette étude est basée sur les travaux de DEA de A. Carriay ([Carriay 02]).
Nous présentons donc dans cette partie une synthèse des schémas de commande opéra-
tionnelle en mouvement et en effort classiquement utilisés en Robotique. Puis, après avoir
exposé l’approche d’inversion cinématique basée sur le modèle cinématique présenté dans
le chapitre 2 (2.2.2), nous proposons une formulation générique de la méthode du couple
calculé pour les manipulateurs mobiles à roues. Nous terminons par une présentation des
méthodes d’utilisation de la redondance en nous attachant particulièrement à l’optimisa-
tion locale de fonctions « potentiel » associées aux objectifs / contraintes secondaires.
3.2.1 Schémas de commande opérationnelle
Notre but, ici, n’est pas de faire une liste exhaustive de l’ensemble des méthodes de com-
mande opérationnelle utilisées en Robotique (pour cela les ouvrages de référence tels que
[Khalil 02] ou [Sciavicco 00] sur la modélisation et la commande des bras manipulateurs
sont plus appropriés) mais plutôt de présenter les grandes familles de méthodes :
– schémas de commande en vitesse ;
– schémas de commande en effort avec consigne et retour d’effort implicite ou non ;
– schémas composites vitesse/effort ;
– schémas basés sur le modèle dynamique ;
– schémas basés sur le modèle cinématique.
La majeure partie de ces différentes techniques fait l’hypothèse d’actionneurs commandés
en couple. En réalité, beaucoup de contrôleurs articulaires livrés avec les robots n’offrent pas
cette possibilité et une transformation du signal de consigne, calculé en couple, est néces-
saire pour obtenir une vitesse de consigne pour l’actionneur. D. Omrc˘en et al. évoquent,
dans [Omrc˘en 03], cette transformation dans le cadre de leurs travaux sur l’évitement
d’obstacles en temps réel pour un manipulateur mobile à roues (plateforme omnidirection-
nelle).
Nous n’abordons pas ici les techniques de planification de consignes opérationnelles,
mais considérons qu’à chaque instant de la mission une consigne de mouvement et/ou
d’effort opérationnel est disponible, qu’elle ait été planifiée ou générée en temps réel.
3.2.1.1 Contrôle de mouvement
Dans le cas du contrôle de mouvement, la problématique du contrôle opérationnel se
pose comme suit : soit ξ(t)∗, la situation de consigne pour l’OT , quelles consignes articu-
laires envoyer aux actionneurs du système afin de faire tendre la situation réelle ξ(t) vers
la situation désirée. Il s’agit en fait de réguler à zéro l’erreur de situation opérationnelle
eξ(t) = ξ
∗(t)− ξ(t) et de satisfaire ainsi la contrainte (3.1).
Une première famille de méthodes utilise un correcteur PID sur l’erreur de vitesse et
de situation opérationnelle pour générer via la transposée de la jacobienne des consignes
articulaires Γ¯ pour les actionneurs. Le calcul de g¯ (qb) permet d’ajouter un terme compen-
sateur de la gravité agissant sur le système. Des preuves de stabilité de ces méthodes sont
fournies dans [Sciavicco 00] et [Khalil 02].
La seconde famille de méthodes se base sur le modèle dynamique du système. Ces mé-
thodes sont appelées méthodes du couple calculé car comme précédemment elles consistent
à calculer, à partir d’une consigne opérationnelle ξ(t)∗ de mouvement désiré de l’OT
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(corrigé par PID à partir des erreurs en vitesse et situation opérationnelle), les couples ac-
tionneurs nécessaires à la génération de ce mouvement, en compensant les termes d’en-
traînement coriofuges ainsi que la gravité. Des variantes robustes et adaptatives de ces
méthodes et leurs preuves de stabilité sont présentées dans [Sciavicco 00]. Notons aussi
que le modèle dynamique peut être « projeté » au niveau de l’OT et le passage d’une
consigne mouvement désiré ξ(t)∗ aux couples actionneurs Γ¯ se fait en utilisant le modèle
dynamique formulé dans l’espace opérationnel. Les détails de cette approche sont donnés
par O. Khatib dans [Khatib 80, Khatib 87, Khatib 95].
Pour un système équipé d’actionneurs commandés en vitesse, les solutions pratiques
mises en œuvre notamment par G. Foulon puis B. Bayle au LAAS sur le robot H2bis
+ GT6A s’inspirent de la première famille de méthodes avec une inversion cinématique qui
permet le passage d’une consigne ξ(t)∗ à des consignes de vitesse actionneur. La validité
de l’approche a été prouvée par des expérimentations multiples mais sous des hypothèses
de vitesses et accélérations limitées afin de pas générer d’effets dynamiques d’entraînement
trop important qui au même titre que la gravité et les efforts liés aux différents frottements
ne peuvent pas être précompensés. L’emploi de coefficients de réduction de vitesse moteur
élevés permet par ailleurs de limiter ces effets dynamiques. Notre approche expérimentale,
présentée au chapitre suivant, se base sur ces solutions pratiques.
3.2.1.2 Contrôle d’effort
Avant de poursuivre, il est important de signaler que les schémas de contrôle rapi-
dement présentés ici sont tous référencés dans les ouvrages de Robotique classique cités
ci-avant. Notons tout de même la synthèse concise et précise sur les différentes approches
de contrôle d’effort faite par G. Duchemin dans [Duchemin 02]. B. Siciliano et L.
Villani consacrent un ouvrage ([Siciliano 99]), très complet, sur le contrôle d’effort en
Robotique. Enfin, l’article [De Schutter 97] de J. De Schutter et al. fait le point sur
les tenants et aboutissants du contrôle d’effort et sur les perspectives de ce domaine de
recherche.
La notion de contrôle d’effort opérationnel regroupe un ensemble d’approches répondant
à des problèmes spécifiques. Deux niveaux de distinction existent entre ces différentes
approches. Une première distinction est faite sur l’existence explicite ou non d’une consigne
d’effort opérationnel dans le schéma de commande. Un schéma de contrôle d’effort peut
donc être à consigne implicite ou explicite. La présence d’un capteur d’effort dans la boucle
d’asservissement constitue un second niveau de distinction, il est alors question de retour
d’effort implicite ou explicite. Notons que lorsqu’un capteur d’effort est utilisé, il est placé
au plus près de l’OT afin de limiter les incertitudes sur la mesure de l’effort réel en bout
de chaîne cinématique.
Parmi les approches où la consigne d’effort est implicite, citons :
– l’approche dite par compliance2 passive qui fait appel aux Remote Center Compliance
Devices évoqués en 3.1.2.3.
– l’approche dite par compliance active dont la structure de commande est similaire à
celle utilisée pour le contrôle de mouvement sans utilisation du modèle dynamique
(cf. 3.2.1.1). Les gains du correcteur PID sont dimensionnés de manière à conférer au
système une raideur apparente donnée.
– l’approche dite par impédance (introduite par N. Hogan dans [Hogan 87]), utilisant
ou non un retour d’effort explicite et s’appuyant ou non sur le modèle dynamique du
robot. Le but est de conférer au système un comportement dynamique désiré (inertie,
2le mot compliance et l’adjectif compliant sont des anglicismes couramment employés en Robotique et
qui peuvent être traduits par déformabilité et déformable respectivement. Le mot compliance est utilisé en
anglais par opposition au mot stiffness qui signifie raideur.
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amortissement, raideur). Ce comportement dynamique est formalisé par une impé-
dance mécanique désirée entre l’évolution des efforts et les déplacements de l’organe
terminal.
Les approches pour lesquelles la consigne d’effort est explicite font de manière générale
appel à une boucle d’effort explicite. Citons parmi elles :
– l’approche de commande parallèle situation / force présentée en détail sous ce nom
dans [Siciliano 99] ou encore, dans [Khalil 02], sous le nom de commande hybride
externe. Elle permet le contrôle simultané de l’effort d’interaction fOT (t) et de la
situation opérationnelle ξ(t). Quand les deux sont compatibles, cela est parfaitement
réalisé mais quand il y a incompatibilité des deux consignes, c’est la consigne d’effort
qui prévaut (précision en régime permanent) grâce à la présence d’une action intégrale
dans sa boucle d’asservissement. Duchemin propose une analyse de stabilité de la
commande hybride externe dans [Duchemin 02].
– l’approche de commande hybride force / position (introduite par M. Raibert et J.
Craig dans [Raibert 81]). Cette approche est basée sur le constat suivant : soit une
direction de l’espace opérationnel contrainte par l’environnement, l’effort d’interac-
tion entre l’OT et l’environnement dans cette direction est lié par le comportement
mécanique du couple « robot + environnement » au déplacement possible du robot
dans cette direction. Autrement dit, il n’est pas possible d’exercer simultanément
des efforts et des déplacements dans une même direction de l’espace opérationnel
de manière indépendante. Le repère associé au point de contact entre le robot et
l’environnement est appelé repère de compliance, dans notre cas nous le considérons
confondu avec le repère ROT . Les directions commandées en effort et en mouvement
doivent être orthogonales dans ce repère. Pour un problème donné, il est donc néces-
saire de sélectionner les directions opérationnelles qui sont à commander en effort et
celles qui sont à commander en mouvement. Le processus de sélection se formalise par
la construction d’une matrice de sélection S, carrée, de dimension m et diagonale si
elle est exprimée dans le repère de compliance. Dans ce cas, sii = 1 si la i
ème direction
opérationnelle est à contrôler en mouvement, sinon sii = 0. Le schéma de commande
est donc constitué de deux boucles d’asservissement distinctes : l’une en mouvement,
l’autre en effort. Notons que cette approche a fait l’objet de nombreuses publications
et que de multiples déclinaisons existent, chacune pouvant se mettre sous la forme
générique donnée sur la figure 3.2. C’est sur ce type de correcteur que se porte notre
choix lorsque la tâche opérationnelle considérée est un mouvement au contact de
l’environnement.
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Fig. 3.2 – Schéma de principe de la commande hybride position / force
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3.2.2 Génération de consignes articulaires basées sur les modèles
Pour des manipulateurs mobiles à roues, la génération de consignes articulaires peut
se faire, au même titre que pour les bras manipulateurs, à deux niveaux : cinématique et
dynamique.
En ce qui concerne les possibilités de génération de consignes articulaires à partir des
modèles cinématique et dynamique, quatre cas de figure se présentent :
1. Actionneurs commandés en couple / Commande opérationnelle de mouvement. Dans
ce cas la génération de consigne articulaire passe par l’inversion du modèle ciné-
matique et l’utilisation du modèle dynamique pour calculer le couple actionneur de
consigne.
2. Actionneurs commandés en couple / Commande opérationnelle d’effort. Deux choix
sont possibles : le premier consiste à utiliser l’équivalence cinéto-statique pour générer
les couples actionneurs (méthode cinématique puisque basée sur la jacobienne du
système), le second est d’utiliser la même équivalence et d’ajouter à la consigne
articulaire de couple un terme de compensation des effets dynamiques et de gravité
liés aux mouvements du système. Ce terme est fourni par le modèle dynamique.
3. Actionneurs commandés en vitesse / Commande opérationnelle de mouvement. Dans
ce cas la génération de consigne articulaire passe par l’inversion du modèle cinéma-
tique.
4. Actionneurs commandés en vitesse / Commande opérationnelle d’effort. Dans ce cas
il est nécessaire d’établir un modèle de l’interaction opérationnelle permettant le
calcul d’une vitesse de consigne opérationnelle équivalente à l’effort opérationnel de
consigne.
Les données d’entrée de ces différentes méthodes de calcul des consignes articulaires sont
les grandeurs de commandes issues des lois de commande opérationnelle. Aux consignes de
mouvement et d’effort respectivement notées ξ∗ et f∗OT sont donc associées les grandeurs
de commande ξ′ et f ′OT .
Les différentes grandeurs sont présentées sur le schéma bloc de la figure 3.2 qui donne
le principe de la commande hybride position / force :
– 1© - ξ∗ / ξ˙∗ / ξ¨∗ : consignes de mouvement opérationnel ;
– 2© - f∗OT : consigne d’effort opérationnel ;
– 3© - ξ′ / ξ˙′ / ξ¨′ : commande de mouvement opérationnel ;
– 4© - f ′OT : commande d’effort opérationnel ;
– 5© - Γ¯ ou u : consignes articulaires ;
– 6© - ξ / ξ˙ / ξ¨ : mouvement opérationnel réel ;
– 7© - fOT : effort opérationnel réel.
Nous présentons ci-après la méthode d’inversion cinématique, celle du couple calculé éten-
due aux manipulateurs mobiles à roues ainsi que la formulation opérationnelle du modèle
dynamique.
3.2.2.1 Inversion cinématique
Le modèle cinématique pour la commande, établi au chapitre 2, décrit la relation qui
existe, pour une configuration donnée du système, entre la vitesse opérationnelle ξ˙ et le
vecteur de commande de mobilité umob. Ses composantes sont des grandeurs homogènes
à des vitesses à partir desquelles la vitesse de chacun des paramètres de configuration
peut être déterminée. Lorsque le système possède des roues centrées orientables, ce modèle
établit aussi une relation simple entre la commande de dirigeabilité et le vecteur vitesse
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d’orientation de ces roues. Cette relation est, du point de vue de la cinématique, complè-
tement découplée de la première et, au premier abord, aucune contrainte ne permet de
choisir de manière générique l’évolution de l’orientation des roues orientables.
Remarque : L’ensemble des résultats de calcul matriciel ou relatifs à la résolution des
systèmes linéaires nécessaires à la compréhension de ce qui suit est donné en annexe B.
Soit ξ˙(t)′ et β˙c(t)′ les commandes opérationnelles et de dirigeabilité issues respective-
ment d’un contrôleur de mouvement opérationnel et de la boucle d’asservissement sur la
valeur de β˙c(t).
Le vecteur de commande u équivalent à la commande z˙′ est donné par la relation (2.35)
que nous rappelons :
z˙′ = B¯ (q)u.
Une représentation minimale de la situation de l’OT étant utilisée, nous nous plaçons
dans le cas où J¯ (q) (et donc B¯(q)) est de rang plein. Cela revient à dire que nous nous
plaçons dans une configuration régulière. Trois cas de figure se présentent :
J¯ (q) de rang plein et m > δmob
Le système est tel que l’ensemble des vecteurs ξ˙ vérifiant la relation (2.37) est un sous
ensemble de l’espace tangent à M en ξ et par conséquent il existe des vitesses opération-
nelles ne pouvant pas être générées par le système. L’ensemble des vitesses opérationnelles
pouvant être générées par le système peut s’écrire comme une combinaison linéaire des
colonnes de J¯ (q). Ceci constitue la condition de compatibilité pour le système. Ainsi pour
une vitesse opérationnelle ξ˙ donnée, l’inversion du modèle cinématique pour la commande
s’écrit :
u = B¯ (q)♯ z˙′,
où B¯ (q)♯ est une inverse généralisée de B¯ (q). Si le système est compatible alors la solution
calculée est exacte, sinon la solution n’est pas exacte mais en choisissant parmi l’infinité
d’inverses généralisées de B¯ (q) celles de la famille des pseudo-inverses My−pondérées, la
solution trouvée est celle pour laquelle la norme de l’erreur z˙−B¯ (q)u, au sens des moindres
carrés My−pondérés, est la plus faible. Notons que le calcul de B¯ (q)♯ en fonction de J¯ (q)
est aisé :
B¯ (q)♯ =
[
J¯ (q)♯ Oδmob×δdirp
Oδdirp×m Iδdirp
]
.
J¯ (q) de rang et m < δmob
Dans ce cas, le système est redondant cinématiquement et il existe une infinité de
solutions exactes au problème d’inversion. Ces solutions s’écrivent :
u = B¯ (q)♯ z˙′ +
(
Inddl − B¯ (q)♯ B¯ (q)
)
u0, (3.18)
où u0 est un vecteur quelconque de dimension nddl.
Soit en décomposant :
umob = J¯
♯ (q) ξ˙
′
+
(
Iδmob − J¯ ♯ (q) J¯ (q)
)
umob0,
et :
udirp = β˙
′
c,
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où umob0 est un vecteur quelconque de dimension δmob. Le terme J¯
♯ (q) ξ˙ est la partie
des vitesses articulaires de consigne calculées qui permettent d’assurer la vitesse opéra-
tionnelle de consigne ξ˙ au travers du signal de commande ξ˙
′
.
(Iδmob − J¯ ♯ (q) J¯ (q)) est un
projecteur dans Ker
(
J¯ (q)
)
. Ce noyau représente l’ensemble des vecteurs umob tels que
J¯ (q)umob = 0, i.e. l’ensemble des vecteurs vitesse articulaire de consigne ne produisant
pas de vitesse opérationnelle. Tout vecteur umob0 projeté dans Ker
(
J¯ (q)
)
ne produit
donc pas de vitesse opérationnelle. Nous abordons par la suite les applications d’une telle
propriété mais nous pouvons déjà écrire que si nous choisissons parmi l’infinité d’inverses
généralisées de J¯ (q) celles de la famille des pseudo-inverses Mx−pondérées alors la so-
lution umob calculée est celle qui minimise au sens des moindres carrés Mx−pondérés la
norme du vecteur (umob − umob0).
J¯ (q) de rang plein et m = δmob
Le système est non redondant et il existe une solution exacte unique qui s’écrit :
u = B¯ (q)−1 z˙′.
Remarque : Nous désignons la commande u comme la vitesse articulaire de consigne.
Cela est vrai si les paramètres de commande contenus dans u sont actionnés. Lorsqu’il ne
sont pas directement actionnés, la relation (2.30) permet de calculer le vecteur vitesse des
articulations actionnées.
3.2.2.2 Principe des méthodes du couple calculé
Soit ξ˙(t)′ et β˙c(t)′ les commandes opérationnelles et de dirigeabilité issues respective-
ment d’un contrôleur de mouvement opérationnel et de la boucle d’asservissement sur la
valeur de β˙c(t). Le calcul du vecteur des efforts actionneurs Γ(t) à fournir afin de générer
ces mouvements peut se faire par utilisation du modèle dynamique réduit du système. Il
est pour cela nécessaire de calculer u˙ à partir de l’accélération opérationnelle z¨(t)′ associée
au mouvement z(t)′.
Dérivons les relations (2.37) et (2.25), nous obtenons :
ξ¨
′
= J¯ (q) u˙mob +
˙¯J (q)u, (3.19)
β¨
′
c = u˙dirp. (3.20)
Ce qui peut s’écrire sous forme synthétique :
z¨′ = B¯ (q) u˙+ ˙¯B (q)u. (3.21)
Avant de poursuivre, remarquons que la dérivée de la jacobienne réduite J¯ (q) fait
apparaître des termes en β˙c. La dimension de
˙¯J (q) n’est donc pas m × δmob mais m ×
nddl. La relation (3.19) permet alors d’écrire u en fonction de ξ¨
′
et de u˙mob. Une relation
formelle apparaît donc entre la vitesse d’orientation β˙c des roues centrées orientables et
l’accélération opérationnelle de consigne. Cette relation peut être utilisée pour générer de
manière systématique la consigne de vitesse d’orientation des roues centrées orientables.
Cette approche n’est pas abordée dans le cadre de ce mémoire.
L’inversion des relations (3.19) et (3.20) permet d’exprimer u˙ en fonction de ξ¨ et β¨c et,
dans le cas redondant, nous avons :
u˙′mob = J¯
♯ (q)
(
ξ¨
′ − ˙¯J (q)umob
)
+
(
Iδmob − J¯ ♯ (q) J¯ (q)
)
u˙mob0, (3.22)
72 Structure de commande pour des missions de manipulation mobile
u˙′dirp = β¨
′
c. (3.23)
Notons que la dérivation par rapport au temps de la relation (3.18) aboutit également
à une relation qui, d’un point de vue opérationnel, est équivalente à (3.22) (démontré en
B.4.3). Le modèle dynamique réduit (2.63) permet alors de calculer le couple moteur Γ¯→ext
nécessaire à la génération de l’accélération u˙ tout en précompensant les termes coriofuges
et liés à la gravité. Nous avons :
Γ¯→ext = A¯ (q) u˙′ + C¯ (q, q˙)u+ g¯ (qb) . (3.24)
Le couple calculé Γ¯→ext représente le couple nécessaire à l’exécution du mouvement z¨′.
Quelques mots sur l’équivalence cinéto-statique
De manière duale à la relation (3.18), il existe un ensemble de couples qui ne produit
pas d’effort opérationnel. Nous montrons en B.3 que l’ensemble des couples actionneurs
peut s’écrire sous la forme :
Γ¯ = B¯ (q)T fext +
(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
Γ¯0, (3.25)
où :
– B¯ (q)T [1,2] est une inverse généralisée particulière de B¯ (q)T dont il existe une inverse
généralisée
(
B¯ (q)T [1,2]
)[1,2]
égale à B¯ (q)T ;
– Γ¯0 est un vecteur quelconque de dimension nddl.
En décomposant, nous obtenons :
Γ¯ =
[
Γ¯mob
Γ¯c
]
=
[
J¯ (q)T fext/OT +
(
Iδmob − J¯ (q)T J¯ (q)T [1,2]
)
Γ¯mob0
fext/c
]
, (3.26)
où :
– Γ¯mob est le couple associé à la commande de mobilité umob et Γ¯c le couple associé à
la commande de dirigeabilité udirp ;
– Γ¯mob0 est un vecteur quelconque de dimension δmob ;
– J¯ (q)T [1,2] est est une inverse généralisée particulière de J¯ (q)T .
Le terme
(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
Γ¯0 correspond à l’ensemble des couples Γ¯ qui ne
produisent pas d’effort extérieur (au niveau de l’OT et des roues orientables). En effet(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
est un projecteur dans le noyau de B¯ (q)T [1,2] qui est défini
comme l’ensemble des vecteurs Γ¯ tels que B¯ (q)T [1,2] Γ¯ = 0.
Soit le couple additionnel
(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
Γ¯0 ajouté à Γ¯→ext calculé pour
l’exécution d’un mouvement z¨′. Le couple total est alors :
Γ¯ = Γ¯→ext +
(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
Γ¯0,
soit encore :
Γ¯ = A¯ (q) u˙′ + C¯ (q, q˙)u+ g¯ (qb) +
(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
Γ¯0. (3.27)
Remplaçons alors Γ¯ par sa valeur calculée (3.27) dans la relation (2.63). Nous obtenons :
u˙ = u˙′ + A¯ (q)−1
(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
Γ¯0.
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En multipliant à gauche par B¯ (q), cela donne :
z¨ = z¨′ + B¯ (q) A¯ (q)−1
(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
Γ¯0. (3.28)
Cela signifie que le terme
(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
Γ¯0 qui ne produit pas d’effort
extérieur (au niveau de l’OT et des roues orientables), a une influence sur le mouvement
z¨ , ce qui bien sûr n’est pas souhaitable. Pour Γ¯0 quelconque, il peut être intéressant de
poser la question du choix de B¯ (q)T [1,2]. Ce choix doit être tel que :
B¯ (q) A¯ (q)−1 − B¯ (q) A¯ (q)−1 B¯ (q)T B¯ (q)T [1,2] = 0. (3.29)
Remarquons tout d’abord que les pseudo-inverses pondérées constituent un sous en-
semble particulier des inverses généralisées [1, 2] (cf. B.2.2). En choisissant B¯ (q)T [1,2]
comme une pseudo-inverse de B¯ (q)T au sens des moindres carrées My−pondérées, la
condition (3.29) est alors donnée par :
B¯ (q) A¯ (q)−1 − B¯ (q) A¯ (q)−1 B¯ (q)T
[
B¯ (q)MyB¯ (q)
T
]−1
B¯ (q)My = 0.
Une matrice de pondération My permettant de respecter cette condition est A¯ (q)
−1.
D’après B.2.3.2, nous avons : (
B¯ (q)T
)⋆
My
=
(
B¯ (q)⋆
M−1y
)T
.
Ceci revient donc à choisir A¯ (q), la matrice d’inertie du système, comme matrice de pon-
dération pour le calcul de la pseudo-inverse pondérée de B¯ (q). C’est le choix que fait O.
Khatib dans [Khatib 87] et il appelle la pseudo-inverse A¯ (q)−pondérée de B¯ (q) pseudo-
inverse dynamiquement compatible3 puisqu’elle assure le découplage dynamique des termes
liées à la redondance. Elle s’écrit :
B¯ (q)⋆A¯(q) = A¯ (q)
−1 B¯ (q)T
[
B¯ (q) A¯ (q)−1 B¯ (q)T
]−1
.
Tout autre choix génère une erreur entre les mouvements ou les efforts opérationnels
produits et ceux désirés. Ceci est illustré par les travaux de Park et al. dans [Park 99b].
Park traite plus largement dans ces travaux de thèse ([Park 99a]) des problèmes de décou-
plage cinématique et dynamique dans le cas de bras manipulateurs redondants holonomes,
notamment du point de vue de la conception des lois de commande.
3.2.2.3 Approche opérationnelle
L’approche opérationnelle de la commande dynamique est issue des travaux de Khatib
dans [Khatib 80]. Elle a été développée pour les bras manipulateurs et consiste à formuler
le modèle dynamique du système directement dans l’espace opérationnel. Nous l’étendons
ici au cas des manipulateurs mobiles à roues.
En partant du modèle dynamique réduit synthétisé par la relation (2.63) du chapitre 2,
nous pouvons écrire :
u˙ = A¯ (q)−1
(
Γ¯− B¯ (q)T fext − C¯ (q, q˙)u− g¯ (qb)
)
. (3.30)
3Le terme original en anglais est dynamically consistent.
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Cette forme du modèle dynamique est appelée forme directe. En substituant (3.30) dans
(3.21), nous obtenons :
z¨ = B¯ (q) A¯ (q)−1
(
Γ¯− B¯ (q)T fext − C¯ (q, q˙)u− g¯ (qb)
)
+ ˙¯B (q)u. (3.31)
En posant :
h¯ (q, q˙) = B¯ (q) A¯ (q)−1
(
C¯ (q, q˙)u+ g¯ (qb)
)− ˙¯B (q)u
et en rappelant que le couple moteur Γ¯ peut se décomposer sous la forme :
Γ¯ = B¯ (q)T fmot +
(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
Γ¯0,
où B¯ (q)T fmot est la part du couple moteur qui a un effet opérationnel et un effet sur les
roues centrées orientables.
Nous avons :
z¨ = B¯ (q) A¯ (q)−1
(
B¯ (q)T fmot +
(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
Γ¯0 − B¯ (q)T fext
)
− h¯ (q, q˙) .
Ce qui, après simplification, donne :
z¨ = B¯ (q) A¯ (q)−1 B¯ (q)T (fmot − fext)−
h¯ (q, q˙) + B¯ (q) A¯ (q)−1
(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
Γ¯0.
(3.32)
L’influence de
(
Inddl − B¯ (q)T B¯ (q)T [1,2]
)
Γ¯0 sur le mouvement z¨ apparaît aussi dans
la relation (3.32). En faisant le choix dynamiquement compatible d’inverse généralisée de
B¯(q) cela devient :
z¨ = B¯ (q) A¯ (q)−1 B¯ (q)T (fmot − fext)− h¯ (q, q˙) .
En exprimant ce modèle sous sa forme inverse, nous obtenons :
Λ¯ (q) z¨+ µ¯ (q, q˙) = fmot − fext, (3.33)
où :
– Λ¯ (q) =
(
B¯ (q) A¯ (q)−1 B¯ (q)T
)−1
est appelée la pseudo-matrice d’inertie du sys-
tème,
– et µ¯ (q, q˙) = Λ¯ (q) h¯ (q, q˙) regroupe les termes d’entraînement coriofuges et les termes
liés à la gravité.
Le modèle dynamique réduit exprimé du point de vue opérationnel et des roues centrées
orientables permet de calculer les couples moteurs nécessaires à la génération du mou-
vement z′ tout en précompensant les termes coriofuges et liés à la gravité. Il peut aussi
permettre de tenir compte d’un effort d’interaction f ′ =
[
fTOT f
T
c
]T
à contrôler et le
couple calculé est dans ce cas :
Γ¯ = B¯ (q)T
(
Λ¯ (q) z¨+ µ¯ (q, q˙) + f ′
)
. (3.34)
Pour l’analyse de la transition au contact présentée en 3.1.2.3 et mise en œuvre dans
le cadre de nos travaux, il est possible d’extraire un modèle dynamique purement opéra-
tionnel. Cela implique de négliger les termes de couplage dynamique des roues orientables
avec le reste du système. Nous avons vu à la fin du chapitre précédent que les ordres de
grandeur en terme de masse et d’inertie du système rendent tout à fait raisonnable une
telle hypothèse.
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3.2.3 Utilisation de la redondance
Les méthodes d’inversion cinématique et du couple calculé font apparaître un terme
lié à la redondance du système. Il existe donc une infinité de solutions aux problèmes de
commande opérationnelle. Le choix d’une solution se pose en terme d’objectifs secondaires
de commande à satisfaire : parmi l’infinité de solutions laquelle permet de remplir des
objectifs secondaires de commande donnés ? Deux niveaux de décision existent :
– le choix de l’inverse généralisée ;
– le choix des vecteurs umob0 ou Γ¯0.
3.2.3.1 Choix de l’inverse généralisée
En choisissant l’inverse généralisée parmi la famille des pseudo-inverses pondérées, il
est possible de montrer, en posant le problème comme un problème d’optimisation, que
la norme pondérée de l’erreur (quand le système n’est pas compatible) ainsi que la norme
pondérée de la solution sont minimisées (cette propriété est rappelée en B.2.2). Reste à
choisir les différentes pondérations. En se plaçant dans le cas de systèmes toujours compa-
tibles, seule la pondération de la norme de la solution intervient. Le choix de cette norme a
une influence sur la manière dont sont sollicités les différents actionneurs pour effectuer un
mouvement opérationnel donné ou exercer un effort au niveau de l’OT et, si d’un point de
vu cinéto-statique les termes liés à la redondance ne génèrent ni effort, ni mouvement opé-
rationnel, cela n’est pas le cas du point de vue dynamique où, comme nous l’avons montré,
un choix particulier de pondération est nécessaire pour obtenir un découplage opérationnel
complet.
3.2.3.2 Méthodes de descente de gradient
Si l’infinité de solutions au problème d’inversion cinématique provient de l’infinité d’in-
verses généralisées et plus particulièrement de pseudo-inverses pondérées, elle vient aussi
de l’infinité de vecteurs u0 ou Γ¯0 qui peuvent être choisis pour le terme lié à la redon-
dance du système. Ces vecteurs peuvent par exemple être choisis de manière à minimiser
localement une fonction scalaire P (q), encore appelée fonction potentiel, dépendant de
la configuration du système. Pour minimiser localement une telle fonction, les méthodes
d’optimisation locale, telle que celle dite de descente de gradient, sont depuis longtemps em-
ployées en Robotique. Y. Nakamura, dans [Nakamura 91], attribue l’idée d’employer de
telles méthodes pour utiliser la redondance des systèmes robotiques à A. Liegois (1977).
Le principe de cette méthode, appliquée au cas de manipulateurs mobiles non holonomes,
est très bien décrit par Bayle et al. dans [Bayle 03b]. Nous reprenons ici la méthode
de démonstration de minimisation locale du potentiel P (q) en l’étendant à l’ensemble des
inverses généralisées. Calculons tout d’abord P˙ (q) :
P˙ (q) =∇TP (q) q˙,
où ∇P (q) est le gradient de la fonction P (q).
Point de vue cinématique
Il est nécessaire de tenir compte de la restriction sur les vitesses du système et, par
ailleurs, nous ne souhaitons conserver que la part de u ne générant pas de vitesse opéra-
tionnelle, soit, à partir de (3.18) :
q˙ = S (qp)
(
Inddl − B¯ (q)♯ B¯ (q)
)
u0.
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3.2.3.3 Autres approches
Une seconde méthode consiste à augmenter de manière statique le nombre de lignes
de B¯ (q) à partir de contraintes additionnelles, rendant ainsi le système linéaire carré et
inversible simplement. L’inconvénient principal de cette méthode est son aspect statique.
Une version plus souple de cette méthode consiste, de manière similaire à la méthode de
descente de gradient, à projeter dans le noyau de B¯ (q) un vecteur u0 construit à par-
tir des contraintes additionnelles. Cette méthode permet de tenir compte de différentes
contraintes supplémentaires pour lesquelles il est possible de fixer un ordre de priorité
et qui sont exécutées au mieux, i.e. en fonction de leur compatibilité avec les tâches de
priorité supérieure. Ce type d’approche est présenté de manière extensive par Y. Naka-
mura dans [Nakamura 91] et a été, plus récemment, amélioré par S. Chiaverini qui
dans [Chiaverini 97] présente une version robuste aux singularités numériques du pro-
blème de prise en compte de contraintes additionnelles et de gestion des priorités entre ces
contraintes.
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Dans ce chapitre, nous avons jusque là défini des méthodes pour la commande opé-
rationnelle d’un manipulateur mobile à roues. Nous avons aussi présenté l’ensemble des
contraintes secondaires dont il faut tenir compte afin d’assurer le bon fonctionnement des
lois de commande ainsi que l’intégrité matérielle du système et de son environnement.
Nous proposons une structure de commande qui permet de mettre en œuvre les lois de
commande proposées tout en tenant compte des objectifs secondaires. Cette méthode per-
met par ailleurs l’enchaînement dynamique de tâches opérationnelles de natures différentes.
3.3.1 Nature des enchaînements
3.3.1.1 Tâches opérationnelles de natures différentes
Ce type d’enchaînement, consiste au sein d’une même mission à basculer entre deux
objectifs de commande de natures différentes. Cela nécessite la définition de kl tâches lo-
cales ou modes entre lesquelles il faut définir des conditions de basculement. Ces conditions
se formalisent comme des combinaisons de conditions logiques ou autres (floues, probabi-
listes...) sur des valeurs de seuil s1ij , . . . , svij où v représente ici le nombre de seuils mis
en jeu dans la condition de basculement de la tâche kli vers la tâche klj . Ces seuils sont
associés à des grandeurs physiques issues de capteurs ou estimées telles que la vitesse, la
situation et les efforts opérationnels. Le basculement peut être un évènement synchrone,
c’est à dire planifié avant la mission pour se produire dans une zone temporelle tij ± δtij
définie en absolu ou relativement à des événements passés. Il peut aussi être asynchrone,
aucune information temporelle n’étant alors utilisée dans la condition de basculement. Dans
le cas synchrone ou planifié, la mise à jour du plan initial se fait dès que les informations
pertinentes sont disponibles. Ce principe permet de tenir compte des incertitudes liées à
une connaissance de qualité moyenne des paramètres du robot (glissement de la plateforme,
résolution des capteurs) ou de son environnement. Toute dérive importante dans la date
de transition ou dans la valeur d’une des variables contrôlées ou d’une des informations
utilisées pour le basculement conduit à l’arrêt prématuré de la mission.
L’ensemble des basculements possibles entre kl différentes tâches locales peut être for-
malisé par une machine à états où les tâches représentent les états et où les transitions
entre états correspondent aux conditions de basculement. La représentation graphique d’un
schéma de basculement formalisé par une machine à états est donnée à titre d’exemple sur
la figure 3.3.
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Etat
final
Etat
initial
bi1(s1i1, . . . , svi1i1)
mode 1
b21(s121, . . . , sv2121)
b12(s112, . . . , sv1212)
mode 2
b2f (s12f , . . . , sv2f 2f )
Fig. 3.3 – Machine à états instanciée représentant les modes et basculements possibles
d’une mission exemple composée de deux tâches locales
Une telle description permet de représenter un grand nombre de missions robotiques. La
planification telle que nous l’envisageons reste à un niveau fonctionnel. La génération d’un
schéma de basculement, la gestion de procédures de reprise en cas d’échec se situent à un
niveau supérieur dans l’architecture complète de contrôle du système. Ces points précis,
au même titre que les techniques de décision associées à des conditions de basculement
non strictement binaires, sont des problématiques à part entière associées notamment aux
techniques de l’Intelligence Artificielle. Nous ne les abordons pas dans le cadre de ce projet
de recherche.
3.3.1.2 Enchaînements d’objectifs secondaires
La partie précédente de ce chapitre a mis en avant plusieurs objectifs secondaires à
satisfaire. Bien entendu le degré de redondance d’un manipulateur mobile à roues, n’est
pas suffisant pour tous les satisfaire simultanément, d’autant que certains d’entre eux sont
partiellement, voire complètement, incompatibles avec les autres. Si certaines méthodes que
nous avons évoquées permettent d’assurer complètement les différents objectifs principaux
et secondaires en faisant appel à une notion de priorité, il s’avère dans la pratique que ces
priorités évoluent en fonction de la tâche locale dans laquelle se trouve le système mais aussi
en fonction des contraintes imposées par le système lui même et son environnement à chaque
instant. D’autres approches, dont les travaux de F. Pin et J-C. Culioli dans [Pin 90]
sont l’illustration, proposent quant à elles d’utiliser la méthode de descente de gradient
pour une fonction potentiel multi-critères c’est-à-dire construite à partir de n différents
objectifs secondaires dont l’importance est prise en compte en utilisant une pondération
qui peut évoluer en fonction de l’évolution des priorités associées à ces objectifs :
P = α1P1 + · · ·+ αnPn
Dans le cas où la satisfaction des objectifs secondaires représentés dans la fonction po-
tentiel multi-critères n’est pas critique pour le système, son environnement ou la réalisation
de l’objectif principal (opérationnel), ces méthodes peuvent être employées. Dans le cas où
le respect des contraintes associées aux objectifs secondaires est critique cette méthode
n’assure en rien l’optimisation locale des différents potentiels mais plutôt l’optimisation
locale d’une somme pondérée de critères dont il est difficile de connaître la signification.
Pour notre part, nous choisissons de ne chercher à satisfaire qu’un objectif secondaire à
la fois. Cela nécessite un arbitrage à chaque instant des priorités attribuées à l’ensemble des
ks objectifs secondaires. Pour faire cet arbitrage, chaque objectif secondaire et sa fonction
potentiel associée sont caractérisés par :
– un entier i permettant de les désigner.
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– Une matrice constante N de booléens, de dimension kl × ks. La composante nij
représente la nécessité éventuelle de l’objectif secondaire j dans le cadre de la tâche
locale i (nij = 1 : éventuellement nécessaire, nij = 0 : pas nécessaire).
– Une matrice constante P d’entiers positifs, de dimension kl × ks. La composante pij
représente la priorité de l’objectif secondaire j dans le cadre de la tâche locale i. Plus
la valeur pij est grande, plus l’objectif secondaire j est important dans le cadre de la
tâche locale i. Un objectif secondaire j dont la nécessité nij = 0 se voit attribuer une
priorité pij = 0.
– Une matrice constante SPe de réels, de dimension kl×ks. La composante speij repré-
sente la valeur de seuil d’entrée de la fonction potentiel associée à l’objectif secondaire
j et à la tâche locale i. Si cette valeur est franchie de manière « activante », elle rend
l’objectif secondaire « activable ». A cette matrice est associé un vecteur tpe de boo-
léens et de dimension ks dont la composante tpej vaut 1 si le seuil d’entrée speij
associé à l’objectif secondaire j et à la tâche locale courante i est franchi de manière
« activante » et 0 sinon. A titre d’exemple : pour une fonction potentiel Pi(t) repré-
sentant une distance à maximiser, le seuil d’entrée est franchi de manière «activante»
à un instant t1 si P˙i(t1) < 0.
– Une matrice constante SPs de réels, de dimension kl×ks. La composante spsij repré-
sente la valeur de seuil de sortie de la fonction potentiel associée à l’objectif secondaire
j et à la tâche locale i. Si cette valeur est franchie de manière « désactivante », elle
rend l’objectif secondaire « désactivable ». A cette matrice est associé un vecteur tps
de booléens et de dimension ks dont la composante tpsj vaut 1 si le seuil de sortie
spsij associé à l’objectif secondaire j et à la tâche locale courante i est franchi de
manière « activante » et 0 sinon. A titre d’exemple : pour une fonction potentiel
Pi(t) représentant une distance à maximiser, le seuil de sortie est franchi de manière
« désactivante » à un instant t1 si P˙i(t1) > 0.
La valeur de la tâche locale en cours est stockée dans l’entier tl (tl = −1 en début de
mission et 0 en fin de mission) et l’objectif secondaire actif dans l’entier os. Si aucun
objectif secondaire n’est actif, os = 0.
L’algorithme d’arbitrage est donné dans le tableau 3.1 en faisant l’hypothèse que l’en-
semble des ks fonctions potentiel est à maximiser.
3.3.1.3 Commentaires sur l’algorithme de choix de l’objectif secondaire actif
L’algorithme proposé permet de gérer de manière systématique le choix de l’objectif
secondaire actif en tenant compte des priorités entre objectifs secondaires, de la nécessité
de tel ou tel objectif secondaire dans une tâche locale donnée et des valeurs de seuil d’entrée
et de sortie associées à chaque objectif secondaire.
En cas d’objectifs secondaires présentant une priorité similaire et activable dans une
même tâche locale, un litige peut apparaître. Nous ne cherchons pas ici à gérer ces litiges
mais disons que de manière générale ils ne peuvent être gérés sans remettre en cause la tâche
principale. Imaginons un cas de litige entre une butée articulaire et un obstacle à éviter,
aucun des deux événements ne doit avoir lieu et il peut être nécessaire, à la manière de
P. Baerlocher et R. Boulic dans [Baerlocher 04], de relâcher certaines contraintes
opérationnelles de manière à pouvoir satisfaire l’ensemble des contraintes secondaires. La
relaxation d’une contrainte opérationnelle revient à retirer une ligne de J¯ (q), le paramètre
opérationnel associé étant alors libre d’évoluer indépendamment de la tâche principale
(opérationnelle).
Ajoutons ici que l’algorithme d’arbitrage ne met en œuvre aucune technique parti-
culière permettant de se prémunir de basculements très rapprochés dans le temps liés à
l’antagonisme de deux objectifs secondaires. Ces basculements peuvent être la source de
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Procédure arbitrageOS()
Début
si (tl ≤ 0)
os = 0
sinon
somme1 = somme2 = 0
pour i de 1 à ks
Pi(1) = miseAJourP(i)
si N(tl, i)
si Pi(1) < Pi(0)
si os 6= i
si Pi(1) < SPe(tl, i)
tpe(i) = 1
somme1 = somme1 + 1
sinon
tpe(i) = 0
fin si
fin si
sinon
si os = i
si Pi(1) > SPs(tl, i)
tps(i) = 1
os = 0
sinon
tps(i) = 0
fin si
fin si
fin si
fin si
fin pour
si somme1 = 0
os = 0
sinon
Pmax = max(P (tl))
pour i de 1 à ks
si (tpe(i) = 1)& (P (tl, i) = Pmax)
os = i
somme2 = somme2 + 1
fin si
fin pour
si somme2 > 1
!Litige!
fin si
fin si
pour i de 1 à ks
Pi(0) = Pi(1)
fin pour
fin si
fin
Tab. 3.1 – Algorithme de l’arbitrage du choix de l’objectif secondaire actif
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sollicitations importantes des actionneurs dégradant les performances globales en précision
du système. Nous abordons ci après les techniques permettant de se prémunir de telles
sollicitations.
3.3.2 Respect des contraintes
Nous avons formalisé en début de chapitre les différentes contraintes sur le système.
La satisfaction des contraintes liées aux trajectoires opérationnelles de consigne passe par
l’utilisation des lois de commande basées sur les modèles du système présentées précédem-
ment. En ce qui concerne la satisfaction des autres contraintes, nous présentons ici les
solutions retenues pour assurer leur respect.
3.3.2.1 Respect des contraintes intrinsèques au système
Contraintes sur les vitesses ou couple actionneurs
Le respect de la contrainte (3.9) s’écrit :
|cp + cred| ≤ cmax.
En ne considérant pas le terme associé à la redondance, il faut tout d’abord respecter :
|cp| ≤ cmax. (3.35)
cp est calculé en fonction de z˙
′ et/ou de f ′ (par inversion cinématique et méthode
du couple calculé). Ainsi, z˙′ et f ′ doivent être tels qu’en toute configuration régulière du
système, la contrainte (3.35) soit respectée. En fonction de la configuration du système,
le respect de cette contrainte n’induit pas les mêmes bornes z˙max et fmax. La solution la
plus simple est de minorer z˙ et f en cherchant les configurations du système dans lesquelles
l’application de cmax comme consigne articulaire induit les plus petits z˙ et f . z˙max et
fmax sont alors fixés à ces valeurs. Cette solution présente l’avantage d’assurer le respect
inconditionnel de la contrainte (3.35) et elle permet par ailleurs la planification hors-ligne
de trajectoire. Cependant, elle ne permet pas d’employer les actionneurs au maximum de
leurs capacités et il peut être préférable d’adapter z˙max et fmax au cours de la mission, en
fonction de la configuration du système.
Le terme associé à la redondance ne bénéficie alors plus que de la marge laissée par la
tâche principale. Ainsi, le terme cred calculé pour l’optimisation d’un objectif secondaire
peut être trop grand par rapport à la marge laissée par la tâche principale. Il faut donc le
mettre à l’échelle. La mise à l’échelle consiste à rechercher le coefficient réel positif α tel
que :
|cp + αcred| ≤ cmax.
La direction de descente du gradient associé à cred doit bien sûr être conservée et α est
alors donné par :
α = min
(( |cmax,i.sign (cred,i)− cp,i|
|cred,i|
)
i=1...nddl
, αmax
)
.
Nous avons 0 ≤ α ≤ αmax. La valeur αmax est choisie de manière à limiter l’amplification
maximale du terme cred. Elle peut par exemple être dimensionnée à partir de la règle
d’Armijo dont le but consiste à fixer le pas d’itération le meilleur pour les méthodes de
descente de gradient ([Culioli 94] fournit une bonne base pour la compréhension de cette
règle). Elle peut aussi être fixée à 1, interdisant ainsi l’amplification du terme lié à la
redondance.
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Contraintes sur accélérations des actionneurs
Le respect de la contrainte (3.7) sur l’accélération, s’écrit :
|c˙p + c˙red| ≤ c˙max.
En ne considérant pas le terme associé à la redondance, il faut tout d’abord respecter :
|c˙p| ≤ c˙max. (3.36)
De manière similaire au respect de la contrainte sur les vitesses ou les couples, le respect
de la contrainte (3.36) nécessite d’établir des bornes fixes ou variables sur les grandeurs de
consigne z¨′ et f˙ ′. Ces bornes sont respectivement notées z¨′max et f˙ ′max.
En ce qui concerne le terme lié à la redondance, un raisonnement similaire à celui
utilisé pour le calcul de α peut être mené et le facteur de mise à l’échelle choisi est celui
qui permet la satisfaction des deux contraintes (3.6) et (3.7) simultanément. Cela suppose
que les fonctions potentiel Pi(t) sont toutes de classe C2 afin d’assurer la continuité de
∇Pi(t) et de ddt (∇Pi(t)) : hors des configurations singulières, si Pi(t) est de classe C2 alors
α(t) est de classe C1 et αcred l’est donc aussi. Afin d’éviter le recours à la mise à l’échelle
des accélérations (celui ci pouvant ne pas être compatible avec celle des vitesses), ∇Pi(t)
est tout d’abord normé à 1 afin de limiter les sauts liés au calcul d’un tel gradient de
manière numérique. Cela n’est en soi pas problématique, car dans la méthode de descente
du gradient, c’est la direction de la plus grande pente qui compte, le pas d’itération étant
fixé par α.
Continuité du terme lié à la redondance lors d’un basculement d’objectif secondaire
Lors du basculement d’objectif secondaire, les fonctions potentiel qui sont enchaînées ne
présentent aucune garantie de continuité à l’instant de l’enchaînement. Il est donc nécessaire
de construire une fonction potentiel de transition, combinaison convexe des deux fonctions
à enchaîner qui assure la continuité du terme lié à la redondance. Nous utilisons donc un
paramètre β(t), variant linéairement de 0 à 1 pendant le temps nécessaire à la transition :
β(t) =


0 si t < tti(
1
(ttf−tti)
)
(t− tti) si tti ≤ t < ttf
1 si t ≥ ttf
,
où tti est le temps de début de transition et ttf le temps de fin de transition. La fonction
potentiel utilisée à l’instant t est donnée par :
P(t) =


Pold(t) si t < tti
Pnew(t)β(t)2 + Pold(t)
(
1− β(t)2) si tti ≤ t < ttf
Pnew(t) si t ≥ ttf
.
3.3.2.2 Autres contraintes
Evitement des butées articulaires
La fonction potentiel utilisée pour l’évitement de la butée qmax de l’articulation qi peut,
par exemple, s’écrire sous la forme d’une fonction à minimiser :
P(q) = 1
(qmax − qi)2
.
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Maximisation de la manipulabilité
La fonction potentiel retenue pour la maximisation de la manipulabilité est ωb(q). Si
le gradient d’une fonction telle que celle employée pour éviter les butées articulaires peut
être calculé de manière formelle, cela devient assez complexe pour une fonction telle que
ωb(q). Il est alors possible d’estimer numériquement le gradient :
∇P (q) =
[
∆1P(q)
∆q1
∆2P(q)
∆q2
. . .
]T
,
où :
∆iP (q) = P (q1, . . . , qi +∆qi, . . . , qn)− P (q) .
Minimisation des efforts d’impact liés à la transition
Dans ce cas, nous avons vu qu’une préparation active de cette transition nécessite la
maximisation de la fonction nTR (q)n où nous rappelons que n est la normale à la surface
de contact et R(q) est extraite de Λ¯ (q)−1 (extraction de la sous-matrice correspondant
aux accélérations linéaires de l’OT ). Cette maximisation engendre une modification des
propriétés inertielles du système qui dans la direction opérationnelle normale au contact
voit son inertie diminuer. L’énergie cinétique à dissiper au moment de l’impact est alors
moindre et les efforts d’interaction qui résultent de cet impact sont par conséquent eux
aussi diminués.
Maximisation de la distance aux obstacles pour la plateforme
De nombreux travaux ont été réalisés sur ce thème pour des plateformes à roues om-
nidirectionnelles ou non. Citons par exemple les travaux sur la déformation réactive de
trajectoire proposée par D. Bonnafous et F. Lamiraux dans le cadre de la navigation
d’une plateforme à roues de type unicyle avec remorque ([Lamiraux 04]).
Notre cas est différent car il nécessite le respect géométrique strict de la trajectoire
opérationnelle. Ainsi la fonction potentiel utilisée tend à maximiser la distance du centre
de la plateforme à l’obstacle mais surtout à régler la direction instantanée de déplacement
de la plateforme vers la direction tangente à l’obstacle. Ceci est en partie l’objet du travail
de DEA de A. Mauratille ([Mauratille 05]).
3.3.2.3 Critère d’efficacité de l’optimisation locale d’un objectif secondaire
Il est important de s’assurer que l’objectif secondaire qui est optimisé va l’être « effica-
cement ». Les risques sont que :
– la projection du vecteur c0 dans (Inddl − E (q)⋆E (q)) génère un vecteur cred dont
la norme est faible par rapport au vecteur non projeté ;
– les vitesses opérationnelles soient importantes, faisant tendre cp → cmax et donc
α→ 0.
Dans le premier cas, O. Brock et al. proposent, dans leur article [Brock 02] consacré
à l’évitement d’obstacle pour des manipulateurs mobiles omnidirectionnels, l’indicateur
suivant :
ρ =
‖(Inddl − E (q)⋆E (q)) c0‖
‖c0‖ .
Pour des valeurs de ρ inférieures à un seuil donné, ils proposent de relâcher momentané-
ment certaines des contraintes opérationnelles afin de pouvoir optimiser de manière satis-
faisante l’objectif secondaire actif. Cela n’est pas conforme avec notre cahier des charges.
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Dans le second cas, α ou ααmax sont des indicateurs intéressants. Nous proposons de
partager l’intervalle [0, αmax] en nα intervalles de taille identique. A ces intervalles sont
associés des coefficients cα de réduction de la vitesse opérationnelle. Cela permet de ralentir
le mouvement opérationnel afin de redistribuer les capacités d’actionnement du système
vers les objectifs secondaires en fonction de la valeur de α. Pour α = 0, i.e. les actionneurs
sont dédiés uniquement à l’objectif de commande opérationnelle, le coefficient de réduc-
tion vaut 0. Le mouvement opérationnel est alors stoppé mais la contrainte de situation
opérationnelle est pour autant maintenue. Du point de vue de l’effort cela revient à réduire
le niveau de consigne d’effort désiré.
Nous faisons aussi le choix de diminuer la vitesse opérationnelle en nous basant sur la
proximité d’une valeur minimale critique pour la valeur de la fonction potentiel active.
La réduction des consignes opérationnelles est réalisée en ligne si les consignes opéra-
tionnelles ne sont pas planifiées mais nécessite une replanification dans le cas contraire.
Cette replanification, au même titre qu’une replanification liée à la mise à jour du plan
initial à l’instant du basculement entre deux tâches opérationnelles, est bien sûr telle que
la continuité des vitesses/efforts et des accélérations opérationnelles est assurée.
3.3.3 Structure de commande globale
Nous avons présenté dans ce chapitre l’ensemble des techniques nécessaires à la mise en
place d’une structure de commande pour la réalisation de missions de manipulation mobile
composées de tâches locales de natures différentes.
La figure 3.4 présente le schéma global récapitulatif de la structure de commande ainsi
créée.
La mise en œuvre expérimentale et en simulation de cette structure est présentée dans
le chapitre suivant.
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Fig. 3.4 – Structure de commande pour la commande opérationnelle des manipulateurs
mobiles à roues

Chapitre 4
Mise en œuvre : Simulations et
Expérimentations
88 Mise en œuvre : Simulations et Expérimentations
Il est nécessaire ici de rappeler l’importance de l’expérimentation dans une discipline
scientifique telle que la robotique et plus particulièrement la robotique mobile. En effet, si
une approche strictement académique permet la mise en place de bases théoriques solides
qui sous-tendent l’ensemble des méthodes de commande développées en robotique, elle ne
permet cependant pas de capturer fidèlement l’ensemble des difficultés qui sont inhérentes
à la mise œuvre d’un système complexe dans un environnement qui ne l’est pas moins.
Saturations des actionneurs, frottements statiques, glissements, jeux mécaniques, bruits de
mesures, contraintes de calcul temps réel, discrétisation des lois de commande, incertitudes
sur les paramètres de la mission : la liste est longue et si chacun de ces problèmes peut
être résolu individuellement, leur mise en commun ajoute à la difficulté du problème posé.
Ce travail de recherche a donc été pensé et abordé avec l’optique d’une mise en œuvre
expérimentale ce qui, au même titre que l’état de l’art dans le domaine de la manipulation
mobile et de la robotique, a guidé ou influencé les choix de modèles et d’approches de
commande que nous avons présentés dans les deux précédents chapitres.
Avant d’aborder les résultats expérimentaux et de simulation, nous présentons le contexte
expérimental du LAAS où dans le cadre de deux projets communs RobEA nous avons pu
mener à bien l’aspect expérimental de ce travail. Ce contexte expérimental sert de base
au simulateur que nous avons développé et qui a permis le prototypage rapide de solution
pour la commande d’un manipulateur mobile mais aussi l’implémentation complète de la
structure de commande décrite au chapitre précédent. Ce simulateur est donc présenté
ainsi que de nombreux résultats de simulation. Enfin, nous nous attachons à décrire les
expérimentations menées sur le système réel et à présenter les résultats obtenus.
4.1 Contexte expérimental
4.1.1 Système expérimental
Le système expérimental de manipulation mobile utilisé est composé de la plateforme à
roues de type unicycle H2bis et du bras manipulateur série à six liaisons rotoïdes et poignet
concourant GT6A. Afin de fixer les idées, le poids de l’ensemble est d’environ 400Kg dont
environ 35 Kg pour le bras manipulateur. La vitesse linéaire maximale de la plateforme
est de 0, 9 m.s−1 et sa vitesse angulaire maximale de 1, 0 rad.s−1.
Les actionneurs sont des moteurs à courant continu et leur électronique de commande
ne présente pas de boucle de courant, n’autorisant donc pas la commande en couple du
système.
Les capteurs d’intérêt présents sur le système sont pour la plateforme :
– un codeur optique et une roue odométrique pour chacune des deux roues motrices ;
– un arceau de sécurité de détection de collision ;
et pour le bras manipulateur :
– un codeur incrémental par liaison ;
– un capteur d’effort GIROBO, 6 axes, placé en bout de chaîne cinématique (entre
l’extrémité du bras et l’OT ) .
Le système d’exploitation temps-réel est VxWorks et l’architecture matérielle du système
calculateur temps-réel se compose de 5 cartes Motorola 680x0 ainsi que d’une carte Po-
werPC.
La figure 4.1 donne un aperçu de ce manipulateur mobile.
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Fig. 4.1 – Manipulateur mobile H2bis+ GT6A du LAAS
4.1.2 Architecture du LAAS pour la robotique autonome
Le groupe de recherche Robotique et Intelligence Artificielle (Ria) du LAAS focalise une
grande partie de son activité de recherche sur le développement d’architectures génériques
de contrôle dédiées aux systèmes autonomes. L’architecture existante, mise en œuvre sur
les nombreux robots du groupe, fournit un cadre idéal et éprouvé pour l’implémentation de
nouveaux algorithmes et méthodes de commande en robotique. S. Fleury rappelle dans
[Fleury 96] que cette architecture se constitue de deux niveaux distincts :
– un niveau décisionnel centralisé qui regroupe le contrôle d’exécution (supervision) et
la planification haut-niveau des missions robotiques ;
– un niveau fonctionnel distribué qui intègre les fonctionnalités de gestion dynamique
des données et des évènements (capteurs, asservissements, lois de commandes, plani-
fication de trajectoires).
Comme nous l’avons évoqué au début du chapitre, notre approche se positionne clairement
au niveau fonctionnel même si certains éléments de notre structure de commande relèvent
en partie du niveau décisionnel.
L’intégration de nouvelles lois de commande et de contrôle est standardisée et se fait
grâce au logiciel GenoM (Generator of Modules) et de l’environnement de développement
qui lui est associé ([Fleury 97, Fleury 01]). GenoM permet le développement de modules
logiciels associés à une ressource matérielle (actionneurs, capteurs) ou logicielle. Une im-
portante partie du code est générée de manière automatique fournissant ainsi une structure
robuste pour l’implémentation des algorithmes nécessaires à l’application. Cette structure
modulaire permet de faire appel aux services de modules déjà existants via des protocoles
d’échange de données standardisés par GenoM.
4.1.3 Prototypage rapide des solutions
Parmi les outils associés à GenoM, citons GDHE (Graphical Display for Hilare Experi-
ments) développé par M. Herbb ([Herrb 04]) qui permet la visualisation de scènes 3D,
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notamment composées de robots. Ce logiciel ouvert est associé au langage de script Tcl
et sa bibliothèque graphique associée Tk qui par ailleurs, via le package tclServ de A.
Mallet, autorise la communication avec le système d’exploitation temps réel et l’envoi
de requêtes aux modules développés pour l’application robotique en question.
Cette suite d’outils permet le développement rapide d’applications robotiques via la
possibilité qui est offerte de faire fonctionner une application en co-simulation. En co-
simulation, les variateurs de puissance du robot ne sont pas alimentés (le robot ne bouge
donc pas réellement mais son mouvement simulé peut être visualisé grâce à GDHE) et
les informations capteurs cohérentes avec la mission sont simulés logiciellement et utilisées
par les modules associés à l’application qui eux fonctionnent réellement. Cela permet la
mise au point du code de manière confortable ainsi que la validation du respect effectif des
contraintes temps réel par le code développé.
4.2 Simulateur et résultats de simulation
Malgré la souplesse offerte par l’architecture logicielle du groupe RIA, nous avons choisi
de mettre au point un simulateur strictement logiciel du système robotique et de la struc-
ture de commande que nous proposons. La première raison est purement pratique : n’ayant
pas le système expérimental « sous la main », il était nécessaire d’optimiser le temps passé
au LAAS et donc de commencer l’intégration expérimentale seulement après avoir validé
les solutions théoriques retenues. Au delà d’une question de temps, une telle approche
augmente les chances de ne pas faire d’erreur qui pourrait être dommageable au système
et à son environnement (l’utilisateur faisant bien entendu partie intégrante de l’environne-
ment). Par ailleurs, les outils utilisés pour développer ce simulateur (Matlab / Simulink)
autorisent une grande souplesse de programmation et ne nécessitent pas la compilation
d’un grand nombre de ligne de codes, le langage utilisé étant principalement interprété.
Cela est propice à des tests nombreux qui sont plus difficilement réalisables sur le système
réel.
Afin de s’approcher des conditions expérimentales, le robot exemple retenu pour la
simulation est un manipulateur mobile composé d’une plateforme unicycle et d’un bras
plan à deux liaisons rotoïdes dans le plan tel que celui présenté au chapitre 2. Seule la
position de l’organe terminal est contrôlée et d’après la définition que nous donnons du
degré de redondance, celui ci vaut donc dans ce cas précis 2.
4.2.1 Description du simulateur
Le simulateur développé se décline en deux versions. La première est dédiée à l’exécution
de mission pré-planifiée tandis que la seconde sert de base à une simulation de télé-opération
avec retour visuel simulé de la scène pour l’utilisateur. Nous présentons par la suite les
spécificités de chacune des versions ainsi que les résultats associés mais nous commençons
ici par donner une description des constituants du simulateur qui sont identiques d’une
version à l’autre.
4.2.1.1 Système matériel
Robot Les actionneurs et leurs transmissions mécaniques associées sont modélisés par des
systèmes dynamiques linéaires du second ordre perturbés par des couples résistants issus
de la simulation de la dynamique de l’ensemble du système. Une formulation explicite du
modèle dynamique est employée, autorisant ainsi une visualisation facilitée de l’évolution
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de chacun des termes du modèle dynamique tel qu’il a été défini au chapitre 2. Les butées
articulaires ainsi que les saturations sur les vitesses et les accélérations sont aussi simulées.
Le robot est modélisé par un ensemble de transferts continus. La gestion du « temps
continu » par Matlab est faite par l’adaptation du pas de temps de résolution des équations
différentielles à la dynamique courante du système. La fréquence d’échantillonnage de l’as-
servissement articulaire étant fixée à 5 ms, le pas de temps variable, choisi par Matlab, ne
peut pas être supérieur à cette valeur.
Environnement Deux types d’éléments environnementaux peuvent être simulés :
– des obstacles « bas », c’est à dire de hauteur inférieure à celle de la plateforme et qui
ne peuvent pas entrer en collision avec le bras manipulateur ;
– des surfaces de contact ponctuel dont le comportement est modélisé, localement,
par un ressort dans la direction normale à la surface de contact et dont la raideur
peut être fixée. Le contact avec l’OT est supposé plan/plan et les efforts générés lors
d’un contact se décomposent en deux composantes linéaires, l’une normale au plan
de contact et liée au modèle du contact, l’autre tangentielle au plan de contact et
calculée via un modèle du type coefficient de frottement statique de Coulomb.
Capteurs Les capteurs permettant de reconstruire la configuration du système sont consi-
dérés comme parfaits et aucun glissement de la plateforme n’est simulé. L’information qu’ils
fournissent est cadencée à une fréquence de 5 ms. Le capteur d’effort base sa mesure sur le
modèle de contact. Cette mesure est cadencée à une fréquence réglée par défaut à 25 ms.
Cette mesure est bruitée par un bruit aléatoire « continu », de valeur maximale inférieure
à 90% du seuil de détection du contact.
La situation des obstacles et des surfaces de contact est supposée connue à une erreur de
mesure relative près. L’ajout d’une telle erreur permet notamment de générer des impacts
avant l’instant prévu par le plan initial et donc de tester la robustesse de la structure de
commande face à de tels écarts.
4.2.1.2 Asservissements bas niveau
Les asservissements bas niveau des actionneurs sont similaires à ceux utilisés sur le
robot réel. Ce sont des PID numériques avec saturation et remise à zéro dynamique du
terme intégral (anti wind-up). Comme dans leur version réelle, des sécurités logicielles sont
codées afin de limiter la sollicitation des actionneurs à un niveau qu’ils peuvent atteindre
en mode nominal. Ces sécurités peuvent bien sûr être retirées afin d’appréhender les effets
de telles sollicitations. La mise en œuvre de ces asservissements est réalisée en supposant
que les paramètres des modèles des actionneurs ne sont pas parfaitement connus.
La période d’échantillonnage de ces asservissements peut être réglée et est par défaut
choisie égale à celle des asservissements du manipulateur GT6A (en l’occurrence 5 ms).
A ces asservissements bas niveau est associé un modèle simple (gain + saturation) des
variateurs de puissance.
4.2.1.3 Structure de commande opérationnelle
Elle est cadencée à une fréquence réglable fixée par défaut à 25 ms. Les différents blocs
présentés dans le schéma 3.4 décrivant le fonctionnement de cette structure, à la fin du
chapitre 3, sont présents dans le simulateur, simulateur dont le fonctionnement peut être
décrit par ce schéma.
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Génération des consignes opérationnelles et schéma de basculement C’est ici que se
situe la différence entre les deux versions du simulateur.
Dans la version avec planification, ce bloc permet la génération d’un plan initial (planifi-
cation de mouvement à partir d’informations fournies par l’utilisateur (situation de départ,
d’arrivée, consigne d’effort) et des caractéristiques du système (vitesses admissibles ...). Il
permet aussi l’adaptation du plan à partir des informations capteurs et la replanification
partielle afin d’adapter la vitesse opérationnelle à l’optimisation des objectifs secondaires.
Dans la version télé-opérée, les consignes opérationnelles sont issues d’un joystick virtuel
contrôlé par l’utilisateur. Ces consignes passent par un filtre passe bas conçu et adapté en
ligne pour respecter les contraintes sur les vitesses et accélérations du système.
Le schéma de basculement permet quant à lui la gestion du passage d’une tâche locale
à une autre et gère la commutation des lois de commande et la génération des indicateurs
destinés au planificateur.
Lois de commande opérationnelle Diverses lois de commande opérationnelle peuvent
être intégrées. Leur paramètres sont bien sûr réglables. La contrainte sur la grandeur de
commande des actionneurs impose des lois de commande cinématique. Citons parmi celles
qui ont été testées un PID dans l’espace opérationnel pour le contrôle du mouvement en
espace libre et une loi de commande hybride pour les tâches locales de manipulation mobile
au contact. Nous revenons dans la partie résultat sur la structure de ces lois de commande.
Inversion cinématique Ce bloc se décompose en deux parties. La première gère la partie
calcul de l’inversion cinématique (calcul de la pseudo-inverse pondérée, du projecteur ...).
La seconde s’attache plus particulièrement à la gestion du terme lié à la redondance (u0).
Elle permet l’évaluation des fonctions potentiel, l’arbitrage, la transition entre objectifs
secondaires, la mise à l’échelle des vitesses et des accélérations et la génération d’indicateurs
destinés au bloc de génération de consignes.
4.2.2 Résultats de simulation pour une mission planifiée
La mission type « Va écrire au tableau » retenue est assez complexe pour permettre
d’illustrer l’ensemble des développements que nous avons menés mais également assez
simple dans son principe afin de faciliter l’analyse des résultats obtenus. Cette mission
à trajectoire opérationnelle imposée est composée de trois tâches locales :
1. la première correspond à un mouvement en espace libre du manipulateur mobile de sa
situation de départ vers une situation intermédiaire proche de la surface de contact ;
2. la seconde est aussi un mouvement en espace libre mais pour cette tâche locale,
à moins qu’un objectif secondaire de priorité supérieure ne soit activé, l’objectif
secondaire de minimisation du pic d’effort lors du contact planifié sur la surface est
actif par défaut ;
3. enfin, la troisième consiste à effectuer un mouvement opérationnel au contact de la
surface du tableau (loi de commande hybride).
Le principe général est rappelé par la figure 4.2. Cette mission type est également celle
retenue pour l’expérimentation.
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(a) Mouvement en espace libre
(b) Transition vers le contact
(c) Mouvement au contact
Fig. 4.2 – « Va écrire au tableau » : décomposition en trois tâches locales
4.2.2.1 Paramètres de la mission
Les données d’entrée spécifiques à cette mission sont :
– la situation initiale ξ01 de l’OT ;
– la situation intermédiaire ξ12 de l’OT à l’instant du basculement de la tâche locale 1
vers la tâche locale 2 ;
– la situation intermédiaire ξ23 de l’OT à l’instant du basculement de la tâche locale 2
vers la tâche locale 3 ;
– la situation finale ξ3f de l’OT à la fin de la tâche locale 3 ;
– la consigne d’effort normal à la surface de contact.
A partir de ces données, des profils trapézoïdaux de vitesse et d’effort opérationnels sont
calculés. Ces profils correspondent à un déroulement parfait de la mission et sont repré-
sentés sur la figure 4.3. Notons tout d’abord que, par convention, le repère de référence est
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choisi de telle manière à ce que la normale à la surface de contact soit alignée avec l’axe ~x.
Ainsi, si le plan se déroule parfaitement, la vitesse de l’organe terminal est nulle à l’instant
ti du contact et la consigne ξ˙1(t)
∗ de vitesse le long de la normale au contact est remplacée
par la consigne d’effort f1(t)
∗ .
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Fig. 4.3 – Profils opérationnels de consigne planifiés en début de mission
En ce qui concerne les objectifs secondaires et leurs fonctions potentiel associées, nous
en considérons six :
– 1 - maximisation de la distance à la butée articulaire associée à qb1 ;
– 2 - maximisation de la distance à la butée articulaire associée à qb2 ;
– 3 - maximisation de la manipulabilité ωb ;
– 4 - maximisation de la distance aux obstacles sur le passage de la trajectoire opéra-
tionnelle ;
– 5 - maximisation de la distance aux obstacles à longer ;
– 6 - minimisation du pic d’effort à l’impact.
Les matrices N et P qui fixent les priorités pour chaque tâche locale entre les différents
critères secondaires, sont données par :
N =

 1 1 1 1 0 01 1 1 1 1 1
1 1 1 0 1 0

 ,
P =

 3 3 1 2 0 04 4 1 2 2 3
3 3 1 0 2 0

 .
De manière générale, il est judicieux de donner la priorité aux contraintes pour les-
quelles aucun garde-fou logiciel n’existe. Pour toutes les contraintes prises en compte ici,
il est possible mettre en place des sécurités logicielles allant de la simple saturation des
consignes envoyées aux actionneurs à l’arrêt complet du système (par exemple en coupant
les variateurs de puissance). Notre choix de priorité n’est donc ici guidé que par l’exigence
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que nous avons formulée en terme de suivi du chemin opérationnel. Ainsi nous donnons
la priorité la plus élevée (4) à la maximisation de la distance aux butées articulaires. En
effet, le blocage d’une des articulations entraîne nécessairement la perte de coordination
du mouvement et donc le non respect de la contrainte opérationnelle (d’un point de vue
géométrique et temporel). Ce n’est pas nécessairement le cas des saturations de vitesse qui
peuvent être répercutées sur l’ensemble des actionneurs de manière à conserver la coordi-
nation du mouvement et donc le respect de la contrainte opérationnelle (du point de vue
géométrique).
4.2.2.2 Lois de commande utilisées
La contrainte expérimentale sur le type des consignes qui peuvent être envoyées aux ac-
tionneurs nécessite l’emploi de lois de commande qui ne permettent pas de pré-compensation
des effets dynamiques (c’est très gênant au moins pour la gravité) ni de prise en compte
directe de la mesure issue d’un capteur d’effort. Des déplacements à vitesse et accélération
modérées ainsi que des efforts d’interaction à des niveaux d’effort réduits permettent de
limiter les effets dynamiques et donc d’assurer un niveau de performance acceptable pour
le système. En ce qui concerne la transformation d’une grandeur de type force en une gran-
deur de type vitesse, un modèle local du comportement de l’interaction permet d’assurer
un bon niveau de performance de la boucle d’effort.
Ainsi, en espace libre, seule la vitesse opérationnelle est à contrôler et un contrôleur
opérationnel de la forme :
u(t)∗ = B¯ (q)♯
(
ξ˙(t)∗ +Wreg (ξ(t)∗ − ξ(t))
)
+
(
Inddl − B¯ (q)♯ B¯ (q)
)
u0,
où Wreg est une matrice définie positive, permet, dans la mesure où les correcteurs ar-
ticulaires sont capables de rejeter les perturbations liées aux termes non précompensés,
d’assurer la convergence de l’erreur eξ(t) = ξ(t)
∗ − ξ(t) vers 0.
Au contact, la loi de commande hybride s’écrit :
u(t)∗ = uv(t) + uf (t) +
(
Inddl − B¯ (q)♯ B¯ (q)
)
u0, (4.1)
avec :
uv(t) = B¯ (q)
♯ Sξ˙v(t)
′, (4.2)
uf (t) = B¯ (q)
♯
(Im − S) ξ˙f (t)′. (4.3)
S est la matrice de sélection des directions opérationnelles commandées en mouvement.
Dans notre exemple, si le repère de référence est positionné au point d’impact, avec ~x
colinéaire à la normale au plan de contact, alors S vaut :
S =
[
0 0
0 1
]
.
En effet, c’est la direction ~x qui est contrôlée en effort et la direction ~y qui est contrôlée
en mouvement.
ξ˙v(t)
′ et ξ˙f (t)′ sont les vecteurs de commande opérationnelle correspondant respecti-
vement au mouvement et à l’effort à produire. De manière similaire à la loi de commande
pour le mouvement en espace libre, ξ˙v(t)
′ est choisi comme :
ξ˙v(t)
′ = ξ˙(t)∗ +Wreg (ξ(t)∗ − ξ(t)) .
96 Mise en œuvre : Simulations et Expérimentations
En ce qui concerne ξ˙f (t)
′, il est donné par :
ξ˙f (t)
′ = Kˆ−1e
(
fOT (t)
∗ +Wp (fOT (t)∗ − fOT (t)) +Wi
∫ t
ti
(fOT (s)
∗ − fOT (s)) ds
)
,
où Wp et Wi sont deux matrices définies positives et Kˆe est une estimée de la matrice
de raideur de l’interaction. Cette méthode permet de construire à partir de l’erreur sur
l’effort opérationnel de consigne, une consigne de vitesse opérationnelle équivalente. C’est
une version simplifiée de la commande en impédance dans l’espace opérationnel avec retour
d’effort explicite ( [Siciliano 99], [Khalil 02]).
4.2.2.3 Résultats de simulation
Mouvement opérationnel
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Fig. 4.4 – Profils de mouvement opérationnel réels et de consigne
Le plan initial calculé en début de mission (figure 4.3), ne tient pas compte de la présence
éventuelle d’obstacles présents sur le parcours du système. Il tient encore moins compte
des éventuelles situations où, par exemple, une butée articulaire est à éviter puisque les
consignes articulaires sont générées de manière strictement réactive. Ainsi, comme nous
l’avons présenté au chapitre précédent, il peut être utile, au cours de la mission, de repla-
nifier les trajectoires opérationnelles afin de tenir compte des ralentissements nécessaires
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à une optimisation locale efficace des fonctions potentiel associées aux contraintes secon-
daires. Ces replanifications engendrent des modifications dans le déroulement temporel de
la mission et le profil opérationnel de consigne en mouvement, adapté et mis à jour tout
au long de la mission, est donné sur la figure 4.4. Les consignes opérationnelles en vitesse
(ξ˙1(t)
∗, ξ˙2(t)∗) ainsi que les vitesses opérationnelles réelles (ξ˙1(t), ξ˙2(t)) sont données pour
chacune des directions opérationnelles contrôlées. Les erreurs entre vitesse de consigne et
vitesse réelle (e˙ξ1(t), e˙ξ2(t)) sont aussi fournies pour chacune des directions opérationnelles.
Les replanifications apparaissent clairement et le mouvement opérationnel étant coordonné,
elles modifient le profil de vitesse dans chacune des directions opérationnelles. Ces repla-
nifications sont en premier lieu utilisées pour ralentir le mouvement opérationnel ce qui
explique la durée plus importante de la mission par rapport à la durée planifiée (environ
171 secondes au lieu des 66 secondes planifiées).
Objectifs secondaires
Fig. 4.5 – Evolution de la valeur des indicateurs associés aux fonctions potentiel activées
et du gradient normalisé associé
Afin de corréler les instants de replanification opérationnelle avec le déroulement de
la mission, il est intéressant d’observer le déroulement de la mission en terme d’objectif
secondaire actif. C’est l’objet de la figure 4.5 qui présente :
– les zones temporelles où chacun des objectifs secondaires a été activé ainsi que la
valeur du potentiel associé.
– le gradient normalisé ∇TP (q) de la fonction potentiel active.
Le premier objectif secondaire activé est celui associé à la maximisation de la manipu-
labilité. Le gradient correspondant n’a qu’une composante selon qb1. Cela peut sembler
étrange mais en revenant à l’expression du déterminant de J¯ J¯T , introduite au chapitre 2
dans l’exemple sur le manipulateur mobile à roues similaire à celui utilisé pour ses simula-
tions, nous constatons qu’il ne dépend que de qb1.
Le second objectif secondaire correspond à l’évitement d’obstacles. Le but ici est de
maximiser la distance aux obstacles. En observant l’environnement de la mission sur la
figure 4.2, nous observons que le système doit traverser une zone encombrée d’obstacles
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« bas » (en rouge sur les images). Nous retrouvons ces obstacles sur la figure présentant
les valeurs des indicateurs associés aux fonctions potentiel activées. Ils sont cinq et corres-
pondent aux cinq lobes présents dans la seconde zone de la figure (en vert). Si la distance
aux obstacles à tendance à diminuer, l’utilisation de la fonction potentiel permet de limiter
cette diminution qui est liée au fait que la trajectoire de l’organe terminal passe à proxi-
mité de ces obstacles. Le gestion du passage d’un obstacle à un autre est faite grâce aux
seuils de sensibilité définis autour de chaque obstacle et qui sont utilisés pour l’arbitrage
entre fonctions potentiel. L’évitement efficace d’obstacle nécessite la diminution de la vi-
tesse opérationnelle et donc une replanification de cette vitesse. Ainsi, la corrélation entre
obstacle à éviter et replanification se fait très facilement en comparant la figure 4.5 à la
figure 4.4 où nous observons cinq replanifications, une pour chaque obstacle.
La zone jaune correspond à la minimisation de l’inertie du système dans la direction
opérationnelle alignée avec la normale à la surface de contact. Elle intervient avant l’impact
et nous observons que cette maximisation est bien effective. Elle engendre plusieurs repla-
nifications qui sont liés à un choix trop sensible des conditions de replanification associées
à cet objectif secondaire.
Une fois le contact établi, c’est l’évitement de la surface de contact qui devient prioritaire
et qui alterne avec des évitements de butés articulaires, l’éloignement entre la plateforme
et le mur ayant tendance à étendre le bras manipulateur. Chaque évitement de butée
articulaire est associé à une replanification de vitesse opérationnelle.
Effort d’interaction
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Fig. 4.6 – Effort opérationnel normal à la surface de contact : vue générale et détail de la
zone temporelle correspondant au contact
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Le contrôle de l’effort opérationnel est illustré par la figure 4.6 qui fournit l’évolution
de l’effort opérationnel normal à la surface de contact. Elle indique aussi :
– le retard à la détection ainsi que le profil de consigne replanifié à l’instant du contact
ti ;
– fmax , la valeur maximale de l’effort au moment de l’impact ;
– fs, le seuil de détection du contact. ;
– fd, la valeur de l’effort à l’instant td où le contact est détecté.
fd est utilisée pour planifier une trajectoire de ralliement à la consigne d’effort. Ceci permet
d’assurer la continuité de la consigne d’effort une fois le contact établi mais aussi d’éviter
la génération de grand terme de correction par la loi de commande en effort. De tels termes
peuvent engendrer des efforts de consigne calculés dont la norme est supérieure à l’effort
d’interaction courant et dont le signe est inversé. Cela peut mener à la perte du contact
et des phénomènes de rebond qui peuvent être extrêmement dommageables au robot et à
son environnement.
Le fait d’avoir minimisé l’inertie du système avant le contact permet aussi de limiter la
valeur fmax du pic d’effort ce qui favorise beaucoup la stabilisation de l’effort autour de sa
valeur de consigne.
Basculement d’objectif opérationnel
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Fig. 4.7 – Termes de la commande opérationnelle (mouvement et effort) selon la direction
contrôlée en effort
Le basculement d’objectif opérationnel, qui survient lors de du contact de l’OT avec
la surface du mur, est apparent sur l’ensemble des figures présentées. Du point de vue
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opérationnel, cela se traduit par le contrôle en effort de la direction normale à la surface de
contact et le contrôle en vitesse de la direction tangente. C’est l’application des techniques
de commande hybride qui permet la composition des signaux de commande opération-
nelle à partir d’une matrice de sélection des directions contrôlées. Le signal de commande
opérationnelle ainsi formé est donné par les relations (4.1), (4.2) et (4.3). Les termes de
consigne opérationnelle ξ˙v(t)
∗ et ξ˙f (t)∗ (notons que ξ˙(t)∗ = Sξ˙v(t)∗ + (Im − S) ξ˙f (t)∗)
issus des contrôleurs opérationnels en vitesse et en effort sont donnés par la figure 4.7 pour
la direction opérationnelle normale au contact. Le terme associé à la vitesse opérationnelle
devient nul une fois le contact détecté tandis que le terme associé à l’effort opérationnel
commence alors à évoluer. Il faut noter la faible amplitude du signal de consigne associé
au contrôle de l’effort opérationnel. Ceci est dû à « l’importante » raideur de la surface de
contact : 9000 N.m−1 (Kˆe est choisi proche de cette valeur).
Vitesses articulaires
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Fig. 4.8 – Décomposition de la consigne de vitesse articulaire et effet de la mise à l’échelle
des vitesses
Consignes La figure 4.8 fournit la décomposition de la consigne de vitesse articulaire,
calculée en utilisant le modèle cinématique inverse. Cette décomposition fait apparaître
deux termes, l’un lié au mouvement de l’OT et l’autre à l’utilisation de la redondance du
système pour l’optimisation d’objectifs secondaires, ainsi que le coefficient α de mise à
l’échelle des vitesses :
u(t)∗ = u(t)OT + αu(t)red,
où :
u(t)OT = B¯ (q)
♯
ξ˙(t)′
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est le terme lié au mouvement opérationnel et :
u(t)red =
(
Inddl − B¯ (q)♯ B¯ (q)
)
u0
est le terme lié à la redondance du système et utilisé pour l’optimisation d’objectifs secon-
daires.
Cette figure met en lumière quatre points importants :
– les actionneurs du bras manipulateur sont peu sollicités par rapport à ceux de la
plateforme. Nous n’avons, lors de cette simulation particulière, pas utilisé de pondé-
ration pour le calcul de la pseudo-inverse de B¯ (q). La pondération associé à chaque
actionneurs est donc similaire. Cette différence est donc intrinsèque au système et
s’explique par la faible vitesse opérationnelle fournie par une rotation de qb2 par rap-
port à celle fournie par une rotation identique de l’actionneur des roues droite ou
gauche. Cette différence peut être amplifiée ou gommée en fonction de la pondération
choisie au moment du calcul de la pseudo-inverse pondérée utilisée pour l’inversion
cinématique.
– la mise à l’échelle intervient peu dans le redimensionnement du terme lié à la redon-
dance. Cela est dû au ralentissement opérationnel qui permet de libérer des capacités
d’actionnement en faveur des objectifs secondaires et par ce biais de diminuer les
recours à la mise à l’échelle des vitesses articulaires de consigne associées au terme
de redondance.
– les pics du terme u(t)red sont liés principalement à l’évitement des butées articulaires
(par exemple autour de t = 160 s). Ceci est à relier au type de fonction potentiel,
utilisé pour cet évitement, qui est fortement répulsif (fonction en cuvette avec une
pente nettement marquée autour des valeurs critiques) et donc très efficace. Cela est
aussi dû au ralentissement opérationnel important qui est programmé pour ce type
d’objectif secondaire.
– nous retrouvons dans le profil u(t)OT pour la roue droite et la roue gauche, la forme
générale du profil de consigne opérationnel. Ceci illustre encore le fait que la majeure
partie du mouvement du système est généré par la plateforme.
Une remarque d’ordre générale peut être faite ici : si l’évolution des vitesses de consigne
articulaire peut sembler très rapide, voire discontinue, cela n’est pas le cas et l’ensemble
des contraintes sur les vitesses et accélérations maximales est respecté.
Vitesses réelles Les vitesses de consigne articulaires u(t)∗ ainsi que les vitesses articu-
laires réelles u(t) sont données sur la figure 4.9. Même si l’échelle de temps ne permet pas
une appréciation fine des performances du correcteur articulaire, cette figure permet d’ap-
précier le bon comportement global du suivi de consigne articulaire. La différence entre la
sollicitation des actionneurs de la plateforme (au maximum 4 rad.s−1) et du bras manipu-
lateur (au maximum 0, 5 rad.s−1) se retrouve bien entendu sur ces courbes. Un phénomène
similaire est par ailleurs observé au niveau du bras manipulateur où l’actionneur de la pre-
mière liaison est environ deux fois plus sollicité que celui de la seconde. Ceci est là aussi
dû aux capacités de chacune de ces liaisons à produire du mouvement opérationnel.
Les vitesses de la plateforme exprimées en v et ω sont données par la figure 4.10.
La vitesse linéaire de la plateforme présente, assez logiquement, un profil similaire au
profil opérationnel et des mouvements opérationnels en ligne droite étant planifiés, il est
possible de conclure que la rotation de la plateforme est principalement dûe aux objectifs
secondaires. Cela est particulièrement marqué dans la phase de mouvement au contact où
les seules rotations d’intensité importante de la plateforme sont dûes à l’évitement du mur
en début de contact et aux évitements de butée articulaire.
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Fig. 4.9 – Vitesses de consigne articulaires et réelles
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Fig. 4.10 – Vitesses de la plateforme v et ω
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Couples moteurs
Les couples moteurs et résistants sont donnés sur la figure 4.11. L’intérêt de telles
courbes est de montrer les origines différentes des couples résistants en fonction du type
de tâche locale dans lequel se situe la mission. Jusqu’à l’impact, le couple résistant est uni-
quement dû aux effets dynamiques (inertie et centrifuges). Ainsi le pic de couple résistant
présent sur les moteurs des deux roues (à t ≈ 27 s) est dû à une manœuvre de rotation
rapide (accélération importante ⇒ effets inertiels) de la plateforme qui se retrouve par
ailleurs sur la courbe de la figure 4.10 représentant la vitesse ω de rotation. Une fois le
contact établi, ces couples résistants sont principalement dûs à la répercussion des efforts
d’interaction sur les actionneurs (terme J¯ (q) fext/OT ). L’évolution de cette part des couples
résistants (avant réducteur) est fournie par la figure 4.12. Bien entendu avant le contact, ces
couples résistants sont nuls. Ils prennent leur valeur maximale durant le régime transitoire
de l’effort normal (pic d’effort). Leur évolution n’est ensuite pas constante puisqu’elle est
liée à l’évolution de J¯ (q) et donc de la configuration q du système.
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Fig. 4.11 – Couples moteurs et résistants
Configuration du système
L’évolution de la configuration du système est donnée par la figure 4.13. La position
(x, y) de la plateforme est tracée avec la position (ξ1, ξ2) de l’OT afin de montrer les
différences entre le parcours de l’OT et celui du point Op. Le chemin suivi par l’OT étant
composé de lignes droites, ces différences sont ici aussi principalement liées à la satisfaction
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Fig. 4.12 – Part du couple résistant (avant réducteur) liés à l’interaction opérationnelle
des objectifs secondaires. Afin de mettre en avant ces différences de manière plus précise, la
figure 4.14 présente l’évolution temporelle de la distance d (Op, OT ). La valeur moyenne sur
l’ensemble de cette distance est aussi représentée. Cette courbe ainsi que celle représentant
les vitesses des articulations qb1 et qb2 montrent que malgré une vitesse d’évolution peu
élevée, la configuration du bras manipulateur évolue tout au long de la mission. Elle passe
notamment de −1, 26 rad à 1, 36 rad pour qb1 entre le début et la fin de la mission. Les
variations de la distance d (Op, OT ) ne sont d’ailleurs dûes qu’au seul mouvement du bras
manipulateur.
Une vue globale de la mission est donnée sur la figure 4.15 où la trace bleue représente
le chemin suivi par l’OT et la trace rouge celui suivi par le point Op (milieu de l’axe des
roues motrices).
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Fig. 4.13 – Evolution de la configuration du système
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Fig. 4.14 – Evolution de la distance d (Op, OT )
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Fig. 4.15 – Vue globale de la mission
4.2.2.4 Quelques résultats connexes
Les résultats présentés ici sont issus d’autres simulations de la même mission et illustrent
différents points pas spécifiquement mis en avant par les résultats présentés dans la partie
précédente.
Pic d’effort
La figure 4.16, extraite des résultats présentés dans [Padois 04a], illustre l’effet de
l’utilisation d’un schéma de réduction des efforts d’impact sur le pic d’effort observé.
Il est important de remarquer que l’utilisation d’un tel schéma influence surtout la confi-
guration du bras manipulateur, celle de la plateforme étant aussi modifiée afin d’assurer le
maintien de la contrainte opérationnelle. Cela est dû à l’expression de la matrice d’inertie
A¯(q) du système dont l’expression dépend majoritairement de la configuration du bras
manipulateur plutôt que de celle de la plateforme. Cette influence est illustré sur la figure
4.17 par la comparaison entre les vitesses et coordonnées généralisées du système dans le
cas où l’objectif secondaire de réduction des efforts d’impact est présent ou non.
Rebonds
Le phénomène de rebond est illustré par la figure 4.18 qui présente le profil d’effort
normal (avant capteur donc non bruité pour plus de clarté) au contact ainsi qu’une vue de
la mission à l’instant du contact. Ce phénomène est ici dû à une grande sous-estimation
(100 N.m−1au lieu de 9000 N.m−1 en réalité) de la raideur du contact.
Lorsque cette raideur est sous-estimée, le déplacement équivalent à l’effort désiré est
plus grand que celui réellement nécessaire pour exercer l’effort voulu. Cela engendre un
effort très important au moment de l’impact et donc un terme de correction calculé lui
aussi très important. Si ce terme est supérieur à l’effort d’interaction courant et de signe
inversé par rapport à celui-ci, le contact est rompu. Le correcteur d’effort étant toujours
4.2 Simulateur et résultats de simulation 107
actif, il tend à rétablir le contact et un processus de rebond est lancé qui peut ne pas
converger vers l’établissement d’un contact stable (effort d’interaction contrôlé). Cela peut
bien sûr être très destructeur pour le robot et son environnement.
De manière générale, il est conseillé de sur-estimer la raideur du contact, cela n’ayant
pour effet que de réduire le pic d’effort, les termes correcteurs calculés et la vitesse de
convergence de l’erreur d’effort. Mieux encore, il peut être intéressant de mettre en place un
schéma de commande adaptatif basé sur l’identification en ligne de la raideur du contact.
C’est ce que proposent J. Park et O. Khatib dans leur travaux sur la téléopération
haptique robuste d’un manipulateur mobile à roues (plateforme omnidirectionnelle) utilisé
notamment pour des tâches de préhension d’objet ([Park 04]).
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Fig. 4.16 – Effet d’un schéma de réduction des efforts d’impact sur le pic d’effort observé
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(a) Vue 3D du phénomène de rebond
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Fig. 4.18 – Phénomène de rebond lors de l’impact
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4.2.3 Résultats de simulation pour une mission télé-opérée
Afin d’illustrer la validité de notre approche dans des cas où les consignes opérationnelles
ne sont pas pré-planifiées mais générés de manière interactive, nous avons développé une
version « temps-réel » du simulateur qui permet l’interaction d’un utilisateur avec le robot.
L’interface d’interaction entre l’utilisateur et le système est un joystick logiciel permettant
de faire varier les deux composantes de la vitesse opérationnelle de consigne. Cette consigne
opérationnelle de mouvement est filtrée afin de limiter son amplitude ainsi que l’accélération
opérationnelle. Ce filtrage se fait tout d’abord par l’intermédiaire d’un filtre passe-bas avec
gain et constante de temps adaptatifs dimensionnés afin d’assurer le respect des contraintes
sur les vitesses et accélérations maximales liées au système ainsi que de permettre une
optimisation efficace des objectifs de commande secondaire. Ces travaux sont présentés
dans [Fourquet 05].
Le schéma présenté sur la figure 4.19 synthétise le fonctionnement global de l’applica-
tion.
Fig. 4.19 – Schéma de principe du fonctionnement de l’application associée à une mission
de télé-opération
Excepté pour la génération de consigne, la structure de commande reste similaire à
celle utilisé pour une mission avec consignes pré-planifiées. En ce qui concerne les objectifs
secondaires, celui lié à la minimisation des efforts d’impact n’est pas nécessaire, aucun
mouvement au contact n’étant prévu. Pour les mêmes raisons, la boucle d’effort n’est pas
utilisée. Enfin, pour permettre l’utilisation du système sur un ordinateur de puissance
moyenne, la dynamique du système n’est plus simulée.
4.2.3.1 Dimensionnement du filtre
Le but du filtre est de limiter vitesse et accélération de consigne opérationnelles et
ce, afin de respecter l’ensemble des contraintes sur le système ainsi que d’assurer une
optimisation efficace des objectifs secondaires. Nous choisissons d’employer un filtre passe-
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bas de premier ordre. Ce type de filtre peut s’écrire sous la forme :
F (p) =
K
1 + τp
,
où p est la variable de Laplace.
Notons ξ˙(p)∗jstck la norme de la consigne de vitesse opérationnelle issue du joystick. La
consigne opérationnelle filtrée ξ˙(p)∗f , utilisée par la structure de commande comme consigne
opérationnelle de référence, est donnée par la relation :
ξ˙(p)∗f = F (p)ξ˙(p)
∗
jstck. (4.4)
En régime établi, cela donne :
ξ˙(t)∗f = Kξ˙(t)
∗
jstck.
La limitation de la vitesse se fait donc par le réglage de K. Ce réglage est basé sur
le processus de replanification mis en œuvre dans la structure de commande pour limi-
ter les vitesses opérationnelles et ainsi permettre une meilleure optimisation des objectifs
secondaires. Ainsi, K peut s’écrire K
(
ξ˙max, α,Pa(t)
)
où nous rappelons que :
– ξ˙max est la valeur maximale de la vitesse opérationnelles calculée en fonction des
capacités des actionneurs du système ;
– α est le facteur de mise à l’échelle des vitesses articulaires associées à la redondance du
système qui fournit une information sur la répartition des capacités d’actionnement
du système entre l’objectif opérationnel et l’objectif secondaire actif ;
– Pa(t) est la valeur de la fonction potentiel active à l’instant considéré.
La limitation de l’accélération opérationnelle est réalisée par le dimensionnement du para-
mètre τ . La relation (4.4) peut s’écrire :
ξ˙(t)∗f + τ ξ¨(t)
∗
f = Kξ˙(t)
∗
jstck,
soit :
τ =
Kξ˙(t)∗jstck − ξ˙(t)∗f
ξ¨(t)∗f
.
En choisissant ξ¨(t)∗f = ξ¨max, soit à sa valeur maximale admissible, nous obtenons la valeur
minimale de la constante de temps du filtre permettant de respecter la contrainte sur la
valeur maximale de l’accélération opérationnelle :
τ =
Kξ˙(t)∗jstck − ξ˙(t)∗f
ξ¨max
.
4.2.3.2 Résultats de simulation
Filtrage des consignes
L’effet du filtrage des consignes de vitesse opérationnelle issues du joystick est présenté
sur la figure 4.20. Les signaux e˙i(t)
∗
f = ξ˙i(t)
∗
jstck − ξ˙i(t)∗f représentent la différence entre
les consignes opérationnelles avant et après filtrage. Les accélérations trop importantes
sont lissées par le filtre et le signal de consigne opérationnelle résultant est complètement
compatible avec les caractéristiques physiques des actionneurs du système. L’évolution du
gain statique K du filtre permet de limiter la vitesse de consigne lorsque cela est exigé
par la satisfaction d’un objectif secondaire. La figure 4.21, qui présente l’évolution de
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Fig. 4.20 – Effet du filtrage des consignes de vitesse opérationnelle issues du joystick
l’activation des différentes fonctions potentiel activées ainsi que la valeur des indiacteurs
associés à ces fonctions potentiel, permet de corréler les zones temporelles présentant un
ralentissement de la consigne opérationnelle (figure 4.20) avec les zones temporelles où
un objectif secondaire est activé. Pour cette simulation particulière, l’objectif secondaire
associé aux butées articulaires n’est jamais activé et les zones temporelles de ralentissement
opérationnel correspondent à l’évitement des obstacles rencontrés. Le reste du temps, c’est
la manipulabilité du système qui est optimisée et cela ne nécessite pas de ralentissement
opérationnel.
Trajectoire du système
La trajectoire de l’OT et celle du point central de l’axe des roues de la plateforme Op
sont données sur la vue 3D de la figure 4.22.
4.2.3.3 Perspectives autour de ce type d’application
Afin de perfectionner l’aspect « interaction », il peut être intéressant de considérer le
signal issu du joystick comme un signal d’effort exercé au niveau de l’OT . Cette consigne
d’effort est transformée en consigne de vitesse opérationnelle au travers d’un filtre du
second ordre dont les paramètres peuvent être choisi de manière à simuler une impédance
mécanique opérationnelle. Il est alors possible de simuler des types différents de réponse
du système à la sollicitation de l’utilisateur, par exemple une interaction « molle » où
la dynamique de réponse du système à la sollicitation est très lente. La version actuelle
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du simulateur revient à simuler une interaction très rigide, la dynamique de la réponse du
robot n’étant limitée que par l’accélération opérationnelle maximale admise par le système.
Fig. 4.21 – Evolution de la valeur des indicateurs associés aux fonctions potentiel activées
Fig. 4.22 – Vue globale de la mission de télé-opération
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4.3 Résultats expérimentaux
Du point de vue expérimental, nous nous sommes attachés à démontrer la faisabilité
de l’approche proposée. Ainsi, l’ensemble des fonctionnalités présentes dans le simulateur
(génération de consigne, basculement de tâche locale, adaptation du plan, inversion ciné-
matique) ont été implémentées et même si toutes les fonctions potentiel présentées dans
le cas de la simulation « Va écrire au tableau » ne sont pas mises en œuvre, les aspects
de transition entre objectifs secondaires sont quand même bien présents (et pour cause :
passer de pas d’objectif secondaire à un objectif secondaire nécessite en soit une transi-
tion). Le cahier des charges de ces expérimentations et son lien avec le simulateur et nos
développements théoriques sont l’objet du travail présenté dans [Padois 04d]. Une partie
des résultats expérimentaux est présentée dans [Padois 04c].
Nos efforts se sont donc concentrés sur l’aspect de transition entre tâche locale en
espace libre et au contact car si la simulation permet de valider dans son principe l’approche
utilisée pour l’enchaînement d’objectifs secondaires et la commande opérationnelle réactive
d’un manipulateur mobile à roues, le modèle d’effort retenu pour modéliser l’interaction
opérationnelle du système avec l’environnement reste assez éloigné de la réalité physique
du matériau. Ceci explique donc la nécessité de l’expérimentation.
Nous présentons donc tout d’abord le module logiciel développé grâce au logiciel GenoM
et son intégration dans l’architecture logicielle du LAAS, plus précisément son interaction
avec d’autres modules existants. Nous présentons ensuite plusieurs résultats expérimentaux
obtenus au cours des campagnes d’expérimentation.
Rappelons ici que le robot utilisé pour ces expérimentations est un manipulateur mobile
à roues composé de la plateforme à roues de type unicycle H2bis et du bras manipulateur
série à six liaisons rotoïdes et poignet concourant GT6A. La dimension de l’espace opéra-
tionnel est 6, c’est à dire que l’ensemble des directions de l’espace opérationnel est contrôlé.
Ce robot présente un degré de redondance cinématique égal à 2.
4.3.1 Module logiciel GenoM : ManMob
Le module logiciel développé réalise les différentes fonctions suivantes :
– génération des consignes opérationnelles dans le cadre d’une commande à trajectoire
opérationnelle imposée ;
– gestion des indicateurs permettant la transition d’une tâche locale à une autre ;
– gestion du basculement des tâches locales et des objectifs secondaires ;
– replanification éventuelle aux instants de basculement de tâche locale ;
– contrôle opérationnel ;
– calcul et mise à jour de la matrice d’inertie du système ;
– inversion cinématique avec gestion de la redondance (mise à l’échelle des termes liés
à la redondance).
L’inversion cinématique fait appel à des bibliothèques de calcul des modèles géométriques
et cinématiques du système et l’ensemble des calculs matriciels est réalisé grâce à la bi-
bliothèque Meschach de calcul matriciel en C développée par D. Stewart et Z. Leyk
([Stewart 94]). Afin de répondre à nos besoins, des fonctionnalités ont été ajoutées à ces
bibliothèques comme le calcul par décomposition en valeur singulière de la pseudo-inverse
pondérée d’une matrice donnée.
La figure 4.23 présente le schéma qui synthétise l’ensemble des interactions entre le
module ManMob et les modules logiciels utilisés pour notre application.
La période d’échantillonnage associée à chacun des modules est indiquée en vert. La
finalité du moduleManMob est de générer des consignes de vitesse articulaire pour chacun
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Fig. 4.23 – Architecture logicielle associée au module ManMob
des sous-systèmes composant le robot. Les consignes associées à la plateforme H2bis sont
écrites dans un poster (zone logicielle d’exportation de données d’un module pouvant être
lues et utilisées par un ou plusieurs autres modules) et lues par le module Loco. Ce module
permet, entres autres fonctionnalités, l’asservissement de la vitesse de la plateforme à partir
des valeurs de vitesse linéaire et angulaire lues dans le poster. Il est lié aux fonctions de bas
niveaux qui génèrent les tensions de commande des variateurs de la plateforme mais aussi
à celles associées aux différents capteurs permettant la localisation du système (odomètres
notamment). Il donne donc aussi accès aux informations renseignant l’état du système
(situation de la plateforme et vitesse courante). Ces informations sont bien entendu utilisées
par le module ManMob. Le module Arm présente des fonctionnalités similaires mais sa
période d’échantillonnage est 5 fois plus faible1. Le module Girobo ([Bayle 01a]) permet
quant à lui l’accès aux informations issues du capteur d’effort six axes qui mesure les efforts
d’interaction opérationnelle. Ce module permet par ailleurs le calibrage du capteur et la
précompensation des efforts liés au poids « vu » par le capteur (le poids de l’outil lié à
l’OT ).
4.3.2 Résultats expérimentaux
Les résultats présentés ici sont issus de la mise en œuvre du module logiciel ManMob
pour réaliser la mission type « Va écrire au mur ». Nous illustrons au travers de diverses
figures les performances de la structure de commande mise en œuvre.
4.3.2.1 Aspect opérationnel
Le mouvement en espace libre est planifié entre les situations de l’ OT :
ξ01 =
[ −2, 45 0, 00 1, 16 π2 π2 π2 ]T et
ξ23 =
[
0, 00 0, 50 1, 25 π2
π
2
π
2
]T
.
La situation ξ12, qui correspond à la transition entre la tâche locale de déplacement en
espace libre et la tâche locale de mouvement en espace libre avec préparation au contact
n’est pas définie explicitement mais coïncide en fait avec le début de la phase de décélération
du profil de mouvement opérationnel. La situation finale planifiée est :
ξ3f =
[
0, 00 0, 95 1, 10 π2
π
2
π
2
]T
.
1Cela est lié au niveau de performance attendu de chacun des sous-systèmes.
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La configuration initiale du système est :
q =
[
0, 00 π4 0, 00 0, 00
π
4 0, 00 −3, 69 0 0
]T
.
La valeur de l’effort normal à atteindre et à asservir, une fois le contact établi, est 2 N .
Seule la direction normale au contact (~x) est contrôlée en effort une fois le contact établi.
Mouvement opérationnel
L’évolution des vitesses linéaires et des positions opérationnelles réelles et de consigne
est donnée par la figure 4.24. Les erreurs observées sur la vitesse opérationnelle sont liés aux
effets de couplage dynamique entre le bras manipulateur et la plateforme (principalement
à l’influence du mouvement de la plateforme sur le mouvement du bras manipulateur),
mais aussi au niveau de performance moyen des actionneurs du système. Le long de l’axe
~z viennent s’ajouter les effets du poids qui n’est pas pré-compensé au niveau opérationnel
et qui engendre donc un couple résistant perturbateur qui doit être rejeté par les seuls
asservissements articulaires. Malgré ces écarts, les signaux d’erreur présentés sur la figure
4.25 montrent que l’erreur de position opérationnelle reste limitée et ne prend pas de valeur
supérieure à 5 × 10−3 m ce qui, dans le cadre d’un mouvement en espace libre, est très
satisfaisant. L’erreur importante e1 une fois le contact établi se compose de deux termes
ajoutés : l’incertitude liée à la connaissance de la position de la surface de contact et le
mouvement dans la direction ~x lié au contrôle d’effort. En ce qui concerne l’orientation de
l’OT , la norme de l’erreur d’orientation n’est jamais supérieure à 0, 55 deg et ce maximum
est atteint au moment de l’impact. En fin de mission, elle vaut 0, 08 deg.
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Fig. 4.24 – Vitesses linéaires et positions opérationnelles réelles et de consigne
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Fig. 4.25 – Erreurs entre vitesses linéaires et positions opérationnelles réelles et de consigne
Effort opérationnel d’interaction L’évolution temporelle de l’effort opérationnel normal
à la surface du contact est donnée par la figure 4.26.
Nous pouvons tout d’abord remarquer le faible pic d’effort à l’impact. Ceci est en partie
dû à l’optimisation de l’objectif secondaire dans la phase d’approche du contact mais aussi
à la faible valeur de l’effort au moment de la détection du contact. Cette faible valeur
s’explique par la vitesse opérationnelle peu élevée au moment de l’impact qui est elle
même liée à l’erreur limitée faite sur l’estimation de la position de la surface de contact et
à la vitesse opérationnelle modérée qui est planifiée.
Nous observons aussi que la qualité de l’asservissement n’est pas parfaite.
La première raison est l’irrégularité importante de la surface de contact (cf. la figure
4.27 qui montre l’état de la surface de contact) à laquelle s’ajoute un comportement non
strictement élastique du matériau employé pour la surface de contact.
La seconde, plus critique, est liée au capteur d’effort lui même qui n’est pas dimensionné
pour mesurer des efforts aussi faibles. Sa gamme de mesure est, le long de l’axe considéré
pour l’application de notre effort normal, de ±50 daN . Sa précision au pire est, pour ce
même axe, de ±5 N . Ce décalage est compensé à chaque calibrage du capteur (au début de
chaque mission) par le module Girobo. La compensation d’un tel décalage n’a d’intérêt
que si il n’évolue pas pendant le déroulement de la mission. L’étude des courbes de mesure
brute de l’effort, montre que cette hypothèse est raisonnable. La gamme de mesure est donc
complètement disproportionnée par rapport à l’application mais la fiabilité de la mesure
reste convenable et permet un asservissement d’effort aux performances suffisantes pour le
type d’application testé.
L’idéal serait de fixer cette consigne à un niveau plus élevé mais les capacités d’action-
118 Mise en œuvre : Simulations et Expérimentations
nement du bras manipulateur ne permettent pas d’envisager un mouvement opérationnel
au contact avec un effort d’interaction dont la norme est supérieure à environ 10N . Au
delà, le couple résistant lié à cet effort devient trop important et les actionneurs du bras
manipulateur ne peuvent pas assurer le mouvement et l’effort opérationnel simultanément.
Nous avons réalisé des essais avec des valeurs de consigne allant jusqu’à 5 N mais la nature
du matériau utilisé pour le contact ne permet pas la réalisation correcte du mouvement au
contact, l’effort tangentiel engendré devenant trop important (formation d’un bourrelet en
avant de la direction de déplacement). La surface de contact utilisée présente une raideur
estimée de 1000 N.m−1 ce qui est assez faible (avec une telle raideur, un déplacement d’un
centimètre équivaut à un effort de 10 N) et l’emploi d’une surface de contact plus rigide
pourrait être envisagé. Cela permettrait d’obtenir des efforts au contact plus important et
donc de tester l’efficacité propre du schéma de réduction du pic d’effort à l’impact dans des
conditions plus sévères. Le risque d’endommager le robot ou l’environnement n’en serait
néanmoins que plus important.
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Fig. 4.26 – Effort opérationnel normal à la surface de contact : consigne et effort réel
4.3.2.2 Aspect articulaire
Objectif secondaire
Le seul objectif secondaire implémenté d’un point de vue expérimental est la minimi-
sation du pic d’effort à l’impact. Des sécurités logicielles existent pour s’assurer le respect
des autres contraintes et en cas d’activation d’une de ces sécurités, la mission est avortée.
Malgré cela la notion d’enchaînement d’objectif secondaire est toujours présente car passer
de pas d’objectif secondaire à un objectif secondaire est, en soi, un enchaînement. Dans le
cadre de cet objectif secondaire, aucun ralentissement opérationnel n’est prévu et la seule
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(a) Vue de face (b) Vue de profil avec OT au contact
Fig. 4.27 – Nature de la surface de contact utilisée lors des expérimentations.
replanification de toute la mission a lieu au moment du contact. L’évolution temporelle de
la fonction potentiel utilisée pour minimiser l’inertie du système dans la direction normale
à la surface de contact est donnée par la figure 4.28. La mise en correspondance, sur la fi-
gure, avec le profil de vitesse opérationnelle permet d’identifier la zone temporelle pendant
laquelle cet objectif secondaire est actif.
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Fig. 4.28 – Evolution le l’indicateur associé à la fonction potentiel utilisée pour minimiser
l’inertie du système
Vitesses articulaires et configuration du système
Les vitesses articulaires réelles et de consigne sont données sur la figure 4.29. L’effet de
l’optimisation de l’objectif secondaire présenté précédemment est très net sur chacune des
composantes de la vitesse articulaire du système. L’effet sur la configuration est indiqué
sur la figure 4.30 qui présente l’évolution de la configuration du système au cours de la
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mission. La minimisation de l’inertie du système entraîne un « repliement » logique du bras
manipulateur.
Une vue des configurations initiale et finale du système est présentée sur la figure 4.31
et les trajectoires de l’OT (bleue) et de la plateforme (rouge) sont présentées sur la vue de
synthèse 4.32.
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Fig. 4.29 – Vitesses articulaires réelles et de consigne
4.3.2.3 Effet du choix de la pseudo-inverse pondérée sur les mouvements du système
Comme nous l’avons évoqué au chapitre précédent, la norme du vecteur des vitesses
articulaires calculé par inversion cinématique est, dans le cas du choix d’une pseudo-inverse
pondérée pour l’inverse généralisée de la jacobienne réduite du système, minimale au sens
des moindres carrés Mx−pondérés. Cela signifie qu’il est possible de solliciter plus ou
moins tel ou tel actionneur du système en choisissant de manière circonstanciée la matrice
Mx. Le choix par défaut est de la choisir égale à l’identité mais, si, par exemple, il est
souhaité de solliciter les actionneurs en fonction de leur comportement dynamique, i.e.
de plus solliciter ceux présentant une dynamique rapide, le choix de la matrice d’inertie
A¯(q) comme matrice de pondération est le plus approprié. En effet, la matrice d’inertie du
système est quantitativement représentative de son comportement dynamique. Ce choix est
par ailleurs celui qui minimise à chaque instant l’énergie cinétique du système. Inversement,
si c’est la plateforme (dynamique lente) qui, en raison de contraintes de fonctionnement
données, doit être majoritairement sollicitée, la matrice de pondération choisie peut être
l’inverse de la matrice d’inertie. L’effet d’un tel choix sur les consignes de vitesse articulaire
calculées est illustré sur la figure 4.33 qui présente l’évolution de ces consignes pour le robot
4.3 Résultats expérimentaux 121
20 40 60
−3.5
−3
−2.5
−2
−1.5
−1
x
[m
]
20 40 60
0
0.1
0.2
0.3
y
[m
]
20 40 60
0
0.1
0.2
0.3
0.4
ϑ
[r
a
d
]
q b
2
[r
a
d
]
q b
3
[r
a
d
]
q b
4
[r
a
d
]
q b
5
[r
a
d
]
q b
6
[r
a
d
]
q b
1
[r
a
d
]
20 40 60
0
0.1
0.2
0.3
20 40 60
0.4
0.5
0.6
0.7
0.8
20 40 60
0
0.2
0.4
0.6
0.8
20 40 60
0
0.5
1
temps [s]
20 40 60
0.4
0.6
0.8
1
temps [s]
20 40 60
−0.6
−0.4
−0.2
0
temps [s]
consigne
réel
Fig. 4.30 – Evolution de la configuration du système
dans sa phase de mouvement en espace libre. Trois types de matrices de pondération sont
employés :
– la matrice identité ;
– la matrice d’inertie modifiée pour atténuer quelque peu les grandes différences entre
la plateforme et le bras manipulateur en terme d’inertie (le terme principal d’inertie
associé à l’accélération linéaire de la plateforme est divisé par 100 et celui associé à
l’accélération angulaire est divisé par 25) ;
– l’inverse de la matrice d’inertie modifiée de manière similaire.
Même si les courbes sont assez explicites, nous pouvons mettre en avant trois points
importants :
– le choix de la pondération influe peu sur le profil de vitesse linéaire de la plateforme
(9% d’écart au maximum) mais la logique de la pondération est respectée car la
courbe bleue majore la courbe verte qui majore la courbe rouge ;
– le profil de vitesse angulaire de la plateforme est nettement modifié par le choix de la
pondération et là encore la logique est respectée. Cette plus grande influence est liée
au coefficient diviseur appliqué afin d’atténuer les grandes différences de dynamique
entre les sous-systèmes ;
– l’influence de la fonction potentiel sur les articulations du bras manipulateur est
fonction de l’inertie « vue » par chacun des actionneurs correspondants : moins cette
inertie « vue » est grande, plus ces articulations sont sollicitées dans le cas de la
pondération par la matrice d’inertie (et inversement).
Il peut être légitime de se poser la question suivante : « Pourquoi avoir réduit l’écart de
comportement dynamique entre les sous-systèmes ? » La réponse se situe dans l’analyse
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(a) Configuration initiale du système (b) Configuration finale du système
Fig. 4.31 – Configurations initiale et finale du système
Fig. 4.32 – Vue de synthèse des trajectoires de la plateforme et de l’OT
du cas où une pondération par la matrice d’inertie est employée : dans ce cas précis, le
bras manipulateur est plus sollicité que dans le cas d’une pondération par l’identité. Cela
signifie que pour un mouvement opérationnel rectiligne, le bras manipulateur va tendre à
s’étirer et risque d’atteindre la limite de son espace de travail (qui est défini relativement
à la plateforme). Ainsi, afin de réaliser ces tests sur l’influence de la pondération lors de
l’inversion cinématique, il était important de ne pas rencontrer un tel cas de figure et c’est la
raison majeure de cette « atténuation » de la matrice d’inertie utilisée pour la pondération.
L’utilisation d’une matrice de pondération différente, en fonction du type de mouvement
opérationnel de consigne ou des contraintes permanentes ou momentanées sur les liaisons ou
ensemble de liaisons du système, peut être une solution permettant par exemple de profiter
pleinement des capacités de navigation rapide de la plateforme en espace libre (pondération
par l’inverse de la matrice d’inertie) et de la dynamique rapide du bras manipulateur lors
de tâches d’interaction avec l’environnement (pondération par la matrice d’inertie). C’est
le choix que nous avons fait pour certaines de nos expérimentations.
Enfin, pour pallier l’effet d’extension du bras qui peut se produire en choisissant la
matrice d’inertie comme matrice de pondération, il est possible d’utiliser un objectif se-
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Fig. 4.33 – Effet du choix de la pseudo-inverse pondérée sur les mouvements du système
condaire ayant pour but de maintenir le bras manipulateur dans une «zone acceptable»
([Foulon 98]). C’est ce que nous faisons, de manière plus flexible, en maximisant la ma-
nipulabilité du système.
4.3.3 Conclusion sur l’aspect expérimental de ce travail
L’approche expérimentale de la commande opérationnelle des manipulateurs à roues met
en exergue plusieurs éléments essentiels et masqués par l’approche basée sur la simulation.
Du point de vue de la modélisation, les non linéarités fortes tels que les frottements
statiques, supposés négligeables en première approximation, jouent un rôle très important
dans la qualité de l’asservissement de chacun des actionneurs. Ainsi, sur le robot H2bis +
GT6A ces frottements statiques posent un réel problème. Ce problème est d’autant plus
présent que nous exploitons le robot à des vitesses faibles. Afin de vaincre le frottement
statique, un pic de couple moteur est nécessaire. Les moteurs de ce robot ne pouvant
être commandés directement en couple, l’absence de ce pic entraîne des retards sur la
réponse du moteur. Tant qu’un certain niveau de consigne de vitesse n’est pas atteint, un
phénomène, imperceptible à l’œil, de démarrage/arrêt du moteur se produit qui s’explique
par le fait que le couple moteur correspondant à la vitesse de consigne n’étant pas assez
élevé, le frottement statique empêche l’établissement correct de la vitesse du moteur. Les
performances du système s’en trouvent assez fortement dégradées et c’est la présence du
correcteur opérationnel qui permet de maintenir l’erreur de suivi opérationnel dans des
bornes acceptables.
Plus généralement, le fait de ne pas pouvoir commander les actionneurs en couple est très
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problématique. Cela oblige, comme nous l’avons fait, à utiliser des modèles d’interaction
dont les paramètres sont assez difficiles à estimer. Cela empêche aussi de tenir compte des
efforts résistants liés à la gravité et si cela est nécessaire d’utiliser directement le modèle
dynamique du système pour la commande.
Du point de vue de l’intégration robuste de solutions logicielles sur un système com-
plexe, un minimum est de dire que cela est une activité à part entière qui nécessite une
connaissance accrue du système étudié ainsi qu’une vision globale de l’application à im-
plémenter. Dans l’état actuel des choses, le module logiciel ManMob développé, ainsi que
certaines fonctions logicielles d’asservissement articulaire et de calculs matriciels, spécifi-
quement pour ce travail ne présente pas une application robuste de commande opération-
nelle d’un manipulateur mobile à roues mais plutôt un évaluateur de faisabilité. Le pas de
l’un à l’autre est assez important car il nécessite l’intégration d’autres objectifs secondaires
ainsi que l’approfondissement d’un ensemble d’aspects connexes à ce travail, comme, par
exemple, le développement d’une structure de supervision de la mission permettant par
exemple une gestion formalisée et systématique des cas d’échecs.
Enfin, les pistes d’amélioration du contexte expérimental et des performances obtenues
sont nombreuses et sont liées à l’utilisation :
– de capteurs extéroceptifs pour la localisation d’obstacle « bas » ( télémètre laser, cein-
ture de capteurs à ultrasons) et pour pallier les effets du glissement de la plateforme
sur les erreurs de localisation ;
– d’un capteur d’effort dimensionné pour l’application envisagée.
Mais aussi à :
– la gestion des cas d’auto-collisions du système ;
– l’amélioration du modèle de contact afin de tenir compte de son amortissement ;
– la mise en œuvre des schémas adaptatifs d’identification des paramètres environne-
mentaux : raideur du contact, normale à la surface de contact.
Conclusion
Notre contribution à l’étude de la commande opérationnelle des manipulateurs mobiles
à roues pour la réalisation de missions complexes de manipulation mobile est présentée
dans ce mémoire.
Dans une première partie, nous avons défini, à partir de deux missions type ( l’une avec
trajectoire opérationnelle planifiée et enchaînement de tâche en espace libre et au contact,
l’autre avec trajectoire opérationnelle de mouvement générée de manière instantanée), le
concept de mission complexe de manipulation mobile. Notre approche du problème a été
présentée en nous basant sur des repères bibliographiques associés à la commande de ces
systèmes et en comparaison avec les méthodes employées dans le cas des bras manipula-
teurs.
L’approche introduite passe par la définition de lois de commande opérationnelle basées
sur les modèles spécifiques aux manipulateurs mobiles à roues. Ces modèles ont fait l’objet
de la seconde partie de ce mémoire. Des rappels sur les notions de liaisons en mécanique
ont tout d’abord permis de définir rigoureusement la notion de système non holonome et
de l’appliquer au cas des manipulateurs mobiles à roues. Une analyse de la cinématique des
plateformes à roues, basée sur des travaux de référence dans ce domaine, nous a conduit à
l’obtention du modèle cinématique réduit d’un manipulateur mobile à roues. En relation
avec ce modèle, nous avons proposé une étude des possibilités de motorisation et du choix
des grandeurs de commande pour les plateformes à roues. Deux exemples simples ont
servi à illustrer ces développements dans le cas de manipulateurs mobiles à roues dont les
plateformes sont de natures différentes. Un modèle dynamique unifié a été développé en
employant le formalisme explicite de Lagrange. La forme du modèle obtenu permet une
application directe à la commande des manipulateurs mobiles à roues et la prise en compte
des efforts d’interaction du système avec son environnement.
Dans la troisième partie, nous avons proposé une structure de commande opérationnelle
permettant d’intégrer des lois de commande dont les grands principes tirent leur origine
de la commande des bras manipulateurs mais que nous avons adaptées, en nous basant
sur leur modèle cinématique et dynamique, au cas des manipulateurs mobiles à roues. La
génération temps-réel de consignes articulaires pour les actionneurs repose sur l’inversion
cinématique et l’utilisation des méthodes de couple calculé que nous avons étendues à ces
systèmes.
Cette structure permet aussi une gestion du basculement dynamique entre deux tâches
opérationnelles de nature différente. Cette gestion nécessite une description de la mission
à partir d’un formalisme faisant apparaître explicitement les différentes tâches opération-
nelles d’une même mission ainsi que les conditions de transition entre chacune d’entre
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elles. Nous avons retenu le formalisme des machines à états. En parallèle à ce mécanisme
d’enchaînement dynamique de tâches opérationnelles, un ensemble de contraintes secon-
daires doit être respecté afin d’assurer le maintien des conditions de bon déroulement de
la mission. Nous avons proposé un mécanisme d’arbitrage qui permet d’évaluer la criticité
de telle ou telle contrainte à un moment donné de la mission. La contrainte critique est
alors prise en compte au travers de l’optimisation locale d’une fonction potentiel qui as-
sure, en utilisant les mouvements internes du système liés à la redondance cinématique, le
respect de la contrainte tout en étant compatible avec la tâche opérationnelle. Parmi les
contraintes secondaires envisagées, nous nous sommes en particulier intéressés à celle liée
à la transition entre espace libre et contact pour l’OT du système. Nous avons montré que
cette transition peut être critique pour le système et nous avons proposé l’extension au
cas des manipulateurs mobiles à roues d’une méthode visant à préparer de manière active
cette transition. Cette méthode utilise les mouvements internes pour minimiser l’inertie du
système dans la direction opérationnelle normale à la surface du contact. Nous avons aussi
proposé une méthode d’évitement des obstacles bas.
Le fonctionnement en mode nominal des actionneurs impose des conditions sur les gran-
deurs de consigne articulaires générées. Nous avons énoncé ces conditions et proposé des
solutions efficaces qui assurent leur respect. Ces solutions passent par le dimensionnement
des consignes opérationnelles ainsi que par une mise à l’échelle des termes de consignes
générés pour les mouvements internes du système. En nous basant sur des indicateurs,
nous avons proposé une évaluation de l’optimisation des contraintes secondaires et une
redistribution réactive des capacités d’actionnement du système de la tâche opérationnelle
vers les mouvements internes. Cette redistribution se traduit par un ralentissement de la
tâche opérationnelle qui autorise une optimisation de la contrainte secondaire, critique à
un instant donné.
La quatrième partie est consacrée à la mise en œuvre de la structure de commande
proposée. Cette mise en œuvre a été réalisée en simulation autour d’un simulateur spé-
cifiquement conçu pour tenir compte des contraintes fixées par le contexte expérimental.
Des résultats probants ont permis de valider les aspects liés à l’enchaînement de tâches
opérationnelles mais aussi les solutions retenues pour le calcul des consignes articulaires.
Le mécanisme d’adaptation de la vitesse opérationnelle a été validé pour les deux missions
type. Dans le cas de la mission avec trajectoire opérationnelle planifiée, cette adaptation
passe par une replanification partielle de la mission. Pour ce qui est de la mission où les
consignes sont générées en temps-réel, l’adaptation se fait par filtrage adaptatif. L’aspect
réactif de nos méthodes est parfaitement illustré par cette deuxième mission qui fait inter-
agir un utilisateur avec le robot simulé.
Du point de vue de la transition de l’espace libre au contact, nous avons jugé plus
qu’opportun de proposer une validation expérimentale. Ces expérimentations se sont faites
sur le robot H2bis+ GT6A du LAAS. Elles ont nécessité le développement d’un module
logiciel pour la gestion temps-réel de la mission. Ce module est construit en utilisant
l’architecture proposée par l’équipe RIA du LAAS pour la robotique mobile autonome.
La première mission type a été testée et les résultats obtenus sont satisfaisants puisqu’ils
valident dans son principe la structure de commande proposée et notamment l’aspect
transition au contact.
Cette mise en œuvre expérimentale et en simulation démontre donc la viabilité et la
faisabilité de l’approche proposée.
La majeure partie des difficultés rencontrées dans ce travail se situe autour de la partie
expérimentale qui nous a montré que la mise au point de solutions logicielles robustes pour
la robotique expérimentale est une problématique à part entière. La conception des sys-
tèmes est aussi un des points clés de la robotique. Un système mal ou sous-dimensionné ne
pourra jamais atteindre un niveau de performance très élevé même si les lois de commande
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mises en œuvre sont démontrées comme étant les plus performantes. Une des perspectives
de ce travail est de mener à bien un travail complet d’intégration des solutions proposées.
D’un point de vue théorique, le parti pris de ne pas tenir compte des propriétés de com-
mandabilité des plateformes à roues mais de plutôt raisonner sur les capacités instantanées
de mouvement du système dans son ensemble se montre être une hypothèse crédible pour la
commande telle que nous l’envisageons. Il n’en reste pas moins qu’une prise en compte des
spécificités des plateformes à roues en terme de commandabilité et d’accessibilité pourrait
par exemple permettre de pallier les faiblesses de l’approche d’évitement d’obstacles que
nous avons proposée.
Des développements spécifiques à la génération de consignes pour l’orientation des roues
centrées orientables peuvent aussi faire l’objet de travaux futurs car, si nous avons évoqué
la possibilité de générer ces consignes en nous basant sur la description dynamique du
système, cette approche est encore à approfondir.
Du point de vue de l’interaction au contact, l’amélioration des performances des schémas
de commande en effort passe par la mise en œuvre de techniques adaptatives basées sur
l’identification en ligne des paramètres de contact.
Dans la continuité de la mission type où le robot est amené par un utilisateur à suivre
une trajectoire opérationnelle de consigne non planifiée, le développement de modèle d’in-
teraction compliante pour l’interaction Homme/robot ouvre un champ applicatif vaste qui
pourrait s’accompagner de développements expérimentaux sur un robot existant.
Enfin, un travail de spécification d’une structure décisionnelle robuste qui viendrait
piloter la structure déjà développée semble indispensable à la diversification des missions
qui sont imaginées (ou ne le sont peut-être pas encore) pour ces systèmes.
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Nous indiquons ici deux notations utilisées dans ce mémoire et qui ne sont pas explici-
tement définies :
– In : matrice identité de dimension n.
– Om×n : matrice nulle de dimension n×m.
Tous les autres symboles utilisés dans ce mémoire sont rappelés ici, chapitre par chapitre.
A.1 Symboles du chapitre 1
Page Symbole Définition
7 OT Organe terminal du robot.
A.2 Symboles du chapitre 2
Page Symbole Définition
18 R = (O, ~x, ~y, ~z)
Repère orthonormé de référence. Il est fixe et
tel que ~z soit normal au plan sur lequel
évoluent les roues du manipulateur mobile.
18 ROT = (OOT , ~xOT , ~yOT , ~zOT ) Repère mobile, orthonormé et direct associé àl’OT d’un manipulateur mobile à roues.
18 ξ
Coordonnées opérationnelles d’un manipulateur
mobile à roues définissant la situation de l’OT
dans R.
49 M Espace opérationnel d’un manipulateur mobile
à roues.
18 m Dimension de M.
18 R Matrice de rotation.
18
[
ψ θ φ
]T Angles d’Euler classiques.
19 ωxOT , ωyOT , ωzOT
Composantes de la vitesse angulaire de l’OT
dans le repère R.
20 nc
Nombre de corps composant un système
matériel.
20 p1, p2 . . . , p6nc Paramètres primitifs d’un système matériel.
20 αi (p1, . . . , p6nc , t)
Fonction des paramètres primitifs et du temps
intervenant dans la descritption des équations
de liaisons.
20 β (p1, . . . , p6nc , t)
Fonction des paramètres primitifs et du temps
intervenant dans la descritption des équations
de liaisons.
20 f (p1, . . . , p6nc , t)) = 0 Equation d’une liaison holonome.
21 hp Nombre d’équations de liaison primitives.
21 q
Coordonnées généralisées d’un manipulateur
mobile définissant la configuration du système
dans R.
21 N Espace des configurations.
21 n Dimension de N .
21 f¯i (q, t) = 0
Equation d’une liaison holonome
complémentaire.
21 hc
Nombre d’équations de liaison holonomes
complémentaires .
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21 α¯ij (q, t)
Fonction des paramètres de configuration et du
temps intervenant dans la descritption des
équations de liaison non holonomes.
21 β¯i (q, t)
Fonction des paramètres de configuration et du
temps intervenant dans la description des
équations de liaison non holonomes.
21 h¯ Nombre d’équations de liaison non holonomes.
21 h Nombre total d’équations de liaison.
21 nddl
Degré de liberté global d’un manipulateur
mobile.
22 q˙ Vecteur des vitesses généralisées du système.
22 TqN Espace tangent en q à N .
22 q¨
Vecteur des accélérations généralisées du
système.
22 qb
Coordonnées généralisées d’un bras
manipulateur à nb corps mobiles et à nb
liaisons.
22 Nb Espace des configurations du manipulateur.
22 nb Dimension de Nb.
26 ξb
Coordonnées opérationnelles d’un bras
manipulateur définissant la situation de son OT
dans Rb.
22 Mb Espace opérationnel d’un bars manipulateur.
22 mb Dimension de Mb.
23 Rp = (Op, ~xp, ~yp, ~zp) Repère mobile, orthonormé et direct associé àune plateforme mobile à roues.
23 ξp =
[
x y ϑ
]T Coordonnées opérationnelles d’une plateforme
mobile à roues.
23 Mp Espace opérationnel d’une plateforme mobile àroues.
23 mp Dimension de Mp.
23 N = Nf +Nc +Nd +Ns
Nombre total de roues fixes, centrées
orientables, décentrées orientables et suédoises.
24 ϕ =
[
ϕf ϕc ϕd ϕs
]T Vecteur des rotations propres des roues.
24 βc,βd
Vecteur d’orientation des roues centrées et
décentrées orientables.
24 Np Espace des configurations d’une plateformemobile à roues.
24 np = mp +N +Nc +Nd Dimension de Np.
25 r, b, b′, α, γ
Paramètres géométriques constants associés à
la description d’une roue (cf. figure2.3).
24 qp
Coordonnées généralisées d’une plateforme
mobile à roues définissant la configuration du
système dans R.
25 R(ϑ) Matrice de rotation d’angle ϑ.
25 Cα1,α2,...,αi Notation raccourcie de cos (α1 + α2 + · · ·+ αi).
26 f(q)
Modèle géométrique direct d’un manipulateur
mobile à roues.
26 Rb = (Ob, ~xb, ~yb, ~zb) Repère orthonormé et direct associé à la basedu bras manipulateur.
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26 fb (qb)
Modèle géométrique direct d’un bras
manipulateur.
27 RpOb =
[
a a′ 0
]T Position du point Ob dans le repère Rp.
27 qr
Vecteur de configuration réduite d’un
manipulateur mobile à roues.
27 nr Dimension de qr.
27 J (q) Matrice jacobienne de la fonction f(q).
28 Dp (qp)
Matrice des contraintes de roulement sans
glissement des roues d’une plateforme mobile.
29 TξpMp Espace tangent à Mp en ξp.
29 δmobp
Degré de mobilité d’une plateforme mobile à
roues.
29 Υ(βc)
Matrice des contraintes sur la mobilité d’une
plateforme mobile à roues.
29 Σ(βc)
Matrice de mobilité d’une plateforme mobile à
roues.
29 umobp
Commande de mobilité d’une plateforme
mobile à roues.
30 δdirp
Degré de dirigeabilité d’une plateforme mobile
à roues.
31 udirp
Commande de dirigeabilité d’une plateforme
mobile à roues.
31 Sr (βc,βd)
Relation entre commande et vitesse des roues
d’une plateforme mobile.
31 δmotp
Degré d’actionnement d’une plateforme mobile
à roues.
31 Sp (qp)
Relation entre commande et vitesse des
paramètres de configuration d’une plateforme
mobile à roues.
32 ∆(qp)
Distribution de champs de vecteurs engendrée
par les colonnes de Sp (qp).
32 ∆¯ (qp) Clôture involutive de ∆(qp).
32 ub Commande de mobilité d’un bras manipulateur.
33 umob
Commande de mobilité d’un manipulateur
mobile à roues.
33 δmob
Degré de mobilité d’un manipulateur mobile à
roues.
33 u
Vecteur de commande d’un manipulateur
mobile à roues, de dimension nddl.
33 S (qp)
Relation entre commande et vitesse des
paramètres de configuration d’un manipulateur
mobile à roues.
33 Smob (qp)
Relation entre commande de mobilité et vitesse
des paramètres de configuration d’un
manipulateur mobile à roues.
33 z
Vecteur de situation opérationnelle et
d’orientation des roues centrées orientables.
34 B (q)
Matrice jacobienne étendue à l’orientation des
roues orientables pour un manipulateur mobile
à roues.
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34 B¯ (q)
Matrice jacobienne réduite étendue à
l’orientation des roues orientables pour un
manipulateur mobile à roues.
34 J¯(q)
Matrice jacobienne réduite d’un manipulateur
mobile à roues.
35 mddl
Degré de liberté de l’OT d’un manipulateur
mobile à roues.
36 li
Longueur du corps i d’un bras manipulateur
plan à liaisons rotoïdes.
39 v Vitesse linéaire du point Opdans la direction ~xp.
39 ω
Vitesse angulaire d’une plateforme mobile à
roues autour de l’axe ~zp.
47 T (q, q˙, t) Energie cinétique d’un système mécanique.
47 Qi
Coefficient de puissance ou efforts donnés
associés au paramètre qi.
47 Pi
Puissance virtuelle des quantités d’accélération
associée au paramètre qi.
47 δq⋆i Déplacement virtuel associé au paramètre qi.
47 q˙i
⋆ Vitesse virtuelle associée au paramètre qi.
48 Qid Efforts donnés associés au paramètre qi.
48 Qic
Efforts donnés de liaison des liaisons
complémentaires associés au paramètre qi
2.3.1.2 λ
Vecteur des multiplicateurs de Lagrange
associés aux liaisons complémentaires.
48 Qdm Efforts donnés moteurs.
49 Qdext
Efforts donnés liés aux efforts extérieurs exercés
au niveau de l’OT et sur les roues centrées
orientables.
49 Qdg
Efforts donnés liés aux effets de la gravité sur le
système.
49 Qd
Efforts donnés autres que ceux de liaisons des
liaisons complémentaires.
49 Γ Vecteur des efforts actionneurs.
49 M Matrice de répartition des actionneurs.
50 fext
Vecteur des efforts extérieurs appliquées sur le
système via son OT et ses roues centrées
orientables.
50 g (qb)
Vecteur des efforts de gravité agissant sur le
système.
50 A(q) Matrice d’inertie d’un système mécanique.
50 C (q, q˙)
Matrice des effets d’entraînement Coriolis et
centrifuge d’un système mécanique.
51 A¯(q)
Matrice d’inertie réduite d’un système
mécanique.
51 C¯ (q, q˙)
Matrice réduite des effets d’entraînement
Coriolis et centrifuge d’un système
mécanique.
52 g¯ (qb)
Vecteur réduit des efforts de gravité agissant
sur le système.
52 M¯ Matrice réduite de répartition des actionneurs.
52 Γ¯ Vecteur réduit des efforts actionneurs.
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A.3 Symboles du chapitre 3
Page Symbole Définition
56 ξ(t)∗ Mouvement opérationnel de consigne.
56 fOT Effort d’interaction opérationnelle.
56 fOT (t)
∗ Effort d’interaction opérationnelle de consigne.
56 βc(t)
∗ Consigne d’orientation des roues centrées
orientables.
57 qbmin , qbmax , βcmax
Butées articulaires du bras manipulateur et des
roues centrées orientables.
57 umax Vitesse maximale de consigne articulaire.
57 u˙max Accélération maximale de consigne articulaire.
57 Γ¯max Couple maximal de consigne articulaire.
57 c Vecteur des consignes articulaires (Γ¯ ou u).
57 cmax Vecteur des consignes articulaires maximales.
58 d (Op, obstacle)
Distance du centre de la plateforme à un
obstacle.
58 dmin Valeur minimale admise pour d (Op, obstacle).
59 fs
Seuil de détection d’effort pour la transition
entre espace libre et contact.
59 v1, v2
Vitesses linéaire de deux solides s1 et s2 avant
impact.
59 ∆v1, ∆v2
Variation de vitesse linéaire de deux solides s1
et s2 à l’instant de l’impact.
59 n Normale à la surface de contact.
60 e Coefficient de restitution caractérisant l’impact.
60 fˆ Vecteur des efforts impulsionnels.
60 ti Instant de l’impact.
60 ∆ti Durée de l’impact.
60 f
Effort d’interaction au point de contact entre
deux solides s1 et s2.
61 R (q)
Restriction aux termes liés à la vitesse
opérationnelle linéaire de l’inverse de la
pseudo-matrice d’inertie d’un manipulateur
mobile à roues.
61 Fˆ Restriction de fˆ aux seules forces d’interaction.
61 Fˆ Norme de Fˆ.
62 qs Configuration singulière.
62 λi ième valeur propre de la matrice J¯ (q) J¯ (q)
T .
62 σi ième valeur singulière de la matrice J¯ (q).
62 c
(
J¯ (q)
)
Conditionnement de J¯ (q).
63 u˜mob Vecteur de commande de mobilité pondéré.
63 W
Matrice symétrique et définie positive de
pondération de la commande de mobilité.
63 ˜¯J (q)
Matrice jacobienne réduite et pondérée par
W−1.
63 ˜¯J (q) = U˜ (q) D˜ (q) V˜ (q)T
Décomposition en valeurs singulières de la
matrice ˜¯J (q).
63 σ˜i ième valeur singulière de la matrice ˜¯J (q).
64 ˜˙ξ Vitesse opérationnelle pondérée :
˜˙
ξ = U˜ ′ (q)T ξ˙.
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64 ωb (q) Mesure de manipulabilité.
65 e (q, t) Fonction de tâche au sens de [Samson 91].
66 eξ(t) Erreur de situation opérationnelle.
68 S
Matrice de sélection des directions pour la
commande hybride position / force.
69 ξ′ Commande opérationnelle de mouvement.
69 f ′OT Commande opérationnelle d’effort.
70 β′c
Commande d’orientation des roues centrées
orientables
70 z′
Vecteur de commande du mouvement
opérationnelle et d’orientation des roues
centrées orientables.
72 u˙′ Accélération articulaire de commande.
72 Γ¯→ext
Couple opérationnel calculé pour l’exécution
d’un mouvement opérationnel et d’orientation
des roues centrées orientables donné.
74 h¯ (q, q˙) Vecteur de couplage dynamique.
74 Λ (q)
Pseudo-matrice d’inertie d’un manipulateur
mobile à roues.
74 µ (q, q˙)
Vecteur des termes d’entraînement coriofuges et
des termes liés à la gravité du point de vue
opérationnel et de l’orientation des roues
centrées orientables.
74 f ′
Vecteur de consigne d’interaction
opérationnelle et des roues centrées orientables.
75 P (q) Fonction potentiel.
76 K
Gain associé à l’optimisation locale par
méthode de gradient.
76 cp
Part de la consigne articulaire liée aux
mouvements ou aux efforts opérationnels et
d’orientation des roues centrées orientables.
76 cred
Part de la consigne articulaire liée aux
mouvements ou aux efforts internes autorisés
par la redondance cinématique du système.
76 E (q)
Matrice B¯ (q) ou pseudo-inverse pondérée de sa
transposée.
77 kl
Nombre de tâches opérationnelles composant
une même mission.
77 sijk
Seuil k associé au basculement de la tâche kli
vers la tâche klj .
77 tij
Instant du basculement de la tâche kli vers la
tâche klj .
78 ks
Nombre d’objectifs secondaires composant une
même mission.
79 N Matrice de nécessité des objectifs secondaires.
79 P Matrice de priorité des objectifs secondaires.
79 SPe
Matrice des seuils d’activation des objectifs
secondaires.
79 tpe
Vecteur de l’état d’ « activabilité » d’un
objectif secondaire.
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79 SPs
Matrice des seuils de désactivation des objectifs
secondaires.
79 tps
Vecteur de l’état de « désactivabilité » d’un
objectif secondaire.
79 tl
Nombre associé à la tâche opérationnelle en
cours.
79 os Nombre associé à l’objectif secondaire actif.
81 z˙max
Vitesse maximale de consigne opérationnelle et
d’orientation des roues centrées orientables.
99 fmax
Effort maximale de consigne opérationnelle et
d’orientation des roues centrées orientables.
81 α
Coefficient de mise à l’échelle des mouvements
internes.
81 αmax
Valeur maximale du coefficient de mise à
l’échelle des mouvements internes.
82 β(t)
Fonction de transition lisse d’une fonction
potentiel vers une autre.
82 tti
Début de la transition entre deux objectifs
secondaires.
82 ttf
Fin de la transition entre deux objectifs
secondaires.
83 ρ
Indicateur d’efficacité du terme de consigne lié
aux mouvements ou efforts internes.
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Page Symbole Définition
93 ξ01
Situation opérationnelle de départ de la
mission.
93 ξ12
Situation opérationnelle de transition entre les
tâches opérationnelles 1 et 2.
93 ξ23
Situation opérationnelle de transition entre les
tâches opérationnelles 2 et 3.
93 ξ3f Situation opérationnelle finale de la mission.
95 Wreg
Matrice définie positive de gain sur l’erreur de
situation opérationnelle.
95 uv
Part de la consigne articulaire liée au
mouvement opérationnel dans le cadre d’un
schéma de commande hybride position / force.
95 uf
Part de la consigne articulaire liée à l’effort
d’interaction opérationnel dans le cadre d’un
schéma de commande hybride position / force.
95 ξ˙
′
v
Signal de commande associé au mouvement
opérationnel de consigne dans le cadre d’un
schéma de commande hybride position / force.
95 ξ˙
′
f
Signal de commande associé à l’effort
opérationnel de consigne dans le cadre d’un
schéma de commande hybride position / force.
96 Wp
Matrice définie positive de gain sur l’erreur
d’effort d’interaction opérationnel.
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96 Wi
Matrice définie positive de gain sur l’intégrale
de l’erreur d’effort d’interaction opérationnel.
96 Kˆe
Estimée de la raideur de l’interaction
opérationnelle dans la direction normale à la
surface de contact.
99 fmax
Valeur maximale observée de la force
d’interaction normale à la surface de contact.
99 fd
Valeur de la force d’interaction normale à la
surface de contact à l’instant de détection du
contact.
100 u∗ Vecteur de consigne articulaire.
100 uOT
Part du vecteur de consigne articulaire liée à la
tâche opérationnelle.
100 ured
Part du vecteur de consigne articulaire liée aux
mouvements internes du système.
111 F (p)
Fonction de transfert du filtre passe-bas des
consignes de vitesse opérationnelle issues du
joystick.
111 τ,K Constante de temps et gain statique de F (p).
111 ξ˙(t)∗jstck
Norme de la consigne de vitesse opérationnelle
issue du joystick.
111 ξ˙(t)∗f
Norme de la consigne de vitesse opérationnelle
filtrée.
111 ξ˙max, ξ¨max
Valeurs maximales des normes des vitesses et
accélérations opérationnelles.
111 e˙i(t)
∗
f
Différence entre la valeur de vitesse consigne
dans la direction opérationnelle i et sa valeur
filtrée.

Annexe B
Résolution des systèmes linéaires et
résultats de calcul matriciel
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Cette annexe sur les systèmes linéaires présente les résultats nécessaires à la compré-
hension des développements théoriques menés dans ce mémoire. Le lecteur peut aussi se
référer à l’article de K. Doty et al. ([Doty 93]) sur la théorie des inverses généralisées
appliquée à la Robotique ainsi qu’à l’ouvrage de référence sur les inverses généralisées de
A. Ben-Israel et T. Greville ([Ben Israel 03]). Pour ce qui est des généralités sur
le calcul matriciel, l’ouvrage [Rotella 95] de F. Rotella et P. Borne constitue une
bonne référence tandis que G. Golub et C. Van Loan fournissent dans [Golub 96] des
détails sur les différents algorithmes de calcul matriciel.
B.1 Généralités
B.1.1 Premier problème
Soit une matrice A ∈ Rm×n et deux vecteurs colonne x ∈ Rn et y ∈ Rm. Un problème
consiste à trouver l’ensemble des x tels que :
y = Ax. (B.1)
Si ce système admet au moins une solution exacte, il est dit compatible. Une condition
nécessaire et suffisante de compatibilité est donnée par :
rang(A) = rang([A|y]. (B.2)
rang (A) représente le nombre maximum de lignes ou de colonnes linéairement indé-
pendantes pouvant être extraites de A.
Un système ne respectant pas cette condition est dit incompatible et n’admet pas de
solution exacte.
Cette condition revient à vérifier que y peut s’écrire comme une combinaison linéaire
des colonnes de A ou encore que y ∈ Im (A). Im (A) est appelé l’image de A. C’est un
sous-espace vectoriel dont la définition est :
Im (A) = {y ∈ Rm, ∃x ∈ Rn,y = Ax} .
B.1.2 Second problème
L’ensemble de solutions au problème :
0 = Ax,
s’écrit :
Ker (A) = {x ∈ Rn, 0 = Ax} . (B.3)
Le sous-espace vectoriel Ker (A) est appelé le noyau de A.
La dimension de ces ensembles est :
dim (Im (A)) = rang (A) ,
et :
dim (Ker (A)) = n− rang (A) .
Soit :
dim (Im (A)) + dim (Ker (A)) = n.
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B.2 Résolution
Nous définissons ici quatre propriétés :
P1 : AXA = A;
P2 : XAX = X;
P3 : (AX)
T = AX;
P4 : (XA)
T = XA.
Nous noterons :
– A[i,j,...,k] une matrice X vérifiant les propriétés Pi, Pj , Pk parmi P1 à P4.
– A[i, j, . . . , k] l’ensemble des matrices X vérifiant les propriétés Pi, Pj , Pk parmi P1 à
P4.
B.2.1 Forme de la solution
La structure de l’ensemble des solutions est donnée par :
xs = A
[1]y +
(
In −A[1]A
)
x0, (B.4)
où In ∈ Rn×n est la matrice identité et x0 un vecteur colonne quelconque de Rn. Les
matrices de type A[1], aussi notées A♯, sont en nombre infini et sont appelées inverses
généralisées de A. A[1] représente l’ensemble des inverses généralisées de A. Toute matrice
A♯ vérifie la propriété P1 et A
[1] est telle que
(
A[1]
)T ∈ AT [1]. Il est aussi possible de
démontrer qu’à partir d’une inverse généralisée particulière A[1] de A, l’ensemble A[1] des
inverses généralisées de A est défini par :
A[1] =
{
A[1] + Z −A[1]AZAA[1]
}
, (B.5)
où Z, quelconque,∈ Rn×m.
La solution xs est exacte si et seulement si le système est compatible. Dans tous les
autres cas, cette solution est fausse, i.e. elle ne vérifie pas (B.1).
B.2.1.1 Inverse à droite
Si A est de rang plein en lignes, (i. e. rang (A) = m) alors A♯ est une inverse à droite
de A et elle vérifie :
AA♯ = Im. (B.6)
B.2.1.2 Inverse à gauche
Si A est de rang plein en colonnes, (i. e. rang (A) = n) alors A♯ est une inverse à gauche
de A et elle vérifie :
A♯A = In. (B.7)
La structure de l’ensemble des solutions est alors donnée par :
xs = A
[1]y.
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B.2.1.3 Projecteur(
In −A[1]A
)
est appelé projecteur dans le noyau de A. Il est idempotent c’est à dire
qu’il vérifie la relation : (
In −A[1]A
)2
=
(
In −A[1]A
)
. (B.8)
A[1]A est aussi idempotent et c’est un projecteur dans l’image de A[1], Im
(
A[1]
)
qui est
définie comme suit :
Im
(
A[1]
)
=
{
x ∈ Rn,∃y ∈ Rm,x = A[1]y
}
. (B.9)
Tout x ∈ Rn peut s’écrire comme la somme :
x = A[1]Ax1 +
(
In −A[1]A
)
x2,
où x1 et x2 sont deux vecteurs de R
n.
B.2.2 Cas particulier des pseudo-inverses pondérées
Au delà de la structure générale de l’ensemble des solutions présentée auparavant, qui
d’ailleurs ne fournit pas de méthode de construction, il existe des méthodes qui permettent
d’établir des ensembles de solutions qui possèdent des propriétés remarquables.
Nous présentons ici des résultats concernant les pseudo-inverses pondérées qui consti-
tuent une famille particulière de solutions aux propriétés particulièrement intéressantes.
Définition : La norme euclidienne W -pondérée d’un vecteur v ∈ Rα est v =
√
vTWv
où W est une matrice de pondération symétrique et définie positive de Rα×α.
Ainsi l’ensemble des solutions à (B.1), au sens des moindres carrés My-pondérés et qui
minimise la norme euclidienne Mx-pondérée de (x− x0), prend la forme :
xs = A
⋆y + (In −A⋆A)x0, (B.10)
où :
A⋆ = M−1x C
T
[
CM−1x C
T
]−1 [
F TMyF
]−1
F TMy, (B.11)
avecMx ∈ Rn×n etMy ∈ Rm×m deux matrices symétriques définies positives et A = FC
une décomposition de rang plein de A (F ∈ Rm×r de rang plein en colonnes et C ∈ Rr×n
de rang plein en lignes).
A⋆ appartient à l’ensemble des inverses généralisées dites pseudo-inverses pondérées qui
vérifient les propriétés P1 et P2 ainsi que :
P
′
3 : (MyAX)
T
= MyAX;
P
′
4 : (MxXA)
T = MxXA.
Cet ensemble de solutions présentent la particularité de minimiser la normeMx−pondérée
de la solution trouvée mais surtout de minimiser la norme My−pondérée de l’erreur quand
le système n’est pas compatible et qu’il n’existe pas de solution exacte.
A partir de (B.10), nous distinguons trois cas particuliers.
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rang (A) = n
Le premier correspond à A de rang plein en colonnes, soit encore A = F . Dans ce cas
A⋆ devient :
A⋆My =
[
ATMyA
]−1
ATMy. (B.12)
A⋆ est une inverse à gauche de A car elle vérifie :
A⋆MyA = In. (B.13)
(B.10) devient alors :
xs = A
⋆
Myy,
solution qui minimise, au sens des moindres carrés My-pondérées, la norme de l’erreur
(y −Ax) . Dans le cas d’un système compatible cette solution est exacte et donc indépen-
dante de My (i.e. My = Im). L’inverse à gauche A
⋆ de A s’écrit alors A+ =
[
ATA
]−1
AT
et elle est appelé la pseudo-inverse de A. Elle vérifie l’ensemble des propriétés P1 à P4.
rang (A) = m
Le second cas correspond à A de rang plein en lignes, soit encore A = C. Dans ce cas,
le système est toujours compatible et les solutions toujours exactes. A⋆ devient alors :
A⋆Mx = M
−1
x A
T
[
AM−1x A
T
]−1
. (B.14)
A⋆ est une inverse à droite de A car elle vérifie :
AA⋆Mx = Im. (B.15)
(B.10) est dans ce cas la solution qui minimise la norme euclidienne Mx-pondérée du
vecteur (x− x0). Si Mx est choisi comme étant l’identité, l’inverse à droite de A⋆ s’écrit
alors A+ = AT
[
AAT
]−1
et est la pseudo-inverse de A.
rang (A) = n = m
Enfin, dans le cas où A est régulière (carrée et de rang plein), toutes les solutions
présentées ici mènent à l’unique solution exacte xs = A
−1y.
Projecteur
Dans le cas de la pseudo-inverse A+, le projecteur dans le noyau de A est aussi symé-
trique (démonstration triviale) :(
In −A+A
)T
=
(
In −A+A
)
. (B.16)
D’après [Ben Israel 03], c’est donc un projecteur orthogonal ce qui permet d’écrire
tout vecteur x comme la somme directe :
x = A+Ax1 ⊕
(
In −A+A
)
x2.
Les espaces Im (A+) et Ker (A) sont donc deux sous-espaces orthogonaux, ce qui
s’écrit : [
Im
(
A+
)]⊥
= Ker (A) .
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B.2.3 Deux propriétés des pseudo-inverses pondérées
Nous nous limitons ici à démontrer ces propriétés dans le cas qui nous intéresse : A est
de rang plein en lignes.
B.2.3.1 Réciprocité de la pseudo-inverse pondérée
Soit B ∈ Rn×m, une pseudo-inverse Mx−pondérée de A. Nous avons donc :
B = M−1x A
T
[
AM−1x A
T
]−1
.
Calculons la pseudo-inverse Mx−pondérée de B :
B⋆Mx =
[[
AM−1x A
T
]−1
AM−1x MxM
−1
x A
T
[
AM−1x A
T
]−1]−1 [
AM−1x A
T
]−1
AM−1x Mx,
soit :
B⋆Mx = A.
Ce résultat peut aussi s’écrire : (
A⋆Mx
)⋆
Mx
= A.
B.2.3.2 Transposée de la pseudo-inverse
Soit A⋆Mx la pseudo-inverse Mx−pondérée de A. Sa transposée vaut :(
A⋆Mx
)T
=
(
M−1x A
T
[
AM−1x A
T
]−1)T
,
soit : (
A⋆Mx
)T
=
[
AM−1x A
T
]−1
AM−1x .
Nous avons donc : (
A⋆Mx
)T
=
(
AT
)⋆
M−1x
.
B.3 Problème dual
Nous appelons problème dual le système :
u = ATv, (B.17)
où u ∈ Rn et v ∈ Rm.
B.3.1 Définitions
Définissons les sous-espaces vectoriels Im
(
AT
)
et Ker
(
AT
)
.
L’image de AT est défini par :
Im
(
AT
)
=
{
u ∈ Rn, ∃v ∈ Rn,u = ATv} .
C’est un sous-espace vectoriel de dimension dim
(
Im
(
AT
))
= rang (A) et, par défini-
tion, nous avons : [
Im
(
AT
)]⊥
= Ker (A) .
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Ainsi tout couple (u,x) de vecteurs tels que u ∈ Im (AT ) et x ∈ Ker (A) est orthogonal,
soit :
uTx = 0.
Le noyau de AT est défini par :
Ker
(
AT
)
=
{
v ∈ Rn, 0 = ATv} .
C’est un sous-espace vectoriel de dimension dim
(
Ker
(
AT
))
= rang (A) et, par défini-
tion, nous avons : [
Ker
(
AT
)]⊥
= Im (A) .
Ainsi tout couple (v,y) de vecteurs tels que v ∈ Ker (AT ) et y ∈ Im (A) est orthogonal,
soit :
vTy = 0.
Nous avons :
dim
(
Im
(
AT
))
+ dim
(
Ker
(
AT
))
= m.
B.3.2 Résolution
D’après (B.4), la structure de l’ensemble des solutions à (B.17) est donnée par :
vs =
(
AT
)[1]
u+
(
Im −
(
AT
)[1]
AT
)
v0.
Pour A de rang plein en lignes,
(
AT
)[1]
est une inverse à gauche de AT et donc(
AT
)[1]
AT = Im. L’ensemble des solutions se limite donc à :
vs =
(
AT
)[1]
u, (B.18)
qui est une solution exacte si et seulement si u ∈ Im (AT ) .
L’inversion de (B.18) donne :
us =
((
AT
)[1])[1]
v +
(
In −
((
AT
)[1])[1] (
AT
)[1])
u0.
En restreignant l’ensemble des inverses généralisées à celle qui vérifie les propriétés P1
et P2, nous avons :
us =
((
AT
)[1,2])[1,2]
v +
(
In −
((
AT
)[1,2])[1,2] (
AT
)[1,2])
u0. (B.19)
Le sous-ensemble X[1, 2] des inverses généralisées de AT est tel que AT ∈ X[1, 2]. Il
existe donc une séquence d’inversion telle que :((
AT
)[1,2])[1,2]
= AT .
(B.19) peut alors s’écrire de manière plus complète :
us = A
Tv +
(
In −AT
(
AT
)[1,2])
u0.
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B.4 Résultats de calcul matriciel
B.4.1 Décomposition en valeurs singulières
B.4.1.1 Rappel sur la décomposition en valeurs singulières
La décomposition en valeurs singulières de la matrice A ∈ Rm×n donne :
A = UDV T ,
où U et V sont deux matrices orthogonales1 de dimension m×m et n×n respectivement.
D est une matrice diagonale de dimension m × n et dont la diagonale est composée des
valeurs singulières de σi de A, rangées dans l’ordre décroissant.
Rappelons ici que les valeurs singulières de la matrice A sont les m racines positives des
m valeurs propres de AAT . Les valeurs propres de AAT sont les λi solutions de l’équation :
det
(
AAT − λIm
)
.
Soit les k parmim valeurs singulières de A non nulles, la pseudo-inverseD+ deD est une
matrice diagonale de dimension n×m et dont les éléments diagonaux sont
{
1
σ1
, 1σ2 , . . . ,
1
σk
}
où σ1 ≥ σ2 ≥ · · · ≥ σk > 0.
La pseudo-inverse de A est alors donnée par :
A+ = V D+UT .
L’avantage d’une telle expression est qu’elle peut être calculée indépendamment de toute
condition de rang sur A, ce qui n’est pas le cas de l’inverse
(
AAT
)−1
de AAT qui n’existe
que pour A de rang plein en lignes.
B.4.1.2 Extension pondérée de la décomposition en valeurs singulières
Cette extension est proposée parA. Ben-Israel etT. Greville dans [Ben Israel 03].
La décomposition en valeurs singulières {My,Mx}−pondérée de la matrice A permet
d’écrire A sous la forme :
A = U ′D′V ′T ,
où :
– U ′ est une matriceMy−orthogonale de dimensionm×m : elle vérifie U ′TMyU ′ = Im ;
– V ′ est une matrice Mx−orthogonale de dimension n×n : elle vérifie V ′TMxV ′ = In ;
– D′ est une matrice diagonale de dimension m× n et dont la diagonale est composée
des n solutions µi de l’équation det
(
ATMyA− µ2Mx
)
= 0.
My et Mx sont les matrices de pondération symétriques et définies positives utilisées dans
le calcul de la pseudo-inverse pondérée de A.
Posons2 B = M
1/2
y AM
−1/2
x . La décomposition en valeurs singulières « classique » de B
donne B = UBDBV
T
B . Nous avons donc :
M1/2y AM
−1/2
x = UBDBV
T
B
et :
A = M−1/2y UBDBV
T
BM
1/2
x
1une matrice orthogonale U est une matrice carrée régulière telle que UTU = Im soit U
T = U−1.
2My symétrique et définie positive induit M
1/2
y et M
−1/2
y symétriques et définies positives. Ces matrices
peuvent être calculées en employant une décomposition de Schur ([Golub 96]).
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Par identification, nous obtenons :
U ′ = M−1/2y UB, (B.20)
V ′ = M−1/2x VB (B.21)
et :
(B.22)
La pseudo-inverse pondérée de A au sens des moindres carrés My−pondérées et qui
minimise la norme euclidienneMx−pondérée peut donc se calculer en utilisant la relation :
A⋆ = V ′D′+U ′−1,
avec V ′, D′ et U ′ définis par les relations (B.20), (B.21) et (B.22).
B.4.2 WA♯ ∈ (AW−1) [1] ssi rang (A) = m ?
Soit W une matrice symétrique et définie positive de dimension δmob × δmob. Montrons
que la propriété P1 est vérifiée :
AW−1WA♯AW−1 = AA♯AW−1.
D’après (B.6), pour A de rang plein en lignes nous avons donc AA♯ = Im. Nous vérifions
alors la propriété P1 :
AW−1WA♯AW−1 = AW−1
et une inverse généralisée de AW−1 est donc WA♯.
B.4.3 Equivalence opérationnelle de la dérivation avant ou après inversion
cinématique
Nous nous plaçons ici dans le cas régulier et redondant cinématiquement : rang
(
B¯ (q)
)
=
m+ δdirp et m+ δdirp > nddl.
Le modèle cinématique d’un manipulateur mobile à roues peut s’écrire :
z˙ = B¯ (q)u.
Dérivons cette relation par rapport au temps. Nous obtenons :
z¨ = B¯ (q) u˙+ ˙¯B (q)u.
Après inversion cinématique, nous avons :
u˙ = B¯ (q)♯
(
z¨− ˙¯B (q)u
)
+
(
Inddl − B¯ (q)♯ B¯ (q)
)
u˙0. (B.23)
En inversant directement z˙ = B¯ (q)u, nous obtenons :
u = B¯ (q)♯ z˙+
(
Inddl − B¯ (q)♯ B¯ (q)
)
u0. (B.24)
Après dérivation par rapport au temps, nous avons :
u˙ = B¯ (q)♯ z¨+
(
Inddl − B¯ (q)♯ B¯ (q)
)
u˙0 +
˙¯B (q) z¨+
d
dt
(
Inddl − B¯ (q)♯ B¯ (q)
)
u0. (B.25)
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Les relations (B.23) et (B.25) sont équivalentes si et seulement si :
˙¯B (q) z¨+
d
dt
(
Inddl − B¯ (q)♯ B¯ (q)
)
u0 = −B¯ (q)♯ ˙¯B (q)u.
En remplaçant u par (B.24), ceci peut s’écrire (en abandonnant la dépendance à q) :(
˙¯B♯ + B¯♯ ˙¯BB¯♯
)
z˙ =
(
˙¯B♯B¯ + B¯♯ ˙¯BB¯♯B¯
)
u0. (B.26)
En multipliant chaque membre de (B.26) par B¯, nous obtenons :
d
dt
(
B¯B¯♯
)
z˙ =
d
dt
(
B¯B¯♯
)
B¯u0. (B.27)
Pour B¯ de rang plein en lignes, B¯B¯♯ = Im et (B.27) est vérifiée. L’équivalence opéra-
tionnelle de la dérivation avant ou après inversion cinématique est donc démontrée.
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Enchaˆınements dynamiques de taˆches pour des manipulateurs mobiles a`
roues
Mots-cle´s :manipulateurs mobiles a` roues, syste`mes non holonomes et redondants, mode´lisation,
commande ope´rationnelle cine´matique et dynamique, enchaˆınements dynamiques, approche re´active
Re´sume´ : La nature des missions qui sont aujourd’hui envisage´es en Robotique suppose de
plus en plus un espace de travail e´tendu du robot. Cette extension va de pair avec la com-
binaison de moyens de manipulation et de moyens de locomotion et c’est la raison d’eˆtre des
manipulateurs mobiles. Parmi ces syste`mes, qui prennent des formes diverses, nous distinguons
les manipulateurs mobiles a` roues qui sont la combinaison d’une plateforme a` roues et d’un
bras manipulateur. Ce me´moire pre´sente notre contribution a` l’e´tude de leur commande co-
ordonne´e (le syste`me est vu comme un tout) au niveau ope´rationnel et plus particulie`rement
en vue de missions complexes qui ne´cessitent l’enchaˆınement dynamique de taˆches de natures
diffe´rentes : suivi de trajectoire, controˆle d’effort. En nous basant sur la forme ge´ne´rique des
mode`les cine´matiques de ces syste`mes, nous avons de´veloppe´ un mode`le dynamique unifie´, di-
rectement exploitable pour les techniques de commande a` couple calcule´. Afin de tenir compte
des contraintes secondaires intrinse`ques a` tout syste`me robotique mais aussi des contraintes im-
pose´es par l’environnement (obstacles par exemple), nous proposons une structure de commande
qui permet l’inte´gration des lois de commande ope´rationnelle tout en assurant, notamment graˆce
a` l’exploitation de la redondance du syste`me, le respect des diffe´rentes contraintes. Cette struc-
ture ge`re l’enchaˆınement dynamique des taˆches a` re´aliser et permet, qu’elles soient planifie´es ou
ge´ne´re´s en temps re´el, l’adaptation des consignes pour la gestion des incertitudes sur la connais-
sance de l’environnement mais aussi sur le de´roulement de la mission. L’approche propose´e a
e´te´ valide´e en simulation et expe´rimentalement sur le robot H2Bis+GT6A de l’e´quipe RIA du
LAAS.
Dynamic sequencing of tasks for wheeled mobile manipulators
Keywords : wheeled mobile manipulators, non holonomic and redundant systems, modeling,
kinematic and dynamic operational control, dynamic sequencing, reactive approach
Nowadays, robotics missions induce large workspaces of the robots. This extension explains
the growing usage of mobile manipulators which are systems combining a mobile platform and
means of manipulation. Among those systems that can take various shapes, we distinguish
wheeled mobile manipulators which are systems combining a wheeled mobile platform and a
manipulator arm. This PhD thesis report presents our contribution to the coordinated control of
this kind of system, at an operational level, within the framework of complex missions execution
based on the dynamic sequencing of tasks whose natures are different : motion, force. Using
generic kinematics models of these systems, we have developed a unified dynamic model which
can be used for control purpose (computed torque). We also propose a structure allowing the
integration of operational control laws and ensuring the respect of secondary constraints inherent
to the system or induced by the environment (obstacles for example). This structure manages
the tasks sequencing and permits the reactive adaptation of the desired trajectories (that are
planned or generated in real time) in order to handle uncertainties. This approach was validated
in simulation but also using robot H2Bis+GT6A of the LAAS laboratory in Toulouse.
1
