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Introduccio´n
Si bien la teor´ıa de medidas vectoriales fue tema de estudio y tuvo su
ma´ximo auge entre los analistas de las de´cadas de los 60 y 70 —bien como
una continuacio´n natural y necesaria de la teor´ıa de la medida (ver [Dinc]),
bien como por las importantes interrelaciones con los espacios de Banach (ver
[DiUh])—desde entonces y hasta nuestros d´ıas han aparecido distintos resultados
y conexiones nuevas de la teor´ıa con otras a´reas.
Esta memoria tiene como objetivo fundamental el estudio de espacios de
medidas vectoriales dentro del contexto general de aquellas medidas deﬁnidas
por medio de un ret´ıculo de Banach. As´ı pues, los ret´ıculos de Banach llamados
espacios de Ko¨the, o espacios de funciones de Banach, ocupan un lugar central en
el desarrollo de la teor´ıa de estas medidas vectoriales. Por otra parte, los espacios
de funciones de Banach con valores vectoriales, tambie´n llamados espacios de
Ko¨the-Bochner, comparten protagonismo con los anteriores puesto que, si bien
no se incorporan en un primer te´rmino para construir el concepto de variacio´n
de una medida vectorial, son e´stos los que se vera´n involucrados en las cuestiones
que resuelven los espacios de medidas introducidos: la dualidad de estos espacios
de funciones vectoriales, teoremas de representacio´n de los operadores lineales
y continuos que tienen como espacio de partida uno de e´stos, y como espacio
de llegada un espacio de Banach arbitrario, el estudio de ciertos ideales de
operadores (tambie´n con dominio un espacio de Ko¨the-Bochner), el estudio de
ciertos espacios de funciones armo´nicas vectoriales,...
Entre los casos particulares de espacios de funciones vectoriales importantes
y conocidos disponemos de los espacios de Lebesgue-Bochner Lp(µ,X), los
espacios de Orlicz-Bochner LΦ(µ,X), los espacios de Lorentz-Bochner Lp,q(µ,X),
e incluso los espacios menos conocidos pero interesantes como son los espacios
de Musielak-Orlicz-Bochner LM (µ,X) (tambie´n llamados espacios de Orlicz
generalizados). Entre estos u´ltimos podemos localizar los espacios de Nakano
vectoriales Lp(·)(µ,X) que, aunque precisan de la teor´ıa general de la familia
de los espacios de Musielak-Orlicz para disponer de una norma, tienen una
motivacio´n directa desde los espacios de Lebesgue (el exponente p que aparece
en la norma de una funcio´n se sustituye por una funcio´n medible p(·)).
Por distintas razones, los resultados que ya se conoc´ıan se van extendiendo
a situaciones ma´s y ma´s generales, dando la impresio´n de que el contexto de
espacios de Ko¨the-Bochner proporciona un marco suﬁcientemente amplio para
cubrir a la mayor parte de ellos.
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Pasado
Para comprender mejor la motivacio´n que ha dado como fruto este trabajo,
y lo que supone su aportacio´n al a´rea de estudio de las medidas vectoriales, se
hace necesaria una introduccio´n cronolo´gica de la evolucio´n (siempre centrada
u´nicamente en el a´mbito que se pretende cubrir) de la deﬁnicio´n de ciertos
espacios de medidas, vectoriales o no.
Remitiendo al lector a la parte de preliminares donde se deﬁnen la medidas
vectoriales, destacamos en un primer momento los conceptos de variacio´n total
y semivariacio´n total de una medida F . Son dos nuevas funciones de conjunto,
deﬁnidas para cada medible A (es decir, A ∈ Σ) como
|F |(A) := sup
π∈DA
∑
B∈π
‖F (B)‖X
‖F‖(A) := sup
π∈DA
‖
∑
B∈π
αBF (B)‖X
donde DA representa el conjunto de particiones de A en una cantidad ﬁnita de
medibles, y αB son escalares con la condicio´n |αB | ≤ 1 para cada B ∈ π.
Es evidente que ‖F (A)‖X ≤ ‖F‖(A) ≤ |F |(A) para cada A ∈ Σ, as´ı como
las relaciones
‖F‖(A) = sup
‖x∗‖≤1
|x∗F |(A)
donde x∗ ∈ X∗ y la medida escalar x∗F es la composicio´n de F con el funcional
x∗, y
sup
B⊂A
‖F (B)‖X ≤ ‖F‖(A) ≤ 4 sup
B⊂A
‖F (B)‖X
donde B ∈ Σ. Aunque se trata de dos funciones de conjunto con sus propiedades
(ver [Dinc]), se suele llamar a las cantidades |F |(Ω) y ‖F‖(Ω), variacio´n total y
semivariacio´n total de F , y se les denota por |F | y ‖F‖ respectivamente. Otro
concepto vinculado a las medidas vectoriales es el de la µ-continuidad, es decir,
la propiedad de que
lim
µ(A)→0
‖F (A)‖X = 0.
Las medidas de semivariacio´n ﬁnita proporcionan una primera incursio´n en el
terreno de los operadores lineales y continuos. En efecto, si F : Σ → X es tal
que ‖F‖(Ω) <∞, el operador TF dado por
TF (
∑
A∈π
αAχA) =
∑
A∈π
αAF (A)
para cada funcio´n simple es lineal en el conjunto de las funciones simples. La
deﬁnicio´n de ‖F‖(Ω) expresa en s´ı misma la acotacio´n del operador TF en el
conjunto de las funciones simples acotadas dotado de la norma supremo. La
extensio´n por densidad lleva a probar la relacio´n un´ıvoca y lineal que existe
entre el espacio de las medidas de semivariacio´n acotada y L(B(Σ),X), donde
B(Σ) es el conjunto de las funciones que son l´ımite uniforme de sucesiones de
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funciones simples con la norma supremo. Asimismo, si se considera el espacio
L∞ en lugar de B(Σ) (es decir, se identiﬁcan las funciones que coinciden casi
por todas partes y la norma es el supremo esencial), entonces la identiﬁcacio´n
ocurre entre el espacio de las medidas de semivariacio´n ﬁnita, que adema´s se
anulan sobre los conjuntos µ-nulos, y L(L∞(µ),X).
El primer grado de generalizacio´n de estos conceptos viene dado por Leader
en [68], donde aparece el espacio V p de medidas p-integrables. Aunque se realiza
en el caso escalar, exponemos la p-variacio´n y la p-semivariacio´n de medidas con
valores vectoriales. stas son dos nuevas funciones de conjunto dadas por
|F |p(A) := sup
π∈DA
(∑
B∈π
‖F (B)‖pX
µ(B)p−1
) 1
p
‖F‖p(A) := sup
‖x∗‖≤1
(
sup
π∈DA
|x∗F (B)|p
µ(B)p−1
) 1
p
para cada medible A y 1 ≤ p <∞, y
‖F‖∞(A) = sup
‖x∗‖≤1
sup
B⊂A
|x∗F (B)|
µ(B)
= sup
B⊂A
‖F (B)‖X
µ(B)
= |F |∞(A)
Lo cierto es que aunque las expresiones anteriormente escritas son las que han
gozado de mayor popularidad, e´stas se pueden reescribir como
|F |p(A) := sup{
∑
B∈π
|αB | ‖F (B)‖X : π ∈ DA, ‖
∑
B∈π
αBχB‖Lp′ ≤ 1}
‖F‖p(A) := sup{‖
∑
B∈π
αBF (B)‖X : π ∈ DA, ‖
∑
B∈π
αBχB‖Lp′ ≤ 1}.
De nuevo, a las cantidades |F |p(Ω) y ‖F‖p(Ω) se les llama p-variacio´n total y p-
semivariacio´n total de F , y se les denota por |F |p y ‖F‖p, respectivamente. Los
espacios de medidas que se deﬁnen a partir de estas variaciones son V p(µ,X), de
las medidas de p-variacio´n ﬁnita, y Vp(µ,X), de las medidas de p-semivariacio´n
ﬁnita (en V p(µ,X) se consideran so´lo medidas µ-continuas, hecho superﬂuo para
p > 1 pero que se impondra´ para p = 1), siempre tratando con medidas que se
anulan sobre los medibles µ-nulos. Los resultados que se alcanzan en el terreno
de la representacio´n de operadores son los siguientes:
• Vp′(µ,X) = L(Lp(µ),X) para 1 ≤ p <∞ (ver [18, 100])
• V p(µ,X) puede identiﬁcarse con la subclase de los operadores de Dincule-
anu D(Lp
′
(µ),X) (ver [Dinc, p. 259]) o bien con la de los operadores
p-sumantes positivos Πp,+(Lp
′
(µ),X) (ver [10]) o la de los cono absoluta-
mente sumantes Π1,+(Lp
′
(µ),X) (ver [111]).
• [Lp(X)]∗ = V p′(X∗) para 1 ≤ p <∞.
La propiedad de Radon-Nikody´m, (RNP ), sobre los espacios de Banach adquie-
re nuevas caracterizaciones:
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• X∗ tiene la (RNP ) si y so´lo si [Lp(X)]∗ = Lp′(X∗) para algu´n 1 ≤ p <∞.
• X tiene la (RNP ) si y so´lo si V p(X) = Lp(X) para algu´n 1 ≤ p ≤ ∞.
El hecho de relacionar los operadores p-sumantes positivos con los espacios de
medidas V p(X) tiene una motivacio´n en la isometr´ıa existente entre el conjunto
de los operadores absolutamente sumantes de C(K) (para K espacio compacto
Hausdorﬀ) en X y el conjunto de las medidas de Borel regulares de variacio´n
total acotada (ver [DiUh, p. 162]).
Los resultados descritos hacen de los espacios de medidas vectoriales que
se usan una herramienta adecuada. El motivo de potenciar las expresiones de
p-variacio´n y p-semivariacio´n que se han enunciado en primer lugar, es hacer
de e´stos unos espacios con identidad propia, ya que la segunda expresio´n es
una evidente traslacio´n de la norma de un operador lineal a la notacio´n de las
medidas.
Ma´s adelante, J. J. Uhl toma como espacios de funciones de referencia la
familia de los espacios de Orlicz en [114, 115, 116]. Esta nueva familia viene
parametrizada por unas funciones especiales, llamadas funciones de Young (de
las cuales la funcio´n Φ(t) = tp es un ejemplo para 1 ≤ p <∞). Se dice que una
funcio´n medible f pertenece a la clase de Orlicz LΦ(µ,X) si∫
Ω
Φ(‖f(w)‖X)dµ(w) <∞
([97, 62, 108] son referencias adecuadas para el estudio de estos espacios).
La ampliacio´n del concepto de p-variacio´n que realiza Uhl requiere un pe-
quen˜o ana´lisis del concepto. La expresio´n dada para la p-variacio´n se puede
escribir, trivialmente, como
|F |p = sup
π∈DΩ
‖
∑
A∈π
F (A)
µ(A)
χA‖Lp(X),
es decir, como supremo en las particiones π de Ω de la norma en el espacio
Lp(X) de la funcio´n simple ∑
A∈π
F (A)
µ(A)
χA.
As´ı, Uhl deﬁne en [115] que una medida vectorial F tiene Φ-variacio´n ﬁnita
cuando
sup
π∈DΩ
∑
A∈π
Φ(
‖F (A)‖X
µ(A)
)µ(A) <∞.
El autor no llama a esta expresio´n Φ-variacio´n de la medida F , sino que trabaja
con el espacio de medidas a trave´s de las normas que existen en los espacios de
funciones de Orlicz, a saber, la norma de Luxemburg y la norma de Orlicz. Tanto
en [115] como en [114], el autor deﬁne el espacio de medidas de Orlicz V Φ(µ,X),
de las medidas de Φ-variacio´n acotada (que se anulan sobre los conjuntos µ-
nulos y son µ-continuas); estudia su estructura dota´ndolo de las dos normas
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mencionadas, demuestra la inclusio´n isome´trica que existe entre el espacio de
funciones y el de las medidas, obtiene un nuevo teorema de Radon-Nikody´m,
y estudia las correspondencias que hay entre espacios de operadores lineales y
continuos con dominio en espacios de Orlicz vectoriales y espacios de medidas
(entre las cuales aparece un teorema de dualidad de espacios de funciones
vectoriales de Orlicz y otro acerca de la reﬂexividad de estos espacios). Tambie´n
se generaliza el concepto de clase de operadores de Dinculeanu al contexto de
los espacios de Orlicz, con la consiguiente isometr´ıa, paralela al caso Lebesgue.
Dicho de otro modo, comprueba que los nuevos espacios de medidas vecto-
riales siguen manteniendo las mismas relaciones con los espacios de funciones
(escalares y vectoriales), que los espacios de operadores lineales de un espacio
de Orlicz en un Banach arbitrario se corresponden —de manera similar al caso
Lp— con los nuevos espacios de medidas deﬁnidos, al igual que la propiedad de
Radon-Nikody´m adquiere nuevas equivalencias.
En [42] se realiza un trabajo de recopilacio´n sobre esta clase de espacios de
medidas vectoriales. En primer lugar se hace una introduccio´n a los espacios de
funciones de Orlicz vectoriales. Posteriormente se deﬁne de manera alternativa
la Φ-variacio´n. En efecto se toman las expresiones
|F |Φ(A) := sup{
∑
B∈π
|αB | ‖F (B)‖X : π ∈ DA, ‖
∑
B∈π
αBχB‖LΨ ≤ 1}
‖F‖Φ(A) := sup{‖
∑
B∈π
αBF (B)‖X : π ∈ DA, ‖
∑
B∈π
αBχB‖LΨ ≤ 1}.
para la Φ-variacio´n y la Φ-semivariacio´n, respectivamente. La funcio´n Ψ que
aparece guarda una relacio´n de complementariedad con la Φ tal y como la
guardan los exponentes conjugados en los espacios de Lebesgue. La norma que
se toma de las funciones simples es la norma de Luxemburg.
Con estas expresiones se prueba el mismo tipo de teoremas que aparecen en
[115], sobre los operadores, la dualidad, la clase de Dinculeanu, el teorema de
Radon-Nikody´m, etc... Queda pendiente la idea de ir ma´s alla´ en este tipo de
consideraciones.
El siguiente salto en la generalizacio´n, despue´s de los casos de Lebesgue y
Orlicz, se produce en 1968 por N. E. Gretsky. En un momento en que W. A. J.
Luxemburg ha desarrollado la teor´ıa de los espacios de funciones de Banach en
[75] —teniendo esto una continuacio´n en las notas [78] por W. A. J. Luxemburg
y A. C. Zaanen y [77] por W. A. J. Luxemburg— esta familia de espacios
se presenta como contexto suﬁcientemente general para dar cabida a lo que
anteriormente se hab´ıa limitado a los espacios Lp y luego extendido a los LΦ.
Con esta idea, N. E. Gretsky realiza su tesis doctoral, gran parte de la cual
aparece publicada como [Gret], y de la que vamos a indicar parte de sus logros.
En primer lugar da una deﬁnicio´n de E-variacio´n para medidas con valores
en un espacio dual X∗, donde E es un espacio de funciones de Banach con la
llamada propiedad (J). La propiedad (J) es satisfecha por E cuando
‖
∑
A∈π
∫
A
fdµ
µ(A)
χA‖E ≤ ‖f‖E
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para toda particio´n π y toda funcio´n f de E. As´ı, la E-variacio´n de una medida
F con valores en X∗ es
sup
‖x‖≤1
sup
π
‖
∑
A∈π
〈x, F (A)〉
µ(A)
χA‖E .
El espacio de las medidas X∗-valoradas F de manera que cada medida escalar
xF (composicio´n de F con la actuacio´n de x por dualidad) es numerablemente
aditiva y µ-continua para cada x ∈ X, y con E-variacio´n ﬁnita juega un papel
importante en la teor´ıa de representacio´n integral de operadores lineales. De
hecho resulta ser isomorfo al espacio L(X,E) mediante la correspondencia
xF (A) =
∫
A
Tx(w)dµ(w), Tx =
d(xF )
dµ
.
Por otro lado deﬁne la E′-variacio´n (donde E′ es el espacio asociado a E)
para medidas X-valoradas donde de nuevo se impone la propiedad (J), esta vez
sobre E′. Si F es la medida, entonces
sup
‖x∗‖≤1
sup
π
‖
∑
A∈π
〈F (A), x∗〉
µ(A)
χA‖E′ .
es su E′-variacio´n. Ahora se considera el espacio de las medidas X-valoradas
de manera que se anulan sobre los conjuntos µ-nulos y con E′-variacio´n ﬁnita.
Este espacio resulta ser normado e isomorfo a L(Eb,X), donde Eb es la clausura
en E del conjunto de las funciones simples. La relacio´n medida-operador resulta
ser
Tf =
∫
Ω
fdF, F (A) = T (χA),
donde la integral es la integral de Bartle ([4]).
Finalmente se caracteriza el espacio dual E∗ en te´rminos de medidas de E′-
variacio´n ﬁnita y otro conjunto de medidas (las llamadas puramente ﬁnitamente
aditivas, y de las que no hablaremos), mientras que el espacio dual (Eb)
∗ viene
identiﬁcado por el espacio de medidas reales ν tales que
sup{|
∫
Ω
fdν| : ‖f‖E ≤ 1, f simple }.
Finalmente llegamos al trabajo que precede a esta memoria, al menos en
cuanto a la intencionalidad de generalizar los espacios de medidas deﬁnidos
hasta entonces. Se trata de [GrUh], de N. E. Gretsky y J. J. Uhl y publicado
1972.
En e´l se trabaja de nuevo con los espacios de funciones de Banach con la
restriccio´n de la propiedad (J). Se observa perfectamente co´mo la idea ya
comentada en la p-variacio´n y la Φ-variacio´n, de tomar supremos en las normas
de funciones simples es, de nuevo, la clave de la nueva E-variacio´n. En efecto,
deﬁne para F : Σ→ Z y ‖·‖E una norma funcional la E-variacio´n de F como
sup
π
‖
∑
A∈π
F (A)
µ(A)
χA‖E(Z) = sup
π
‖
∑
A∈π
‖F (A)‖Z
µ(A)
χA‖E
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Como se puede ver, los espacios de funciones de Banach son reemplazados por los
espacios, ma´s generales, de funciones de Banach vectoriales, llamados tambie´n
espacios de Ko¨the-Bochner. Una funcio´n medible f , con valores en un espacio
de Banach X, pertenece al espacio E(X) si la funcio´n positiva ‖f‖X pertenece
al espacio E. Adema´s ‖f‖E(X) = ‖ ‖f‖X‖E . En estos espacios tambie´n son
importantes subespacios como la clausura del conjunto de las funciones simples,
la clausura del conjunto de las funciones acotadas y el subespacio de las funciones
con norma absolutamente continua (ver en el interior de la tesis). Una referencia
sobre este tipo de espacios y sus propiedades es [88].
En todo este contexto se deﬁnen dos espacios de medidas con valores en el
espacio L(X,Y ), donde X e Y son espacios de Banach arbitrarios. En primer
lugar, UE′(L(X,Y )), formado por aquellas medidas F de manera que
• Se anulan sobre los conjuntos µ-nulos.
• Son ﬁnitamente aditivas.
• La funcio´n de conjunto ‖y∗F‖X∗ cumple ρE′(‖y∗F‖X∗) < ∞ para cada
y∗ ∈ Y ∗.
• ‖F‖UE′ = sup
‖y∗‖≤1
ρE′(‖y∗F‖X∗).
En segundo lugar toma un subespacio del anterior, denotado porWE′(L(X,Y )),
formado por aquellas medidas F tales que
• Son µ-continuas.
• Son contablemente aditivas.
• La medida X∗-valuada y∗F cumple ρE′(y∗F ) <∞ para cada y∗ ∈ Y ∗.
• ‖F‖WE′ = sup
‖y∗‖≤1
ρE′(y
∗F ).
Los teoremas que se prueban sobre operadores lineales y continuos son:
• L(E(X)b, Y ) = UE′(X,Y ).
• L(E(X)a, Y ) =WE′(X,Y ) si Ea = Eb.
E(X)a y E(X)b son los subespacios de las funciones con norma absolutamente
continua, y la clausura del conjunto de las funciones simples. La relacio´n
medida-operador es
F (A)(x) = T (xχA)
para cada medible A y x ∈ X.
Por u´ltimo, el espacio que denota por VE′(X), formado por las medidas F
contablemente aditivas y µ-continuas con ρE′(F ) <∞, proporciona el corolario:
• [E(X)a]∗ = VE′(X∗) si Ea = Eb.
• Si Ea = Eb, entonces X ∈ (RNP ) sii [E(X)a]∗ = E′(X∗).
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Por otro lado, cabe mencionar el importante trabajo desarrollado por la
escuela rusa, principalmente por A. V. Bukhvalov en [20], que tambie´n ha
abordado las cuestiones de representacio´n de operadores lineales y dualidad
en ret´ıculos vectoriales con trabajos de un alto grado de abstraccio´n y alcance
usando, por ejemplo, funciones vectoriales de´bil* medibles para representar los
duales de los espacios de funciones vectoriales.
En suma, los resultados obtenidos en el campo de las medidas vectoriales
han sido aplicados a la obtencio´n de teoremas de representacio´n de operadores
lineales y continuos, de nuevos teoremas de Radon-Nikody´m, de caracterizaciones
de la reﬂexividad de distintos tipos de espacios de funciones, etc. Tambie´n se han
establecido conexiones con las funciones armo´nicas mediante el uso de espacios
de Hardy.
El espacio de funciones armo´nicas vectoriales de Hardy hp(D,X) esta´ formado
por las funciones armo´nicas u deﬁnidas en el disco unidad complejo D y con
valores en el espacio X de manera que las funciones restriccio´n ur, deﬁnidas en
el toro como ur(t) := u(re
it), veriﬁcan la acotacio´n supr ‖ur‖Lp(X) <∞.
Cuando X es el cuerpo de los escalares, el espacio de funciones Lp se sumerge
de forma isome´trica en el espacio hp mediante la integral de Poisson
P [f ](reit) = Pr ∗ f(t)
para 1 < p ≤ ∞ (usando la desigualdad de Young para convoluciones, ma´s
propiedades de l´ımites para la topolog´ıa de´bil*). Por otro lado, cada funcio´n
de hp genera una red de funciones (ur)r de L
p. E´sta posee una subsucesio´n
convergente a una cierta funcio´n de Lp para la topolog´ıa de´bil*, de modo que
la funcio´n u resulta ser la integral de Poisson de dicho l´ımite.
En el caso vectorial podemos encontrar un estudio del comportamiento en
la frontera de las funciones armo´nicas de estos espacios de Hardy en [26] y [49].
El resultado es la equivalencia de las aﬁrmaciones:
• Toda funcio´n u ∈ hp(D,X) tiene l´ımite radial casi por todas partes, es
decir, existe limr→1 u(re
it) = f(t) para casi todo t ∈ T.
• hp(D,X) = {P [f ] : f ∈ Lp(T,X)}.
• X ∈ (RNP )
Cabe mencionar que en espacios de funciones p-Pettis integrables (el ana´logo
al espacio Lp(X), pero con una versio´n de integrabilidad ma´s de´bil que la
integrabilidad Bochner, llamada integrabilidad Pettis) deﬁnidas en el toro, para
1 ≤ p < ∞ y X inﬁnito-dimensional, existen funciones medibles y p-Pettis
integrables de manera que su integral de Poisson (armo´nica vectorial en el disco)
no converge radialmente en ningu´n punto del toro, aunque converge en la norma
del espacio de las funciones p-Pettis integrables a la funcio´n inicial (ver [41]).
La conexio´n entre medidas vectoriales de p-variacio´n ﬁnita y funciones armo´-
nicas se puede ver en [8], donde se encuentra (Thm. 2.1.) que
• hp(D,X) = V p(X) para 1 < p ≤ ∞.
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La identiﬁcacio´n entre ambos espacios se produce a trave´s de la extensio´n de la
integral de Poisson a las medidas vectoriales. En [7] se relacionan los espacios
de Hardy vectoriales hp(D,X) con la clase de Dinculeanu de operadores de
Lp
′
en X. La integral de Poisson toma su expresio´n ma´s general al aplicarse
sobre operadores lineales y continuos arbitrarios. Puede consultarse [87] como
referencia completa sobre los espacios hp(D,X).
Antes de comentar el caso ma´s general, la extensio´n al contexto de espacios
de Orlicz puede verse en [109, 12], donde hΦ(D,X) esta´ formado por las funciones
armo´nicas vectoriales u tales que
sup
r∈[0,1)
∫
T
Φ(‖ur(t)‖X)dt <∞
con la norma ‖u‖hΦ(X) = supr ‖ur‖LΦ(X), y donde Φ es funcio´n de Young.
El resultado fundamental es la identiﬁcacio´n isome´trica hΦ(D,X) = V Φ(X),
mientras que se obtiene otra caracterizacio´n de la (RNP ), a saber, la identiﬁ-
cacio´n hΦ(D,X) = LΦ(X) para Φ funcio´n de Young.
Para el caso ma´s general se puede consultar [107]. All´ı se deﬁne el espacio
de Hardy hE(X) tal y como se presenta en esta memoria con la salvedad de
suponer sobre E la hipo´tesis de espacio invariante por reordenamiento maximal
(ver [72]). Se prueba una isometr´ıa entre hE(X) y el espacio de los operadores
cono absolutamente sumantes, generalizando la existente para el caso E = Lp
dada por O. Blasco en [6].
Presente
La generalidad conseguida hasta ahora es enorme dado que los espacios de
funciones de Banach gozan de un a´mbito de aplicacio´n extenso. Las hipo´tesis
adicionales que se imponen sobre estos espacios de funciones van en detrimento
de la generalidad que se pretende. Tanto en [Gret] como en [GrUh], las hipo´tesis
que se asumen sobre el espacio de funciones de Banach son dos. En primer lugar
la propiedad de Fatou de´bil, denotada por (WFP ), y consistente en:
0 ≤ fn ↑ f
supn ‖fn‖E <∞
}
implica ‖f‖E <∞.
En este trabajo vamos a considerar la propiedad de Fatou fuerte, denotada por
(SFP ), y consistente en:
0 ≤ fn ↑ f
supn ‖fn‖E <∞
}
implica ‖f‖E = lim
n
‖fn‖E .
Evidentemente, la (SFP ) es ma´s restrictiva que la (WFP ) (haciendo honor
a su nombre) con lo que parece menos deseable si se desea alcanzar la mayor
generalidad posible. Sin embargo, la diferencia entre ambas se traduce, u´nica-
mente, en lo siguiente: A partir del espacio de funciones E se puede deﬁnir su
espacio asociado E′ y, ma´s au´n, el asociado de e´ste, E′′. Bajo la hipo´tesis de
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(WFP ), los espacios Ey E′′ esta´n formados por las mismas funciones, pero son
isomorfos. Existe una constante 0 < γ ≤ 1 tal que
γ‖f‖E ≤ ‖f‖E′′ ≤ ‖f‖E
para cada f . Pues bien, la (SFP ) es una hipo´tesis que caracteriza la isometr´ıa
entre ambos. Asumiendo entonces la (SFP ) se simpliﬁcan las pruebas de los
resultados en los que se manipule el espacio E′′, adema´s de que se conseguira´n
verdaderas isometr´ıas a ra´ız de e´sta que ya existe. Por tanto, si se desea leer la
memoria con la hipo´tesis (WFP ) en mente, se debe tener en cuenta que, so´lo en
aquellos resultados que hablen de isometr´ıas entre espacios, hay que examinar
el papel que en ellos juega el espacio E′′ con la posibilidad, en su caso, de
que la isometr´ıa mencionada se convierta en un isomorﬁsmo donde aparezca la
constante γ antes mencionada.
La segunda propiedad restrictiva es la propiedad (J). Es cierto que esta
propiedad se mantiene en la mayor´ıa de espacios conocidos, como son los de
Lebesgue y los de Orlicz. De hecho, las p-variaciones y las Φ-variaciones que
se han expuesto anteriormente han tenido, en alguna de sus formulaciones
equivalentes, una expresio´n como la de la u´ltima E-variacio´n (es decir, como
supremo de normas de ciertas funciones simples).
En la exposicio´n de la teor´ıa general no asumiremos la hipo´tesis de la pro-
piedad (J). La razo´n es la intencio´n de encontrar un contexto ma´s general que
el ya hallado en los trabajos que hemos mencionado anteriormente. Se muestra
en la parte ﬁnal de la memoria una familia de espacios de funciones de Banach
entre los cuales se encuentran algunos que no satisfacen la propiedad (J). Se
tomara´ uno de ellos como ejemplo para resolver las cuestiones concernientes
a los operadores y a la dualidad que la teor´ıa actual no puede cubrir. De
hecho, se pone de maniﬁesto para tal ejemplo que la deﬁnicio´n del espacio de
medidas mediante la forma descrita en [GrUh] no puede relajar la hipo´tesis de
la propiedad (J). En efecto, se mostrara´ el feno´meno patolo´gico de tomar una
familia de funciones de la bola unidad de dicho espacio, de manera que una vez
considerada como familia de medidas —mediante el paso esta´ndar por la integral
de Bochner indeﬁnida—, e´sta no formara´ un conjunto acotado del espacio de
medidas.
Adema´s de tratar de obtener los teoremas de representacio´n de los operadores
lineales y continuos en funcio´n de estos espacios de medidas, y de describir
los espacios duales de espacios de Ko¨the-Bochner E(X) donde E no satisface
necesariamente la propiedad (J), otros to´picos a tratar en esta memoria son:
(1) la extensio´n de la clase de operadores de Dinculeanu a este nuevo contexto,
(2) la representacio´n y caracterizacio´n en te´rminos de medidas vectoriales de
operadores cono absolutamente sumantes, (3) la deﬁnicio´n y caracterizacio´n de
nuevos espacios de funciones armo´nicas vectoriales que engloban a los conocidos
hp(D,X) de Hardy-Lebesgue ([7]), hΦ(D,X) de Hardy-Orlicz ([109, 27]) y hE(X)
con E invariante por reordenamiento y maximal ([107]).
Los espacios de funciones de Banach con la propiedad de ser invariante por
reordenamiento tienen una gran importancia en la teor´ıa de interpolacio´n de
operadores (ver [BeSh]). Esta propiedad, consistente en que dos funciones f y
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g que tienen la misma funcio´n de distribucio´n, es decir,
µ({w ∈ Ω : |f(w)| ≥ λ}) = µ({w ∈ Ω : |g(w)| ≥ λ}), ∀λ > 0
tienen entonces igual norma, es au´n ma´s restrictiva que la propiedad (J). De-
dicamos una parte de la teor´ıa que desarrollamos a esta subclase de espacios
por tratarse de espacios que aparecen con mucha frecuencia en la literatura (los
espacios de Lebesgue y los de Orlicz siguen siendo de este tipo, as´ı como los
espacios de Lorentz Lp,q, tan vinculados a la teor´ıa de interpolacio´n). De hecho,
el concepto de la (E,∞)-variacio´n que se deﬁne, motivado por una similitud
con los espacios de Lebesgue-Marcinkiewicz, va a tener como contexto natural
este tipo de espacios, y va a encontrar una interesante relacio´n con los tambie´n
llamados espacios de Lorentz Λ y M asociados a todo espacio invariante por
reordenamiento.
Por u´ltimo hacemos una resen˜a sobre los espacios de Ko¨the de funciones
vectoriales. Los espacios de Ko¨the-Bochner esta´n siendo objeto de estudio en
las u´ltimas de´cadas, principalmente en su vertiente geome´trica, destacando los
trabajos de A. Kamin´ska [Kam] (sobre nociones como son el tipo y cotipo
de Rademacher, la p-convexidad y q-concavidad, y la p-estimacio´n superior
y q-estimacio´n inferior) y de J. Cerda`, H. Hudzik y M. MastyÃlo [30] (sobre
propiedades locales, como puntos LUR, puntos expuestos y fuertemente expues-
tos, puntos “smooth”, puntos locamente uniformemente mono´tonos), adema´s de
[63, 64, 57, 53, 54, 70, 103, 104, 28, 29, 33] y otros, siendo [45] un trabajo pionero.
Trabajos recientes relativos al estudio de compacidades en estos espacios son
[34, 39, 94, 95], mientras que en [48] se da una respuesta a la pregunta originada
en [22] acerca de co´mo una propiedad que comparten un espacio de funciones
de Banach E y un espacio de Banach arbitrario X pasa al espacio de Ko¨the-
Bochner formado por ellos E(X), y viceversa. Otro trabajo en esta l´ınea es
[23]
Un paseo por la tesis
Despue´s de este repaso de cara´cter general pasamos a describir brevemente
el contenido y resultados ma´s relevantes de la memoria.
Esta´ estructurada en 4 cap´ıtulos. El primero, de cara´cter introductorio,
contiene la serie de deﬁniciones, notaciones y resultados previos para tratar
de hacer, en lo posible, un trabajo autocontenido. El marco de trabajo es un
espacio de medida positiva ﬁnito y completo (Ω,Σ, µ) donde Σ es una σ-a´lgebra,
aunque la mayor parte de asuntos tratados tienen vigencia en espacios de medida
σ-ﬁnitos.
Los preliminares sobre funciones, operadores y medidas se centran en exhibir
co´mo la integral de Bochner sirve como herramienta para deﬁnir los espacios
de funciones de Lebesgue-Bochner Lp(µ,X). La conocida dualidad entre los
espacios de Lebesgue escalares y la integral de Bochner convierten a los espacios
de funciones de Lebesgue-Bochner en subconjuntos de espacios de operadores
lineales y continuos. Se motiva la deﬁnicio´n de la clase de operadores de
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Dinculeanu, as´ı como la de los operadores p-sumantes y p-sumantes positivos,
o la de los operadores cono absolutamente sumantes. Por medio de la integral
de Bochner, cada espacio de funciones de Lebesgue-Bochner se sumerge dentro
de una de estas clases de operadores, cuyo dominio siempre es el espacio de
Lebesgue de funciones escalares con exponente conjugado. La dualidad de los
espacios de Lebesgue-Bochner no se resuleve y se da entrada a las medidas
vectoriales. La p-variacio´n y la p-semivariacio´n de las medidas vectoriales sirven
para organizar a e´stas en distintos espacios de Banach llamados espacios de
medidas vectoriales de Lebesgue, que vienen parametrizados por el exponente
1 ≤ p ≤ ∞ y que, por propiedades de la integral de Bochner contienen de manera
isome´trica al espacio de funciones de igual exponente. Los espacios de medidas
vectoriales de Lebesgue contienen medidas de variacio´n total ﬁnita, y e´stas
quedan caracterizadas por la propiedad de que la medida variacio´n total se pueda
representar siempre por una funcio´n del espacio de Lebesgue escalar. Finalmente
se comenta que el espacio de medidas vectoriales de Lebesgue resuelva la dualidad
del espacio de funciones de Lebesgue-Bochner.
La propiedad de Radon-Nikody´m, consistente en la validez del famoso teo-
rema de Radon-Nikody´m para medidas vectoriales, guarda equivalencia con el
teorema de Riesz en contexto tambie´n vectorial. Si se formula como la igualdad
V 1(µ,X) = L1(µ,X), una pronta reformulacio´n del teorema de Radon-Nikody´m
consiste en la igualdad V p(µ,X) = Lp(µ,X) para algu´n 1 ≤ p ≤ ∞, que se
puede reescribir, en virtud de la dualidad antes mencionada, como Lp(X)∗ =
Lp
′
(X∗) para algu´n 1 ≤ p <∞.
La nocio´n de tipo y cotipo de Rademacher se introduce para resolver en la
parte ﬁnal de la memoria el ca´lculo de estos valores para una familia de espacios
de funciones vectoriales.
Las funciones armo´nicas se han organizado en los llamados espacios de Hardy
hp, resultando ser una traslacio´n de los espacios de Lebesgue al contexto de
las funciones armo´nicas. En efecto, por medio de la integral de Poisson, cada
funcio´n de un espacio de Lebesgue se transforma en una funcio´n armo´nica con un
tipo de acotacio´n. Deﬁnido entonces el espacio de Hardy de exponente p como
el formado por las funciones armo´nicas de manera que se cumple la acotacio´n
mencionada, se descubre que toda funcio´n armo´nica de dicho espacio surge como
integral de Poisson de una funcio´n del espacio de Lebesgue (1 < p ≤ ∞). En el
caso vectorial, los espacios de Hardy de funciones armo´nicas vectoriales esta´n
compuestos por funciones del espacio de Lebesgue-Bochner (v´ıa la integral de
Poisson), pero aparecen otros elementos cuando el espacio vectorial (donde toma
valores la funcio´n) no satisface la propiedad de Radon-Nikody´m. La solucio´n
es ampliar el concepto al espacio de medidas vectoriales de Lebesgue, con el
cual se consigue la identiﬁcacio´n: Toda medida vectorial deﬁne una funcio´n
armo´nica vectorial y, rec´ıprocamente, cada funcio´n armo´nica surge como integral
de Poisson (esta vez) de una medida. Este trabajo se desarrolla en el a´mbito de
los espacios de Lebesgue en [8] y en los de Orlicz en [27].
Los espacios de funciones de Banach son los verdaderos protagonistas de
la memoria, pues van a parametrizar la gran familia de espacios de medidas
vectoriales. Existe una amplia bibliograf´ıa sobre este tipo de espacios, como
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son [75] y las notas escritas por W. A. J. Luxemburg [77] y e´ste junto con
A. C. Zaanen [78]. En la memoria se exponen las principales propiedades,
siendo dos referencias de apoyo [BeSh] y el resumen que aparece en [Gret]. Los
espacios invariantes por reordenamiento proporcionan un contexto apropiado en
el que detenerse. La deﬁnicio´n de estos espacios es intuitiva y general, y tienen
cabida en la teor´ıa de interpolacio´n de operadores. Por ello se les dedica parte
del desarrollo de la teor´ıa de las medidas vectoriales. Los espacios de Lorentz
Λ y M aparecen de manera natural cuando se trata de deﬁnir una variacio´n
general de tipo de´bil. Los espacios de funciones vectoriales de Banach, tambie´n
llamados espacios de Ko¨the-Bochner, sera´n protagonistas como dominios de
los operadores lineales y continuos que vienen representados por las medidas
vectoriales objeto de nuestro estudio.
En el cap´ıtulo segundo se introduce el concepto de E-variacio´n, donde E
representa el espacio de funciones de Banach, y se deﬁne el espacio de medidas de
E-variacio´n ﬁnita VE(X). As´ı se llama E-variacio´n de una medida ﬁnitamente
aditiva F con valores en X a la cantidad (deﬁnicio´n 2.1)
|F |E := sup{
∑
A∈π
|αA| ‖F (A)‖ : π ∈ DΩ, ‖
∑
A∈π
αAχA‖E′ ≤ 1},
donde E′ es el espacio asociado a E y DΩ representa el conjunto de particiones
ﬁnitas de Ω mientras que VE(X) denota el espacio de dichas medidas F de
manera que son absolutamente continuas respecto de la medida µ y |F |E <∞.
Tras comprobar que las medidas de este espacio son de variacio´n total ﬁnita,
se comprueba que la expresio´n
sup{
∑
A∈π
|αA| |F |(A) : π ∈ DΩ, ‖
∑
A∈π
αAχA‖E′ ≤ 1},
coincide con |F |E (lema 2.5), lo cual facilita la caracterizacio´n (proposicio´n 2.6)
• F ∈ VE(X) sii |F |(·) =
∫
(·)
ϕdµ para alguna funcio´n no negativa ϕ ∈ E.
Como consecuencia se obtiene la inclusio´n isome´trica (teorema 2.7)
• E(X) ⊂ VE(X)
para E y X arbitrarios, mientras que
• E(X) = VE(X) sii X ∈ (RNP )
resulta ser otra forma de caracterizar la propiedad de Radon-Nikody´m (teorema
2.7).
La E-semivariacio´n que se deﬁne a continuacio´n consiste en la traslacio´n
al campo de las medidas de la situacio´n de los operadores lineales y continuos
con dominio en un espacio de funciones de Banach. En efecto se deﬁne para F
medida ﬁnitamente aditiva la cantidad (deﬁnicio´n 2.9)
‖F‖E := sup{‖
∑
A∈π
αAF (A)‖X : π ∈ DΩ, ‖
∑
A∈π
αAχA‖E′ ≤ 1},
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que se dice E-semivariacio´n de F , y se toma el espacio VE(X) de las medidas
µ-continuas y con ‖F‖E < ∞. Esta deﬁnicio´n no tiene un intere´s particular
cuando la norma considerada es la descrita, pues con la notacio´n TF (χA) = F (A)
para A ∈ Σ, se enmascara el espacio L(E′b,X) en VE(X). Sin embargo, la
caracterizacio´n de VE(X) como el espacio formado por las medidas F de manera
que
• F es µ-continua.
• x∗F ∈ VE(K) para cada x∗ ∈ X∗.
• ‖F‖E = sup‖x∗‖≤1 |x∗F |E .
conﬁere al espacio de medidas una identidad propia (proposicio´n 2.13).
Este espacio de medidas representa al de los operadores lineales y continuos
con dos limitaciones. Una es que el dominio del operador que se trata de
representar no puede exceder a la clausura del conjunto de las funciones simples.
Otra es que al ser las medidas µ-continuas, los operadores representados por
ellas deben corresponder en ese aspecto, apareciendo el concepto de norma
absolutamente continua (Ea reu´ne a las funciones con norma absolutamente
continua). As´ı se tiene (proposicio´n 2.11)
• VE′(X) ⊂ L(Eb,X) isome´tricamente.
• VE′(X) = L(Eb,X) si Ea = Eb.
En cuanto a la relacio´n entre el espacio VE(X) y las distintas clases de
operadores con dominio en E′, aparecen de manera sistema´tica la nueva clase
de Dinculeanu D(E′,X) y la cla´sica de los operadores cono absolutamente
sumantes Π1,+(E′,X), con los resultados (proposicio´n 2.17 y teorema 2.20)
• VE′(X) ⊂ D(Eb,X) isome´tricamente.
• VE′(X) = D(Eb,X) si Ea = Eb.
• VE′(X) ⊂ Π1,+(Eb,X) isome´tricamente.
• VE′(X) = Π1,+(Eb,X) si Ea = Eb.
El resultado de la dualidad de los espacios de Ko¨the-Bochner queda reﬂejado
en el resultado (teorema 2.21)
• VE′(X∗) ⊂ [E(X)b]∗ isome´tricamente.
• VE′(X∗) = [E(X)b]∗ si Ea = Eb.
As´ı, una nueva caracterizacio´n de la propiedad de Radon-Nikody´m es la igualdad
E(X)∗ = E′(X∗)
para E con norma absolutamente continua (corolario 2.23).
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La abstraccio´n ma´xima se tiene al considerar la E[X;Y,Z]-semivariacio´n,
pues engloba todos los casos previos. Para cada pareja de espacios Y y Z de
manera que X se puede considerar como un subespacio de L(Y,Z), se deﬁne la
E[X;Y,Z]-variacio´n (deﬁnicio´n 2.24) como
‖F‖E[X;Y,Z] = sup{‖
∑
A∈π
F (A)(yA)‖Z : π ∈ DΩ, ‖
∑
A∈π
yAχA‖E′(Y ) ≤ 1}.
Esta expresio´n puede coincidir para distintas parejas Y,Z. Con los casos triviales
de Y = K y Z = X, o bien, Y = X∗ y Z = K se recupera la E-semivariacio´n
y la E-variacio´n, respectivamente. Sin embargo, cuando X = L(Y,Z) en un
caso no trivial de Y y Z, la E[L(Y,Z);Y,Z]-variacio´n es intermedia entre las
anteriores, y proporciona un nuevo espacio de medidas, u´til para representar
operadores ma´s generales, ya con dominio en espacios de Ko¨the-Bochner. El
resultado alcanzado en este caso, y de gran similitud con el alcanzado en [GrUh]
es (teorema 2.27)
• VE′[X,Y ](L(X,Y )) ⊂ L(E(X)b, Y ) isome´tricamente.
• VE′[X,Y ](L(X,Y )) = L(E(X)b, Y ) si y so´lo si Ea = Eb.
donde VE′[X,Y ](L(X,Y )) es el conjunto de las medidas F con valores en L(X,Y )
que son µ-continuas y con ‖F‖E[L(X,Y );X,Y ] <∞.
En el contexto de las funciones armo´nicas se trabaja con espacios invariantes
por traslaciones (deﬁnicio´n 2.28), o bien espacios homoge´neos (ver [59]). Se
hace necesario partir del espacio de funciones armo´nicas de Hardy de´bil, al que
podemos llamar hEw(X)
hEw(X) = {u : D → X : x∗u ∈ hE(K) ∀x∗ ∈ X∗}.
El resultado crucial es la extensio´n de la situacio´n en el caso Lebesgue, a saber,
la isometr´ıa (teorema 2.39)
• hEw(X) = L(E′,X)
mediante el uso de la integral de Poisson de operadores, y con la hipo´tesis
E′a = E
′. El resultado concerniente al espacio de Hardy hE(X) resulta ser la
isometr´ıa (teorema 2.40)
• hE(X) = D(E′,X).
Los corolarios inmediatos de todo el desarrollo anterior son (corolario 2.41)
• hE(X) = VE(X).
• hE(X) = Π1,+(E′,X).
• hE(X) = E(X) sii X ∈ (RNP ).
• E′(X)∗ = hE(X∗).
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En todos estos resultados se asume que E′a = E
′.
Si se restringe la familia de espacios de funciones de Banach a aquellos que
satisfacen la propiedad (J) se comprueba la expresio´n equivalente de la E-
variacio´n que dio lugar a [Gret, GrUh]. La nueva consideracio´n que se toma en
los espacios invariantes por reordenamiento, la (E,∞)-variacio´n, viene motivada
de forma similar a la que deﬁne a los espacios de Lebesgue de´biles Lp,∞.
Se dice que una medida F ﬁnitamente aditiva tiene (E,∞)-variacio´n ﬁnita
si
|F |(A) ≤ C‖χA‖E
para todo A ∈ Σ de medida ﬁnita y con C > 0 independiente de A. Esta
deﬁnicio´n, que se puede dar en espacios generales, tiene una expresio´n elegante
en los espacios invariantes por reordenamiento. En efecto, se tiene la igualdad
(proposicio´n 3.8)
• VE,∞(X) = VM(E)(X).
As´ı se recuperan los espacios de medidas de M(E)-variacio´n acotada, de igual
manera que el espacio Lp,∞ es el espacio de Lorentz M(Lp).
Como aplicacio´n del desarrollo de la teor´ıa a los espacios invariantes por
reordenamiento se presenta la familia de los espacios de medidas vectoriales de
Lorentz V p,q(X). Se le dota de un origen independiente de la teor´ıa v´ıa los
mo´dulos de continuidad de las medidas (deﬁnicio´n 3.27)
ωF (t) = sup
µ(A)≤t
|F |(A) y ω˜F (t) = sup
µ(A)≤t
‖F (A)‖
para encontrar los resultados t´ıpicos. Al ﬁnal se prueba que los espacios dados
se corresponden, en efecto, con los de E-variacio´n ﬁnita, donde E = Lp,q
(proposicio´n 3.37). Los resultados se recogen en [16]
Otros espacios de medidas vectoriales que se ajustan a este apartado son
los de Orlicz, estudiados en [114, 115, 116]. Se muestra la coincidencia entre
los espacios V Φ(X) all´ı deﬁnidos y los VE(X) cuando E = L
Φ es el espacio de
Orlicz de funciones. Los corolarios que se enumeran son entonces ya conocidos
y aparecen en las referencias citadas.
Por u´ltimo, en el cap´ıtulo cuarto se presenta la familia de espacios de Musie-
lak-Orlicz (tambie´n llamados de Orlicz generalizados). Por contener como casos
concretos a todos los espacios de Lebesgue y Orlicz, y por tener miembros que
no satisfacen la propiedad (J), estos espacios representan, en cierto modo, los
l´ımites de la E-variacio´n que se deﬁn´ıa en [GrUh]. Una primera consideracio´n
consiste en probar que una subclase de esta familia de espacios se puede ubicar
dentro del contexto de los espacios de funciones de Banach, no siendo cierto el
caso general (proposicio´n 4.16). As´ı pues, la teor´ıa obtenida hasta entonces es
aplicable a parte de la familia de espacios de Musielak-Orlicz.
Se destaca un espacio concreto para comprobar co´mo la hipo´tesis de la
propiedad (J) es imprescindible en una deﬁnicio´n de E-variacio´n basada en
el supremo de normas de funciones simples como la de [GrUh]. En efecto, si
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se deﬁne el espacio VLM (K) = VLM de las medidas escalares µ-continuas F de
manera que el funcional
sup
π∈DΩ
‖
∑
A∈π
F (A)
µ(A)
χA‖LM
es ﬁnito, no so´lo se pierde la t´ıpica inclusio´n isome´trica LM ⊂ VLM del espacio de
funciones en el espacio de medidas mediante la integral Bochner indeﬁnida, sino
que adema´s se pierde la posibilidad de tener al menos una inclusio´n continua
(proposicio´n 4.18).
El ejemplo utilizado es un espacio de la clase de espacios de Nakano, subclase
dentro de la de los espacios de Musielak-Orlicz.
La familia de espacios de Musielak-Orlicz viene parametrizada por una fun-
cio´n M : Ω × [0,∞) → [0,∞) de manera que es funcio´n de Young para cada
t ∈ [0,∞) (ver espacios de Orlicz y deﬁnicio´n 4.1). La clase de Musielak-Orlicz
corresponde con las funciones medibles tales que
iM (f) =
∫
Ω
M(w, |f(w)|)dµ(w) <∞.
El espacio de funciones LM se deﬁne de forma similar al de Orlicz, con la norma
de Luxemburg
‖f‖M = inf{k > 0 : iM (f/k) ≤ 1}, f ∈ M,
(M es el conjunto de las funciones medibles) quedando
LM = {f ∈ M : ‖f‖M <∞}.
La referencia ba´sica para el estudio de estos espacios es [Mus]. Como se indicaba,
dentro de esta familia de espacios cabe destacar una subfamilia, la de los
llamados espacios de Nakano. Estos se caracterizan por tener una funcio´n M
de tipo potencial, es decir, M(w, t) = tp(w) con p(·) : Ω → [1,∞). Por la
simplicidad de su formulacio´n, podr´ıan verse motivados directamente desde los
espacios de Lebesgue Lp. Sin embargo, la forma de dotarlos de una norma pasa
por su consideracio´n como espacio de Musielak-Orlicz.
El estudio del tipo y cotipo de Rademacher de cada uno de los espacios
de Musielak-Orlicz se ha realizado en [56] para el caso de espacio de medida no
ato´mico, y en [Kat] para el caso de sucesiones. Se han deﬁnido condiciones sobre
la funcio´n de Musielak-Orlicz M (llamadas ∆q y ∆∗p para el caso no ato´mico,
o δq y δ∗p para el caso ato´mico) que han caracterizado el cotipo q y el tipo p en
dichos espacios. Estas condiciones, particularizadas a los espacios de Nakano,
han dejado el asunto completo en el caso no ato´mico, con el resultado
• Lp(·) tiene cotipo 2 ≤ q <∞ si y so´lo si p(w) ≤ q cpp. en Ω.
• Lp(·) tiene tipo 1 < p ≤ 2 si y so´lo si p(w) ≥ p cpp. en Ω y p(·) es acotada.
En el caso ato´mico, y denotando por ℓ({pn}) el espacio de Nakano de sucesiones,
se resuelve en [Kat]
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• Si ℓ({pn}) tiene cotipo q ≥ 2 entonces lim supn pn ≤ q.
• Si lim supn pn < q para algu´n q ≥ 2, entonces ℓ({pn}) tiene cotipo q.
• Sea pn > 1 para todo n ∈ N. Si ℓ({pn}) tiene tipo p ≥ 1 entonces
p ≤ lim infn pn y supn pn <∞.
• Si 1 < pn < lim infn pn y supn pn <∞ entonces ℓ({pn}) tiene tipo p.
Como se puede observar, queda por resolver cua´ndo el espacio de Nakano ℓ({pn})
posee el cotipo q = lim supn pn y cu´ando posee el tipo p = lim infn pn.
Se ﬁnaliza esta memoria caracterizando el tipo y el cotipo de Rademacher
para los espacios de sucesiones de Nakano vectoriales ℓ({pn,Xn}) —trabajo que
constituye [15]—, aﬁnando el resultado de [Kat]. En primer lugar se consigue
la equivalencia (teorema 4.35)
• ℓ({pn,Xn}) tiene cotipo q.
• Xn tiene cotipo q para cada n = 1, 2, . . . con supn Cq(Xn) < ∞, y existe
0 < C < 1 tal que
∑
pn>q
C
1
pn−q <∞.
para 2 ≤ q <∞. En segundo lugar equivalen (teorema 4.37)
• ℓ({pn,Xn}) tiene tipo p.
• Xn tiene tipo p para n = 1, 2, . . . con supn Tp(Xn) <∞, (pn)n es acotada,
y existe 0 < C < 1 tal que
∑
pn<p
C
1
p−pn <∞.
para 1 < p ≤ 2 (Cq(Xn) y Tp(Xn) son las mejores constantes que aparecen en
la deﬁnicio´n del cotipo q y del tipo p, respectivamente, sobre los espacios Xn).
Cap´ıtulo I
Preliminares
En este cap´ıtulo se toma un espacio de medida (Ω,Σ, µ) positivo, ﬁnito y
completo donde Σ es una σ-a´lgebra de conjuntos. Hacemos un breve recorrido
sobre los to´picos que ma´s van a aparecer en la memoria con el ﬁn de contener
en ella la mayor parte de referencias y ser autocontenido en la medida de lo
posible.
1.1 Sobre funciones medibles, operadores y me-
didas vectoriales
El primer tema a tratar son las funciones vectoriales, es decir, funciones que
toman valores en un espacio de Banach arbitrario.
Definicio´n 1.1 Sea X un espacio de Banach y f : Ω → X una funcio´n. Se
dice que:
• f se dice simple si existen vectores x1, x2, . . . , xn ∈ X y conjuntos medibles
A1, A2, . . . , An ∈ Σ tales que
f =
n∑
k=1
xkχAk ,
donde χAk es la funcio´n caracter´ıstica del medible Ak, es decir, aquella
que toma el valor 1 para los w ∈ Ak y 0 para el resto.
• f se dice medible (o fuertemente medible) si existe una sucesio´n {sn}∞n=1
de funciones simples con valores en X de modo que
lim
n→∞
‖f(w)− sn(w)‖X = 0
para casi todo w ∈ Ω.
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• f es de´bilmente medible si la funcio´n escalar x∗f dada por
x∗f(w) = 〈x∗, f(w)〉, w ∈ Ω,
es medible para todo x∗ ∈ X∗ (〈·, ·〉 es la actuacio´n de la dualidad).
• f es integrable (o integrable Bochner) si existe una sucesio´n de funciones
simples con valores en X de modo que
lim
n→∞
∫
Ω
‖f(w)− sn(w)‖Xdµ(w) = 0. (∗)
Si s =
∑N
n=1 xiχAi es una funcio´n simple, entonces la integral de s es∫
Ω
sdµ =
N∑
n=1
xiµ(Ai).
Se define la integral (de Bochner) de f mediante∫
Ω
fdµ := lim
n→∞
∫
Ω
sndµ.
Nota 1.2 Las definiciones ‘simple’, ‘medible’, ‘casi todo w ∈ Ω’ e ‘integrable’
pueden ir acompan˜adas del prefijo ‘µ-’ siempre que se desee poner de manifiesto
el espacio de medida respecto del que se cumple la propiedad.
Respecto a la integrabilidad, si f es una funcio´n integrable, es sencillo com-
probar que la definicio´n de su integral es independiente de la sucesio´n {sn}∞n=1
que cumple (∗).
El conjunto de las funciones medibles sirve como cantera para todo espacio de
funciones que se deﬁne. Por ello mostramos el siguiente criterio de medibilidad.
Teorema 1.3 (Teorema de medibilidad de Pettis)
Una funcio´n vectorial f : Ω→ X es medible si y so´lo si:
• f es µ-esencialmente separadamente valuada, es decir, existe A ∈ Σ con
µ(A) = 0 tal que f(Ω \A) forma un conjunto separable de X.
• f es de´bilmente medible.
Un ejemplo de funcio´n no medible es la funcio´n f : [0, 1] → ℓ∞ tal que
f(t) = {eint}∞n=1.
Las propiedades ba´sicas ma´s sobresalientes de la integral Bochner de fun-
ciones vectoriales hacen de ella una herramienta muy importante en el curso
posterior. Para cada funcio´n vectorial f : Ω → X, la notacio´n ‖f‖X se emplea
para la funcio´n no negativa tal que ‖f‖X(w) := ‖f(w)‖X .
Proposicio´n 1.4 La integral Bochner cumple las siguientes propiedades:
(1) Una caracterizacio´n para la integrabilidad Bochner:
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• Una funcio´n medible f : Ω→ X es integrable Bochner si y so´lo si∫
Ω
‖f‖Xdµ <∞.
(2) Si f es una funcio´n integrable Bochner, entonces:
• limµ(A)→0
∫
A
fdµ = 0.
• ‖ ∫
A
fdµ‖X ≤
∫
A
‖f‖Xdµ para todo A ∈ Σ (desigualdad de Minkowski
integral).
• ∫
A
fdµ =
∑∞
n=1
∫
An
fdµ si se toma A = ∪∞n=1An.
• Para cada A ∈ Σ se tiene que
sup
π∈DA
∑
B∈π
‖
∫
B
fdµ‖X =
∫
A
‖f‖Xdµ,
donde DA representa el conjunto de particiones de A en una cantidad
finita de medibles de medida positiva y finita.
(3) Si X e Y son espacios de Banach, T : X → Y es un operador lineal y
cerrado, y tanto f : Ω → X como T ◦ f : Ω → Y son funciones µ-integrables
Bochner, entonces
T
(∫
A
fdµ
)
=
∫
A
T ◦ f dµ
para todo A ∈ Σ (Teorema de Hille).
(4) Sea f integrable Bochner en [0, 1] respecto a la medida de Lebesgue. Entonces,
para casi todo s ∈ [0, 1], se tiene que
lim
h→0
1
h
∫ s+h
s
‖f(t)− f(s)‖Xdt = 0.
Por consiguiente
lim
h→0
1
h
∫ s+h
s
f(t)dt = f(s).
Una prueba de estos resultados se encuentra en [DiUh, pp. 46-49].
Recordamos las deﬁniciones de los espacios de Lebesgue-Bochner, parame-
trizados por el exponente p ∈ [1,∞].
Lp(Ω,Σ, µ,X), abreviado por Lp(µ,X) o bien Lp(X), es el espacio de (clases
de equivalencia, mo´dulo la igualdad en casi todo punto, de) funciones medibles
f para las cuales el funcional ‖f‖p es ﬁnito, donde
‖f‖p =
(∫
Ω
‖f‖pdµ
) 1
p
si 1 ≤ p <∞ y
‖f‖∞ = ess sup‖f‖X .
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La densidad del conjunto de las funciones simples se tiene en todos los espacios
de Lebesgue-Bochner de exponente ﬁnito, independientemente de la medida µ.
Sin embargo, la densidad en L∞(X) se tiene u´nicamente para todo X ﬁnito
dimensional si µ es ﬁnita y no ato´mica, y en ningu´n caso si µ es inﬁnita.
En este punto cabe mencionar la notacio´n de exponentes conjugados, tan
recurrentes en la teor´ıa de los espacios de Lebesgue. Se dice que q es el exponente
conjugado de p ∈ [1,∞] (o que p y q son exponentes conjugados) si se cumple
la relacio´n
1
p
+
1
q
= 1,
donde 1∞ = 0. La relacio´n de ser conjugado es sime´trica, y si p ∈ [1,∞] se suele
denotar su conjugado por p′.
Otros espacios de funciones vectoriales que aparecera´n ma´s adelante son
los de Orlicz-Bochner, que vienen parametrizados por una familia de funciones
especiales (las funciones de Young) y los de Musielak-Orlicz-Bochner, una ex-
tensio´n de los anteriores y que contendra´n un ejemplo u´til al propo´sito de este
trabajo. Se va a trabajar con una familia de espacios de funciones realmente
extensa, a saber, la familia de espacios de funciones de Banach con valores
vectoriales (tambie´n llamados espacios de Ko¨the-Bochner).
Otro to´pico que se aborda es el relativo a diversos tipos de operadores lineales
y continuos entre espacios de Banach, especialmente operadores cuyo espacio
inicial es un espacio de funciones como los que acabamos de comentar. Para
ello introducimos los conceptos ba´sicos en la siguiente deﬁnicio´n.
Definicio´n 1.5 Sean X e Y dos espacios de Banach arbitrarios, con normas
‖ · ‖X y ‖ · ‖Y respectivamente.
• Un operador T : X → Y lineal se dice continuo si
‖T‖ = sup{‖Tx‖Y : ‖x‖X ≤ 1}
es finito. Al conjunto formado por los operadores lineales y continuos de
X en Y se le denota por L(X,Y ), y la norma ‖·‖ le da estructura de
espacio de Banach.
• Sean Y un espacio de Banach y p, p′ ∈ [1,∞] exponentes conjugados, es
decir, 1p +
1
p′ = 1. La clase de Dinculeanu D(L
p′ , Y ) es la formada por los
operadores T : Lp
′ → Y lineales de manera que
‖|T‖|p = sup{
N∑
k=1
|αk| ‖T (χAk)‖Y : N ∈ N, ‖
N∑
k=1
αkχAk‖Lp′ ≤ 1}
es finito. Es evidente que ‖T‖ ≤ ‖|T‖|p, y por tanto se tiene el contenido
D(Lp
′
, Y ) ⊂ L(Lp′ , Y ).
• Un operador T : X → Y se dice p-sumante si(
N∑
k=1
‖T (xn)‖pY
) 1
p
≤ C sup
‖x∗‖≤1
(
N∑
k=1
|〈x∗, xn〉|p
) 1
p
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para alguna constante C > 0 independiente tanto de N ∈ N como de
la familia x1, x2, . . . , xN ∈ X escogida. El espacio de los operadores p-
sumantes de X en Y se denota por Πp(X,Y ), y la norma, denotada por
‖T‖Πp se corresponde con el ı´nfimo de las constantes C > 0 que verifican
las desigualdad anterior ([DJT, p. 31]).
Nota 1.6 Si el espacio X es, adema´s, un ret´ıculo, el operador T se dira´ p-
sumante positivo si la desigualdad anterior se sigue para familias arbitrarias de
elementos positivos del ret´ıculo X. El espacio se denotara´ por Πp,+(X,Y ) y
la norma, correspondiente tambie´n al ı´nfimo de dichas constantes, se escribe
‖T‖Πp,+ ([9]).
O. Blasco prueba en [9] que las distintas clases Πr,+(Lp,X) con r entre 1 y p′
(ambos incluidos) son todas coincidentes entre s´ı, adema´s de con Π1,+(Lp,X)
para 1 ≤ p ≤ ∞. Esta u´ltima clase de operadores, introducida en [111], es la de
los operadores cono absolutamente sumantes de Lp en X.
Definicio´n 1.7 ([111, p. 244]) Un operador T : X → Y , donde X es un
ret´ıculo de Banach e Y un espacio de Banach, se dice cono absolutamente
sumante (c.a.s.) si
N∑
k=1
‖T (xn)‖Y ≤ C sup
‖x∗‖≤1
N∑
k=1
|〈x∗, xn〉|
para alguna constante C > 0 independiente tanto de N ∈ N como de la familia
x1, x2, . . . , xN ≥ 0 escogida del cono positivo de X. El espacio de los operadores
cono absolutamente sumantes de X en Y se denota por Π1+(X,Y ), y la norma,
denotada por ‖T‖Π1,+ se corresponde con el ı´nfimo de las constantes C > 0 que
verifican las desigualdad anterior.
Dicho de otro modo, T manda sucesiones sumables (xn)n de elementos del cono
positivo de X a sucesiones (Txn)n absolutamente sumables en Y .
Si (xn)
N
n=1 pertenece al cono positivo de X, la igualdad
sup
‖x∗‖≤1
N∑
k=1
|〈x∗, xn〉| = ‖
N∑
k=1
xn‖
es cierta, pudie´ndose entonces reemplazar la norma anteriormente citada de un
operador c.a.s. T por
‖T‖Π1,+ = sup{
N∑
k=1
‖T (xn)‖Y : N ∈ N, x1, x2, . . . , xN ≥ 0, ‖
N∑
k=1
xn‖ ≤ 1}.
Una caracterizacio´n de los operadores c.a.s. es la siguiente.
Lema 1.8 Sea X un ret´ıculo de Banach, Y un espacio de Banach y T un
operador lineal de X en Y . Entonces son equivalentes:
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• T ∈ Π1,+(X,Y ).
• Existe x∗ ∈ X∗ positivo tal que ‖Tx‖Y ≤ 〈x∗, |x|〉 para todo x ∈ X.
Adema´s se puede tomar el elemento x∗ de manera que ‖x∗‖ = ‖T‖Π1,+ .
En el contexto de los espacios de Lebesgue-Bochner, cada funcio´n f ∈ Lp(X)
da lugar a un operador Jp(f) : L
p′ → X mediante el uso de la integral de
Bochner, con la deﬁnicio´n
Jp(f)(g) =
∫
Ω
fgdµ.
La linealidad de la integral de Bochner implica la del operador, mientras que
la desigualdad de Minkowski integral (consecuencia del u´ltimo punto de la
proposicio´n 1.4) y la conocida desigualdad de Ho¨lder implican la continuidad. La
densidad del conjunto de funciones simples en Lp(X) conduce a la compacidad
de dichos operadores (ya que los hace l´ımites de operadores de rango ﬁnito). No
es dif´ıcil probar que ‖|Jp(f)‖|p = ‖f‖p, lo que muestra el contenido isome´trico
Lp(X) ⊂ D(Lp′ ,X) v´ıa el operador Jp.
La dualidad de un espacio de Lebesgue-Bochner queda abierta, dado que la
esperada relacio´n
Lp(X)∗ = Lp
′
(X∗) para 1 ≤ p <∞
no es va´lida en ciertos casos.
Las cuestiones tratadas en el contexto anterior pueden extenderse al contexto
de funciones de Orlicz-Bochner con resultados similares (p. 102).
La introduccio´n de las medidas vectoriales en este punto viene motivada,
entre otras cosas, por la resolucio´n del problema de la descripcio´n del espacio
dual de Lp(X), que queda incompleta con el uso del espacio Lp
′
(X∗). El motivo
sera´ evidente dado el fuerte paralelismo que existe entre medidas y operadores,
y es un espacio de operadores el que se quiere caracterizar en este caso.
Definicio´n 1.9 Sea X un espacio de Banach (real o complejo) y F : Σ → X
una funcio´n de conjunto. Se dice que:
• F es finitamente aditiva si
F (A ∪B) = F (A) + F (B)
para cualquier par de conjuntos medibles disjuntos entre s´ı, A y B.
• F es numerablemente aditiva si
F (∪∞n=1An) =
∞∑
n=1
F (An)
para cualquier sucesio´n de conjuntos µ-medibles y disjuntos dos a dos
{An}∞n=1.
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• F es de´bilmente numerablemente aditiva si la funcio´n de conjunto escalar
x∗F dada por la relacio´n
x∗F (A) = 〈x∗, F (A)〉
es numerablemente aditiva para todo elemento x∗ ∈ X∗ (〈·, ·〉 es la actua-
cio´n de la dualidad X-X∗).
• F se dice ‘medida finitamente aditiva’ si es funcio´n de conjunto finitamente
aditiva.
• F se dice ‘medida vectorial’ o simplemente ‘medida’ si es funcio´n de
conjunto numerablemente aditiva.
• F se dice absolutamente continua respecto de µ, o µ-continua (denotado
por F ≪ µ) si
lim
µ(A)→0
‖F (A)‖X = 0
Por otro lado, para cada medida finitamente aditiva, es posible definir las fun-
ciones de conjunto no negativas:
• Variacio´n total de F , denotada por |F | y definida por
|F |(A) = sup{
∑
B∈π
‖F (B)‖X : π ∈ DA}
para cada A ∈ Σ, y donde DA representa el conjunto de todas las parti-
ciones de A en una cantidad finita de µ-medibles.
• Semivariacio´n total de F , denotada por ‖F‖ y definida por
‖F‖(A) = sup{|x∗F |(A) : ‖x∗‖X∗ ≤ 1}
para cada A ∈ Σ.
Se suele llamar variacio´n total de F al valor |F |(Ω) y semivariacio´n total de F
a ‖F‖(Ω) que se suelen denotar, por economı´a de notacio´n, por |F | y ‖F‖.
Obse´rvese que para toda medida ﬁnitamente aditiva son equivalentes las
propiedades de ser µ-continua y numerablemente aditiva. Si F es µ-continua y
(An)n es una sucesio´n de medibles disjuntos,
‖F (∪∞n=1An)−
N−1∑
n=1
F (An)‖X = ‖F (∪∞n=NAn)‖X
tiende a 0 cuando N →∞. La prueba del rec´ıproco es algo ma´s complicada por
lo que remitimos al lector a [DiUh, p. 11, Thm. 4].
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Nota 1.10 Los conceptos de variacio´n y semivariacio´n de la definicio´n previa
esta´n sujetos a una observacio´n. E´stos se suelen utilizar tal y como ah´ı se
presentan, pero existe una definicio´n abstracta, recogida en [Dinc, p. 51], de
gran intere´s para este trabajo pues constituye la base de la generalizacio´n que
pretende. Si F es medida finitamente aditiva y se considera el espacio de Banach
X como subespacio del espacio de operadores lineales y continuos de un espacio
de Banach en un espacio normado, L(Y,Z), con la norma de los operadores, se
puede definir una funcio´n de conjunto semivariacio´n de F (dependiente de Y y
Z) dada por
∗‖F‖(A) = sup{‖
∑
B∈π
F (B)(yB)‖Z : π ∈ DA, ‖yB‖Y ≤ 1}
para cada A ∈ Σ.
Se puede probar que esta funcio´n de conjunto coincide con las dadas en la
definicio´n previa en las situaciones X ⊂ X∗∗ = L(X∗,K) y X ⊂ L(K,X),
respectivamente, y que para cada A ∈ Σ
‖F‖(A) ≤ ∗‖F‖(A) ≤ |F |(A)
sea cual sea la eleccio´n de los espacios Y y Z. La notacio´n elegida en esta nota
no es esta´ndar, pero necesaria al mencionar esta semivariacio´n dependiente,
que se distinguira´ de la usual en caso de posible confusio´n.
Un caso concreto en el que se aprovecha la abstraccio´n de esta semivariacio´n
se tiene cuando la medida toma valores en un espacio de operadores lineales
y continuos, es decir, cuando X = L(Y,Z) en un caso no trivial. Entonces
la semivariacio´n abstracta, adema´s de recuperar los conceptos de la definicio´n
previa, an˜ade un nuevo matiz que permite conseguir nuevos resultados, como se
vera´ en el cap´ıtulo 2.
Nota 1.11 El concepto de semivariacio´n indicado tiene una versio´n paralela
cuando se trabaja sobre funciones. Para cada funcio´n f : [0, 1] → X se puede
considerar la tupla B = (B;X,Y,Z) formado por tres espacios de Banach X,
Y y Z, y una aplicacio´n bilineal y continua B : X × Y → Z, normalmente
con ‖B‖ ≤ 1. Por un lado esta´n la variacio´n y semivariacio´n de la funcio´n f ,
definidas por
var(f) = sup
d∈D
|d|∑
k=1
‖[f(tk)− f(tk−1)]‖X
semivar(f) = sup
d∈D
‖
|d|∑
k=1
εk[f(tk)− f(tk−1)]‖X
= sup
d∈D
‖x∗‖≤1
|d|∑
k=1
|〈f(tk)− f(tk−1), x∗〉|
donde D representa el conjunto de particiones d = {0 = t0 < t1 < . . . < tn =
1} del intervalo [0, 1] y |d| representa el taman˜o de la particio´n d (es decir,
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su nu´mero de intervalos). Por otro lado esta´ entonces la (B)-semivariacio´n,
definido como
(B)var(f) := sup
d∈D
‖yk‖≤1
1≤k≤|d|
‖
|d|∑
k=1
B(f(tk)− f(tk−1), yk)‖Z
Se observa inmediatamente que, mediante la aplicacio´n bilineal B, cada vector
del espacio X se puede considerar como un elemento de L(Y,Z) (por ejemplo,
x(y) = B(x, y)).
Por otro lado, una funcio´n f : [0, 1] → X se dice regulada cuando es l´ımite
uniforme de funciones simples (o equivalentemente cuando tiene discontinui-
dades, a lo sumo, de primera especie), y (B)-regulada cuando la funcio´n t 7→
B(f(t), y) es regulada para todo y ∈ Y .
Este tipo de variaciones se considera sobre funciones con valores en espacios
de operadores lineales L(X), que hacen de nu´cleos integrales en ciertos problemas
de ecuaciones integrales de Volterra Stieltjes ([51]). En estos casos se considera
B = (B;L(X),X,X) con la aplicacio´n bilineal trivial B(T, x) = Tx, y los
conceptos de (B)-semivariacio´n finita y de funcio´n (B)-regulada dan informacio´n
sobre los operadores integrales.
En este contexto, L. Barbanti encuentra en [2] que si X es uniformemente
convexo, entonces toda funcio´n f de (B)-semivariacio´n finita es (B)-regulada.
O. Blasco y J. M. Calabuig prueban junto al autor en [17] que la nocio´n geome´-
trica de X que provoca la relacio´n entre los conceptos dados y que, de hecho, la
caracteriza es no contener copia de c0. En otras palabras, X no contiene copia
de c0 si y so´lo si toda funcio´n f de (B)-semivariacio´n finita es (B)-regulada.
Como se indica en la nota 1.10, se puede probar que
‖F‖(A) = sup{‖
∑
B∈π
εBF (B)‖X : π ∈ DA, |εB | ≤ 1 ∀B ∈ π}
y ma´s au´n, que
sup{‖F (B)‖X : B ⊂ A} ≤ ‖F‖(A) ≤ 4 sup{‖F (B)‖X : B ⊂ A}
para cada medible A (ver [DiUh, p. 4]).
Unos resultados acerca de la aditividad de las medidas vectoriales son los
siguientes.
Proposicio´n 1.12 Sea F una medida finitamente aditiva.
• F es numerablemente aditiva si y so´lo si F es de´bilmente numerablemente
aditiva.
• Si F es numerablemente aditiva (i.e., Σ es un σ-anillo), entonces F es
absolutamente continua respecto de µ si y so´lo si F se anula sobre los
µ-medibles de medida nula.
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Asimismo, tras las deﬁniciones de variacio´n y semivariacio´n que aparecen
en 1.9, otros conceptos relacionados con e´stos son ya cla´sicos. Se trata de la
p-variacio´n y p-semivariacio´n. Vamos a presentar en forma de deﬁnicio´n las
versiones ma´s conocidas (que se encuentran en la referencia como expresiones
alternativas a la deﬁnicio´n que en ella se da).
Definicio´n 1.13 ([Dinc, p. 249]) Sean X un espacio de Banach, F : Σ→ X
una medida finitamente aditiva y p ∈ [1,∞]. Entonces se definen las funciones
de conjunto p-variacio´n y p-semivariacio´n de F como
|F |p(A) = sup{
∑
B∈π
(‖F (B)‖pX
µ(B)p−1
) 1
p
: π ∈ DA}
‖F‖p(A) = sup{|x∗F |p(A) : ‖x∗‖X∗ ≤ 1}
= sup{‖
∑
B∈π
αBF (B)‖X : π ∈ DA, ‖
∑
B∈π
αBχB‖Lp′ ≤ 1}
para 1 ≤ p <∞, y
|F |∞(A) = sup{‖F (B)‖X
µ(B)
: B ⊂ A, B ∈ Σ}
‖F‖∞(A) = sup{ |x
∗F (B)|
µ(B)
: ‖x∗‖X∗ ≤ 1, B ⊂ A, B ∈ Σ}.
para cada A ∈ Σ, respectivamente.
Se suelen denotar por |F |p y ‖F‖p, respectivamente, las cantidades |F |p(Ω)
y ‖F‖p(Ω), que por abuso de lenguaje se dicen p-variacio´n y p-semivariacio´n de
F .
Se ve de inmediato en la deﬁnicio´n que ‖F‖∞ = |F |∞.
Remitimos al lector a la nota 1.10 para la introduccio´n de la siguiente
deﬁnicio´n.
Definicio´n 1.14 ([Dinc, p. 246]) Sean X un espacio de Banach, F : Σ→ X
una medida finitamente aditiva, p ∈ [1,∞] y p′ el exponente conjugado de p.
Se considera X como copia isome´trica dentro de cierto espacio de operadores
L(Y,Z), donde Y y Z son espacios de Banach (es decir, F (A) ∈ L(Y,Z) para
cada medible A).
Se definen, a partir de F , las funciones de conjunto p-variacio´n y p-semiva-
riacio´n de F (dependiente de los espacios Y y Z), dadas por
|F |p(A) = sup{
∑
B∈π
|αB | ‖F (B)‖X : π ∈ DA, ‖
∑
B∈π
αBχB‖Lp′ ≤ 1} y
∗ ‖F‖p(A) = sup{‖
∑
B∈π
F (B)(yB)‖Z : π ∈ DA, ‖
∑
B∈π
yBχB‖Lp′ (Y ) ≤ 1},
respectivamente, para cada A ∈ Σ.
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Las cantidades |F |p(Ω) y ∗‖F‖p(Ω) tienen una consideracio´n especial y se
les llama, por abuso de lenguaje, p-variacio´n y p-semivariacio´n de F relativa a
los espacios Y y Z, respectivamente.
Nota 1.15 Se puede adivinar por la notacio´n usada que la p-variacio´n es inde-
pendiente de los espacios Y y Z, y que coincide con la definida con anterioridad.
La p-semivariacio´n merece la misma observacio´n que se hace en la nota 1.10,
con los mismos resultados (obviamente an˜adiendo el prefijo ‘p-’). Esta definicio´n,
con su abstraccio´n, es el germen de la generalizacio´n que se pretende en este
trabajo, y que se desarrolla en el cap´ıtulo 2.
Se puede observar un gran parecido entre la variacio´n total y la 1-variacio´n
(lo mismo para semivariaciones). Lo cierto es que coinciden, como funciones
de conjunto, para cada medida F ﬁnitamente aditiva que se anule sobre los
conjuntos de medida µ-nula (por ejemplo, cualquier medida µ-continua, ver
[Dinc, p. 242]). Tambie´n es fa´cil comprobar que una medida ﬁnitamente aditiva
F que cumple ‖F‖p <∞ para algu´n exponente 1 < p ≤ ∞ es, automa´ticamente,
µ-continua y, por tanto, numerablemente aditiva.
Al igual que los espacios de funciones vectoriales de Lebesgue, las medidas
vectoriales se organizan en los espacios V p(X) para 1 ≤ p ≤ ∞. As´ı se dira´ que
una medida ﬁnitamente aditiva F pertenece al espacio de medidas vectoriales
de Lebesgue V p(X) si F ≪ µ y |F |p < ∞. La expresio´n ‖F‖V p(X) = |F |p es
una norma bajo la cual V p(X) es un espacio de Banach.
Tomando la p-semivariacio´n como norma, se dice que una medida ﬁnitamente
aditiva F pertenece al espacio de medidas vectoriales Vp(X) si F ≪ µ y ‖F‖p <
∞. En este caso la expresio´n ‖F‖Vp(X) = ‖F‖p hace de Vp(X) un espacio de
Banach.
La relacio´n de inclusio´n que existe entre los espacios de Lebesgue cuando
µ es ﬁnita se traslada al campo de los nuevos espacios de medidas, resultando
adema´s el siguiente esquema.
V∞(X) ⊂ Vp(X) ⊂ Vq(X) ⊂ V1(X)
∪ ∪ ∪ ∪
V∞(X) ⊂ V p(X) ⊂ V q(X) ⊂ V 1(X)
para 1 ≤ q ≤ p ≤ ∞.
Dado que toda medida del espacio V p(X) es de variacio´n total ﬁnita, se
puede probar sin gran diﬁcultad que
|F |p(A) = sup{
∑
B∈π
|αB | |F |(B) : π ∈ DA, ‖
∑
B∈π
αBχB‖Lp′ ≤ 1}
para cada A ∈ Σ y F ∈ V p(X) donde 1 < p ≤ ∞. Esta igualdad nos permite
pensar en la medida positiva |F |(·) como elemento del espacio de medidas
escalares V p, puesto que la µ-continuidad de F y |F | son equivalentes siempre
que |F | sea ﬁnita. As´ı, el teorema de Radon-Nikody´m se puede aplicar, culmi-
nando el siguiente resultado.
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Proposicio´n 1.16 Sean X un espacio de Banach, F : Σ → X una medida
vectorial y 1 < p ≤ ∞. Entonces son equivalentes:
• F ∈ V p(X).
• Existe una funcio´n no negativa ϕ ∈ Lp tal que
|F |(A) =
∫
A
ϕdµ
para cada A ∈ Σ.
Adema´s, se cumple que ‖ϕ‖Lp = ‖F‖V p(X).
Esta equivalencia nos indica una interesante alternativa para la deﬁnicio´n de los
espacios de medidas V p(X).
Despue´s de la exposicio´n que se ha desarrollado sobre medidas vectoriales
podemos volver atra´s y releer la proposicio´n 1.4 (en su segundo apartado).
As´ı, para cada funcio´n integrable f , las propiedades de la integral Bochner
all´ı descritas nos dicen que la funcio´n de conjunto ﬁnitamente aditiva
Ff : Σ → X
A 7→ ∫
A
fdµ
es adema´s numerablemente aditiva, µ-continua, y de variacio´n total ﬁnita. Ma´s
au´n , la medida |Ff | viene representada por
|Ff | : Σ → X
A 7→ ∫
A
‖f‖Xdµ.
Con esta observacio´n y la proposicio´n 1.16 tenemos que para cada p, el operador
λp : L
p(X) → V p(X) dado por λp(f) = Ff es una isometr´ıa en la imagen. La
posibilidad de que λp sea una isometr´ıa biyectiva (es decir, que toda medida
de V p(X) sea la integral indeﬁnida de alguna funcio´n de Lp(X)) es un asunto
muy estudiado y resuelto con el uso de la propiedad de Radon-Nikody´m, que se
mencionara´ ma´s adelante (p. 14).
La forma en la que una medida vectorial deﬁne un operador y viceversa es
muy sencilla, dependiendo del espacio de Banach donde la medida toma sus
valores y de los espacios inicial y ﬁnal del operador en cuestio´n. De forma
general, como se expresa en la deﬁnicio´n 1.14, si una medida F toma valores
en un espacio de Banach X que se puede considerar como subespacio de un
espacio de operadores entre dos espacios de Banach, L(Y,Z), se puede deﬁnir
un operador TF tal que
TF (
N∑
k=1
ykχAk) =
N∑
k=1
F (Ak)(yk)
para cada funcio´n simple con coeﬁcientes en Y .
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El caso rec´ıproco es algo ma´s delicado, pues para dar una medida a trave´s
de un operador T : Y → Z parece necesario que su espacio inicial deba albergar
funciones µ-medibles vectoriales. De hecho, la relacio´n esperada es
F (A)(u) = T (uχA)
para cada u en cierto espacio de Banach y A ∈ Σ. Un resultado al respecto es
el siguiente.
Proposicio´n 1.17 Sea X un espacio de Banach, y p y p′ exponentes conjugados
con 1 < p ≤ ∞. Entonces
• Vp(X) = L(Lp′ ,X) ([100])
• V p′(X) = D(Lp′ ,X)
En este caso el espacio inicial es Lp
′
y las identiﬁcaciones entre operador y
medida son
GT (A) = T (χA)
TG(
N∑
k=1
αkχAk) =
N∑
k=1
αkG(Ak)
segu´n se tenga dado a priori el operador o la medida, respectivamente.
Por u´ltimo, la dualidad de los espacios de Lebesgue-Bochner queda resuelta
como sigue.
Proposicio´n 1.18 Sea X un espacio de Banach y 1 < p ≤ ∞. Entonces
[Lp(X)]∗ = V p
′
(X∗).
Aqu´ı la relacio´n medida-operador viene dada por
〈x,GT (A)〉 = T (xχA)
TG(
N∑
k=1
xkχAk) =
N∑
k=1
〈xk, F (Ak)〉
alternativamente.
Todas estas relaciones entre medidas, funciones y operadores, que han tras-
cendido a contextos de espacios de Orlicz y otros ma´s generales se van a seguir
viendo a lo largo del trabajo. Se tratara´ de establecer una generalizacio´n de la p-
variacio´n y p-semivariacio´n para involucrar, de este modo, a una mayor cantidad
de espacios de funciones vectoriales, y a espacios de operadores vinculados a
e´stos.
1.2 Sobre las nociones geome´tricas de (RNP ) y
tipo y cotipo de Rademacher
Cuando (Ω,Σ, µ) es un espacio de medida ﬁnita y X un espacio de Banach
arbitrario, la proposicio´n 1.4 dice que toda funcio´n f ∈ L1(X) deﬁne de forma
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natural una medida vectorial Ff dada por
Ff (A) =
∫
A
fdµ, A ∈ Σ,
que es µ-continua y de variacio´n total ﬁnita, da´ndose la igualdad |Ff |(Ω) = ‖f‖1.
En el caso de X = R o´ C, ese razonamiento es reversible, resultando que toda
medida compleja (por tanto con variacio´n total ﬁnita) funciona como la integral
(de la forma citada) de una funcio´n: es el conocido teorema de Radon-Nikody´m.
La propiedad de Radon-Nikody´m viene entonces motivada.
Definicio´n 1.19 ([DiUh], p. 61) Sea (Ω,Σ, µ) un espacio de medida finito.
Se dice que un espacio de Banach X tiene la propiedad de Radon-Nikody´m
respecto del espacio de medida (Ω,Σ, µ) si se cumple el teorema de Radon-
Nikody´m en X, es decir, si toda medida finitamente aditiva µ-continua F : Σ→
X de variacio´n acotada admite una funcio´n fF : Ω → X integrable Bochner
(fF ∈ L1(X)) de manera que
F (A) =
∫
A
fF dµ
para cualquier µ-medible A.
Se dira´, simplemente, que X tiene la propiedad de Radon-Nikody´m si tiene
la propiedad de Radon-Nikody´m respecto de cualquier espacio de medida finita.
Se utilizara´ la abreviatura (RNP ) para la propiedad e incluso la notacio´n X ∈
(RNP ) para indicar que el espacio X la satisface.
Aunque la (RNP ) parece involucrar de cierto modo al espacio de medida, hay
caracterizaciones de e´sta en te´rminos de dentabilidad que aclaran la naturaleza
geome´trica de la propiedad, y que la hace independiente el espacio de medida
utilizado.
En [DiUh, pp. 59-96] se presentan conjuntamente el teorema de Radon-
Nikody´m en un espacio de Banach X y el teorema de representacio´n de Riesz
(tambie´n referido al espacio X). Se observa la relacio´n que guardan ambos
teoremas y se desarrollan nuevos teoremas de Radon-Nikody´m para medidas
vectoriales como fruto de esa conexio´n. Una equivalencia de la (RNP ) resulta
de gran utilidad.
Proposicio´n 1.20 ([DiUh], p. 63) Sea X un espacio de Banach y (Ω,Σ, µ)
un espacio de medida finito. Entonces X tiene la (RNP ) respecto de (Ω,Σ, µ)
si y so´lo si todo operador T ∈ L(L1,X) es representable, es decir, admite una
funcio´n gT ∈ L∞(X) de manera que
T (f) =
∫
Ω
fgT dµ
para toda f ∈ L1.
Otra caracterizacio´n de la (RNP ) viene de mano de las medidas de p-
variacio´n acotada, tal y como se menciono´ en la seccio´n anterior. En efecto,
si X es un espacio de Banach y 1 < p ≤ ∞. Entonces
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Lp(X) = V p(X) si y so´lo si X ∈ (RNP ).
Como corolario, una nueva equivalencia se deduce de e´sta y de 1.18,
[Lp
′
(X)]∗ = Lp(X∗) si y so´lo si X∗ ∈ (RNP ).
Estas equivalencias ampl´ıan su vigencia a espacios de funciones de Orlicz
vectoriales en [115], y a la familia de espacios de funciones de Banach vectoriales
en [GrUh]. El grado de generalizacio´n alcanzado en este u´ltimo trabajo es
enorme y so´lo podremos hacer unos comentarios al respecto de las hipo´tesis que
se asumen para tales espacios de funciones.
Para profundizar en los conceptos que se relacionan a continuacio´n se remite
al lector a [DJT], donde se exponen con profundo detalle.
La teor´ıa de tipo y cotipo reﬂeja la relacio´n existente entre geometr´ıa y
probabilidad en espacios de Banach. A. Beck establece en [5] relaciones entre la
geometr´ıa intr´ınseca de un espacio de Banach y la validez de la Ley Fuerte de
los Grandes Nu´meros para variables aleatorias que toman valores en el espacio.
Aunque la formulacio´n expl´ıcita de estos conceptos se culmina en los an˜os
70 con los trabajos [65, 50, 84, 85, 86] y [101], Orlicz da indicaciones para el
ca´lculo del cotipo de los espacios Lp en [98] y [99] en los an˜os 30, y Nordlander
calcula en 1972 el tipo de los espacios Lp y llega a que los espacios de Hilbert
tienen cotipo 2 en [92].
Definicio´n 1.21 La n-e´sima funcio´n de Rademacher, rn : [0, 1]→ R, se define
mediante la relacio´n
rn(t) = sign(sen(2
nπt)).
para cada n ∈ N. Es conveniente en ocasiones tratar la funcio´n constante 1
como la 0-e´sima funcio´n de Rademacher, r0.
Un espacio de Banach X tiene tipo (de Rademacher) p si existe una constante
C > 0 de manera que, para cada N ∈ N y cualquier familia x1, x2, . . ., xN de
elementos de X, se tiene la desigualdad(∫ 1
0
‖
N∑
k=1
rk(t)xk‖2Xdt
) 1
2
≤ C
(
N∑
k=1
‖xk‖pX
) 1
p
Denotamos con Tp(X) al ı´nfimo de las constantes que satisfacen la anterior
desigualdad.
Un espacio de Banach X tiene cotipo (de Rademacher) q si existe una
constante C > 0 de manera que, para cada N ∈ N y cualquier familia x1 ,x2,
. . ., xN de elementos de X, se tiene la desigualdad(
N∑
k=1
‖xk‖qX
) 1
q
≤ C
(∫ 1
0
‖
N∑
k=1
rk(t)xk‖2Xdt
) 1
2
Denotamos con Cq(X) al ı´nfimo de las constantes que satisfacen la anterior
desigualdad.
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Las desigualdades de Kahane ([DJT, p. 211])
(∫ 1
0
‖
N∑
k=1
rk(t)xk‖qXdt
) 1
q
≤ Kp,q
(∫ 1
0
‖
N∑
k=1
rk(t)xk‖pXdt
) 1
p
(para 0 < p, q <∞ yKp,q > 0 constante dependiente de p y q pero independiente
de la familia de vectores x1, . . . , xN ∈ X) nos permiten sustituir, en las deﬁni-
ciones de tipo y cotipo, la expresio´n(∫ 1
0
‖
N∑
k=1
rk(t)xk‖2Xdt
) 1
2
por (∫ 1
0
‖
N∑
k=1
rk(t)xk‖pXdt
) 1
p
con 0 < p < ∞, con cargo a una modiﬁcacio´n en las constantes. E´ste es un
recurso u´til en las pruebas relativas a estos conceptos. Adema´s tenemos el
siguiente resultado.
Proposicio´n 1.22 En el presente contexto se tiene:
(1) Propiedades elementales de las definiciones:
• U´nicamente el espacio de Banach trivial X = {0} puede tener tipo p > 2
o cotipo q < 2.
• Todo espacio de Banach X tiene tipo p para cualquier 0 < p ≤ 1. Todo
espacio de Banach X tiene cotipo ∞. Adema´s T1(X) = C∞(X) = 1.
Esto explica que se suela incluir en las definiciones de tipo y cotipo las condiciones
1 ≤ p ≤ 2 y 2 ≤ q ≤ ∞, respectivamente.
• Si X tiene tipo p > 1, entonces tambie´n tiene tipo p˜ para todo 1 ≤ p˜ ≤ p.
Adema´s T
p˜
(X) ≤ Tp(X).
• Si X tiene cotipo q < ∞, entonces tambie´n tiene cotipo q˜ para todo q ≤
q˜ ≤ ∞. Adema´s C
q˜
(X) ≤ Cq(X).
(2) Otros resultados posteriores:
• Si H es un espacio de Hilbert, entonces H tiene tipo y cotipo 2. Adema´s
T2(H) = C2(H) = 1
• Todo espacio de Banach X tiene el mismo tipo y cotipo que su bidual X∗∗.
• Si un espacio de Banach X tiene tipo p, su dual X∗ tiene cotipo p′, y
Cp′(X
∗) ≤ Tp(X).
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Las dos u´ltimas propiedades implican que si X∗ es un dual con tipo p,
entonces X tiene cotipo p′. La pregunta natural es ¿X tiene cotipo q implica
que X∗ tiene tipo q′? Y la respuesta es no (ℓ1 tiene cotipo 2, pero su dual ℓ∞
no tiene ningu´n tipo no trivial).
El estudio de los espacios que tienen algu´n tipo no trivial (es decir, tipo
p > 1) motiva la deﬁnicio´n de dos conceptos nuevos: la K-convexidad y la B-
convexidad, equivalentes a la postre. Estos conceptos se refuerzan entre s´ı para
lograr el objetivo de la caracterizacio´n de los espacios de tipo no trivial.
Un espacio de Banach X se dice K-convexo si el operador RX dado por
RXf(·) =
∞∑
n=1
rn(·)
(∫ 1
0
rn(t)f(t)dt
)
resulta ser una proyeccio´n lineal y continua de L2([0, 1],X) en s´ı mismo.
Un espacio de Banach X se dice B-convexo si existe δ > 0 y un entero n ≥ 2
tal que para cualquier familia x1, x2, . . . , xn ∈ X se puede elegir ε = (εk)nk=1 ⊂
{−1, 1}n de manera que
‖ 1
n
n∑
k=1
εkxk‖ ≤ (1− δ) max
1≤k≤n
‖xk‖.
La equivalencia entre las dos deﬁniciones es fruct´ıfera, y se obtiene, por un
lado, que un espacio de Banach X es B-convexo si y so´lo si lo es su dual X∗
([DJT, p. 263]), y por otro, que si X es un espacio K-convexo, entonces X tiene
cotipo q si y so´lo si X∗ tiene tipo q′ ([DJT, p. 276]).
De este modo, la K-convexidad (o B-convexidad) es la clave para que el
cotipo de Rademacher goce de la misma propiedad que posee el tipo (a saber,
transmitirse al dual como cotipo mediante el exponente conjugado). Adema´s,
como se indicaba antes, se tiene que un espacio de Banach X es K-convexo si y
so´lo si tiene tipo p para algu´n p > 1 ([DJT, p. 260])
Los u´ltimos conceptos geome´tricos de los que haremos uso son relativos a
ret´ıculos de Banach.
Sea X un ret´ıculo de Banach y p ∈ [1,∞). Se dice que X es p-convexo
si existe una constante C > 0 de modo que, para cada familia arbitraria de
vectores x1, x2, . . . , xn ∈ X con n ∈ N, se cumple que
‖(
n∑
k=1
|xk|p)
1
p ‖X ≤ C(
n∑
k=1
‖xk‖pX)
1
p
Se dice que X es p-co´ncavo si la desigualdad anterior se cumple en la otra
direccio´n.
Remitimos al lector interesado a [72, pp. 40-100], donde se realiza una
revisio´n extensa sobre estos y otros conceptos geome´tricos en ret´ıculos de Banach.
1.3 Sobre funciones armo´nicas
La conexio´n entre medidas vectoriales y funciones armo´nicas viene tambie´n
avalada por el contexto de los espacios de Lebesgue ([110, 1, 61, 37]), Lebesgue-
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Bochner ([8]) y Orlicz-Bochner ([27]).
El espacio de medida se particulariza al toro T = {z ∈ C : |z| = 1}
(identiﬁcable con el intervalo [−π, π)) con la σ-a´lgebra de los borelianos y la
medida de Lebesgue dt (normalizada), y las funciones armo´nicas esta´n deﬁnidas
sobre el disco unidad (abierto) del plano complejo, D = {z ∈ C : |z| < 1}.
Sea X un espacio de Banach arbitrario. Una funcio´n vectorial u : D → X se
dice armo´nica si es de clase C2(D,X) y cumple
∂2u
∂x2
(z) +
∂2u
∂y2
(z) = 0
para todo z ∈ D. Se denota por Har(D,X) el conjunto de todas las funciones
armo´nicas vectoriales. Referencias de consulta sobre este tema son [47, 49, 61].
Para cada funcio´n armo´nica u deﬁnida en D se toma la notacio´n ur : T → X
para la funcio´n dada por
ur(t) = u(re
it)
para cada r ∈ [0, 1), y se suele decir que ur es la funcio´n u evaluada a nivel r.
El ejemplo de funcio´n armo´nica real deﬁnida en D por excelencia es la funcio´n
de Poisson
P (z) = ℜ( 1+z1−z ).
Usando la notacio´n anterior, Pr : T → R es la funcio´n P a nivel r
Pr(t) = P (re
it),
deﬁnida para cada r ∈ [0, 1), en [−π, π). E´sta tiene como expresiones ma´s
usuales
Pr(t) =
+∞∑
n=−∞
r|n|eint
=
1− r2
1− 2r cos(t) + r2 .
La funcio´n Pr es positiva, par y cumple
‖Pr‖1 =
∫ π
−π
Pr(t)dt = 1
para todo r ∈ [0, 1). Una propiedad algo menos directa, pero de gran intere´s es
lim
r→1
∫
|t|>δ
Pr(t)dt = 1
para cada δ > 0. Referencias acerca del nu´cleo de Poisson son [110, 37, 1].
Se dice que una funcio´n u : D → X es de´bilmente armo´nica si cada funcio´n
x∗u : D → K (dada por x∗u(z) = 〈u(z), x∗〉) es armo´nica (real o compleja). Se
puede probar que una funcio´n es armo´nica si y so´lo si es de´bilmente armo´nica
(ver [27]).
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Sea Pz deﬁnida, para cada z ∈ D, como Pz(t) = P (ze−it). Con esta notacio´n,
podemos demostrar que la funcio´n P∞ : D → C(T) es armo´nica vectorial.
Bastara´ con probar que es de´bilmente armo´nica. Si µ ∈ C(T)∗ =M(T), entonces
〈P∞(z), µ〉 =
∫
T
P (ze−it)dµ(t)
=
∫
T
(
+∞∑
n=−∞
|z||n|ein(θ−t))dµ(t)
=
+∞∑
n=−∞
|z||n|einθ
∫
T
e−intdµ(t)
=
+∞∑
n=0
µˆ(n)zn +
+∞∑
n=1
µˆ(−n)zn.
Dado que |µˆ(n)| ≤ |µ|1 (la variacio´n total de µ), las series que han aparecido
nos aseguran que la funcio´n z 7→ 〈P∞(z), µ〉 es armo´nica, y por tanto se tiene
lo anunciado anteriormente.
Por otra parte, si u : D → X es funcio´n armo´nica y T : X → Y es operador
lineal y continuo, entonces la composicio´n T ◦ u es funcio´n armo´nica.
Con este resultado se puede aﬁrmar que la funcio´n Pp : D → Lp(T) deﬁnida
como la anterior, es decir, Pp(z) = Pz, es tambie´n armo´nica, pues se trata de la
composicio´n ip ◦ P∞, donde ip : C(T) → Lp(T) es el operador inclusio´n, que es
lineal y continuo.
Para cada funcio´n continua vectorial f ∈ C(T,X) se deﬁne la llamada
integral de Poisson de f como
P [f ](z) =
∫
T
Pz(t)f(t)dt,
deﬁnida para z ∈ D. Se puede escribir de otro modo
P [f ](reiθ) =
∫
T
Pr(θ − t)f(t)dt
= Pr ∗ f(t)
donde z = reiθ ∈ D.
Esta nueva funcio´n resuelve el problema de contorno (llamado problema de
Dirichlet) en su versio´n vectorial: Si f ∈ C(T,X) entonces existe una funcio´n
armo´nica en D que se extiende al disco cerrado de manera continua y coincide
con f en T.
La propiedad del valor medio que caracteriza a las funciones armo´nicas reales
tambie´n se mantiene en el contexto vectorial, es decir, es equivalente para una
funcio´n u : D → X ser armo´nica en D y cumplir la relacio´n
u(z) =
∫
T
u(z + reit)dt
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para cada z ∈ D y cada r > 0 tal que el disco cerrado D(z, r) esta´ contenido en
D.
En general, para cada funcio´n f ∈ L1(T,X), la funcio´n u = P [f ] es armo´nica,
y si f ∈ Lp(T,X), la desigualdad de Young para convoluciones se transforma
en la acotacio´n
‖P [f ]r‖p ≤ ‖f‖p
para todo r ∈ [0, 1) y 1 ≤ p ≤ ∞. Excepto en el caso p = ∞, se puede probar,
mediante uso de la densidad del conjunto de las funciones continuas, que se tiene
lim
r→0
‖P [f ]r − f‖p = 0. (∗)
El espacio hp(D,X), llamado de Hardy-Lebesgue-Bochner, es el formado por
las funciones armo´nicas u : D → X tales que
sup
0≤r<1
‖ur‖p <∞.
E´ste es un espacio de Banach considerado con la norma
‖u‖p = sup
0≤r<1
‖ur‖p <∞
que, en virtud de la desigualdad de Young y la convergencia (∗), contiene
isome´tricamente al espacio Lp(T,X) para cada 1 ≤ p < ∞, v´ıa la integral
de Poisson.
La pregunta natural que surge a ra´ız de lo visto es: ¿Son biyectivos Lp(T,X)
y hp(D,X) v´ıa la integral de Poisson? O dicho con otras palabras, ¿toda funcio´n
de hp(D,X) es la integral de Poisson de alguna funcio´n de Lp(T,X)?
La respuesta es aﬁrmativa en el caso X = K (ver [110]) y condicionada en
el caso general. En efecto, se puede consultar en [26] que para 1 < p ≤ ∞, las
siguiente aﬁrmaciones son equivalentes:
• Toda funcio´n u ∈ hp(D,X) tiene l´ımite radial casi por todas partes, es
decir, existe limr→1 u(re
it) = f(t) para casi todo t ∈ T.
• hp(D,X) = {P [f ] : f ∈ Lp(T,X)}.
• X ∈ (RNP )
Pruebas alternativas a las equivalencias descritas pueden encontrarse en [49]
y en [13]. En este u´ltimo trabajo se prueba la equivalencia de la propiedad
de Radon-Nikody´m y de la llamada propiedad de Fatou que, en el contexto de
funciones armo´nicas, aﬁrma que cada funcio´n armo´nica vectorial acotada admite
un l´ımite radial (casi por todas partes) a una funcio´n acotada.
El caso p = 1 esta´ resuelto con la integral de Poisson de medidas regulares
de variacio´n acotada. Si F es una medida de variacio´n total acotada, entonces
Pr ∗ F (t) =
∫
T
Pr(t− θ)dF (θ)
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deﬁne, para cada t ∈ T y r ∈ [0, 1), una funcio´n armo´nica, denotada por P [F ],
de manera que
‖P [F ]‖1 = |F |1.
No´tese que Pr ∗ F (t), que se ha escrito en forma de integral, no es ma´s que la
imagen por el operador inducido por la medida F , TF : L
1 → X, de la funcio´n
integrable Pr(t− ·).
Se tiene, de hecho, la isometr´ıa h1(D,X) = M(T,X), v´ıa la integral de
Poisson, dondeM(T,X) denota el conjunto de las medidas vectoriales regulares
de variacio´n total ﬁnita.
Un razonamiento que se aplica repetidamente en las pruebas de las isometr´ıas
existentes entre los espacios de Hardy-Lebesgue-Bochner y los de Lebesgue-
Bochner correspondientes (sobre todo en la prueba de la sobreyeccio´n) pasa
por el uso de convergencias en la topolog´ıa de´bil* de los espacios de Lebesgue-
Bochner. En efecto, las funciones armo´nicas u de hp(D,X) forman redes (ur)r
acotadas en los espacios de Lebesgue-Bochner. El teorema de Banach-Alaoglu-
Bourbaki es aplicable y da resultados satisfactorios. E´stos se van a aprovechar
en los contextos ma´s amplios posibles para conseguir nuevos teoremas de re-
presentacio´n de funciones armo´nicas como integrales de Poisson de funciones (o
medidas) vectoriales.
1.4 Sobre espacios de funciones de Banach
Los espacios de funciones de Banach han sido estudiados ampliamente, siendo
referencias fundamentales [75, 78, 77, 79, 80]. A estos espacios se les ha llamado
tambie´n espacios de Riesz o de Ko¨the-Toeplitz e incluyen a una gran parte de los
espacios conocidos. De este modo, e´ste parece ser un contexto suﬁcientemente
amplio para generalizar un concepto que se hab´ıa vinculado en un principio a
los espacios de Lebesgue y se hab´ıa extendido ma´s adelante a los espacios de
Orlicz.
El presente trabajo guarda estrecha relacio´n con la publicacio´n de N. E.
Gretsky [Gret], en la que los espacios de funciones de Banach son protagonistas
de su estudio.
Una referencia moderna sobre espacios de funciones de Banach es [BeSh]. El
conjunto de axiomas que deﬁnen un tal espacio de funciones var´ıa ligeramente de
unos autores a otros, de manera que en nuestro caso no coinciden exactamente
las deﬁniciones de [Gret] y [BeSh]. A pesar de ello, el desarrollo posterior del
trabajo de Gretsky, a saber, los teoremas de representacio´n de operadores, viene
condicionado por hipo´tesis adicionales (la propiedad (J) y la propiedad (I)).
Trataremos de aclarar en cada punto la posible pe´rdida de generalidad que aqu´ı
se cometa respecto de [Gret]
El espacio de medida base (Ω,Σ, µ) se toma σ-ﬁnito, M denota el conjunto
de funciones µ-medibles deﬁnidas en Ω y con valores en [−∞,∞] o´ C, mientras
que M+ y M0 representan los subconjuntos de M de las funciones no negativas
y ﬁnitas casi por todas partes, respectivamente.
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Definicio´n 1.23 ([BeSh, p. 2]) Una aplicacio´n ρ : M+ → [0,∞] se dice
norma funcional de Banach (o simplemente norma funcional) si, para todo
f, g, {fn}∞n=1 de M+, para toda constante a ≥ 0, y para todo A, subconjunto
µ-medible de Ω, se cumplen las siguientes propiedades:
• (P1) ρ(f) = 0⇔ f = 0 µ− c.p.p.;
ρ(af) = aρ(f);
ρ(f + g) ≤ ρ(f) + ρ(g).
• (P2) g ≤ f µ−c.p.p. implica ρ(g) ≤ ρ(f).
• (P3) fn ↑ f µ−c.p.p. implica ρ(fn) ↑ ρ(f).
• (P4) µ(A) <∞ implica ρ(χA) <∞.
• (P5) µ(A) < ∞ implica ∫
A
fdµ ≤ CAρ(f) para alguna constante CA,
0 < CA <∞, que depende de A y ρ, pero independiente de f .
Se define, para cada norma funcional ρ, el espacio E = E(ρ) como el de las
funciones de M para las cuales ρ(|f |) < ∞, y se le llama espacio de funciones
de Banach. Para cada f ∈ E escribimos ‖f‖E = ρ(|f |).
La hipo´tesis (P3), conocida como propiedad de Fatou (o propiedad de Fatou
fuerte, denotada por (SFP ) de modo abreviado), es algo ma´s restrictiva que la
propiedad de Fatou de´bil, denotada por (WFP ), y que aﬁrma que ρ(f) < ∞
siempre que se tengan f ∈ M+ y fn ∈ M+, n = 1, 2, . . . de manera que fn ↑ f
y supn ρ(fn) <∞.
La (WFP ) es la propiedad que se asume sobre la norma funcional en [Gret]
y en posteriores trabajos como son [GrUh, 115, 67], y as´ı goza de una mayor
generalidad. Otra propiedad remarcable de una norma funcional es la propiedad
de Riesz-Fisher, denotada por (RFP ). Esta se satisface por una norma funcional
ρ cuando ρ(
∑∞
n=1 fn) <∞ siempre que {fn}∞n=1 es un sucesio´n de funciones de
M+ con
∑∞
n=1 ρ(fn) <∞.
Se tienen las implicaciones (SFP ) ⇒ (WFP ) ⇒ (RFP ), siendo adema´s
(RFP ) una propiedad necesaria y suﬁciente para que el espacio de funciones de
Banach correspondiente sea completo.
Ma´s adelante, cuando se trate el tema del espacio biasociado, se comentara´ la
posible pe´rdida de generalidad que se comete al exigir sobre la norma funcional
la propiedad (SFP ) (ver p. 24).
A continuacio´n se cita una serie de propiedades de esta familia de espacios.
Teorema 1.24 ([BeSh, p. 6]) Sea (E, ‖ · ‖E) un espacio de funciones de Ba-
nach tal y como se describe en la definicio´n previa. Entonces (E, ‖ · ‖E) es un
espacio de Banach y las siguientes propiedades se cumplen para cada f, g, {fn}∞n=1
de M y cada subconjunto medible A de Ω:
• (La propiedad de ret´ıculo)
Si |g| ≤ |f | µ-c.p.p. y f ∈ E, entonces g ∈ E y ‖g‖E ≤ ‖f‖E; en
particular, una funcio´n medible f pertenece a E si y so´lo si |f | pertenece
a E, y en ese caso f y |f | tienen la misma norma en E.
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• (La propiedad de Fatou)
Supongamos que fn ∈ E, fn ≥ 0, (n = 1, 2, . . .), y fn ↑ f µ-c.p.p. Si f ∈ E,
entonces ‖fn‖E ↑ ‖f‖E, mientras que si f /∈ E, entonces ‖fn‖E ↑ ∞.
• (Lema de Fatou)
Si fn ∈ E, (n = 1, 2, . . .), fn → f µ-c.p.p., y lim inf
n→∞
‖fn‖E <∞, entonces
f ∈ E y
‖f‖E ≤ lim inf
n→∞
‖fn‖E .
• Toda funcio´n simple pertenece a E.
• A cada conjunto A de medida finita corresponde una constante CA cum-
pliendo 0 < CA <∞ tal que∫
A
|f |dµ ≤ CA‖f‖E
para toda funcio´n f ∈ E.
• Si fn → f en E, entonces fn → f en medida sobre los conjuntos de
medida finita; en particular hay alguna subsucesio´n de {fn} que converge
puntualmente µ-c.p.p. a f .
• Sean E1 y E2 espacios de funciones de Banach sobre el mismo espacio de
medida. Si E1 ⊂ E2, entonces se tiene E1 →֒ E2; equivalentemente,
‖f‖E2 ≤ C‖f‖E1 , (f ∈ E1),
para alguna constante independiente de f .
• Como corolario de lo anterior, si dos espacios de funciones de Banach
contienen las mismas funciones, entonces sus normas son equivalentes.
• Si µ(Ω) <∞, entonces se tiene que L∞ →֒ E →֒ L1.
Esta´ impl´ıcito en la deﬁnicio´n 1.23 que, para cada A ∈ Σ de medida ﬁnita,
el funcional f 7→ ∫
Ω
fχAdµ es un elemento de E
∗, el dual topolo´gico de E. Si
se deﬁne un funcional, ρ′, sobre las funciones de M+ mediante la relacio´n
ρ′(g) = sup{∫
Ω
fgdµ : f ∈ M+, ρ(f) ≤ 1}, g ∈ M+,
resulta que se tiene una nueva norma funcional asociada a la norma funcional
ρ. Al espacio de funciones de Banach E(ρ′) se le llama espacio asociado a E, y
se le referira´ como E′. Adema´s se sigue que E′ viene caracterizado por poseer
todas las funciones medibles escalares g tales que fg ∈ L1 para cualquier f ∈ E.
La desigualdad de Ho¨lder∫
Ω
|fg|dµ ≤ ‖f‖E‖g‖E′ , f ∈ E, g ∈ E′
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es inmediata.
La situacio´n E1 ⊂ E2 implica E′2 ⊂ E′1. Adema´s, si C > 0 es la constante
de la desigualdad de normas (como aparece en el teorema anterior), entonces
‖f‖E′1 ≤ C‖f‖E′2 para cada f ∈ E′2. La prueba es inmediata de las expresiones
de las normas asociadas.
Si se piensa en E′ como espacio de funciones de Banach y en su asociado
(E′)′, denotado por E′′ (y llamado biasociado de E), la desigualdad anterior
muestra que ‖f‖E′′ ≤ ‖f‖E para toda funcio´n f de E.
En este punto mencionamos el resultado de G. G. Lorentz [73, 74] y W. A. J.
Luxemburg [75, 76], que aﬁrma que una norma ρ que tiene la propiedad (RFP )
tiene, adema´s, la (WFP ) si y so´lo si existe una constante γ con 0 < γ ≤ 1 tal
que γρ ≤ ρ′′ ≤ ρ. Como caso particular, ρ = ρ′′ si y so´lo si ρ tiene la (SFP ).
Se observa de esto que si la norma funcional ρ se toma con la propiedad
de Riesz-Fisher (RFP ), las hipo´tesis sobre ρ de (WFP ) y (SFP ) equivalen,
respectivamente, a las relaciones E isomorfo a E′′ y E isome´trico a E′′.
El espacio E′, asociado a un espacio de funciones de Banach E, es isome´tri-
camente isomorfo a un subespacio de E∗. Adema´s es cerrado y la (SFP ) sobre
la norma ρ de E implica que E′ es normante, mientras que la (WFP ) so´lo nos
da la relacio´n
γ‖f‖E ≤ sup{
∫
Ω
fgdµ : ‖g‖E′ ≤ 1} ≤ ‖f‖E
para cada f ∈ E.
Recordamos que un subespacio vectorial cerrado B de un espacio X∗ (dual
de un espacio de Banach X) se dice normante cuando
‖f‖X = sup{|b(f)| : b ∈ B, ‖b‖X∗ ≤ 1}
para cada f ∈ E. Es decir, B es normante si contiene suﬁcientes funcionales
para reproducir la norma de cada elemento de E.
Una cuestio´n de intere´s estriba en conocer, a partir de la inclusio´n trivial
E′ ⊂ E∗, en que´ casos se da la igualdad. Los espacios L1 y L∞ son asociados
entre s´ı, pero mientras es cierto que (L1)∗ = L∞, no lo es en absoluto la relacio´n
rec´ıproca.
En los pro´ximos comentarios {An}∞n=1 denota una sucesio´n arbitraria de
conjuntos µ-medibles de Ω. Escribiremos An → ∅ si las funciones caracter´ısticas
χAn convergen a 0 puntualmente µ-c.p.p.; si adema´s la sucesio´n {An} es decre-
ciente, escribiremos An ↓ ∅. No es dif´ıcil ver que An → ∅ si y so´lo si el l´ımite
superior
lim sup
n→∞
An = ∩∞m=1 ∪∞m=n An
de la sucesio´n {An} es un conjunto de µ-medida nula.
Definicio´n 1.25 Se dice que una funcio´n f de un espacio de funciones de
Banach E tiene norma absolutamente continua en E si ‖fχAn‖E → 0 para
toda sucesio´n {An}∞n=1 cumpliendo An → ∅. El conjunto de todas las funciones
de E que tienen norma absolutamente continua se denota por Ea. Si E = Ea,
entonces se dice que el propio espacio E tiene norma absolutamente continua.
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Por otro lado, se denota con Eb la clausura en E del conjunto de las
funciones simples.
Diversas caracterizaciones para que una funcio´n f de un espacio de funciones
de Banach E tenga norma absolutamente continua son:
• ‖fχAn‖ ↓ 0 para toda sucesio´n {An}∞n=1 cumpliendo An ↓ ∅.
• ‖fn‖ ↓ 0 para cada sucesio´n {fn}∞n=1 de funciones µ-medibles que satisfacen
|f | ≥ fn ↓ 0 µ-c.p.p.
• Siempre que fn, (n = 1, 2, . . .), y g sean funciones µ-medibles que cumplan
|fn| ≤ |f | µ-c.p.p. y fn → g µ-c.p.p., entonces ‖fn − g‖ → 0.
Mientras tanto, una condicio´n necesaria es:
• Si f tiene norma absolutamente continua, entonces para cada ε > 0 existe
un δ > 0 tal que µ(A) < δ implica ‖fχA‖ < ε.
Ejemplos 1.26 Para 1 ≤ p <∞, se tiene que Lp(Ω, µ) tiene norma absoluta-
mente continua. Si (Ω, µ) es no ato´mico, entonces (L∞)a = {0}. Sin embargo,
si (Ω, µ) es completamente ato´mico, como es el caso de N, entonces (ℓ∞)a = c0
Es obvio que el subespacio Ea, cumple la siguiente propiedad:
f ∈ Ea y |g| ≤ |f | µ-c.p.p. =⇒ g ∈ Ea. (∗)
Adema´s, si 0 ≤ fn ↑ f µ-c.p.p. y f ∈ Ea, entonces ‖f − fn‖ ↓ 0.
Por su parte, el subespacio Eb coincide con la clausura en E del conjunto
de las funciones acotadas y soportadas sobre conjuntos de medida ﬁnita, y se
puede probar que tambie´n cumple la propiedad (*) y la relacio´n
Ea ⊂ Eb ⊂ E.
La igualdad de subespacios Ea y Eb viene caracterizada por la condicio´n:
• χA tiene norma absolutamente continua para todo medible A de medida
ﬁnita.
La dualidad de los espacios de funciones de Banach y la ubicacio´n del espacio
asociado quedan reﬂejadas en el resultado:
• E∗ = E′ si y so´lo si E = Ea.
De ah´ı se deduce que un espacio de funciones de Banach E es reﬂexivo si y
so´lo si E y su asociado E′ tienen norma absolutamente continua.
Los resultados que conciernen a la separabilidad son los siguientes:
• Un espacio de funciones de Banach E es separable si y so´lo si tiene norma
absolutamente continua y su medida subyacente es separable.
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• Supongamos que Ea = Eb. Entonces Ea es separable si y so´lo si µ es
separable
• Si el espacio E∗, dual de un espacio de funciones de BanachE, es separable,
entonces E es reﬂexivo.
Recordamos que una medida µ se dice separable [44, p. 168] si el espacio
me´trico (A, d) es separable, donde A es la coleccio´n de todos los subconjuntos de
Ω de medida ﬁnita (identiﬁcando aquellos que diﬁeran en un conjunto µ-nulo)
y d es la distancia
d(A,B) =
∫
Ω
|χA − χB |dµ, (A,B ∈ A).
1.5 Sobre espacios invariantes por reordenamien-
to
Los espacios de funciones de Banach cubren una gran parte de los espacios
de funciones que se suelen utilizar, como son los de Lebesgue y los de Orlicz.
Sin embargo, estos espacios tan ampliamente usados tienen otra propiedad ma´s.
Si pensamos en sucesiones o en funciones simples, en la mayor´ıa de espacios que
imaginamos, las normas de los elementos no dependen ma´s que de los valores
que toman y de la medida del soporte donde se toma cada valor. Esta propiedad
se va a formalizar con el nombre de espacios invariantes por reordenamiento.
Como en los apartados anteriores, (Ω,Σ, µ) representa un espacio de medida
σ-ﬁnito.
Definicio´n 1.27 ([BeSh, p. 36]) Para cada funcio´n f ∈ M0, se define la
funcio´n de distribucio´n µf como
µf (λ) = µ({w ∈ Ω : |f(w)| > λ}), λ > 0.
Se observa que µf es funcio´n no creciente, que depende u´nicamente del valor
de la funcio´n |f |, y que puede tomar el valor +∞.
Se dice que dos funciones f ∈ M0(Ω, µ) y g ∈ M0(Ω′, ν) se llaman equimedi-
bles si tienen la misma funcio´n de distribucio´n, es decir, si µf (λ) = νg(λ) para
cada λ ≥ 0.
Si denotamos con f, g y fn para n = 1, 2, . . . funciones medibles respecto a
(Ω,Σ, µ) y ﬁnitas en casi todo punto, entonces:
• La funcio´n µf es no negativa, decreciente y continua por la derecha en
(0,∞).
• Si |g| ≤ |f | en casi todo punto, entonces µg ≤ µf .
• µaf (λ) = µf ( f|a| ) para cualquier escalar a no nulo.
• µf+g(λ1 + λ2) ≤ µf (λ1) + µg(λ2), para λ1, λ2 > 0.
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• Si |f | ≤ lim inf
n→∞
|fn| para casi todo punto, entonces µf ≤ lim inf
n→∞
µfn . En
particular, si |fn| ↑ |f | entonces µfn ↑ µf .
Para cada funcio´n f como en la deﬁnicio´n 1.27 se deﬁne su reordenada
decreciente f∗ como la “inversa por la derecha” de µf , esto es,
f∗(t) = inf{λ > 0 : µf (λ) ≤ t}, t > 0.
Se usa el convenio inf ∅ =∞. Si µf es continua y estrictamente decreciente,
f∗ resulta ser la funcio´n inversa de µf . Hablando sin rigor, se puede aﬁrmar que
f∗ sera´ constante donde µf sea discontinua, y f
∗ observara´ una discontinuidad
de salto donde µf sea constante.
La importancia de la funcio´n f∗ es la de ser equimedible a f , teniendo en
cuenta que ((0,∞),m) es el espacio de medida para f∗ (m es la medida de
Lebesgue). Es decir, que µf = mf∗ .
Si denotamos con f, g y fn para n = 1, 2, . . . funciones medibles respecto a
(Ω,Σ, µ) y ﬁnitas en casi todo punto, entonces:
• La funcio´n f∗ es no negativa, decreciente y continua por la derecha en
(0,∞).
• Si |g| ≤ |f | en casi todo punto, entonces g∗ ≤ f∗.
• (af)∗ = |a|f∗ para cualquier escalar a no nulo.
• (f + g)∗(t1 + t2) ≤ f∗(t1) + g∗(t2), para t1, t2 > 0.
• Si |f | ≤ lim inf
n→∞
|fn| para casi todo punto, entonces f∗ ≤ lim inf
n→∞
f∗n. En
particular, si |fn| ↑ |f | c.t.p. entonces f∗n ↑ f∗.
• f∗(µf (λ)) ≤ λ para todo λ > 0 tal que µf (λ) <∞.
• µf (f∗(t)) ≤ t para todo t > 0 tal que f∗(t) <∞.
• f y f∗ son equimedibles.
• (|f |p)∗ = (f∗)p, para 0 < p <∞.
La naturaleza de esta funcio´n proporciona los siguientes resultados:
• Si g es una funcio´n simple no negativa y A un medible arbitrario de Ω,
entonces ∫
A
gdµ ≤
∫ µ(A)
0
g∗(s)ds.
• (Desigualdad de Hardy) Si f y g son funciones de M0, entonces∫
Ω
|fg|dµ ≤
∫ ∞
0
f∗(s)g∗(s)ds.
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• Sea (Ω,Σ, µ) un espacio de medida ﬁnito y sin a´tomos. Sea f ∈ M0 y sea
t cualquier nu´mero tal que 0 ≤ t ≤ µ(Ω). Entonces existe un medible Et
con µ(Et) = t tal que ∫
Et
|f |dµ =
∫ t
0
f∗(s)ds.
Adema´s, los conjuntos Et se pueden escoger de manera creciente respecto
de t, es decir,
0 ≤ s ≤ t ≤ µ(Ω) implica Es ⊂ Et.
La desigualdad de Hardy, cuando g es una funcio´n caracter´ıstica de un
medible A, se reduce a
1
µ(A)
∫
A
|f |dµ ≤ 1
t
∫ t
0
f∗(s)ds
para toda f ∈ M0. Tenemos entonces una funcio´n que, para cada t > 0, mayora
los promedios de |f | sobre medibles de medida t. As´ı viene motivada la siguiente
deﬁnicio´n.
Definicio´n 1.28 ([BeSh, p. 52], Segunda reordenada) Sea f una funcio´n
medible como en la definicio´n 1.27. Se define la segunda reordenada de f ,
denotada por f∗∗, con la expresio´n
f∗∗(t) =
1
t
∫ t
0
f∗(s) ds t > 0.
Sean f, g y fn para n = 1, 2, . . . funciones medibles respecto a (Ω,Σ, µ) y
ﬁnitas en casi todo punto. Unas propiedades ba´sicas de esta funcio´n son:
• La funcio´n f∗∗ es no negativa, decreciente y continua en (0,∞).
• f∗∗ ≡ 0 si y so´lo si f = 0 en c.t.p.
• f∗ ≤ f∗∗
• Si |g| ≤ |f | en casi todo punto, entonces g∗∗ ≤ f∗∗.
• (af)∗∗ = |a|f∗∗ para cualquier escalar a no nulo.
• (f + g)∗∗(t1 + t2) ≤ f∗∗(t1) + g∗∗(t2), para t1, t2 > 0.
• Si |fn| ↑ |f | c.t.p. entonces f∗∗n ↑ f∗∗.
Definicio´n 1.29 ([BeSh, p. 59], Espacio invariante por reordenamien-
to) Sea ρ una norma funcional en un espacio de medida σ-finito (Ω,Σ, µ).
Entonces se dice que ρ es invariante por reordenamiento si ρ(f) = ρ(g) para
todo par de funciones equimedibles f y g de M+0 . En ese caso, al espacio de
funciones de Banach E = E(ρ) generado por ρ se le llama espacio invariante
por reordenamiento.
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Nota 1.30 En espacios de medida que contienen parte ato´mica y parte no
ato´mica, o en los que contienen u´nicamente a´tomos, pero de diversas medidas,
el concepto de espacio invariante por reordenamiento tiene poca significacio´n
pra´ctica. Muchos de los resultados que siguen en esta parte no se cumplen
para espacios invariantes por reordenamiento definidos sobre tales espacios de
medida.
Definicio´n 1.31 Llamaremos a un espacio de medida σ-finito (Ω,Σ, µ) ‘reso-
nante’ si es de uno de los dos tipos siguientes:
• No ato´mico.
• Puramente ato´mico, con a´tomos de igual medida.
Cabe mencionar que esta deﬁnicio´n se corresponde, en realidad, con una
caracterizacio´n de tales espacios de medida (ver [BeSh, p. 45]).
En espacios de medida resonantes, los espacios invariantes por reordenamiento
forman una familia cerrada para la asociatividad. Esto es, si E es un espacio de
funciones de Banach deﬁnido sobre un espacio de medida resonante, entonces
E es invariante por reordenamiento si y so´lo si el asociado E′ tambie´n lo es.
Sea π un elemento de DΩ, es decir, una coleccio´n de medibles disjuntos cuya
medida es ﬁnita y no nula. Para cada funcio´n medible f se deﬁne la funcio´n
simple promedio sobre π (tambie´n llamada funcio´n proyeccio´n de f sobre π, o
esperanza condicional de f en π) como
Eπ(f) =
∑
A∈π
∫
A
fdµ
µ(A)
χA.
Se dice que una norma funcional ρ tiene la propiedad (J) si ρ(|Eπ(f)|) ≤ ρ(|f |)
para cualquier particio´n π (ver [Gret, p. 7]).
La propiedad (J) es muy importante para los trabajos [Gret, GrUh] a la hora
de fundamentar los resultados de los teoremas de representacio´n de operadores
en te´rminos de medidas.
Se puede encontrar en [BeSh, p. 61] una prueba de que todos los espacios
invariantes por reordenamiento deﬁnidos sobre espacios de medida resonantes
satisfacen la propiedad (J). Adema´s, podemos probar este u´til resultado.
Lema 1.32 Sean E un espacio invariante por reordenamiento y f ∈ E una
funcio´n. Entonces
‖f‖E = sup{‖Eπ(f)‖E : π ∈ DΩ}
Prueba: Una desigualdad viene dada por la referencia recie´n citada, mientras
que la otra es consecuencia de la desigualdad de Ho¨lder, y de que E′ tambie´n
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sea invariante por reordenamiento, ya que
‖f‖E = sup{
∫
Ω
fgdµ : ‖g‖E′ ≤ 1}
= sup{∫
Ω
f(
∑
A∈π αAχA)dµ : π ∈ D, ‖
∑
A∈π αAχA‖E′ ≤ 1}
= sup{∑A∈παA(∫Afdµ) : π ∈ D, ‖∑A∈π αAχA‖E′ ≤ 1}
= sup{∫
Ω
Eπ(f)(
∑
A∈π αAχA)dµ : π ∈ D, ‖
∑
A∈π αAχA‖E′ ≤ 1}
≤ sup{‖Eπ(f)‖E : π ∈ DΩ}
¤
Nota 1.33 Es fa´cil ver que el lema previo es va´lido para cualquier espacio de
funciones de Banach con la (SFP ) y que satisfaga la propiedad (J). Si en lugar
de la (SFP ) se le supone, a la norma de E, la (WFP ), entonces se puede
afirmar que la expresio´n, para cada f de E,
‖f‖∗E = sup{‖Eπ(f)‖E : π ∈ DΩ}
es una norma equivalente a ‖ · ‖E.
Si (Ω, µ) es un espacio de medida σ-ﬁnito arbitrario, toda norma funcional
invariante por reordenamiento deﬁnida sobre (R+,m) que da origen a un espacio
de funciones E, induce de la forma siguiente
‖f‖E = ‖f∗‖E f ∈ M(Ω, µ)
una norma funcional invariante por reordenamiento que da lugar a un espacio
de funciones E deﬁnido sobre (Ω, µ).
El proceso inverso no siempre es cierto, y se resume en el siguiente teorema.
Teorema 1.34 (Teorema de representacio´n de Luxemburg) Sea E un
espacio de funciones invariante por reordenamiento definido sobre un espacio
de medida resonante (Ω, µ). Entonces existe una norma invariante por reorde-
namiento (que genera un espacio E) definida sobre (R+,m) de tal modo que
‖f‖E = ‖f∗‖E f ∈ M(R+,m).
La unicidad de la norma que deﬁne el espacio E viene garantizada si la medida
µ es no ato´mica e inﬁnita, aunque para el caso de medida ﬁnita tambie´n hay
unicidad si se reemplaza R+ por [0, µ(Ω)) (igualmente para el caso discreto con
los cambios apropiados).
La siguiente deﬁnicio´n se restringe, por tanto, a los espacios de funciones
deﬁnidos sobre espacios de medida resonantes, pues hace uso del teorema de
representacio´n de Luxemburg.
Definicio´n 1.35 Se define el operador Et definido sobre M(R
+,m), y se le
llama operador dilatacio´n, para cada t > 0 como
Et(f)(s) = f(ts), s > 0.
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Se define la funcio´n hE para cada t > 0 como la norma de E 1
t
tomado como
operador de E en E, es decir
hE(t) = ‖E 1
t
‖, t > 0.
Los ı´ndices de Boyd son:
αE = sup
0<t<1
log hE(t)
log t
αE = sup
1<t<∞
log hE(t)
log t
.
En el caso de medida finita, el operador dilatacio´n se define como
Et(f)(s) =
{
f(ts), 0 ≤ s ≤ min(1, 1t )µ(Ω)
0, min(1, 1t )µ(Ω) ≤ s ≤ µ(Ω),
mientras que los ı´ndices de Boyd se pueden definir como
αE = lim
t→0
log hE(t)
log t
αE = lim
t→∞
log hE(t)
log t
.
Los ı´ndices de Boyd tienen unas propiedades interesantes, pero el hecho relevante
que nos interesa por su aplicacio´n es el relativo a la acotacio´n del operador
maximal de Hardy-Littlewood.
El operador maximal de Hardy-Littlewood que se deﬁne a continuacio´n es
un ejemplo para destacar la verdadera utilidad de las te´cnicas de interpolacio´n
de tipo de´bil. En nuestro trabajo lo vamos a utilizar para un objetivo muy
concreto, cuando se establezcan relaciones entre medidas vectoriales y funciones
escalares.
Definicio´n 1.36 (Maximal de Hardy-Littlewood) Para cada funcio´n es-
calar f localmente integrable en Rn, se define la funcio´n maximal de Hardy-
Littlewood Mf como
(Mf)(w) = sup
w∈Q
1
µ(Q)
∫
Q
|f(w)|dµ(w)
donde el supremo se toma sobre todos los cubos Q que contienen a w y µ es la
medida de Lebesgue. El operador M : f 7→ Mf se dice operador maximal de
Hardy-Littlewood.
La aplicacio´n que se va a requerir, en el tema de medidas deﬁnidas sobre espacios
invariantes por reordenamiento, es la acotacio´n de este operador, resultado que
viene recogido en el teorema de Lorentz-Shimogaki.
Teorema 1.37 (Teorema de Lorentz-Shimogaki) Sea E un espacio inva-
riante por reordenamiento definido sobre Rn. Entonces el operador maximal de
Hardy-Littlewood M es acotado en E si y so´lo si el ı´ndice de Boyd αE < 1.
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Los pro´ximos resultados van encaminados al estudio de los subespacios Ea
y Eb de los espacios de funciones invariante por reordenamiento. Se vera´ que la
relacio´n
Ea ⊂ Eb ⊂ E
tiene pocos grados de libertad cuando se trabaja con esta clase de espacios.
En un espacio de funciones de Banach invariante por reordenamiento E,
deﬁnido sobre un espacio de medida resonante (Ω,Σ, µ), se puede deﬁnir la
funcio´n fundamental de E, denotada por ϕE y dada por
ϕE(t) = ‖χA‖E .
para cada valor ﬁnito de t que pertenece al rango de µ, donde A es cualquier
subconjunto de Ω con µ(A) = t.
Si se involucra el espacio asociado de E, se puede probar la relacio´n
ϕE(t)ϕE′(t) = t
para cada valor de t en el rango de µ. Una desigualdad viene dada por la
de Ho¨lder, y es va´lida por tanto en cualquier espacio de funciones de Banach,
mientras que la otra es consecuencia de la propiedad (J), satisfecha, entre otros,
por los espacios invariantes por reordenamiento.
Unas propiedades que cumple toda funcio´n fundamental ϕE son:
• ϕE es creciente.
• ϕE(t) = 0 sii t = 0.
• ϕE(t)t es decreciente.
• ϕE es continua, salvo quiza´s en el origen.
A una funcio´n que cumple los tres primeros puntos se le dice cuasico´ncava.
El resultado que recoge el estudio de los subespacios Ea y Eb en los espacios
invariantes por reordenamiento es el siguiente.
Teorema 1.38 ([BeSh, pp. 67-68]) Sea E es un espacio invariante por reor-
denamiento definido sobre un espacio de medida resonante (Ω,Σ, µ). Entonces:
• Si (Ω,Σ, µ) es puramente ato´mico, formado por una cantidad a lo sumo
numerable de a´tomos de igual medida, entonces se tiene que:
– Ea = Eb.
– (Eb)
∗ = E′.
– Eb es separable.
• Si (Ω,Σ, µ) es σ-finito y sin a´tomos, entonces se tiene que:
1. Las siguientes condiciones son equivalentes:
– lim
t→0+
ϕE(t) = 0.
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– Ea = Eb.
– (Eb)
∗ = E′.
Si, adema´s, µ es separable, las anteriores condiciones equivalen tam-
bie´n a
– Eb es separable.
2. Si lim
t→0+
ϕE(t) > 0 entonces Ea = {0}.
En adelante se utilizara´ la notacio´n ϕE(0
+) := lim
t→0+
ϕE(t).
1.5.1 Los espacios de Lorentz Λ y M
En los espacios invariantes por reordenamiento deﬁnidos sobre espacios de
medida resonante se puede encontrar siempre una norma equivalente, tambie´n
invariante por reordenamiento, y de manera que su funcio´n fundamental es
co´ncava. La concavidad es una necesidad te´cnica de cara a la deﬁnicio´n de dos
espacios particulares, un´ıvocamente determinados por dicha funcio´n.
En efecto, para una funcio´n fundamental puede existir una variedad de
espacios que la tenga como funcio´n fundamental propia. Los espacios de Lorentz,
que ahora introducimos, asociados a cada funcio´n fundamental tienen la par-
ticularidad de “encajonar” al resto de espacios que comparte dicha funcio´n
fundamental.
Definicio´n 1.39 ([BeSh, p. 71], Los espacios de Lorentz Λ(E) y M(E))
Sea E un espacio invariante por reordenamiento definido sobre un espacio de
medida resonante, y ϕE la funcio´n fundamental de E, elegida co´ncava (renor-
mando E si es necesario). Sea I el intervalo (0, µ(Ω)] o bien (0,∞) segu´n
estemos tratando con medida finita o infinita, respectivamente. El espacio de
Lorentz M(E) se define como el que contiene todas las funciones medibles finitas
µ-casi por todas partes f tales que
‖f‖M(E) = sup
t∈I
f∗∗(t)ϕE(t)
es finito. El espacio de Lorentz Λ(E) se define como el que contiene todas las
funciones medibles finitas µ-casi por todas partes f tales que
‖f‖Λ(E) =
∫
I
f∗(t)dϕE(t)
es finito.
No´tese que por ser ϕE creciente, la integral esta´ bien definida. Adema´s, por
ser no negativa y co´ncava, ϕE se puede escribir como integral de una funcio´n,
pongamos φ, definida en I. As´ı la integral de Riemann-Stieltjes se puede escribir
‖f‖Λ(E) = ‖f‖∞ϕE(0+) +
∫
I
f∗(t)φ(t)dt.
El resultado principal se recoge en la siguiente proposicio´n.
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Proposicio´n 1.40 ([BeSh, p. 72]) Si E es un espacio invariante por reor-
denamiento definido sobre un espacio de medida resonante, con funcio´n funda-
mental ϕE co´ncava, entonces los espacios de Lorentz Λ(E) y M(E) son espacios
de funciones de Banach invariantes por reordenamiento, y tienen como funcio´n
fundamental ϕE. Ma´s au´n,
Λ(E) ⊂ E ⊂M(E).
Es decir, Λ(E) y M(E) son, respectivamente, el menor y el mayor de los
espacios invariantes por reordenamiento con funcio´n fundamental ϕE.
Para el estudio de la parte absolutamente continua y de la clausura de las
simples de estos espacios de Lorentz, exponemos dos lemas sencillos pero de
gran utilidad.
Lema 1.41 Sea f : Ω → K y α > 0. Denotemos A = {w ∈ Ω : |f(w)| > α}.
Entonces
• µfχA(λ) =
{
µf (α) 0 < λ < α
µf (λ) λ ≥ α
• (fχA)∗(t) =
{
f∗(t) 0 < t < µf (α)
0 t ≥ µf (α)
• (fχA)∗∗(t) =
{
f∗∗(t) 0 < t < µf (α)
µf (α)
t f
∗∗(µf (α)) t ≥ µf (α)
Adema´s, si B es un medible cualquiera de manera que µ(B) ≤ µ(A), entonces
µfχB ≤ µfχA , (fχB)∗ ≤ (fχA)∗ y (fχB)∗∗ ≤ (fχA)∗∗
Prueba: Para probar la parte correspondiente a la funcio´n de distribucio´n
basta darse cuenta de que si 0 < λ < α,
{w ∈ Ω : |(fχA)(w)| > λ} = {w ∈ Ω : |f(w)| > α},
y si α ≤ λ,
{w ∈ Ω : |(fχA)(w)| > λ} = {w ∈ Ω : |f(w)| > λ}.
Las otras funciones salen de forma inmediata a partir de la funcio´n de distribu-
cio´n.
La segunda parte del lema es inmediata: Por un lado, la desigualdad trivial
|fχB | ≤ |f | produce la desigualdad µfχB ≤ µf , que se puede leer como µfχB (λ) ≤
µfχA(λ) para λ ≥ α. En el caso 0 < λ < α se puede razonar que
µfχB (λ) ≤ µ(B) ≤ µ(A) = µfχA(λ)
y el lema queda probado. ¤
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Lema 1.42 Sea f un funcio´n escalar no acotada y (An)n una sucesio´n de
medibles decreciente a ∅, con µ(An) > 0 para n = 1, 2, . . .. Entonces existe
una sucesio´n (λk)k de nu´meros no negativos estrictamente creciente a +∞, y
una subsucesio´n (Ank)k de (An)n de manera que, si denotamos Bk = {w :
|f(w)| > λk}, entonces
µ(Ank) > µ(Bk) > µ(Ank+1) > µ(Bk+1)
y
‖fχAnk+1‖Λ(E) ≤ ‖fχBk‖Λ(E)
para k=1,2,. . . .
Al ser f no acotada se tiene que
λ→ +∞ ⇐⇒ µf (λ)→ 0 ⇐⇒ f∗(µf (λ))→ +∞
Entonces para An1 = A1, existe un λ1 > 0 de manera que µf (λ1) < µ(An1).
Por la condicio´n sobre la sucesio´n (An)n, podemos encontrar un An2 de manera
que µ(An2) < µf (λ1) y buscar entonces el valor de λ2. Mediante este proceso
se encuentran ambas sucesiones de manera natural. La desigualdad de normas
es trivial por la relacio´n que guardan Ank+1 y Bk, y por el lema previo. ¤
Si trabajamos con una norma funcional para la cual ϕ(0+) > 0, el estudio
de la parte absolutamente continua es trivial de 1.38. En el otro caso se tiene
lo siguiente.
Proposicio´n 1.43 Sea E un espacio invariante por reordenamiento definido
sobre un espacio de medida resonante, de manera que ϕE(0
+) = 0, y M(E) y
Λ(E) los espacios de Lorentz asociados. Entonces:
• Λ(E)a = Λ(E)
• M(E)a = {f ∈M(E) : lim
t→0
f∗∗(t)ϕE(t) = 0}
Prueba: (I) Para cada funcio´n f de Λ(E)
‖f‖Λ(E) =
∫
I
f∗(t)φ(t)dt <∞,
donde φ es la funcio´n decreciente y no negativa que cumple
ϕE(t) =
∫ t
0
φ(s)ds.
Sea f ∈ Λ(E) y (An)n una sucesio´n de medibles decreciente a ∅. Si f es acotada,
entonces
‖fχAn‖Λ(E) ≤ ‖f‖∞‖χAn‖Λ(E) = ‖f‖∞ϕE(µ(An)),
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lo cual tiende a 0 cuando n tiende a ∞. Si f no es acotada, usamos el lema
previo (incluida su notacio´n) para escribir
‖fχAnk+1‖Λ(E) ≤ ‖fχBk‖Λ(E) =
∫
I
(fχBk)
∗(s)φ(s)ds =
∫ µ(Bk)
0
f∗(s)φ(s)ds.
Haciendo k → ∞, por el teorema de la convergencia dominada, la expresio´n
tiende a 0, de lo que se deduce que f ∈ Λ(E)a.
(II) Sea f ∈ M(E)a, e intentemos probar la condicio´n del l´ımite. Para ello
distinguimos tres casos:
(1) f no acotada.
(2) f acotada y µ({w : |f(w)| = ‖f‖∞}) = 0.
(3) f acotada y µ({w : |f(w)| = ‖f‖∞}) > 0.
Segu´n el caso tomamos la sucesio´n de medibles (An)n, decreciente a ∅,
(1) An = {w : |f(w)| > n}.
(2) An = {w : |f(w)| > λn} donde λn = ‖f‖∞ − 1n .
(3) (An)n es cualquier sucesio´n de medibles decreciente a ∅ contenida en el
conjunto {w : |f(w)| = ‖f‖∞}.
En todos los casos, y aplicando el lema 1.41,
‖fχAn‖M(E) = sup
t>0
(fχAn)
∗∗(t)ϕE(t)
= max
{
sup
0<t<µ(An)
f∗∗(t)ϕE(t), sup
t≥µ(An)
f∗∗(µ(An))
µ(An)
t
ϕE(t)
}
= sup
0<t≤µ(An)
f∗∗(t)ϕE(t)
Dado que ‖fχAn‖M(E) tiende a 0 por la condicio´n sobre f , entonces es obvio
que limt→0 f
∗∗(t)ϕE(t) = 0.
Rec´ıprocamente, si f es una funcio´n de M(E) que cumple la condicio´n del
l´ımite, sea (An)n una sucesio´n arbitraria de medibles decreciente a ∅. En caso
de ser f acotada
‖fχAn‖M(E) ≤ ‖f‖∞‖χAn‖M(E) = ‖f‖∞ϕE(µ(An))
que tiende a 0 cuando n → ∞. Cuando f es no acotada, le aplicamos el lema
1.42 con la sucesio´n (An)n, encontrando los conjuntos (Bk)k de modo que
‖fχAnk+1‖M(E) ≤ ‖fχBk‖M(E) = sup
0<t≤µ(Bk)
f∗∗(t)ϕE(t)
y por tanto ‖fχAn‖M(E) tiende a 0 y f ∈M(E)a. ¤
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Corolario 1.44 Sea E un espacio invariante por reordenamiento. Se tiene que:
• Λ(E)a = Λ(E) sii ϕE(0+) = 0.
• El conjunto de funciones simples es denso en M(E) si ϕE′(0+) > 0.
Prueba: La primera aﬁrmacio´n es consecuencia de 1.38 y la proposicio´n
anterior, puesto que ϕΛ(E) = ϕE .
Sea f una funcio´n cualquiera de M(E). Para empezar, dado que f∗∗ no es
ide´nticamente inﬁnita, tenemos que
lim
t→0+
∫ t
0
f∗(s)ds = 0.
Con esto y la hipo´tesis,
lim
t→0+
f∗∗(t)ϕE(t) = lim
t→0+
(∫ t
0
f∗(s)ds
)
1
ϕE′(t)
= 0
y por tanto f ∈M(E)a ⊂M(E)b. ¤
Ahora se procede a presentar una caracter´ıstica del espacio de Lorentz Λ(E)
que lo hace sumamente manejable a la hora de tratar los operadores lineales y
continuos.
Lema 1.45 Sea E un espacio invariante por reordenamiento y
s =
n∑
k=1
αkχAk =
n∑
k=1
βkχBk
una funcio´n simple no negativa expresada de dos formas: una donde los coefi-
cientes αk son positivos y ordenados de manera decreciente, y los medibles Ak
son disjuntos dos a dos; y otra donde los βk son positivos, y los medibles Bk
forma unan familia creciente.
Entonces se tiene que
‖s‖Λ(E) =
n∑
k=1
βk‖χBk‖Λ(E)
y adema´s, para cada medida F finitamente aditiva y para cada operador T lineal
de Λ(E) en un espacio X,
n∑
k=1
αkF (Ak) =
n∑
k=1
βkF (Bk), T (
n∑
k=1
αkχAk) = T (
n∑
k=1
βkχBk).
Prueba: Si la funcio´n simple s viene expresada de las dos formas descritas, es
fa´cil comprobar que se tiene la relacio´n βk = αk −αk−1 para k = 1, 2, . . . , n− 1
y βn = αn, mientras que Bk = ∪kj=1Aj . Una vez vista esta observacio´n basta
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con reescribir
∑
k βkF (Bk) y T (
∑
k βkχBk) usando la aditividad de F y T . Por
otro lado
‖
n∑
k=1
βkχBk‖Λ(E) =
∫ ∞
0
(
n∑
k=1
βkχBk)
∗(s)dϕE(s)
=
∫ ∞
0
(
n∑
k=1
βkχ(0,µ(Bk)))(s)dϕE(s)
=
n∑
k=1
βk
∫ µ(Bk)
0
dϕE(s)
=
n∑
k=1
βk‖χBk‖Λ(E).
¤
Esta propiedad que posee el espacio Λ(E) es muy ventajosa para probar la
acotacio´n de operadores con dominio en dicho espacio, como se recoge en el
siguiente lema.
Lema 1.46 Sea E un espacio invariante por reordenamiento y X un espacio de
Banach arbitrario. Sea T un operador lineal definido en el conjunto de funciones
simples y con valores en X para el cual existe una constante C > 0 de manera
que ‖T (χA)‖X ≤ C‖χA‖E para todo A ∈ Σ. Entonces T : Λ(E)b → X es
continuo sobre Λ(E)b.
El siguiente resultado muestra la relacio´n que existe entre espacios de Lorentz
de espacios invariantes por reordenamiento asociados.
Proposicio´n 1.47 Sea E un espacio invariante por reordenamiento definido
sobre un espacio de medida resonante, y E′ su asociado. Entonces [Λ(E)b]
′ =
M(E′).
Prueba: (I) Sea f ∈ M(E′) y Tf : Λ(E) → R el operador lineal Tf (g) =∫
Ω
fgdµ para g ∈ Λ(E). Si A es un medible de medida ﬁnita t,
Tf (χA) =
∫
A
fdµ ≤
∫ t
0
f∗(s)ds = tf∗∗(t) = f∗∗(t)ϕE′(t)ϕE(t) ≤
≤ ‖f‖M(E′)‖χA‖E .
Aplicando el lema anterior deducimos que f ∈ [Λ(E)b]′.
(II) Sea f ∈ [Λ(E)b]′. Entonces para cadaA ∈ Σ de medida ﬁnita, |
∫
A
fdµ| ≤
C‖χA‖E , por lo que
∫ µ(A)
0
f∗(s)ds ≤ C‖χA‖E . Para cada t > 0 elegimos A
medible con µ(A) = t. Tenemos entonces que f∗∗(t)ϕE′(t) ≤ C, y por tanto
que ‖f‖M(E′) ≤ C.
Es fa´cil ver que se trata de una isometr´ıa. ¤
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Corolario 1.48 Sea E un espacio invariante por reordenamiento definido sobre
un espacio de medida resonante, y E′ su asociado. Entonces:
• M(E)′ = Λ(E′)b.
• M(E)∗ = Λ(E′)b si ϕE′(0+) > 0.
• Λ(E)∗ =M(E′) si ϕE(0+) = 0.
• Λ(E)∗ =M(E∗) si E tiene norma absolutamente continua.
Por u´ltimo mencionamos que dentro de la familia de espacios invariantes
por reordenamiento, dos espacios de Lorentz merecen ser comentados. E´stos
son L1 ∩ L∞ y L1 + L∞, y su particularidad viene expresada en la siguiente
proposicio´n.
Proposicio´n 1.49 Sea E un espacio arbitrario de funciones de Banach in-
variante por reordenamiento definido sobre un espacio de medida resonante.
Entonces
L1 ∩ L∞ →֒ E →֒ L1 + L∞.
Ma´s au´n, la norma en E se puede reemplazar por un mu´ltiplo constante de
s´ı misma de manera que las inclusiones continuas descritas tengan norma 1.
Adema´s
Λ(L1 ∩ L∞) = L1 ∩ L∞ =M(L1 ∩ L∞)
y
Λ(L1 + L∞) = L1 + L∞ =M(L1 + L∞).
1.6 Sobre espacios de funciones de Ko¨the-Boch-
ner
Si bien los espacios de funciones de Banach (tambie´n llamados espacios
de Riesz o espacios de Ko¨the) son los protagonistas en la formulacio´n de las
variaciones de medidas vectoriales, y dentro de e´stos merecen una especial
atencio´n aquellos que son invariantes por reordenamiento, los verdaderos sujetos
de este estudio son los espacios de funciones Banach con valores vectoriales,
llamados espacios de Ko¨the-Bochner.
Uno de nuestros objetivos es describir en te´rminos de medidas vectoriales los
operadores lineales y continuos que tienen como espacio de salida los espacios
de Ko¨the-Bochner, y como llegada un espacio de Banach arbitrario. Con esa
intencio´n exponemos las deﬁniciones y propiedades ba´sicas de estos espacios,
as´ı como otras propiedades relacionadas con el desarrollo posterior del trabajo.
Una referencia sobre este tipo de espacios de funciones vectoriales es [88].
Definicio´n 1.50 Sea E un espacio de funciones de Banach (como en 1.4) y X
un espacio de Banach arbitrario.
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Para cada funcio´n f : Ω→ X, se denota por ‖f‖X : Ω→ [0,∞] la funcio´n
‖f‖X(w) = ‖f(w)‖X .
El espacio de Ko¨the-Bochner se define por
E(X) = {f : Ω→ X : fmedible, ‖f‖X ∈ E}.
En estos espacios tambie´n vamos a destacar los importantes subespacios de la
“parte absolutamente continua” y “clausura de las simples”, que denotaremos
por E(X)a y E(X)b. Es decir, E(X)a estara´ compuesto por las funciones
medibles f de E(X) de manera que ‖fχAn‖E(X) n→ 0 para cualquier sucesio´n
An
n→ ∅ (ver p. 24). Por su parte se entendera´ por E(X)b la clausura del
conjunto de las funciones simples vectoriales.
Se puede comprobar fa´cilmente la relacio´n E(X)a = Ea(X). Sin embargo en
el otro caso se puede ver que E(X)b ⊂ Eb(X), siendo la igualdad entre ambos
falsa, por ejemplo, si E = L∞(m, [0, 1]) y X cualquier espacio de dimensio´n
inﬁnita.
Sin embargo,
Lema 1.51 Si E es un espacio de funciones de Banach con norma absoluta-
mente continua y X es un Banach, entonces el conjunto de funciones simples
es denso en el espacio de Kthe- Bochner E(X).
Prueba: En efecto, el teorema de Egoroﬀ nos proporciona para cada δ > 0
una sucesio´n de funciones simples vectoriales (sn)n de manera que ‖sn‖X ≤
‖f‖X para cada n ∈ N. Adema´s sn → f uniformemente en cierto medible Ω \A
donde A es tal que µ(A) ≤ δ. La desigualdad
‖f − sn‖E(X) ≤ ‖(f − sn)χA‖E(X) + 2‖f‖E(X)‖χA‖E
muestra que podemos encontrar una funcio´n simple tan cercana a f para la
norma de E(X) como se desee (ve´ase el papel crucial de la relacio´n E = Ea).
¤
La propiedad (J), deﬁnida en principio para espacios de funciones escalares,
tambie´n puede verse extendida a espacios de funciones vectoriales, da´ndose
adema´s el caso de ser satisfecha por los espacios de Ko¨the-Bochner E(X) siempre
que E sea invariante por reordenamiento (o bien posea la propiedad (J) en s´ı
mismo). La prueba es consecuencia del caso escalar y de la desigualdad integral
de Minkowski. Tambie´n resulta del caso escalar la igualdad
‖f‖E(X) = sup{‖Eπ(‖f(·)‖X)‖E : π ∈ DΩ}
para toda f ∈ E(X), con las mismas observaciones que en ese caso se hac´ıan
(ver p. 29).
Los espacios de Ko¨the-Bochner esta´n siendo objeto de estudio en la u´ltima
de´cada, principalmente en su vertiente geome´trica, destacando los trabajos de
A. Kamin´ska [Kam] (sobre nociones como son el tipo y cotipo de Rademacher, la
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p-convexidad y q-concavidad, y la p-estimacio´n superior y q-estimacio´n inferior)
y de J. Cerda`, H. Hudzik y M. MastyÃlo [30] (sobre propiedades locales, como
puntos LUR, puntos expuestos y fuertemente expuestos, puntos “smooth”, pun-
tos locamente uniformemente mono´tonos), adema´s de [63, 64, 57, 53, 54, 70, 103,
104, 28, 29, 33] y otros, siendo [45] un trabajo pionero. Trabajos recientes
relativos al estudio de compacidades en estos espacios son [34, 39, 94, 95],
mientras que en [48] se da una respuesta a la pregunta originada en [22] acerca
de co´mo una propiedad que comparten un espacio de funciones de Banach E y
un espacio de Banach arbitrario X pasa al espacio de Ko¨the-Bochner formado
por ellos E(X), y viceversa. Otro trabajo en esta l´ınea es [23]
Como se muestra en la proposicio´n 1.17, las medidas vectoriales han servido
para describir operadores lineales y continuos desde un espacio de Lebesgue a
otro espacio de Banach. Con la generalizacio´n de la p-variacio´n dada por N.
E. Gretsky en [Gret], operadores lineales y continuos con espacio de partida un
espacio de funciones de Banach han sido descritos en te´rminos de medidas. En
[GrUh] se trata con espacios de operadores lineales y continuos con espacio de
partida un espacio de Ko¨the-Bochner y llegada un espacio de Banach arbitrario,
obteniendo, como caso particular, la descripcio´n del dual de estos espacios en
funcio´n de las medidas. As´ı pues, se obtienen teoremas en los que los operadores
lineales y continuos desde un espacio de Ko¨the-Bochner en un espacio de Banach
se representan mediante integrales (de Bartle) de medidas vectoriales cuya ρ-
variacio´n es ﬁnita. Se obtienen isomorﬁsmos que se convierten en isometr´ıas
cuando la norma del espacio de funciones de Banach correspondiente satisface
la (SFP ).
En la escuela rusa destacan los trabajos de A. V. Bukhvalov [19, 20, 21, 24]
y el de A. V. Bukhvalov y G. Ja. Lozanowski˘ı [25].
De entre la gran cantidad de resultados que existen en la literatura actual
sobre la geometr´ıa de espacios de Ko¨the-Bochner, extraemos, en uno so´lo, dos
teoremas de [Kam], ba´sico para la prueba del ca´lculo expl´ıcito que se realiza en
esta memoria del tipo y cotipo de Rademacher de una familia de espacios de
sucesiones: los espacios de sucesiones de Nakanos vectoriales (ver p. 119).
Teorema 1.52 ([Kam]) Sea E(X) un espacio de Ko¨the-Bochner, y sea q ≥ 2.
Si E es q-co´ncavo y X tiene cotipo q, entonces E(X) tiene cotipo q.
Sea E(X) un espacio de Ko¨the-Bochner, y sea 1 ≤ p ≤ 2. Si E es p-convexo
y r-co´ncavo para algu´n r <∞, y X tiene tipo p, entonces E(X) tiene tipo p.
Cap´ıtulo II
Medidas de E-variacio´n
finita
2.1 Introduccio´n a la E-variacio´n
Sea (Ω,Σ, µ) un espacio de medida positiva ﬁnito y completo, y X un espacio
de Banach arbitrario. Consideremos una funcio´n de conjunto F : Σ → X
ﬁnitamente aditiva. Remitimos al lector a las pa´ginas 7 y 10 para recordar los
conceptos de variacio´n total y p-variacio´n de una medida vectorial.
Es obvio que la expresio´n
sup{
∑
A∈π
(‖F (A)‖pX
µ(A)p−1
) 1
p
: π ∈ DΩ}
equivale a
sup{‖
∑
A∈π
‖F (A)‖X
µ(A)
χA‖p : π ∈ DΩ} (∗)
y logra expresar la p-variacio´n de la medida F como supremo de normas en
el espacio Lp de funciones simples relacionadas con F (a cada una de estas
funciones simples se le suele llamar funcio´n proyeccio´n de F sobre la particio´n
π). Los espacios de funciones de Orlicz LΦ pod´ıan dar lugar, de forma similar
al caso Lebesgue, a una Φ-variacio´n, y ello se desarrolla en [115]. La deﬁnicio´n
de Φ-variacio´n que presenta en dicho trabajo ya contiene la ﬁlosof´ıa de la
proyeccio´n de las medidas en funciones simples, aunque no utiliza una expresio´n
paralela a (*) para normar el espacio de medidas, sino que usa las normas de
Luxemburg y Orlicz, propias de este tipo de espacios de funciones. Sin embargo,
una breve comprobacio´n demuestra que la norma de Luxemburg all´ı descrita se
corresponde, exactamente, con la adaptacio´n de la deﬁnicio´n (*) al caso Orlicz.
Esta idea es, sin duda, el punto de partida de una generalizacio´n que vendr´ıa
de la mano de N. E. Gretsky en [Gret] y continuar´ıa pocos an˜os ma´s tarde en
el art´ıculo de N. E. Gretsky y J. J. Uhl [GrUh].
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J. J. Uhl contina en [115] con teoremas de representacio´n de operadores con
dominio en un espacio de Orlicz de funciones vectoriales, dualidad de e´stos, y
otros relativos a la (RNP ), etc. (para una consulta sobre espacios de Orlicz se
puede acudir al art´ıculo de W. Orlicz [97] o a [66, 62] entre otros).
En la tesis de licenciatura [42] se hace un repaso a la teor´ıa de los espacios
de Orlicz y a las medidas vectoriales de Φ-variacio´n ﬁnita, describiendo las
relaciones entre espacios de medidas y operadores lineales y continuos (como
en [115]) e incluyendo la clase de operadores de Dinculeanu ([116]). Adema´s
se prueba la equivalencia entre la Φ-variacio´n dada en [115] y la expresio´n
(inspirada en la deﬁnicio´n 1.14 o bien en la norma de Orlicz existente en esta
clase de espacios)
sup{
∑
A∈π
|αA|‖F (A)‖X : π ∈ DΩ, ‖
∑
A∈π
αAχA‖LΨ ≤ 1},
donde Ψ es funcio´n complementaria de Φ en cierto sentido (no entramos ahora
en la teor´ıa de espacios de Orlicz).
Un an˜o despue´s de la aparicio´n del art´ıculo de J. J. Uhl [115], aparece en
“Memoirs of the American Mathematical Society” un trabajo de N.E. Gretsky
titulado “Representation theorems on Banach function spaces” [Gret], que cons-
tituye el grueso de su tesis doctoral. En este trabajo se presenta una introduccio´n
sobre los espacios de funciones de Banach, mientras que los problemas conside-
rados son la obtencio´n de representaciones integrales para operadores lineales
y continuos que parten: (1) de un espacio de Banach arbitrario y llegan a un
espacio de funciones de Banach, o (2) de un espacio de funciones de Banach a un
espacio de Banach arbitrario. Con este ﬁn, Gretsky introduce los conceptos de:
(1) ρ-variacio´n acotada para medidas vectoriales con valores en un espacio dual,
y (2) ρ′-variacio´n acotada para medidas vectoriales. Con ellos puede describir
en te´rminos de medidas los espacios duales de espacios de funciones de Banach
escalares, mientras que para la representacio´n de operadores lineales y continuos
debe restringir la familia de espacios de funciones de Banach a una subfamilia,
determinada por una condicio´n de acotacio´n uniforme de promedios.
La nueva variacio´n, que toma como referencia un espacio de funciones de
Banach con la citada propiedad de acotacio´n uniforme (ver cap´ıtulo 1), toma la
forma
|F |ρ = sup{ρ(
∑
A∈π
‖F (A)‖X
µ(A)
χA) : π ∈ DΩ}
donde ρ(·) representa la norma en el espacio de funciones. E´sta mantiene
la apariencia de supremo de las normas de funciones simples en el espacio
correspondiente. Las cuestiones relativas a la representacio´n de operadores
lineales y continuos como integrales de medidas, la dualidad de espacios de
funciones de Banach con valores vectoriales (Ko¨the-Bochner), nuevas equivalen-
cias de la (RNP ), etc., mantienen vigencia ([Gret, GrUh, 67]), probando que
su teor´ıa contiene una generalizacio´n correcta de los conceptos cla´sicos.
Ma´s adelante, N. E. Gretsky y J. J. Uhl continan el trabajo en [GrUh] donde,
adema´s de completar teoremas de representacio´n, caracterizan el espacio dual
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de muchos espacios de funciones de Banach vectoriales, cosa que aplican para
caracterizar espacios cuyos duales sean tambie´n espacios de funciones de Banach
vectoriales.
El e´xito de esta generalizacio´n radica en la propiedad (J) que se asume sobre
los espacios de funciones de Banach (ver p. 29).
En nuestro caso, E denotara´ siempre un espacio de funciones de Banach
deﬁnido sobre el espacio de medida positiva ﬁnito y completo (Ω,Σ, µ), tal y
como se deﬁne en 1.23, que satisface la propiedad de Fatou fuerte (SFP ).
Tras esta introduccio´n, la deﬁnicio´n que se propone para la variacio´n de una
medida vectorial en espacios de funciones de Banach arbitrarios es la siguiente.
Definicio´n 2.1 Sea E un espacio de funciones de Banach arbitrario definido
sobre (Ω,Σ, µ) y X un espacio de Banach cualquiera. Para cada medida F :
Σ→ X finitamente aditiva definimos la E-variacio´n como
|F |E := sup{
∑
A∈π
|αA| ‖F (A)‖ : π ∈ DΩ, ‖
∑
A∈π
αAχA‖E′ ≤ 1},
donde E′ es el espacio asociado a E y DΩ representa el conjunto de particiones
finitas de Ω. Se dira´ que una medida F tiene E-variacio´n acotada (o finita)
si |F |E < ∞. Definimos el conjunto VE(Ω,Σ, µ,X) como el de las medidas
F : Σ→ X finitamente aditivas, absolutamente continuas respecto de la medida
µ y de E-variacio´n acotada. Se denotara´ por VE(µ,X) o bien VE(X) para
abreviar cuando no haya lugar a confusio´n, y le llamaremos espacio de medidas
de E-variacio´n finita.
Cuando un espacio de funciones de Banach satisface la propiedad (J), esta
variacio´n coincide exactamente con la dada en [Gret, GrUh] (ver p. 72).
2.2 Propiedades ba´sicas
Un lema previo recoge propiedades inmediatas de la deﬁnicio´n.
Lema 2.2 En las condiciones de la definicio´n previa se tiene que:
(1) Sean F ∈ VE(X) y s =
∑n
j=1 αjχAj una funcio´n simple. Entonces
n∑
j=1
|αj | ‖F (Aj)‖ ≤ |F |E‖s‖E′ .
(2) Sea F ∈ VE(X). Entonces F tiene variacio´n total finita.
(3) Si E′ tiene norma absolutamente continua y F es una medida con |F |E <∞,
entonces F es µ-continua.
(4) Si E1 ⊂ E2, entonces VE1(X) ⊂ VE2(X).
Prueba: (1) es inmediato de la deﬁnicio´n usando la funcio´n simple 1‖s‖E′
s.
46 Cap´ıtulo 2. Medidas de E-variacio´n finita
(2) Sea A un conjunto medible, y {Aj}nj=1 (n ∈ N) una particio´n arbitraria
de A. Entonces por (1),
n∑
j=1
‖F (Aj)‖ ≤ |F |E ‖
n∑
j=1
χAj‖E′ = |F |E ‖χA‖E′ <∞.
Con lo cual tenemos la estimacio´n |F |(A) ≤ |F |E‖χA‖E′ .
(3) Sea A un conjunto medible cualquiera. Aplicando la parte (1) con la
funcio´n simple χA, tenemos la desigualdad
‖F (A)‖X ≤ |F |E ‖χA‖E′ .
La hipo´tesis sobre E′ equivale a la condicio´n de l´ımite
lim
µ(A)→0
‖χA‖E′ = 0,
por lo que
lim
µ(A)→0
‖F (A)‖X = 0
y por tanto F ≪ µ.
(4) La relacio´n de contenido entre dos espacios de Banach incide en una
desigualdad de normas (ver teorema 1.24), que se invierte en los respectivos
asociados (p. 24). As´ı, existe una constante C > 0 de manera que ‖f‖E′1 ≤
C‖f‖E′2 para cada funcio´n f . Usando una funcio´n simple arbitraria s como en
la parte (1) tenemos
n∑
j=1
|αj | ‖F (Aj)‖X ≤ |F |E1‖s‖E′1 ≤ C|F |E1‖s‖E′2 .
Por tanto |F |E2 ≤ C|F |E1 . ¤
Ejemplos 2.3 Los ejemplos de espacios de medidas que se acogen a esta defi-
nicio´n son los conocidos V p(X) y V Φ(X) para p ∈ [1,∞] y Φ funcio´n de Young.
Proposicio´n 2.4 (VE(X), | · |E) es un espacio de Banach.
Prueba: Las propiedades de norma para | · |E son fa´cilmente comprobables.
Para ver que la completitud tomamos una sucesio´n de Cauchy arbitraria {Fn}∞n=1
en VE(X). Para cada A ∈ Σ tenemos que {Fn(A)}∞n=1 es una sucesio´n de Cauchy
en el espacio de Banach X, y por tanto convergente, pues
‖Fn(A)− Fm(A)‖X ≤ ‖χA‖E′ |Fn − Fm|E .
Entonces podemos deﬁnir la funcio´n de conjunto ﬁnitamente aditiva F como
l´ımite puntual F (A) := limn Fn(A), que resulta ser numerablemente aditiva y
µ-continua (ver [DiUh, p. 24]).
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Para probar la convergencia observamos primero que si s =
∑
A∈π αAχA es
una funcio´n simple con ‖s‖E′ ≤ 1, entonces
lim
m→∞
∑
A∈π
|αA| ‖Fm(A)− F (A)‖X = 0.
Procedemos ahora por reduccio´n al absurdo y suponemos que existe un ε0 >
0 de manera que para cada k ∈ N existe un nk ≥ k y una funcio´n simple
sk =
∑
Ak∈πk
αAkχAk tales que
ε0 <
∑
Ak∈πk
|αAk | ‖Fnk(Ak)− F (Ak)‖X .
Si se toma k = n( ε02 ), procedente de aplicar la deﬁnicio´n de sucesio´n de Cauchy
a {Fn}n con ε02 > 0, encontramos un nk ≥ k y una funcio´n simple s =∑
A∈π αAχA concreta con ‖s‖E′ ≤ 1 y satisfaciendo las desigualdades
ε0 <
∑
A∈π
|αA| ‖Fn1(A)− F (A)‖X
≤
∑
A∈π
|αA| ‖Fn1(A)− Fm(A)‖X +
∑
A∈π
|αA| ‖Fm(A)− F (A)‖X
para cualquier m ≥ n( ε02 )
≤ |Fn1 − Fm|E +
∑
A∈π
|αA| ‖Fm(A)− F (A)‖X
<
ε0
2
+
∑
A∈π
|αA| ‖Fm(A)− F (A)‖X .
Por tanto ∑
A∈π
|αA| ‖Fm(A)− F (A)‖X > ε0
2
para todo m ≥ n( ε02 ), lo cual contradice la observacio´n hecha anteriormente.
As´ı, Fn → F en VE(X) y F ∈ VE(X) pues
|F |E ≤ |F − Fn|E + |Fn|E <∞.
¤
El lema 2.2 nos dice que si F es una medida vectorial de VE(X), entonces
la medida variacio´n total de F es tambie´n una medida ﬁnita y µ-continua
como F . Se plantea el ca´lculo de la E-variacio´n de la medida positiva |F |,
siendo la respuesta sencilla y satisfactoria, obtenie´ndose adema´s resultados que
servira´n para probar relaciones entre espacios de medidas y de operadores o de
funciones. La idea de involucrar a la medida variacio´n total aparece en [Blsc]
y [12] en contextos de espacios de medidas de p-variacio´n y Φ-variacio´n ﬁnita,
respectivamente. En efecto, la prueba del siguiente lema es similar a la de [Blsc,
p. 5].
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Lema 2.5 Para F ∈ VE(X) tenemos que
|F |E = sup{
∑
A∈π
|αA| |F |(A) : π ∈ D, ‖
∑
A∈π
αAχA‖E′ ≤ 1}.
Un corolario importante de esa reescritura de la norma en VE(X) es
Proposicio´n 2.6 Son equivalentes:
• F ∈ VE(X),
• Existe ϕ ≥ 0, ϕ ∈ E tal que
|F |(A) =
∫
A
ϕdµ, A ∈ Σ.
Adema´s ‖ϕ‖E = |F |E.
Prueba: Si F ∈ VE(X), la funcio´n de conjunto |F | es ﬁnita y µ-continua.
Por tanto existe una funcio´n ϕ ∈ L1 que sera´ no negativa y que representa a |F |
en la forma que expresa el enunciado (teorema de Radon-Nikody´m). Adema´s,
como E se toma con la (SFP ),
‖ϕ‖E = sup{
∫
Ω
ϕψdµ : ‖ψ‖E′ ≤ 1}.
Aproximando el supremo con funciones simples y aplicando la relacio´n entre ϕ
y |F | se tiene que
‖ϕ‖E = sup{
∑
A∈π
|αA| |F |(A) : π ∈ D, ‖
∑
A∈π
αAχA‖E′ ≤ 1} = |F |E .
No´tese que la supresio´n de la (SFP ) implicar´ıa la relacio´n |F |E = ‖ϕ‖E′′ , es
decir, la existencia de un γ con 0 < γ ≤ 1 tal que γ‖ϕ‖E ≤ |F |E ≤ ‖ϕ‖E .
Si ϕ es como se describe en el enunciado, entonces se obtiene fa´cilmente que
F es medida de VE(X). ¤
Esta sencilla proposicio´n nos ensen˜a una nueva forma de deﬁnir los espacios
VE(X). Una medida F : Σ→ X pertenece a VE(X) cuando es µ-continua y la
medida positiva |F | : Σ → [0,∞] es, tal y como se expresa en la proposicio´n,
una funcio´n del espacio de funciones de Banach E.
Como se observa en la proposicio´n 1.4, las funciones vectoriales integrables
Bochner dan, de forma natural, lugar a unas medidas vectoriales que gozan de
buenas propiedades como son las de ser µ-continuas y tener variacio´n total ﬁnita.
Esta proposicio´n se puede rescribir de la siguiente forma: Sea λ1 : L
1(X) →
V 1(X) el operador que asigna a cada funcio´n vectorial integrable f la medida
vectorial Ff (para la notacio´n ver p. 2). Entonces λ1 es un operador lineal y
continuo. De hecho, la proposicio´n 1.4 aﬁrma que λ1 es una isometr´ıa de L
1(X)
en su imagen, λ1(L
1(X)).
Usando esta misma notacio´n se ha probado, en el caso Lebesgue, que la
aplicacio´n λp : L
p(X)→ V p(X) para 1 ≤ p ≤ ∞ es tambie´n una isometr´ıa en la
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imagen, y en el caso Orlicz que λΦ : L
Φ(X)→ V Φ(X) para Φ funcio´n de Young
es, a su vez, isometr´ıa en la imagen ([115, 42]).
La cuestio´n de si el operador es una isometr´ıa biyectiva o no, en cada uno
de los casos, se ha resuelto con la propiedad de Radon-Nikody´m (RNP ) (ver
p. 14). En el caso general se tiene el mismo resultado, recogido en la siguiente
proposicio´n.
Teorema 2.7 Sea E(X) un espacio de Ko¨the-Bochner. Sea la aplicacio´n
λE : E(X)→ VE(X)
f 7→ Ff
donde se sigue la notacio´n de la proposicio´n 1.4. Entonces:
• λE es una isometr´ıa lineal, es decir, E(X) ⊂ VE(X) isome´tricamente.
• λE es biyectiva, es decir, E(X) = VE(X), si y so´lo si X ∈ (RNP ).
Prueba: Si f es integrable Bochner y Ff (·) =
∫
(·)
fdµ, entonces |Ff |(·) =∫
(·)
‖f‖Xdµ. Dado que ‖f‖X ∈ E, 2.6 nos da que Ff ∈ VE(X), y adema´s
|Ff |E = ‖ ‖f‖X ‖E = ‖f‖E(X).
Supongamos ahora que X ∈ (RNP ). Cualquier medida F ∈ VE(X) es µ-
continua y de variacio´n total acotada sobre los medibles de medida ﬁnita, por
lo que existira´ f ∈ L1(X) tal que F (A) = ∫
A
fdµ. La proposicio´n 2.6 implica
que f ∈ E(X), dado que |F |(·) = ∫
(·)
‖f‖Xdµ.
Rec´ıprocamente, si λE es biyectiva, veamos que todo operador T : L
1 →
X lineal y continuo es representable por una funcio´n g ∈ L∞(X) (hecho que
caracteriza que X ∈ (RNP )).
Para esto tomaremos como espacio de medida el intervalo [0, 1] con la medida
de Lebesgue. Sea entonces T : L1 → X operador lineal y continuo. Deﬁnimos
la medida G : Σ → X por G(A) := T (χA) para cada medible A. Dado que
‖G(A)‖X ≤ ‖T‖m(A), G es evidentemente µ-continua, y de hecho pertence al
espacio V∞(X) por cumplir
‖G‖V∞(X) = sup
A
‖G(A)‖X
m(A)
≤ ‖T‖ <∞.
Por la inclusio´n V∞(X) = VL∞(X) ⊂ VE(X) y la isometr´ıa biyectiva VE(X) =
E(X), tenemos una funcio´n g ∈ E(X) ⊂ L1(X) de manera que G(A) = ∫
A
gdµ
para todo medible A. Usando el teorema de diferenciacio´n de Lebesgue,
‖g(t)‖X =
∥∥∥∥∥ limh→0 1h
∫ t+h
t
g(s)ds
∥∥∥∥∥
X
= lim
h→0
‖G([t, t+ h])‖X
h
≤ ‖T‖
para casi todo t ∈ [0, 1]. As´ı, g ∈ L∞(X) y T (ϕ) = ∫
Ω
ϕgdµ para toda ϕ ∈ L1,
con lo que X ∈ (RNP ). ¤
Quedan como corolarios de este resultado los concernientes a casos concretos
de espacios de Ko¨the-Bochner cla´sicos.
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Corolario 2.8 Sea 1 ≤ p ≤ ∞ y Φ una funcio´n de Young, correspondiente,
respectivamente, a los espacios de Lebesgue-Bochner y Orlicz-Bochner. Entonces:
• Lp(X) = V p(X) si y so´lo si X ∈ (RNP ) y
• LΦ(X) = V Φ(X) si y so´lo si X ∈ (RNP ),
donde la igualdad viene dada por la isometr´ıa definida anteriormente, particu-
larizada a cada caso.
2.3 E-semivariacio´n y su conexio´n con los ope-
radores lineales y continuos
En este punto atendemos al cla´sico concepto de semivariacio´n de una medida
vectorial, y a su extensio´n, la p-semivariacio´n. Este contexto es el ma´s apropiado
para relacionar las medidas vectoriales con operadores lineales y continuos.
Definicio´n 2.9 ([GrUh]) En la situacio´n de la definicio´n 2.1, para cada F :
Σ→ X medida finitamente aditiva definimos la E-semivariacio´n como
‖F‖E := sup{‖
∑
A∈π
αAF (A)‖X : π ∈ DΩ, ‖
∑
A∈π
αAχA‖E′ ≤ 1}.
Se dira´ que una medida F tiene E-semivariacio´n acotada (o finita) si ‖F‖E <
∞. Definimos entonces el conjunto VE(Ω,Σ, µ,X) como el de las medidas F :
Σ→ X finitamente aditivas, absolutamente continuas respecto de la medida µ y
de E-semivariacio´n acotada. Se denotara´ por VE(X) para abreviar cuando sea
posible y se le llama espacio de medidas de E-semivariacio´n finita.
La completitud del nuevo espacio de medidas se puede comprobar de manera
similar a 2.4.
Proposicio´n 2.10 (VE(X), ‖·‖E) es un espacio de Banach.
La inclusio´n VE(X) ⊂ VE(X) —para cada E espacio de funciones de Banach
E yX Banach arbitrario—es trivial de la deﬁnicio´n por la desigualdad triangular
de la norma de X.
Sea M(Ω,X) el conjunto de medidas F : Σ → X ﬁnitamente aditivas, S el
conjunto de funciones simples y L(S,X) el conjunto de operadores lineales de
S en X. Sea el operador Λ : M(Ω,X) → L(S,X), de manera que para cada
medida F , el operador Λ(F ) = TF acta mediante la relacio´n: TF (χA) = F (A)
para todo A ∈ Σ, y queda extendido por linealidad a S. Esta relacio´n se observa
biun´ıvoca, y es el marco general para la pro´xima proposicio´n.
Proposicio´n 2.11 Sea E es un espacio de funciones de Banach y X un espacio
de Banach. Entonces
• VE′(X) ⊂ L(Eb,X) isome´tricamente.
• VE′(X) = L(Eb,X) si Ea = Eb.
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Prueba: La isometr´ıa entre estos espacios es una restriccio´n, tanto en dominio
como en imagen, del operador Λ antes mencionado.
(I) Por la densidad de las funciones simples en Eb, si F ∈ VE(X)
‖TF ‖ = sup{‖
∑
A∈π
αAF (A)‖X : π ∈ DΩ, ‖
∑
A∈π
αAχA‖E ≤ 1} = ‖F‖E′
y por tanto TF esta´ en L(Eb,X).
(II) Sea T un operador de L(Eb,X). Es claro que la funcio´n de conjunto
FT , antiimagen por Λ de T , es aquella que cumple FT (A) = T (χA) para todo
A ∈ Σ, que es, adema´s, ﬁnitamente aditiva y por (I) cumple que ‖FT ‖E′ = ‖T‖.
La condicio´n Ea = Eb es la que implica que FT es µ-continua (y por tanto
numerablemente aditiva), pues
‖FT (A)‖ ≤ ‖T‖ ‖χA‖E
para todo A ∈ Σ. ¤
El isomorﬁsmo L(X,Y ∗) = (X⊗̂πY )∗ que existe para espacios de Banach
arbitrarios X,Y nos proporciona el siguiente corolario.
Corolario 2.12 Sea E es un espacio de funciones de Banach y X un espacio
de Banach. Entonces
• VE′(X∗) ⊂ (Eb⊗̂πX)∗ isome´tricamente.
• VE′(X∗) = (Eb⊗̂πX)∗ si Ea = Eb.
Como se puede observar en la prueba de la proposicio´n anterior (y como se
comenta en [GrUh, p. 266]), la relacio´n entre medidas y operadores es un simple
cambio de contexto, ya que la E-semivariacio´n de una medida F es exactamente
(incluso en su apariencia) la norma del operador lineal asociado. Por tanto, si
se desea obtener un espacio de medidas vectoriales que describa el espacio de
operadores correspondiente, pero que tenga una identidad independiente de e´ste,
se debe obtener una nueva expresio´n de la norma. E´sta resulta ser la esperada
(de los contextos cla´sicos), manteniendo su validez en contextos ma´s generales.
Proposicio´n 2.13 Sea F medida con valores en un espacio de Banach X.
Entonces
‖F‖E = sup
‖x∗‖≤1
|x∗F |E ,
donde x∗ ∈ X∗ y x∗F es la medida escalar resultante de componer F con
el funcional x∗. En consecuencia, se podr´ıa redefinir el espacio VE(X) como
aquel formado por las medidas finitamente aditivas que son µ-continuas y con
la condicio´n |x∗F |E <∞ para cada x∗ ∈ X∗.
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Prueba: Sean x∗ ∈ X∗ con ‖x∗‖ ≤ 1 y s =∑A∈π αAχA una funcio´n simple
con ‖s‖E′ ≤ 1. Entonces∑
A∈π
|αA| |x∗F (A)| =
∑
A∈π
|αA| |〈F (A), x∗〉|
=
∑
A∈π
|〈αAF (A), x∗〉| =
=
∑
A∈π
〈εAαAF (A), x∗〉
= 〈
∑
A∈π
εAαAF (A), x
∗〉
≤ ‖
∑
A∈π
εAαAF (A)‖ ≤ ‖F‖E ,
donde εA son signos (o nmeros complejos de mo´dulo 1) convenientes. Por lo
tanto ‖F‖E ≥ sup‖x∗‖≤1 |x∗F |E .
Para la otra desigualdad podemos suponer que ‖F‖E < ∞. Sea ε > 0
arbitrariamente pequen˜o. Entonces existe una funcio´n simple s =
∑
A∈π αAχA
con ‖s‖E′ ≤ 1 de manera que
‖
∑
A∈π
αAF (A)‖ ≤ ‖F‖E − ε
2
.
Para el vector
∑
A∈π αAF (A) ∈ X y ε2 > 0 existe x∗ ∈ X∗ de la bola unidad
tal que
|〈
∑
A∈π
αAF (A), x
∗〉| ≥ ‖
∑
A∈π
αAF (A)‖ − ε
2
.
Es inmediato de ah´ı que |x∗F |E ≥ ‖F‖E − ε, y la conclusio´n de la prueba. En
el caso que ‖F‖E = ∞, se prueba fa´cilmente que tambie´n es ∞ el supremo en
cuestio´n. ¤
2.4 E-variacio´n y su conexio´n con los operadores.
Dualidad de los espacios de Ko¨the-Bochner
El propo´sito de este apartado es poner de maniﬁesto las relaciones entre
espacios de medidas y de operadores lineales y continuos (vistas en el apartado
anterior con el uso de la E-semivariacio´n) en el caso de trabajar con las medidas
de E-variacio´n ﬁnita.
Para este ﬁn debemos extender primero el concepto de clase de Dinculeanu
que existe en el contexto de los espacios de Lebesgue (p. 4) o de Orlicz ([42, 116])
al contexto general de los espacios de funciones de Banach. Otra clase de
operadores que ha dado resultados en torno a los espacios de medidas vectoriales
y de funciones armo´nicas vectoriales es la de los operadores cono absolutamente
sumantes (tambie´n llamados operadores positivamente absolutamente sumantes).
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Dado que toda medida vectorial de E-variacio´n acotada es de E-semivaria-
cio´n acotada, el operador TF asociado a una medida F de VE(X) es lineal y
continuo (ver proposicio´n 2.11). El lema que sigue nos caracteriza, mediante una
propiedad de acotacio´n, aquellos operadores lineales y continuos de un espacio
de funciones de Banach en un espacio de Banach arbitrario, tales que esta´n
asociados a medidas de E-variacio´n acotada.
Proposicio´n 2.14 Sean E un espacio de funciones Banach y X un espacio de
Banach. Son equivalentes:
• F ∈ VE(X).
• TF ∈ L(E′b,X) y existe ϕ ≥ 0, ϕ ∈ E tal que
‖TF (φ)‖X ≤
∫
Ω
|φ|ϕdµ
para toda φ ∈ E′b.
Adema´s, se podr´ıa escoger ϕ con ‖ϕ‖E = ‖F‖E
Prueba: Si F ∈ VE(X) podemos hacer uso de la proposicio´n 2.6 para obtener
la funcio´n 0 ≤ ϕ ∈ E. Sea s =∑A∈π αAχA una funcio´n simple con ‖s‖E′ ≤ 1.
Entonces
‖TF (s)‖X = ‖
∑
A∈π
αAF (A)‖X
≤
∑
A∈π
|αA| |F |(A)
=
∫
Ω
(
∑
A∈π
|αA|χA)ϕdµ
=
∫
Ω
|s| ϕdµ.
La densidad de las funciones simples en E′b prueba lo deseado.
Rec´ıprocamente, si F es una medida ﬁnitamente aditiva con valores en X y
A ∈ Σ, la hipo´tesis da
‖F (A)‖X ≤
∫
A
ϕdµ,
lo cual nos conduce, en primer lugar, a que F ≪ µ, puesto que ϕ es integrable y
la integral de Lebesgue es absolutamente continua. En segundo lugar, se deduce
tambie´n que |F |(A) ≤ ∫
A
ϕdµ, e inmediatamente que |F |E ≤ ‖ϕ‖E por lo que
F ∈ VE(X). ¤
El operador Jp : L
p(X) → L(Lp′ ,X) que se mencionaba en la pa´gina 6
encuentra una ampliacio´n a los espacios de funciones de Banach. Ahora tenemos
un operador JE : E(X) → L(E′,X) para cada espacio E de manera que si
f ∈ E(X), entonces el operador dado por
JE(f)(g) =
∫
Ω
fgdµ g ∈ E′
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es lineal y continuo. Para ahondar en la estructura de dicho operador precisamos
de la extensio´n del concepto de la clase de Dinculeanu (ver p. 4).
Definicio´n 2.15 (La clase de Dinculeanu) Sea E un espacio de funciones
de Banach y X un espacio arbitrario. Se define la clase de Dinculeanu D(E′b,X)
a la formada por los operadores lineales T de E′b en X de manera que
‖|T‖|E = sup{
∑
A∈π
|αA| ‖T (χA)‖X : π ∈ DΩ, ‖
∑
A∈π
αAχA‖E′ ≤ 1}
es finito. Se tomara´ ‖|·‖|E como norma en este espacio.
No´tese la restriccio´n que sufre el espacio inicial en la clase de Dinculeanu, dado
que la expresio´n de la norma se reduce al supremo en el conjunto de funciones
simples. La desigualdad ‖T‖ ≤ ‖|T‖|E es trivial, por lo que D(E′b,X) ⊂
L(E′b,X).
Una vez introducida la clase de Dinculeanu para espacios de funciones de
Banach se va a probar co´mo el espacio de Kothe-Bo¨chner E(X) se introduce de
manera isome´trica en D(E′b,X) mediante el operador JE .
Proposicio´n 2.16 Sea E un espacio de funciones de Banach y X un espacio
de Banach arbitrario. Entonces E(X) ⊂ D(E′b,X) de manera isome´trica v´ıa el
operador JE.
Prueba: Para cada f ∈ E(X), sea s =∑A∈π αAχA una funcio´n simple con
‖s‖E′ ≤ 1. Entonces debemos considerar la cantidad∑
A∈π
|αA| ‖
∫
A
fdµ‖X .
Partiendo los medibles A ∈ π de manera adecuada, y pensando en el concepto
de la variacio´n total, no es dif´ıcil darse cuenta de que
‖|JE(f)‖|E = sup{
∑
A∈π
|αA|
∫
A
‖f‖Xdµ : π ∈ DΩ, ‖
∑
A∈π
αAχA‖E′ ≤ 1}
= sup{
∫
Ω
(
∑
A∈π
|αA|χA)‖f‖Xdµ : π ∈ DΩ, ‖
∑
A∈π
αAχA‖E′ ≤ 1}
= ‖f‖E(X).
Con lo cual queda probada la aﬁrmacio´n. ¤
En [12], O. Blasco caracteriza los operadores de la clase de Dinculeanu
D(Lp,X) como aquellos que cumplen una desigualdad como la planteada en
2.14, donde los operadores ocupan el lugar de las medidas. Aqu´ı vamos a obtener
la caracterizacio´n similar, de los operadores de la clase de Dinculeanu D(Eb,X),
como consecuencia de una relacio´n previa entre el espacio de medidas y la clase
de Dinculeanu.
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Proposicio´n 2.17 Sean E un espacio de funciones Banach y X un espacio de
Banach. Entonces:
• VE′(X) ⊂ D(Eb,X) isome´tricamente.
• VE′(X) = D(Eb,X) si Ea = Eb.
Prueba: La primera parte es trivial de la expresio´n de las normas en ambos
espacios. La segunda parte se prueba como la proposicio´n 2.11. ¤
Como corolario obtenemos una caracterizacio´n de los operadores de la clase
de Dinculeanu para ciertos espacios E.
Corolario 2.18 Sean E un espacio de funciones Banach tal que Ea = Eb, y X
un espacio de Banach. Son equivalentes:
• T ∈ D(Eb,X).
• T ∈ L(Eb,X) y existe ϕ ≥ 0, ϕ ∈ E′ tal que
‖T (φ)‖X ≤
∫
Ω
|φ|ϕdµ
para toda φ ∈ Eb.
Ahora vamos a tratar con el subespacio de L(E,X) de los operadores cono
absolutamente sumantes (ver deﬁnicio´n en p. 5). O. Blasco usa esta clase
de operadores en [6] para encontrar una descripcio´n del espacio de funciones
armo´nicas vectoriales hpX(R
n+1
+ ).
Escribimos el siguiente resultado, comentado en los preliminares, pues va a
ser usado como referencia.
Proposicio´n 2.19 ([111, p. 244]) Sean E un ret´ıculo de Banach y X un
espacio de Banach. Sea T ∈ L(E,X). Entonces equivalen:
• T ∈ Π1,+(E,X).
• Existe e∗ ∈ E∗ positivo de manera que
‖Te‖X ≤ 〈e∗, |e|〉
para todo e ∈ E.
Adema´s, se puede tomar e∗ con ‖e∗‖E∗ = ‖T‖Π1,+ .
Pasamos ahora a establecer la conexio´n entre los operadores cono absoluta-
mente sumantes y las medidas de E-variacio´n ﬁnita.
Teorema 2.20 Sea E es un espacio de funciones de Banach y X un espacio
de Banach. Entonces
• VE′(X) ⊂ Π1,+(Eb,X) isome´tricamente.
• VE′(X) = Π1,+(Eb,X) si Ea = Eb.
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Prueba: El operador que a cada medida F asocia un operador TF es el de
2.11.
Si usamos conjuntamente 2.14 y 2.19, tenemos que F ∈ VE′(X) si y so´lo si
el operador TF cumple una acotacio´n del tipo
‖TF (e)‖X ≤
∫
Ω
ϕ|e|dµ := 〈ϕ, |e|〉, ∀e ∈ E
para cierta funcio´n ϕ no negativa de E′. Esta desigualdad implica (y caracteriza
si Ea = Eb, pues todo elemento de E
∗ ser´ıa de E′) que TF es cono absolutamente
sumante.
As´ı pues, so´lo queda ver la relacio´n de normas. Por un lado, si F ∈ VE′(X) y
e1, . . . , en son elementos no negativos del ret´ıculo E tales que ‖
∑n
k=1 ek‖E ≤ 1,
n∑
k=1
‖TF (ek)‖X ≤ 〈ϕ,
n∑
k=1
ek〉 ≤ ‖ϕ‖E′ .
Por tanto ‖TF ‖Π1,+ ≤ |F |E . Por otro lado, dado que TF ∈ Π1,+(Eb,X) existe
e∗ ∈ E∗ positivo con ‖e∗‖E∗ = ‖T‖Π1,+ tal que
‖F (A)‖X = ‖TF (χA)‖X ≤ 〈e∗, χA〉
para todo A ∈ Σ. Con ello se deduce que
|F |E ≤ sup{〈e∗,
∑
A∈π
|αA|χA〉 : π ∈ DΩ, ‖
∑
A∈π
αAχA‖E ≤ 1}
≤ ‖e∗‖E′
= ‖TF ‖Π1,+
y se consigue la inclusio´n isome´trica. Si Ea = Eb y T ∈ Π1,+(Eb,X), por la
proposicio´n 2.19 y dado que la hipo´tesis implica (Eb)
∗ = E′ ([BeSh, p. 20]),
‖Te‖X ≤ 〈|e|, e∗〉 =
∫
Ω
|e|ϕdµ, e ∈ Eb,
con ϕ ∈ E′. La funcio´n de conjunto FT dada por FT (A) = T (χA) para A ∈ Σ
cumple la propiedad de 2.14 y, por tanto, FT ∈ VE′(X), con lo cual queda
probada la isometr´ıa biyectiva, pues F = FTF . ¤
Es fa´cil comprobar la inclusio´n Π1,+(Eb,X) ⊂ D(Eb,X) mediante la deﬁni-
cio´n de las normas. La igualdad de ambos es trivial bajo la hipo´tesis Ea = Eb,
puesto que ambos coincidir´ıan con VE′(X).
Uno de los objetivos principales del estudio de los espacios de medidas
vectoriales es su capacidad de describir el espacio dual de espacios de funciones
vectoriales, como ha sucedido en los casos cla´sicos. En este apartado pretendemos
describir el espacio dual E(X)∗ de un espacio de Ko¨the-Bochner en te´rminos
de medidas vectoriales de E′-variacio´n acotada. Esta descripcio´n se ha hecho
de manera excelente en este mismo contexto por N. E. Gretsky y J. J. Uhl en
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[GrUh], donde se impon´ıa una hipo´tesis sobre la norma en el espacio de funciones
de Banach, a saber, la propiedad (J) (ver p. 29). Esta restriccio´n se hac´ıa
necesaria por la deﬁnicio´n que hacen de la E-variacio´n ([Gret, GrUh]). Tambie´n
se ha ocupado de este tema la escuela rusa, usando espacios de funciones
medibles con valores vectoriales abstractos. El trabajo ma´s destacable es [20],
de A. V. Buhkvalov, siendo [19, 21, 22, 23, 24] y [25] otros trabajos de mencio´n
en esta l´ınea.
Como se va a ver en la prueba del primer resultado de dualidad, el espacio
de funciones que podemos atrapar esta´ limitado a E(X)b. No se trata de una
limitacio´n fuerte, dado que en la mayor´ıa de supuestos se requiere la densidad
del conjunto de funciones simples.
Teorema 2.21 Sean E un espacio de funciones de Banach, X un espacio de
Banach y E(X) el correspondiente espacio de Ko¨the-Bochner. Entonces
• VE′(X∗) ⊂ [E(X)b]∗ isome´tricamente.
• VE′(X∗) = [E(X)b]∗ si Ea = Eb.
Prueba: El operador Λ : VE′(X
∗) → [E(X)b]∗ acta como sigue: Para cada
F medida, Λ(F ) = TF se comporta mediante la relacio´n
TF (xχA) = 〈x, F (A)〉
para todo x ∈ X y A ∈ Σ. Extendiendo por linealidad podemos deﬁnir TF en
todo el conjunto de funciones simples, y por densidad se puede alcanzar a todo
E(X)b.
Veamos primero que VE′(X) esta´ isome´tricamente incluido en [E(X)b]
∗, sin
hipo´tesis alguna sobre E. La siguiente cadena de desigualdades
‖TF ‖ = sup{|
∑
A∈π
〈xA, F (A)〉| : π ∈ D, ‖
∑
A∈π
xAχA‖E(X) ≤ 1} =
= sup{
∑
A∈π
|〈xA, F (A)〉| : π ∈ D, ‖
∑
A∈π
xAχA‖E(X) ≤ 1} =
= sup{
∑
A∈π
|αA| ‖F (A)‖X∗ : π ∈ D, ‖
∑
A∈π
αAχA‖E ≤ 1}
viene justiﬁcada, en la primera igualdad, porque se pueden retocar los xA (con
signos o complejos de mo´dulo 1) de manera que 〈xA, F (A)〉 resulta positivo.
Para la segunda igualdad se aproxima la norma ‖F (A)‖X∗ con vectores xA de
norma 1 apropiados.
Para probar la biyeccio´n, sea φ ∈ [E(X)b]∗ un elemento arbitrario. Sea
Fφ : Σ→ X∗ una funcio´n de conjunto deﬁnida como
〈x, Fφ(A)〉 = φ(xχA)
para cada x ∈ X y para cada A ∈ Σ. Es claro que Fφ es la antiimagen por Λ de
φ, que es ﬁnitamente aditiva y que, por lo visto anteriormente, ‖Fφ‖E′ = ‖φ‖.
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Si Ea = Eb, es fa´cil ver de la desigualdad
‖Fφ(A)‖X∗ ≤ ‖φ‖‖χA‖E
que se tiene para todo A ∈ Σ, que Fφ es numerablemente aditiva y µ-continua,
con lo que Fφ ∈ VE′(X∗) y Λ es isometr´ıa biyectiva. ¤
Corolarios inmediatos al resultado general son los siguientes:
Corolario 2.22 Sea E(X) un espacio de Ko¨the-Bochner de manera que E tiene
norma absolutamente continua. Entonces E(X)∗ = VE′(X
∗).
Corolario 2.23 Sea E(X) un espacio de Ko¨the-Bochner de manera que E tiene
norma absolutamente continua. Entonces E(X)∗ = E′(X∗) si y so´lo si X∗ ∈
(RNP ).
Se remite al lector a la pa´gina 40 donde se indica que la continuidad absoluta
de la norma en un espacio de funciones de Banach induce la densidad del
conjunto de funciones simples en el espacio de Ko¨the-Bochner correspondiente.
2.5 E[X; Y, Z]-semivariacio´n
El concepto de E[X;Y,Z]-semivariacio´n engloba en uno solo a los conceptos
vistos de E-variacio´n y de E-semivariacio´n (si consideramos Y y Z como pa-
ra´metros que dan lugar a distintas semivariaciones). Se puede encontrar la
deﬁnicio´n de este concepto (reducido al contexto de los espacios de Lebesgue)
en el cap´ıtulo de preliminares (p. 10). Ahora se generaliza para obtener diversos
resultados generales.
Definicio´n 2.24 Se considera un espacio de funciones de Banach E y un espacio
de Banach X, que se pueda considerar como contenido isome´tricamente en el
espacio L(Y,Z), donde Y y Z son espacios de Banach.
Sea F : Σ → X una funcio´n de conjunto finitamente aditiva. Se define la
E[X;Y,Z]-variacio´n de F como la cantidad
‖F‖E[X;Y,Z] = sup{‖
∑
A∈π
F (A)(yA)‖Z : π ∈ DΩ, ‖
∑
A∈π
yAχA‖E′(Y ) ≤ 1}.
Se puede abreviar con ‖F‖E[Y,Z] cuando el espacio X sea el de los operadores
lineales y continuos L(Y,Z) con la norma de operadores.
Es fa´cil ver que |F |E = ‖F‖E[X;X∗,K] y que ‖F‖E = ‖F‖E[X;K,X]. De hecho,
si Y y Z son como en la deﬁnicio´n previa, entonces
‖F‖E ≤ ‖F‖E[X;Y,Z] ≤ |F |E .
Se observa de esta manera que la deﬁnicio´n de la E[X;Y,Z] es un conjunto
de deﬁniciones (tantas como pares de espacios (Y,Z) para los cuales X sea
subespacio de L(Y,Z)). Tenemos ahora el correspondiente espacio de medidas
vectoriales.
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Definicio´n 2.25 Sea E un espacio de funciones de Banach y X un espacio de
Banach de manera que se puede considerar como subespacio del espacio L(Y,Z),
donde Y y Z son espacios de Banach.
Se define el espacio VE[X;Y,Z](Ω,Σ, µ,X) como el conjunto de las medidas
finitamente aditivas y µ-continuas de manera que ‖F‖E[X;Y,Z] <∞.
Se puede abreviar la notacio´n con VE[Y,Z](X) cuando X = L(Y,Z).
Uno de los primeros objetivos para trabajar con este espacio es el ca´lculo de una
expresio´n alternativa para la norma, que viene recogida en el siguiente lema.
Lema 2.26 Sean X,Y y Z espacios de Banach de manera que se puede consi-
derar X como subespacio de L(Y,Z), y E un espacio de funciones de Banach.
Sea F : Σ→ X una medida finitamente aditiva y µ-continua. Entonces se tiene
que
‖F‖E[X;Y,Z] = sup
‖z∗‖≤1
|z∗F |E
donde z∗ ∈ Z∗ y la medida z∗F es aquella que toma valores en Y ∗ verificando
z∗F (A)(y) = 〈F (A)(y), z∗〉 para cada A ∈ Σ e y ∈ Y .
Prueba: Las siguientes igualdades se cumplen de manera elemental
‖F‖E[X;Y,Z] = sup{‖
∑
A∈π
F (A)(yA)‖Z : π ∈ D, ‖
∑
A∈π
yAχA‖E′(Y ) ≤ 1}
= sup{|〈
∑
A∈π
F (A)(yA), z
∗〉| : π ∈ D, ‖
∑
A∈π
yAχA‖E′(Y ) ≤ 1, ‖z∗‖ ≤ 1}
= sup{|
∑
A∈π
〈yA, z∗F (A)〉| : π ∈ D, ‖
∑
A∈π
yAχA‖E′(Y ) ≤ 1, ‖z∗‖ ≤ 1}
= sup{
∑
A∈π
|αA| ‖z∗F (A)‖ : π ∈ D, ‖
∑
A∈π
αAχA‖E′ ≤ 1, ‖z∗‖ ≤ 1}
= sup
‖z∗‖≤1
|z∗F |E .
¤
Con esta nuevo tipo de variacio´n de una medida vectorial presentamos un
resultado de medidas y operadores similar a los ya demostrados, pero que los
integra a todos, dada la gran generalidad del concepto.
Teorema 2.27 Sean E un espacio de funciones de Banach, X e Y espacios de
Banach y E(X) el correspondiente espacio de funciones vectoriales de Banach.
Entonces
• VE′[X,Y ](L(X,Y )) ⊂ L(E(X)b, Y ) isome´tricamente.
• VE′[X,Y ](L(X,Y )) = L(E(X)b, Y ) si Ea = Eb.
Prueba: Deﬁnimos el operador Λ : VE′(X,Y )(L(X,Y ))→ L(E(X)b, Y ) como
sigue: Para cada F medida, Λ(F ) = TF se comporta mediante la relacio´n
TF (xχA) = F (A)(x)
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para todo x ∈ X y A ∈ Σ. Extendiendo por linealidad podemos deﬁnir TF en
todo el conjunto de funciones simples, y por densidad puede alcanzar a todo
E(X)b como un operador lineal y continuo.
(I) La siguiente igualdad es directa
‖TF ‖ = sup{‖
∑
A∈π
F (A)(xA)‖Y : π ∈ D, ‖
∑
A∈π
xAχA‖E(X) ≤ 1} =
= ‖F‖E′[L(X,Y );X,Y ].
Por tanto la primera aﬁrmacio´n del teorema es obvia.
(II) Sea T ∈ L(E(X)b, Y ) un elemento arbitrario. Sea FT : Σ → L(X,Y )
una funcio´n de conjunto deﬁnida como
FT (A)(X) = T (xχA)
para cada x ∈ X y para cada A ∈ Σ. Es claro que FT es la antiimagen por Λ
de T , que es ﬁnitamente aditiva y que, por (I), ‖FT ‖E′ = ‖T‖.
Si Ea = Eb, la desigualdad
‖FT (A)‖L(X,Y ) ≤ ‖T‖‖χA‖E , A ∈ Σ
implica que FT es µ-continua, con lo que FT ∈ VE′[X,Y ](L(X,Y )) y Λ es una
isometr´ıa.
¤
Es fa´cil comprobar que los resultados 2.11 y 2.21 se obtienen como casos
concretos de e´ste.
Como se indica en [GrUh], la deﬁnicio´n del espacio VE[X,Y ](L(X,Y )) para
tratar de resolver la representacio´n de los operadores de E′(X)b en Y pasa por
la consideracio´n de tomar como norma propia del espacio VE[X,Y ](L(X,Y )) la
expuesta en el lema 2.26, ya que otra cosa ser´ıa pasar de medidas a operadores
sin ma´s cambios que los notacionales.
2.6 Conexio´n con funciones armo´nicas
Como se indicaba en los preliminares, el espacio de medida base en este
apartado es (T,B, dt), donde T se puede identiﬁcar con el intervalo [−π, π),
B representa la σ-a´lgebra de los borelianos de T y dt representa la medida de
Lebesgue normalizada en T.
Las funciones armo´nicas vectoriales esta´n deﬁnidas en el disco D (identiﬁcable
con [0, 1) × [−π, π)). As´ı, la notacio´n para elementos de D sera´ z = reit
con r ∈ [0, 1) y t ∈ [−π, π) mientras que los elementos de T se denotara´n
indistintamente por t o´ eit con t ∈ [−π, π).
El objetivo de este apartado es generalizar los resultados conseguidos en
[Blsc] y [27], que afectaban a los espacios de Hardy-Lebesgue-Bochner y Hardy-
Orlicz-Bochner, respectivamente, a la familia de espacios que pasaremos a deﬁnir,
hE(D,X) de Hardy-Ko¨the-Bochner.
La clase de espacios de funciones de Banach que se va a considerar en este
apartado es la de los espacios que aparecen en la siguiente deﬁnicio´n.
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Definicio´n 2.28 Se dice que un espacio de funciones de Banach E definido
sobre (T,B, dt) es invariante por traslacio´n si
‖f‖E = ‖fθ‖E
para todo θ ∈ T y f ∈ E, y donde fθ representa la funcio´n tal que fθ(t) = f(t−θ)
para t ∈ T.
Esta clase de espacios contiene a la de los espacios invariantes por reordena-
miento, pues en este caso so´lo se exige que ‖f‖E = ‖g‖E , no para toda funcio´n
g equimedible con f , sino para unas cuantas de ellas (de hecho las fθ). Es fa´cil
ver de la expresio´n de la norma en E′, que si E es un espacio invariante por
traslacio´n, entonces E′ tambie´n lo es.
Veamos una versio´n de la desigualdad de Young para convoluciones ajustable
a esta familia de espacios.
Lema 2.29 (Desigualdad de Young) Sea E un espacio invariante por tras-
laciones. Entonces para cada f ∈ L1(T) y g ∈ E(X) se tiene que f ∗ g ∈ E(X).
Adema´s
‖f ∗ g‖E(X) ≤ ‖f‖1‖g‖E(X).
Prueba: Vamos a evaluar ‖f ∗ g‖E′′(X), que coincide con ‖f ∗ g‖E(X) por la
(SFP ). Sea h ∈ E′ arbitraria con ‖h‖E′ ≤ 1. Entonces∫
T
‖(f ∗ g)(t)‖X |h(t)|dt
≤
∫
T
[∫
T
|f(θ)| ‖g(t− θ)‖Xdθ
]
|h(t)|dt
=
∫
T
[∫
T
|h(t)| ‖g(t− θ)‖Xdt
]
|f(θ)|dθ
≤
∫
T
‖h‖E′‖gθ‖E(X)|f(θ)|dθ
≤ ‖f‖1‖g‖E(X).
Por tanto ‖f ∗ g‖E(X) ≤ ‖f‖1‖g‖E(X). ¤
Nota 2.30 Existen versiones mucho ma´s generales de la desigualdad de Young
para convoluciones ([14]). Por ejemplo, si u : X × Y → Z es una aplicacio´n
bilineal y continua donde X,Y,Z son espacios de Banach, f ∈ L1(T,X) y g ∈
E(Y ), la funcio´n convolucio´n de f y g a trave´s de u, denotada por f ∗u g y
definida por
f ∗u g(t) =
∫
T
u(f(θ), g(θ − t))dθ
pertenece a E(Z) y ‖f ∗u g‖E(Z) ≤ ‖u‖ ‖f‖L1(X)‖g‖E(Y ).
Por otra parte, no´tese una vez ma´s que la supresio´n de la (SFP ) producir´ıa
la aparicio´n de una constante en la desigualdad conseguida en el lema, debido
a que la norma que se acota es la del espacio E′′(X), que es equivalente a la de
E(X) (en virtud a la hipo´tesis de la (WFP )).
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El nu´cleo de Poisson juega un papel central en la situacio´n actual, de igual
manera que en los casos cla´sicos. El siguiente lema es elemental.
Lema 2.31 Sea E un espacio invariante por traslaciones y X un espacio de
Banach. Si u : D → E es una funcio´n armo´nica y T : E → X es un operador
lineal y continuo, entonces la composicio´n T ◦u : D → X es armo´nica vectorial.
Como consecuencia de este lema vamos a obtener una forma de generar funciones
armo´nicas vectoriales a partir de una dada y operadores lineales y continuos.
En efecto, si para cada espacio invariante por traslaciones E, sea PE : D → E
la funcio´n dada por PE(z) = Pz (ve´ase p. 19 para la notacio´n). La funcio´n
esta´ bien deﬁnida, pues PE = iE ◦ P∞, donde iE : C(T) → E es el operador
inclusio´n, que es lineal y continuo. A su vez es armo´nica por el mismo motivo.
La siguiente deﬁnicio´n viene, entonces, motivada.
Definicio´n 2.32 Si T ∈ L(E,X), llamamos P [T ] = T ◦PE. Entonces P [T ] es
la funcio´n definida en D tal que
P [T ](z) = T (Pr(t− ·))
para z = reit ∈ D.
No es dif´ıcil ver que para cada f ∈ E(X), la funcio´n P [f ] coincide con P [Tf ]
donde Tf : E
′ → X es el operador dado por
Tf (ϕ) =
∫
T
f(t)ϕ(t)dt
para todo ϕ ∈ E′. Para cada medida F ∈ VE(X), la funcio´n P [F ] se deﬁne
como P [TF ] donde TF : E
′
b → X es el operador lineal y continuo dado por
TF (χA) = F (A) y extendido por linealidad y por densidad a E
′
b (no´tese que el
operador iE antes mencionado tiene su imagen contenida en Eb, con lo cual no
hay ningn problema de deﬁnicio´n en el caso de las medidas).
Es entonces un corolario de lo anterior que tanto P [f ] como P [F ] son
funciones armo´nicas para cada f ∈ E(X) y F ∈ VE(X) (de hecho para F ∈
VE(X)).
Si se adopta la notacio´n Ec = C(T)
E
, podemos escribir el siguiente lema.
Lema 2.33 Sea E un espacio de funciones de Banach. Entonces Ea ⊂ Ec ⊂
Eb.
Prueba: La densidad del conjunto de funciones simples en Ea es consecuencia
de la conocida relacio´n Ea ⊂ Eb. Veamos entonces que Ea ⊂ Ec. Para
ello tomamos una funcio´n cualquiera f ∈ Ea positiva y un ε > 0 arbitrario.
Encontramos s ∈ E simple tal que ‖f − s‖E ≤ ε4 .
Para cada A ∈ B se tiene, por la desigualdad triangular que, ‖sχA‖E ≤
ε
4 + ‖fχA‖E . Por otro lado, si A ∈ B es de medida suﬁcientemente pequen˜a,
digamos δ > 0, entonces ‖fχA‖E ≤ ε8 . Por teorema de Lusin sabemos que
hay una funcio´n g ∈ C(T) de manera que si A = {t ∈ T : g(t) 6= s(t)}, entonces
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λ(A) < δ para el δ dado, y adema´s ‖g‖∞ ≤ ‖s‖∞ (con lo que ‖s−g‖E ≤ 2‖s‖E).
Con todo esto
‖f − g‖E = ‖f − s‖E + ‖s− g‖E ≤ ε
4
+ ‖(s− g)χA‖E ≤ ε
4
+ 2‖sχA‖E ≤
≤ 3ε
4
+ 2‖fχA‖E ≤ ε.
La prueba para una funcio´n arbitraria de Ea es trivial usando la t´ıpica descom-
posicio´n en parte positiva y negativa, y despue´s en parte real e imaginaria (para
el caso complejo). As´ı la inclusio´n Ea ⊂ Ec queda probada, ya que Ea es un
subespacio cerrado de E.
Por otro lado, la inclusio´n Ec ⊂ Eb es inmediata de la inclusio´n L∞ ⊂ E (y
por tanto de la desigualdad de normas que ello conlleva) y de la densidad de las
funciones simples en C(T) para la norma supremo. ¤
As´ı pues, en espacios con norma absolutamente continua los tres subespacios
coinciden con el espacio total y, por tanto, entre s´ı. Se denota por E(X)c la
versio´n vectorial de Ec, es decir, E(X)c = C(T,X)
E
.
Para cada funcio´n f deﬁnida en T y cada θ ∈ T se deﬁne la funcio´n fθ
deﬁnida en T dada por fθ(t) = f(t− θ) para t ∈ T. Veamos un resultado sobre
esta funcio´n fθ.
Lema 2.34 Sea E un espacio de funciones de Banach y X un espacio de
Banach arbitrario. La aplicacio´n Λf : T → E(X) dada por Λf (θ) = fθ es
continua en los siguientes casos:
• Para cualquier f ∈ E(X) si E tiene norma absolutamente continua.
• Para cualquier f ∈ E(X)c (sin hipo´tesis sobre E).
Prueba: Usamos el hecho de que E = E′′ para poder usar la expresio´n
de la norma ‖f‖E = sup{
∫
Ω
fgdµ : ‖g‖E′ ≤ 1}. De esta expresio´n es obvio,
realizando un cambio de variable, que ‖fθ − fθ0‖E(X) = ‖fθ−θ0 − f0‖E(X). As´ı
que bastara´ con probar la continuidad de Λf en θ = 0.
(I) Si Ea = E tenemos que E(X)a = E(X)b = E(X) (lema 1.51), y as´ı
cada funcio´n de E(X) es aproximable por funciones simples y tiene norma
absolutamente continua. Sea f ∈ E(X) cualquiera. Para ε > 0 arbitrario sea
s una funcio´n simple vectorial con ‖f − s‖E(X) < ε3 . Sea s =
∑N
n=1 xnχAn la
funcio´n simple donde An se pueden tomar intervalos disjuntos. La desigualdad
triangular de la norma en X nos proporciona la desigualdad
‖s− sθ‖E(X) ≤ ‖(‖s‖X + ‖sθ‖X)χ{s 6=sθ}‖E
Para cada θ ≤ minn µ(An) podemos decir que µ({s 6= sθ}) ≤ 2Nθ. Usando
la continuidad absoluta de la norma, encontramos un δ > 0 de manera que si
|θ| < δ entonces podemos concluir que ‖s−sθ‖E(X) ≤ ε3 , y queda concluida esta
parte.
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(II) Sea f ∈ C(T,X). Entonces para ε > 0 existe δ > 0 de manera que si
|s− t| < δ entonces ‖f(s)− f(t)‖X < ε‖χT‖E . Tomamos h arbitraria de la bola
unidad de E′. Si |θ| < δ, por la desigualdad de Ho¨lder∫
T
‖f(t− θ)− f(t)‖X |h(t)|dt ≤ ε‖χT‖E
∫
T
|h(t)|dλ(t) ≤ ε,
por lo que se puede aﬁrmar que ‖fθ − f0‖E(X) < ε, y as´ı se tiene la continuidad
de Λf para cada f continua.
Si f ∈ E(X)c y ε > 0 es arbitrario, por lo anterior encontramos que existen
g ∈ C(T,X), δ > 0 de tal manera que ‖f − g‖E(X) = ‖fθ − gθ‖E(X) < ε3 y
‖gθ − g‖E(X) < ε3 para |θ| < δ, con lo cual,
‖fθ − f‖E(X) ≤ ‖fθ − gθ‖E(X) + ‖gθ − g‖E(X) + ‖g − f‖E(X) < ε.
¤
Con todo lo anterior se puede establecer el siguiente resultado.
Corolario 2.35 Sea E un espacio invariante por traslacio´n y X un espacio de
Banach. Si f ∈ E(X) entonces
• P [f ] es armo´nica vectorial.
• ‖P [f ]r‖E(X) ≤ ‖f‖E(X) para cada r ∈ [0, 1).
• limrր1 ‖P [f ]r − f‖E(X) = 0 en los siguientes casos:
– Para toda f ∈ E(X)c.
– Para toda f ∈ E(X) si E = Ea
Prueba: La primera parte es consecuencia de la deﬁnicio´n 2.32, mientras
que la segunda se deduce de la desigualdad de Young para convoluciones (lema
2.29). La tercera se prueba con ayuda del resultado anterior.
Sea f una funcio´n de las descritas en los casos del tercer punto, y sea ε > 0
arbitrario. Para este ε tenemos que:
• Por el lema previo, existe δ > 0 de manera que sup|θ|≤δ ‖fθ−f‖E(X) < ε2 .
• Por la propiedad del ncleo de Poisson, para ese δ > 0 existe r0 ∈ [0, 1) tal
que si r ≥ r0 entonces ∫
|θ|>δ
Pr(θ)dθ <
ε
4‖f‖E(X)
.
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Sea h ∈ E′ arbitraria con ‖h‖E′ ≤ 1. Podemos escribir las siguientes desigual-
dades ∫
T
‖Pr ∗ f(t)− f(t)‖X |h(t)|dt
≤
∫
T
[∫
T
Pr(θ)‖f(t− θ)− f(t)‖Xdθ
]
|h(t)|dt
=
∫
T
[∫
T
|h(t)| ‖fθ(t)− f(t)‖Xdt
]
Pr(θ)dθ
≤
∫
T
‖fθ − f‖E(X)Pr(θ)dθ
=
∫
|θ|≥δ
‖fθ − f‖E(X)Pr(θ)dθ +
∫
|θ|<δ
‖fθ − f‖E(X)Pr(θ)dθ
≤ 2‖f‖E(X)
∫
|θ|≥δ
Pr(θ)dθ +
ε
2
∫
|θ|<δ
Pr(θ)dθ
< ε.
Dada la arbitrariedad de la funcio´n h ∈ E′, podemos decir que para cualquier
ε > 0 encontramos r0 ∈ [0, 1) de manera que para r ≥ r0, ‖Pr ∗ f − f‖E < ε, lo
que prueba el resultado. ¤
Ahora introducimos el espacio de Hardy vectorial. Para un estudio de las
funciones armo´nicas vectoriales remitimos al lector a [47] mientras que [49, 26,
Blsc] son referencias sobre los espacios de Hardy-Lebesgue vectoriales y [109, 27]
trata sobre los espacios de Hardy-Orlicz vectoriales.
Definicio´n 2.36 Sea E un espacio de funciones de Banach invariante por
traslaciones y X un espacio de Banach. Se define, en el conjunto de funciones
armo´nicas del disco unidad, el espacio de Hardy-Ko¨the-Bochner hE(D,X) (abre-
viado como espacio de Hardy hE(X)).
Para u : D → X armo´nica vectorial y r ∈ [0, 1) se define la funcio´n ur : T →
X como ur(t) = u(re
it). As´ı
hE(D,X) = {u : D → X armo´n., sup
r∈[0,1)
‖ur‖E(X) <∞}
En e´l se toma como norma el funcional ‖u‖E(X) = supr∈[0,1) ‖ur‖E(X).
En primer lugar se procede a resolver la situacio´n del espacio de Hardy-Ko¨the
en el caso escalar, de mayor facilidad y para su aplicacio´n posterior.
Teorema 2.37 Sea E un espacio invariante por traslaciones de manera que su
asociado, E′, tiene norma absolutamente continua. Entonces E = hE(K) es
una isometr´ıa dada por la integral de Poisson.
Prueba: La prueba es trasladable desde el caso cla´sico, pues bajo las hipo´tesis
del enunciado se tiene que E′ es separable.
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Si f ∈ E, se tiene que P [f ] es una funcio´n armo´nica escalar de manera que
‖P [f ]r‖E ≤ ‖f‖E por la desigualdad de Young. Si u ∈ hE(K) es armo´nica, la
red (ur)r∈[0,1) esta´ contenida en una bola del espacio E, que se puede identiﬁcar
con (E′)∗ —pues E = E′′ = (E′)′, y dado que E′ tiene norma absolutamente
continua, entonces su dual y asociado coinciden—. Adema´s E′ es separable,
por lo cual la bola del espacio (E′)∗ es metrizable y compacta para la topolog´ıa
de´bil*, y por tanto se puede encontrar una subsucesio´n rn ր 1 de manera que
urn converge en la topolog´ıa de´bil-* de (E
′)∗ (es decir, de E). As´ı, existe una
funcio´n g ∈ E tal que∫
T
g(θ)h(θ)dθ = lim
n→∞
∫
T
urn(θ)h(θ)dθ
para cualquier funcio´n h ∈ E′. Sea z = reit. Tomando como funcio´n h la
funcio´n Pr(t− ·) tenemos que∫
T
g(θ)Pr(t− θ)dθ = lim
n→∞
∫
T
urn(θ)Pr(t− θ)dθ.
Esta igualdad se puede reescribir como P [g](z) = limn P [urn ](z). Al ser urn
una funcio´n continua en T (pues es la restriccio´n de una funcio´n armo´nica), la
unicidad del problema de Dirichlet nos permite escribir la relacio´n P [urn ](z) =
u(rnz), y por tanto, la continuidad de u implica que P [g](z) = u(z) para cada
z ∈ D. Finalmente, dado que g es el l´ımite de´bil-* de la sucesio´n (urn)n, se tiene
que ‖g‖E ≤ lim infn ‖urn‖E ≤ ‖u‖E . Y esto se traduce en la isometr´ıa biyectiva
entre E y hE(K). ¤
Nuestro pro´ximo objetivo es encontrar las relaciones existentes entre espacios
de funciones, medidas, operadores y funciones armo´nicas indexadas por espacios
de funciones invariantes por reordenamiento. Dado que las relaciones entre
funciones, medidas y operadores ya se han establecido, vamos a obtener el
resultado ma´s general posible para de e´l deducir los otros resultados
Todos los resultados alcanzados en el caso de Hardy-Lebesgue han sido
abordados de dos maneras distintas. Por una parte se consigue realizar las
pruebas para el rango de exponentes 1 < p ≤ ∞, mientras que el caso p = 1
requiere de una consideracio´n especial. Aqu´ı se va a abordar el caso general,
remitiendo al lector a [Blsc] para el caso extremo p = 1.
Para empezar vamos a recurrir al llamado espacio de Hardy-Ko¨the-Bochner
de´bil.
Definicio´n 2.38 Sea E un espacio de funciones invariante por traslaciones y
X un espacio de Banach. Se define, en el conjunto de funciones armo´nicas
del disco unidad, el espacio de Hardy-Ko¨the-Bochner de´bil hEw(D,X) (abreviado
como espacio de Hardy de´bil hEw(X)).
hEw(D,X) = {u : D → X : x∗u ∈ hE(K) ∀x∗ ∈ X∗}
En e´l se toma como norma el funcional ‖u‖w,E(X) = sup‖x∗‖≤1 ‖x∗u‖E.
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La primera observacio´n es la inclusio´n continua hE(X) ⊂ hEw(X). Por un
lado, toda funcio´n armo´nica es de´bilmente armo´nica. Adema´s, para cada x∗ ∈
X∗, u ∈ hE(X) y r ∈ [0, 1) se tiene la igualdad de funciones (x∗u)r = x∗ur.
Como |x∗ur(t)| ≤ ‖x∗‖‖ur(t)‖X se tiene que ‖(x∗u)r‖E ≤ ‖x∗‖‖ur‖E(X), y en
consecuencia ‖u‖w,E(X) ≤ ‖u‖E(X).
Veamos co´mo, bajo cierta hipo´tesis, el espacio de funciones armo´nicas de
Hardy-Ko¨the-Bochner de´bil es isome´trico al espacio de operadores lineales y
continuos.
Teorema 2.39 Sea E un espacio invariante por traslaciones y X un espacio
de Banach arbitrario. Supo´ngase que E′ tiene norma absolutamente continua.
Entonces P [ ] : L(E′,X)→ hEw(X) es una isometr´ıa biyectiva.
Prueba: Es inmediato de la deﬁnicio´n que el operador P [ ] es lineal. Sea
T ∈ L(E′,X). Veamos que para cada x∗ ∈ X∗ se tiene que x∗P [T ] = P [x∗T ].
En efecto si reit ∈ D, entonces
x∗P [T ](reit) = 〈P [T ](reit), x∗〉
= 〈T (Pr(t− ·)), x∗〉
= (x∗T )(Pr(t− ·))
= P [x∗T ](reit).
El funcional x∗T pertenece esta vez a (E′)∗, que por la hipo´tesis coincide con
E′′ = E. Por consiguiente
‖P [T ]‖w,E(X) = sup
‖x∗‖≤1
‖x∗P [T ]‖E
= sup
‖x∗‖≤1
‖P [x∗T ]‖E
= sup
‖x∗‖≤1
‖x∗T‖E
= ‖T‖,
donde la penu´ltima igualdad es consecuencia de aplicar la isometr´ıa E = hE
(v´ıa la integral de Poisson demostrada en 2.37).
Veamos la sobreyectividad. Sea u : D → X una funcio´n de hEw(X). Para
cada x∗ ∈ X∗ se tiene que x∗u ∈ hE(K), por tanto le corresponde una funcio´n
fx∗ ∈ E (de nuevo usamos la isometr´ıa del caso real) de manera que, para cada
reit ∈ D
x∗u(reit) =
∫
T
fx∗(s)Pr(t− s)ds.
Sea entonces T : E′ → X∗∗ deﬁnido para cada ψ ∈ E′ y cada x∗ ∈ X∗ como
〈x∗, T (ψ)〉 =
∫
T
fx∗(t)ψ(t)dt.
Cabe decir que dado que P [ ] : E → hE es una isometr´ıa lineal, entonces
(P [ ])−1 : hE → E es tambie´n isometr´ıa lineal, por lo cual la aplicacio´n x∗ 7→ fx∗
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resulta ser composicio´n de dos lineales y, por tanto, lineal. Esto justiﬁca que el
elemento T (ψ) es lineal sobre X∗ para cada ψ ∈ E′. Para ver que pertenece a
X∗∗, y que adema´s T ∈ L(E′,X∗∗), tenemos que
|〈x∗, T (ψ)〉| ≤ ‖fx∗‖E‖ψ‖E′ = ‖x∗u‖E‖ψ‖E′ ≤ ‖x∗‖‖u‖w,E(X)‖ψ‖E′ .
De hecho se obtiene que ‖T‖ ≤ ‖u‖w,E(X). Para ver que u = P [T ], sea reit ∈ D
y x∗ ∈ X∗.
〈x∗, P [T ](reit)〉 = 〈x∗, T (Pr(t− ·))〉
=
∫
T
fx∗(s)Pr(t− s)ds
= P [fx∗ ](re
it)
= x∗u(reit)
= 〈u(reit), x∗〉.
Lo u´nico que resta por probar es que T toma valores en X. Al tener E′ la
norma absolutamente continua, disponemos de la convergencia Pr ∗ f → f en
E′ cuando r ր 1. Entonces
T (ψ) = lim
rր1
T (Pr ∗ ψ)
= lim
rր1
T (
∫
T
Pr(· − s)ψ(s)ds)
= lim
rր1
∫
T
T (Pr(· − s))ψ(s)ds
= lim
rր1
∫
T
T (Pr(s− ·))ψ(s)ds
= lim
rր1
∫
T
P [T ]r(s)ψ(s)ds
= lim
rր1
∫
T
ur(s)ψ(s)ds ∈ X.
Se ha aplicado el teorema de Hille (p. 3) a la funcio´n Pr(·−s) por ser integrable
Bochner respecto de la medida ψ(s) ds (la desigualdad de Ho¨lder, por ejemplo,
lo garantiza). Al ﬁnal, dado que ur ∈ E(X) y ψ ∈ E′, la integral esta´ bien
deﬁnida como un elemento de X. ¤
Resuelto el problema del espacio de funciones armo´nicas de Hardy-Ko¨the-
Bochner de´bil, pasamos a establecer el pro´ximo resultado sobre el espacio de
Hardy fuerte. El resultado anterior nos indica que la integral de Poisson establece
una isometr´ıa entre todos los operadores lineales y continuos de E′ en X y el
espacio hEw(X). Como subespacio que es h
E(X), con una norma propia, de
hEw(X), la bu´squeda de su imagen isome´trica v´ıa la integral de Poisson estara´
ubicada dentro de L(E′,X), y sera´ un subespacio que goce de una norma propia,
no la inducida por el espacio. El resultado es el siguiente.
2.6. Conexio´n con funciones armo´nicas 69
Teorema 2.40 Sea E un espacio invariante por traslaciones y X un espacio
de Banach arbitrario. Supo´ngase que E′ tiene norma absolutamente continua.
Entonces P [ ] : D(E′,X)→ hE(X) es una isometr´ıa biyectiva.
Prueba: Sea T ∈ D(E′,X) ⊂ L(E′,X). Entonces sabemos que P [T ] ∈
hEw(X) y ‖P [T ]‖w,E(X) = ‖T‖. Veamos que P [T ] ∈ hE(X) y ‖P [T ]‖E(X) =
‖|T‖|E .
Para empezar, el corolario 2.18, nos da la existencia de una funcio´n ϕ ∈ E
no negativa tal que ‖Tψ‖X ≤
∫
T
ϕ(t)|ψ(t)|dt para cada ψ ∈ E′, y con ‖ϕ‖E =
‖|T‖|E . Sea reit ∈ D, entonces
‖P [T ](reit)‖X = ‖T (Pr(t− ·))‖X
≤
∫
T
ϕ(s)|Pr(t− s)|ds
= P [ϕ](reit)
Dado que ϕ ∈ E, podemos asegurar de la desigualdad escrita que P [T ] ∈ hE(X)
puesto que ‖P [T ]‖E(X) ≤ ‖P [ϕ]‖E = ‖ϕ‖E = ‖|T‖|E . As´ı tenemos que P [ ] es
inclusio´n continua.
Sea ahora u ∈ hE(X) ⊂ hEw(X). Entonces u = P [T ] para un cierto operador
T de L(E′,X). Para evaluar ‖|T‖|E , sea s =
∑
A∈π αAχA una funcio´n simple
de la bola unidad de E′. Entonces∑
A∈π
|αA| ‖T (χA)‖X = lim
rր1
∑
A∈π
|αA| ‖T (Pr ∗ χA)‖X
= lim
rր1
∑
A∈π
|αA| ‖T (
∫
A
Pr(· − s)ds)‖X
≤ sup
r∈[0,1)
∑
A∈π
|αA|
∫
A
‖T (Pr(· − s))‖Xds
= sup
r∈[0,1)
∫
T
(∑
A∈π
|αA|χA(s)
)
‖T (Pr(· − s))‖Xds
≤ sup
r∈[0,1)
‖ ‖P [T ]r‖X‖E
= sup
r∈[0,1)
‖P [T ]r‖E(X)
= ‖P [T ]‖E(X).
Se ha vuelto a usar la hipo´tesis sobre E′ en la convergencia indicada por el
l´ımite usado, el teorema de Hille para introducir el operador T en la integral, la
desigualdad de Minkowski integral y la desigualdad de Ho¨lder. Tenemos, pues,
que u = P [T ] con T ∈ D(E′,X) y ‖|T‖|E ≤ ‖u‖E(X). Uniendo este hecho al
anterior, P [ ] sale isometr´ıa biyectiva y el resultado queda probado. ¤
Como consecuencia de este teorema y de resultados previos obtenemos los
siguientes corolarios.
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Corolario 2.41 Sea E un espacio invariante por traslaciones y X un espacio
de Banach arbitrario. Supo´ngase que E′ tiene norma absolutamente continua.
Entonces:
• E(X) ⊂ hE(X) de manera isome´trica v´ıa la integral de Poisson.
• E(X) = hE(X) si y so´lo si X ∈ (RNP ).
• VE(X) = hE(X).
• Π1,+(E′,X) = hE(X).
• [E′(X)]∗ = hE(X∗)
Cap´ıtulo III
Espacios de medidas
vectoriales sobre espacios
invariantes por
reordenamiento
Los espacios invariantes por reordenamiento tienen una motivacio´n clara a
partir de los espacios cla´sicos, pues en ellos se observa de manera inmediata que
la norma de una funcio´n (o sucesio´n) depende de los valores que ella toma y de la
medida de los conjuntos sobre los que toma dichos valores. Otra propiedad que
se cumple en la gran parte de los espacios de funciones cla´sicos es la propiedad
(J). En efecto, si f es una funcio´n de L∞(µ,X), para cualquier particio´n π de
Ω, la desigualdad
‖
∑
A∈π
∫
A
fdµ
µ(A)
χA‖∞ ≤ ‖f‖∞
es trivial. Se puede probar, aunque menos trivialmente, que la situacio´n se
repite en el resto de espacios de Lebesgue-Bochner ([DiUh, pp. 67, 123]), y que
continua manteniendo vigencia en la familia de espacios de Orlicz-Bochner ([115,
Thm. I.9 & Thm. II.4]). Ma´s au´n, cuando se estudian los espacios de funciones
de Banach que son invariantes por reordenamiento se prueba que todos ellos
satisfacen la desigualdad previa ([BeSh, p. 61]). La propiedad (J) —deﬁnida
por ejemplo en [Gret, p. 7] y resaltada aqu´ı en la pa´gina 29— es, por tanto,
ma´s general que la de ser invariante por reordenamiento.
La primera seccio´n de este cap´ıtulo tiene como objetivo poner de maniﬁesto
que el concepto de E-variacio´n que se ha deﬁnido en esta memoria generaliza al
concepto de E-variacio´n presentado por N. E. Gretsky y J. J. Uhl en [GrUh].
En la referencia citada, la E-variacio´n se deﬁne para cada espacio de funciones
de Banach E cuya norma ρ cumple las propiedades:
• ρ(f) ≥ 0, y ρ(f) = 0 si y so´lo si f = 0
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• ρ(af) = aρ(f) para a ≥ 0.
• ρ(f + g) ≤ ρ(f) + ρ(g)
• f ≤ g implica ρ(f) ≤ ρ(g)
donde f, g ∈ M+.
Adema´s se le pide a la norma ρ la propiedad de Fatou de´bil, (WFP ), y la
propiedad (J). En nuestro caso, aunque hemos le hemos exigido a la norma
la propiedad de Fatou fuerte, (SFP ) —y en principio parece que perdemos
el grado de generalidad pretendido—, no precisamos de la propiedad (J). El
proceso de generalizacio´n pretendido culmina con e´xito en el momento en que se
prueba la equivalencia de conceptos para todo espacio de funciones al que se le
exija la propiedad (J), ya que en el cap´ıtulo siguiente se trabaja con un espacio
de funciones para el cual la E-variacio´n cla´sica queda inaplicable, mientras que
la presente puede plantearse y se obtienen resultados concretos.
En la segunda seccio´n, una observacio´n hecha sobre las medidas que tienen
E-variacio´n ﬁnita nos genera la deﬁnicio´n de dos nuevos espacios relacionados.
Se deﬁne el concepto de (E,∞)-variacio´n y, si bien en un caso general no
se perﬁla una aplicacio´n de e´ste, en el caso de los espacios invariantes por
reordenamiento se obtiene que coincide con la M(E)-variacio´n, donde M(E)
es uno de los espacios de Lorentz asociado al espacio E.
En la tercera seccio´n se hace un estudio de los espacios de medidas de Lorentz
V p,q(µ,X). Un repaso sobre los espacios de Lorentz Lp,q y sus precursores, los
espacios de Lebesgue-Marcinkiewicz Lp,∞, nos permiten situar a los espacios de
medidas en el contexto presente. Aunque se tiene la posibilidad de deﬁnir el
espacio de medidas de Lorentz V p,q(µ,X) como el espacio de las medidas de E-
variacio´n ﬁnita, donde E = Lp,q, se va a apostar por una deﬁnicio´n alternativa
—en funcio´n de los llamados mo´dulos de continuidad de las medidas—, que
tambie´n se puede extender a la clase de los espacios invariantes por reordena-
miento.
Por u´ltimo, en la cuarta seccio´n se hace una exposicio´n sobre los espacios
de medidas de Orlicz V Φ(µ,X). Estos espacios de medidas se introdujeron en
[114, 115] donde, aunque no se menciona expl´ıcitamente la propiedad (J), e´sta
juega un lugar clave. De hecho, estos trabajos forman, presumiblemente, el
germen de la idea que culminar´ıa en [Gret].
3.1 E-variacio´n en espacios invariantes por reor-
denamiento
La expresio´n de la E-variacio´n de una medida vectorial F requiere de la
evaluacio´n de las expresiones ∑
A∈π
|αA| ‖F (A)‖X
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para cada funcio´n simple s =
∑
A∈π αAχA de la bola unidad de E
′. Este proceso
puede considerarse algo complejo, ya que requiere del conocimiento del espacio
E′, asociado a E.
El conocimiento de los casos cla´sicos nos provee de una expresio´n que busca
su generalizacio´n en [Gret]. En efecto, la p-variacio´n de una medida vectorial F
se puede escribir como
|F |p = sup
π∈DΩ
(∑
A∈π
‖F (A)‖pX
µ(A)p−1
) 1
p
.
Esta expresio´n no es ma´s que
|F |p = sup
π∈DΩ
‖
∑
A∈π
F (A)
µ(A)
χA‖Lp(µ,X).
El paso siguiente involucra a los espacios de Orlicz, una familia de espacios que
generaliza a la de los espacios de Lebesgue. En este caso, y como se vera´ en la
seccio´n 3.4.2, la denominada Φ-variacio´n se deﬁne, de forma algo indirecta, en
[115] como
|F |Φ = sup
π∈DΩ
‖
∑
A∈π
F (A)
µ(A)
χA‖LΦ(µ,X).
Lo cierto es que se deﬁne primero un funcional IΦ(F ) para cada medida, dado
por
IΦ(F ) = sup
π∈DΩ
∑
A∈π
Φ
(‖F (A)‖X
µ(A)
)
µ(A)
que no es una norma, pero que contiene la idea de las particiones. La norma
viene dada por
|F |Φ = inf{k > 0 : IΦ(F/k) ≤ 1},
que se llama norma de Luxemburg y da la Φ-variacio´n.
La generalizacio´n de este concepto se debe a N. E. Gretsky en [Gret]. La
E-variacio´n que se presenta alcanza a todo espacio de funciones de Banach E
al que se le exige la propiedad (J).
En los casos vistos, la E-variacio´n se puede calcular tomando supremos de
normas de funciones simples, pero esta vez sin salir del espacio de partida E.
La generalizacio´n de las anteriores variaciones se materializa en [Gret, GrUh].
Definicio´n 3.1 ([GrUh, p. 267]) Sean E un espacio de funciones de Banach
y X un espacio de Banach arbitrario. Sea F : Σ → X una medida finitamente
aditiva. Para cada π particio´n finita de Ω se define la funcio´n proyeccio´n de F
en π, denotada con Eπ(F ), a la funcio´n simple vectorial∑
A∈π
F (A)
µ(A)
χA.
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Se define entonces la ∗E-variacio´n como
|F |∗E = sup
π∈DΩ
‖Eπ(F )‖E(X).
donde DΩ es el conjunto de las particiones finitas de Ω.
Se puede ver en [Dinc, p. 249] que la E-variacio´n coincide con la ∗E-variacio´n en
el caso de E = Lp, y en [116, 42] que coinciden en el caso E = LΦ. Vamos a ver
a continuacio´n, de forma ma´s general, que cuando el espacio E en cuestio´n es un
espacio invariante por reordenamiento, se tiene la igualdad entre E-variacio´n y
∗E-variacio´n, y remitimos al lector a la seccio´n 4.1 para encontrar un ejemplo de
espacio E (no invariante por reordenamiento) donde ambas variaciones diﬁeren
(de hecho, una de ellas no es aplicable).
Proposicio´n 3.2 Sean E un espacio de funciones de Banach, X un espacio de
Banach arbitrario y F una medida vectorial con valores en X. Entonces:
• |F |E ≤ |F |∗E
• Si adema´s E es invariante por reordenamiento, entonces
|F |E = |F |∗E.
Prueba: (I) Escribimos los dos supremos
|F |E = sup{
∑
A∈π
|αA|‖F (A)‖X : π ∈ D,Ω ‖
∑
A∈π
αAχA‖E′ ≤ 1},
|F |∗E = sup{‖
∑
A∈π
‖F (A)‖X
µ(A) χA‖E : π ∈ DΩ}.
Es inmediato que si π ∈ DΩ y s =
∑
A∈π αAχA con ‖s‖E′ ≤ 1, entonces∑
A∈π
|αA|‖F (A)‖X =
∫
Ω
(
∑
A∈π
|αA|χA)(
∑
A∈π
‖F (A)‖X
µ(A) χA)dµ
≤ ‖
∑
A∈π
‖F (A)‖X
µ(A) χA‖E
≤ |F |∗E .
Con lo que queda probada la primera parte.
(II) Si ahora E (y por tanto E′) es invariante por reordenamiento, vamos a
ver la coincidencia de ambos supremos. Tomamos π ∈ DΩ, y entonces
‖
∑
A∈π
‖F (A)‖X
µ(A) χA‖E = sup{
∫
Ω
(
∑
A∈π
‖F (A)‖X
µ(A) χA)gdµ : ‖g‖E′ ≤ 1}
= sup{
∑
A∈π
(
∫
A
gdµ
µ(A) )‖F (A)‖X : ‖g‖E′ ≤ 1}
= sup{
∑
A∈π
|αA|‖F (A)‖X : ‖
∑
A∈π
αAχA‖E′ ≤ 1},
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donde, en el u´ltimo paso se usa la desigualdad
‖
∑
A∈π
(
∫
A
gdµ
µ(A) )χA‖E′ ≤ ‖g‖E′ ≤ 1
por ser E′ invariante por reordenamiento. Esto prueba que |F |E = |F |∗E . ¤
Como se comentaba, la clave de la igualdad en la proposicio´n anterior estriba
en la propiedad (J) que todo espacio invariante por reordenamiento satisface
(p. 40). As´ı, la proposicio´n adquiere un talante ma´s general si se reemplaza la
condicio´n sobre E de ser espacio invariante por reordenamiento por la propiedad
(J).
Nota 3.3 Es de destacar, para una mayor aclaracio´n, que la igualdad de normas
es consecuencia de la propiedad de Fatou fuerte, (SFP ). Sin esa hipo´tesis se
consigue una equivalencia entre |·|E y |·|∗E, dado que las normas en E y en E′′
no coincidir´ıan, sino que ser´ıan a su vez equivalentes.
Por otra parte, una consecuencia de la igualdad de normas demostrada es la
siguiente: Si E es un espacio invariante por reordenamiento (o bien satisface la
propiedad (J)), entonces
|F |E = sup
π
‖Eπ(F )‖E(X)
= sup
π
‖ ‖Eπ(F )‖X‖E
= sup
π
‖Eπ(|F |)‖E .
El siguiente concepto de funcio´n maximal asociada a una medida tiene
su contexto en el espacio de medida ([0, 1],B,m). A continuacio´n se vera´ la
relacio´n de esta funcio´n maximal asociada a una medida vectorial, con la funcio´n
maximal de Hardy-Littlewood (ver p. 31).
Definicio´n 3.4 Dada una medida F finitamente aditiva y de variacio´n total
acotada, definimos la llamada funcio´n maximal F ∗ asociada a F , dada por
F ∗(w) = sup{ |F |(A)
µ(A)
: A ∋ w,A interv. }, w ∈ Ω.
Esta funcio´n maximal sirve para volver a relacionar una clase de medidas con
la correspondiente clase de funciones. Se puede ver en [Blsc] el caso V p(X)-Lp.
Aqu´ı presentamos el caso general para espacios invariantes por reordenamiento,
donde se intuye la limitacio´n de un resultado de este tipo.
Proposicio´n 3.5 Sea E un espacio invariante por reordenamiento definido
sobre ([0, 1],B,m), de manera que el ı´ndice de Boyd αE < 1, y X un espacio de
Banach. Entonces F es una medida de VE(X) si y so´lo si F
∗ es una funcio´n
de E.
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Prueba: Si F ∈ VE(X), por 2.6 tenemos la existencia de una funcio´n ϕ ∈ E
que representa a la medida variacio´n total |F | (adema´s ‖f‖E = |F |E). Entonces
F ∗(w) = sup{ |F |(A)
m(A)
: A ∋ w,A interv. } =Mϕ(w).
El teorema de Lorentz-Shimogaky (que precisa de la hipo´tesis sobre E) sobre la
acotacio´n del operador maximal de Hardy-Littlewood M , resuelve una implica-
cio´n ([BeSh, p. 154]). Para la otra, suponiendo que F es una medida vectorial
con F ∗ ∈ E, tenemos que la medida |F | es ﬁnita (pues F ∗ es ﬁnita cpp.). Para
cada intervalo A y cada w ∈ A tenemos que
F ∗(w) ≥ |F |(A)
m(A)
En ese caso,
∫
A
F ∗(w)dm(w) ≥ |F |(A), y si s = ∑B∈π αBχB es una funcio´n
simple donde la particio´n π esta´ formada por intervalos B, disjuntos dos a dos,
y ‖s‖E′ ≤ 1, ∑
B∈π
αB |F |(B) =
∑
B∈π
αB
∫
B
F ∗(w)dm(w)
=
∫
Ω
(
∑
B∈π
αBχB)F
∗dm
≤‖F ∗‖E
Dado que el conjunto de funciones simples soportadas sobre intervalos es denso
se tiene el resultado. ¤
3.2 (E,∞)-variacio´n en espacios invariantes por
reordenamiento
La motivacio´n de este concepto abstracto es paralela a la que genera los
espacios de Lebesgue-Marcinkiewicz a partir de los de Lebesgue, aunque esta
vez con medidas. En esta seccio´n se toma un espacio de funciones de Banach E
invariante por reordenamiento arbitrario.
Sea una medida vectorial F : Σ→ X con |F |E <∞. Una mirada al lema 2.2
y a la expresio´n alternativa de la norma |F |E dada en 2.5 nos da las acotaciones
‖F (A)‖X ≤ |F |E‖χA‖E′ |F |(A)X ≤ |F |E‖χA‖E′
para cada medible A ∈ Σ. Toma´ndolas como punto de partida deﬁnimos los
espacios de medida siguientes.
Definicio´n 3.6 Sea E un espacio de funciones de Banach cualquiera y sea X
un espacio de Banach arbitrario. Dentro del conjunto de las medidas finitamente
aditivas con valores en X y absolutamente continuas respecto de µ, se definen los
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espacios VE,∞(Ω,Σ, µ,X) y VE,∞(Ω,Σ, µ,X) de Banach-Marczinkiewicz fuerte
y de´bil, respectivamente, como aquellos que contienen las medidas anteriores
que cumplan las desigualdades
|F |(A)X ≤ C‖χA‖E′
‖F (A)‖X ≤ C ′‖χA‖E′
para cualquier A ∈ Σ, y donde C y C ′ son constantes que dependen u´nicamente
de E y de F ) respectivamente. Se omitira´ en la notacio´n el espacio de medida
si no hay confusio´n. Las normas a considerar en estos espacios son
‖F‖VE,∞(X) = sup
µ(E)>0
|F |(E)
‖χE‖E′ ‖F‖VE,∞(X) = supµ(E)>0
‖F (E)‖
‖χE‖E′ .
Proposicio´n 3.7 Los espacios VE,∞(X) y VE,∞(X), dotados de las normas
antes citadas, son espacios de Banach.
Prueba: Probaremos un caso, siendo el otro similar. La condicio´n de normas
es de fa´cil comprobacio´n. Si {Fn}n es una sucesio´n de Cauchy en VE,∞(X), la
condicio´n de Cauchy hace que para cada A ∈ Σ se tenga que {Fn(A)}n es de
Cauchy en X y, por tanto, Fn converge puntualmente a una cierta funcio´n de
conjunto que denotaremos por F . Es decir
F (A) := lim
n
Fn(A), A ∈ Σ.
Esta funcio´n de conjunto resulta ser medida ﬁnitamente aditiva (por propiedades
del l´ımite) y µ-continua (por corolario al teorema de Vitali-Hahn-Saks, [DiUh, p.
24]). La prueba de que Fn converge a F en norma es inmediata. Sea ε > 0. La
condicio´n de Cauchy da la existencia de un nε ∈ N de manera que si n,m ≥ nε,
entonces
‖Fn(A)− Fm(A)‖X ≤ ε‖χA‖E′
para todo medible A. Tomando l´ımites en m→∞ obtenemos que
‖Fn(A)− F (A)‖X ≤ ε‖χA‖E′
para todo medible A y, por tanto, ‖Fn − F‖VE,∞(X) ≤ ε. ¤
Las relaciones de inclusio´n
VE(X) ⊂ VE(X)
∩ ∩
VE,∞(X) ⊂ VE,∞(X)
son inmediatas de la deﬁnicio´n. Por otro lado, veamos co´mo los espacios de
Lorentz asociados a E, es decir, Λ(E) y M(E), se convierten en los adecuados
para asimilar esta familia de espacios de medidas vectoriales.
En el paso de medidas a operadores, una medida F de VE,∞(X) genera un
operador que toma valores en un espacio de funciones escalares TF de la forma
TF (χA) = F (A), A ∈ Σ.
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Por linealidad se puede escribir
‖TF (
∑
A
αAχA)‖X = ‖
∑
A
αAF (A)‖X
y obtener as´ı la imagen de cada funcio´n simple. La acotacio´n asociada al espacio
de medidas de (E,∞)-variacio´n acotada
‖F (A)‖X ≤ C‖χA‖E′
contribuye a formar la desigualdad
‖TF (
∑
A
αAχA)‖X = ‖
∑
A
αAF (A)‖X ≤ C
∑
A
|αA| ‖χA‖E′ .
La desigualdad triangular aplicada supone una gran pe´rdida de informacio´n,
excepto en el caso del espacio de Lorentz Λ(E′). Remitimos al lector a 1.45
y siguiente (p. 37) para que observe co´mo en el espacio de Lorentz Λ(E′), la
desigualdad triangular antes citada no supone ninguna pe´rdida.
Con esta observacio´n, el siguiente resultado nos indica que el concepto de
(E,∞)-variacio´n no se aleja demasiado del concepto de E-variacio´n, u´nicamente
se corresponde con un cambio en el espacio que proporciona el tipo de variacio´n
(siempre que E sea invariante por reordenamiento).
Proposicio´n 3.8 Sea E un espacio invariante por reordenamiento y X un
espacio de Banach arbitrario. Entonces se tienen las isometr´ıas:
• VE,∞(X) = VM(E)(X).
• VE,∞(X) = VM(E)(X).
Prueba: La clave de esta proposicio´n es el lema 1.45.
Las sencillas estimaciones (procedentes de las expresiones, en forma de su-
premo, que deﬁnen ‖F‖M(E) y |F |M(E))
‖F (A)‖X ≤ ‖F‖M(E)‖χA‖E′ |F |(A) ≤ |F |M(E)‖χA‖E′
va´lidas para cada medible A, implican las desigualdades
‖F‖VE,∞(X) ≤ ‖F‖M(E)
‖F‖VE,∞(X) ≤ |F |M(E).
Para conseguir las igualdades es crucial la relacio´n [M(E)]′ = Λ(E′)b (p. 39).
Escribiendo las normas en sus expresiones ma´s convenientes (ver p. 37),
‖F‖M(E) = sup{‖
∑
A
αAF (A)‖X : ‖
∑
A
αAχA‖Λ(E′) ≤ 1}
= sup{‖
∑
B
βBF (B)‖X :
∑
B
βB‖χB‖E′ ≤ 1}
≤ ‖F‖VE,∞(X).
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De igual modo
|F |M(E) = sup{
∑
A
|αA||F |(A) : ‖
∑
A
αAχA‖Λ(E′) ≤ 1}
= sup{
∑
B
βB |F |(B) :
∑
B
βB‖χB‖E′ ≤ 1}
≤ ‖F‖VE,∞(X).
¤
Una prueba alternativa de la proposicio´n anterior, correspondiente al espacio
VE,∞(X), puede ser obtenida por medio de lo que se deﬁnira´ ma´s adelante como
mo´dulo de continuidad de una medida vectorial (p. 92).
El corolario que relaciona estos espacios de medida con los de operadores es
inmediato.
Corolario 3.9 Sea E un espacio invariante por reordenamiento y X un espacio
de Banach arbitrario. Entonces se tienen los contenidos isome´tricos:
• VE′,∞(X) ⊂ L(Λ(E)b,X).
• VE′,∞(X) ⊂ Π1,+(Λ(E)b,X).
que se convierten en igualdades si y so´lo si ϕE(0
+) = 0.
Prueba: Ver proposicio´n 2.11 y teorema 2.20. La igualdad es equivalente
a la condicio´n Λ(E)a = Λ(E)b, pero se ha visto en 1.44 que e´sta equivale a
ϕE(0
+) = 0. ¤
Del mismo modo que los espacios de Lorentz Λ(E) y M(E) asociados a un
espacio invariante por reordenamiento E cumpl´ıan la propiedad de ser mı´nimo y
ma´ximo, respectivamente, compartiendo funcio´n fundamental ϕE , los espacios
de medidas trasladan esta propiedad, formando el siguiente diagrama de inclu-
siones continuas
VΛ(E)(X) ⊂ VE(X) ⊂ VM(E)(X) = VE,∞(X)
∩ ∩ ∩
VΛ(E)(X) ⊂ VE(X) ⊂ VM(E)(X) = VE,∞(X)
Estos espacios de medidas vectoriales relacionados entre s´ı se podr´ıan llamar
espacios de medidas vectoriales de Lorentz relacionados con el espacio VE(X),
pero dicha denominacio´n se deja para los espacios de medidas que vienen a
continuacio´n, que basan su variacio´n en funciones que pertenecen a los espacios
de funciones de Lorentz Lp,q. Antes de entrar en ellos haremos una observacio´n.
Los mo´dulos de continuidad de una medida vectorial se deﬁnen ma´s adelante
(p. 92) por venir motivados para el estudio de los espacios de medidas de
Lorentz. Sin embargo, e´stos tienen cabida en esta seccio´n y remitimos al lector
a su deﬁnicio´n (3.27, p. 92). La observacio´n que se pretende hacer es relativa a
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las nuevas expresiones que se les puede dar a las normas de los espacios VE,∞(X)
y VE,∞(X). En efecto, para un medible A de medida t,
‖F‖VE,∞(X) = sup
µ(E)>0
|F |(E)
‖χE‖E′ = supt∈I
ωF (t)
ϕE′(t)
= ‖ ωF
ϕE′
‖∞
‖F‖VE,∞(X) = sup
µ(E)>0
‖F (E)‖
‖χE‖E′ = supt∈I
ω˜F (t)
ϕE′(t)
= ‖ ω˜F
ϕE′
‖∞.
Teniendo en cuenta que ϕE(t)ϕE′(t) = t, tambie´n se puede escribir
‖F‖VE,∞(X) = ‖
ϕE(t)
t
ωF (t)‖∞
‖F‖VE,∞(X) = ‖
ϕE(t)
t
ω˜F (t)‖∞,
lo cual sirve para comprobar lo acertado de la notacio´n escogida para estos
espacios.
3.3 Espacios de medidas vectoriales de Lorentz
Los espacios de Lorentz Lp,q, introducidos por R. A. Hunt en [55, Hunt],
vienen motivados por el teorema de interpolacio´n de Marcinkiewicz. El autor
parte de e´ste para deﬁnir una familia graduada de espacios que se ajusta a
dicho teorema y que, de hecho, le permite obtener un resultado (en la l´ınea del
citado) en el que relaja las hipo´tesis y refuerza las conclusiones. La familia de
espacios de Lorentz incluye, por tanto, a los conocidos espacios de Lebesgue y
a los espacios de Marcinkiewicz (o de Lebesgue de´biles) en una teor´ıa uniﬁcada
y fruct´ıfera.
Damos una introduccio´n sobre los espacios de funciones de Lorentz para
introducir los correspondientes espacios de medidas vectoriales y probar los
diversos resultados de representacio´n de operadores lineales y continuos, duali-
dad.
3.3.1 Espacios de funciones de Marcinkiewicz y Lorentz
escalares
Recordamos en primer lugar la notacio´n de funcio´n de distribucio´n µf (λ) =
µ({w ∈ Ω : |f(w)| > λ}).
Si f es una cierta funcio´n escalar del espacio de Lebesgue Lp (1 ≤ p < ∞)
su norma viene dada por
‖f‖p =
(∫
Ω
|f(w)|pdµ(w)
) 1
p
.
Es fa´cil observar que para cada λ > 0
‖f‖pp ≥
∫
{|f |>λ}
|f(w)|pdµ(w) ≥ λpµf (λ).
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Por tanto
µf (λ) ≤
(‖f‖p
λ
)p
.
Si p =∞, es fa´cil comprobar que
‖f‖∞ = inf{C > 0 : µf (λ) = 0}
= sup{C > 0 : µf (λ) > 0}.
De este modo quedan motivados unos nuevos espacios, relacionados con los
espacios de Lebesgue y que los contienen. Son los llamados espacios de Lebesgue-
Marcinkiewicz Lp,∞ o Lp-de´biles (weak-Lp).
Definicio´n 3.10 Sea 1 ≤ p < ∞. Se define el espacio de Marcinkiewicz de
exponente p (tambie´n llamado Lp-de´bil, y denotado por Lp,∞ o weakLp), como
el que reu´ne todas las funciones medibles escalares f : Ω → K para las cuales
existe una constante C > 0 (dependiendo so´lo de f y de p) tal que
µ({w ∈ Ω : |f(w)| > λ}) ≤
(
C
λ
)p
El funcional
‖f‖p,∞ = inf
{
C > 0 : µ({w ∈ Ω : |f(w)| > λ}) ≤
(
C
λ
)p}
= sup
λ>0
λ µ({w ∈ Ω : |f(w)| > λ}) 1p
define el espacio Lp,∞, si bien no se trata de una norma. E´ste se suele denotar
tambie´n por ‖f‖weakLp .
Por otro lado, el espacio de Marcinkiewicz de exponente infinito (denotado
por L∞,∞ o L∞-de´bil), coincide con el espacio de Lebesgue L∞ por la observacio´n
hecha anteriormente.
El contenido Lp ⊂ Lp,∞ para 1 ≤ p < ∞ es trivial, tal y como se apuntaba en
la motivacio´n de esta clase de espacios. La igualdad
sup
λ>0
λ µf (λ)
1
p = sup
t>0
t
1
p f∗(t).
es sencilla de probar (ver [113, p. 191]). Con ella se demuestra de forma ma´s
sencilla la relacio´n de inclusiones
Lq ⊂ Lq,∞ ⊂ Lp ⊂ Lp,∞.
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para 1 ≤ p < q ≤ ∞, ya que
‖f‖p =
(∫
Ω
|f(w)|pdµ(w)
) 1
p
=
(∫ µ(Ω)
0
f∗(t)pdt
) 1
p
=
(∫ µ(Ω)
0
[t
1
q f∗(t)]pt−
p
q dt
) 1
p
≤ ‖f‖q,∞
(∫ µ(Ω)
0
t−
p
q dt
) 1
p
≤ C‖f‖q,∞.
La expresio´n de las normas
‖f‖p,∞ = sup
t>0
t
1
p f∗(t)
‖f‖p =
(∫ ∞
0
f∗(t)pdt
) 1
p
=
(
p
p
∫ ∞
0
[t
1
p f∗(t)]p
dt
t
) 1
p
para 1 ≤ p < ∞ facilita la introduccio´n de un segundo exponente que uniﬁque
a los espacios Lp y Lp,∞ en una familia parametrizada ([Hunt, BeSh]).
Definicio´n 3.11 (Espacio de funciones de Lorentz) Sean 0 < p, q ≤ ∞.
Se define el espacio de Lorentz de exponentes p y q, denotado por Lp,q, como
aquel que reu´ne todas las funciones medibles escalares f : Ω→ K para las cuales
el funcional
‖f‖∗Lp,q =

(
q
p
∫ ∞
0
[t
1
p f∗(t)]q
dt
t
) 1
q
, ( 0 < q <∞)
sup
t>0
t
1
p f∗(t), (q =∞)
es finito. Se suele denotar tambie´n como ‖f‖∗p,q.
Se observa que el espacio L∞,q para 0 < q <∞ se reduce a la funcio´n nula. Por
otro lado Lp = Lp,p, mientras que Lp,∞ es el espacio de Marcinkiewicz deﬁnido
anteriormente.
Aunque la expresio´n ‖·‖∗Lp,q no cumple, a priori, la desigualdad triangular
(dado que si f, g son funciones, se tiene que solamente que (f + g)∗(t1 + t2) ≤
f∗(t1) + g
∗(t2) para t1, t2 > 0), se tiene un resultado parcial.
Proposicio´n 3.12 ([BeSh, p. 218]) Supo´ngase que 1 ≤ q ≤ p < ∞ o bien
p = q =∞. Entonces (Lp,q, ‖·‖∗Lp,q ) es un espacio invariante por reordenamiento.
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La condicio´n 1 ≤ q ≤ p <∞ es necesaria para probar que ‖·‖∗Lp,q es una norma.
La relacio´n de inclusiones en la familia de los espacios de Lorentz tiene una
primera resolucio´n con la desigualdad
‖f‖∗p,q2 ≤ ‖f‖∗p,q1
para cada f , la cual implica
Lp,q1 ⊂ Lp,q2 , 0 < q1 ≤ q2 ≤ ∞
para 0 < p ≤ ∞ y 0 < q1 ≤ q2 ≤ ∞. La desigualdad de normas antes citada es
ajustada en el sentido que
‖χA‖∗p,q = µ(A)
1
p
para A ∈ Σ y 0 < p < ∞, independientemente de 0 < q ≤ ∞ ([Hunt, p. 253]).
Los espacios de Lorentz cuyo primer exponente diﬁere esta´n relacionados en los
siguientes casos:
• En espacios de medida ﬁnita:
Lp,1 ⊂ Lp ⊂ Lp,∞ ⊂ Lq,1 ⊂ Lq ⊂ Lq,∞
para 0 < q < p ≤ ∞.
• En espacios de medida donde µ(A) ≥ 1 para todo medible A tal que
µ(A) > 0 (tal y como ocurre en espacios de sucesiones): Denotando los
espacios de Lorentz con la letra minu´scula,
ℓp,1 ⊂ ℓp ⊂ ℓp,∞ ⊂ ℓq,1 ⊂ ℓq ⊂ ℓq,∞
para 0 < p < q ≤ ∞.
La desigualdad
‖f‖∗p,q ≤ ‖f∗∗‖∗p,q ≤ p′‖f‖∗p,q,
va´lida para cada funcio´n medible f y para 1 < p ≤ ∞ y 1 ≤ q ≤ ∞ (ver
[BeSh, p. 219]), permite deﬁnir un segundo funcional en Lp,q que s´ı satisface la
desigualdad de Minkowski (de hecho es una norma)
‖f‖p,q = ‖f∗∗‖∗p,q.
Con esta norma, Lp,q es un espacio de funciones invariante por reordenamiento
para 1 < p ≤ ∞ y 1 ≤ q ≤ ∞ ([BeSh, p. 219]).
El espacio L1,1 coincide con L1 y se considera con la norma ‖ · ‖1 = ‖ · ‖∗1,1.
El resto de espacios de la familia (L1,q con 1 < q ≤ ∞) queda sin posibilidad
de ser normados (ver ejemplos de [Hunt, p. 260]).
Consideramos los aspectos relevantes de los espacios de Lorentz como espacios
de funciones invariantes por reordenamiento. En primer lugar, es fa´cil ver que
ϕLp,q (t) = t
1
p
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es la funcio´n fundamental de Lp,q para cualquier par de exponentes. Adema´s,
para 1 ≤ p <∞ se tiene que Λ(Lp) = Lp,1 con la norma ‖·‖∗p,1, y para 1 < p ≤ ∞
se sigue que M(Lp) = Lp,∞ con la norma ‖·‖p,∞.
El conjunto de las funciones simples es denso en Lp,q si q 6= ∞ ([Hunt, p.
258]). El resultado es independiente del espacio de medida, y la te´cnica usada
para probarse se puede trasladar al caso de funciones vectoriales. Si q = ∞
y 1 ≤ p < ∞, el resultado de densidad es falso incluso en espacios de medida
ﬁnita. Un ejemplo en ([0, 1], dt) es la funcio´n f(t) = f∗(t) = t−
1
p , que no es
aproximable en la norma de Lp,∞ por funciones simples.
Con estas aﬁrmaciones se puede resolver el ca´lculo de la parte absolutamente
continua y de la clausura del conjunto de funciones acotadas, (Lp,q)a y (L
p,q)b.
Aplicando 1.38 y 1.43 se puede aﬁrmar que:
• (Lp,q)a = (Lp,q)b = Lp,q si p = q = 1 o´ 1 < p <∞ y 1 ≤ q <∞.
• (Lp,∞)a = (Lp,∞)b = {f ∈ Lp,∞ : lim
t→0+
t
1
p f∗(t) = 0} 6= Lp,∞
si 1 < p <∞.
• (L∞)a = {0}.
Los espacios Lp,1 para 1 ≤ p <∞, por ser espacios Λ de otros espacios, tienen
una norma muy especial (ver 1.45). La recordamos en la siguiente proposicio´n.
Proposicio´n 3.13 ([Hunt, 113]) Si f es una funcio´n no negativa, e´sta se
puede escribir como suma de funciones no negativas fi de manera que
‖f‖∗p,1 =
∑
i
‖f∗i ‖∗p,1.
Como consecuencia de esto se puede hablar de acotacio´n de operadores en estos
espacios.
Proposicio´n 3.14 ([Hunt, 113]) Sea T un operador lineal que transforma
funciones caracter´ısticas χA (con µ(A) < ∞) en vectores de un espacio de
Banach X. Si se tiene la relacio´n ‖TχA‖X ≤ Cµ(A)
1
p para una constante
C > 0 independiente del medible A, entonces T admite una extensio´n lineal
u´nica a un operador continuo de Lp,1 en X.
El operador al que se hace mencio´n en la proposicio´n pertenecer´ıa, de hecho, a
la clase de Dinculeanu D(Lp,1,X). Acabamos la exposicio´n de esta familia de
espacios con el ca´lculo del espacio asociado y dual.
La dualidad es atacada desde distintos puntos de vista. En [BeSh, p. 220] se
calcula primero el espacio asociado (como espacio de funciones de Banach que
es) resultando
Teorema 3.15 ([BeSh, p. 220]) Sea (Ω,Σ, µ) un espacio de medida resonante
y sean 1 < p < ∞, 1 ≤ q ≤ ∞ (o bien p = q = 1 o´ p = q = ∞).
Entonces (Lp,q)′ = Lp
′,q′ con isomorfismo, donde los exponentes p, p′ y q, q′
son, respectivamente, conjugados.
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Como corolario de este teorema y de la coincidencia entre espacio dual y asociado
(cuando se posee una norma absolutamente continua) se tiene
Corolario 3.16 ([BeSh, p. 221]) Sea (Ω,Σ, µ) un espacio de medida reso-
nante y sean 1 < p < ∞, 1 ≤ q < ∞ (o bien p = q = 1). Entonces (Lp,q)∗ =
Lp
′,q′ es un isomorfismo.
De manera directa, se prueba en [Hunt, p. 261]
Teorema 3.17 ([Hunt]) Sea (Ω,Σ, µ) un espacio de medida σ-finito. Enton-
ces:
• (Lp,1)∗ = Lp′,∞ para 1 ≤ p <∞.
• (Lp,q)∗ = Lp′,q′ para 1 < p, q < ∞ y, por tanto, estos espacios son
reflexivos.
El espacio de funciones vectoriales de Lorentz se forma como se expresa,
de forma general, en la seccio´n 1.6 y podr´ıa tomar el nombre de espacio de
Lorentz-Bochner Lp,q(µ,X).
Definicio´n 3.18 Sea X un espacio de Banach y sean 1 ≤ p, q ≤ ∞. Definimos
el espacio de funciones vectoriales de Lorentz, denotado por Lp,q(Ω,Σ, µ,X) o
Lp,q(X), como el que reune las funciones f : Ω → X fuertemente medibles
y tales que la funcio´n no negativa ‖f‖X pertenece al espacio de Lorentz de
funciones escalares Lp,q. Se le puede llamar tambie´n espacio de Lorentz-Bochner.
Proposicio´n 3.19 Sea Lp,q(X) un espacio de funciones vectoriales de Lorentz.
Entonces se tiene que:
• Lp,q(X)a = Lp,q(X)b = Lp,q(X) si p = q = 1 o´ 1 < p <∞ y 1 ≤ q <∞.
• Lp,∞(X)b ⊂ Lp,∞(X)a = {f ∈ Lp,∞ : lim
t→0+
t
1
p f∗(t) = 0} 6= Lp,∞(X)
si 1 < p <∞.
• L∞(X)a = {0}.
Prueba: La primera parte de la proposicio´n es consecuencia directa del
caso escalar ma´s la aplicacio´n del lema 1.51. La segunda parte es trivial del
caso escalar y las relaciones Lp,∞(X)a = L
p,∞
a(X) y L
p,∞(X)b ⊂ Lp,∞b(X),
comentadas en el caso general en la pa´gina 40. ¤
La dualidad de estos espacios de funciones vectoriales, tambie´n llamados
de Lorentz-Bochner, se estudia en la pro´xima subseccio´n, puesto que se van a
describir en te´rminos de medidas vectoriales.
Antes de terminar este apartado indicamos la deﬁnicio´n del espacio de Hardy-
Lorentz-Bochner. Ve´ase los preliminares para la notacio´n.
Definicio´n 3.20 Sean 1 < p ≤ ∞, 1 ≤ q ≤ ∞ y X un espacio de Banach. Se
define el espacio de Hardy-Lorentz-Bochner hp,q(D,X) como el formado por
las funciones armo´nicas u, definidas en el disco D y con valores en X de
manera que las restricciones a nivel r de u, es decir, las funciones ur, esta´n
uniformemente acotadas en Lp,q(X). Se toma como norma en este espacio la
expresio´n ‖u‖Lp,q(X) := supr∈[0,1) ‖ur‖Lp,q(X).
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3.3.2 Espacio de medidas de Lorentz V p,q(µ,X)
Los espacios de medidas vectoriales de Lorentz que vamos a deﬁnir se cons-
truyen de la forma explicada en el cap´ıtulo 2, ya que los espacios de Lorentz
son espacios de funciones de Banach. Adema´s, le sera´n aplicables los resultados
aparecidos en la seccio´n 3.1 por tratarse de espacios invariantes por reordena-
miento.
Antes de pasar al espacio de medidas de Lorentz procederemos como en
el caso de las funciones. Una observacio´n previa nos va a motivar el estudio
de los espacios de medida que, por razones que se entendera´n ma´s adelante,
llamaremos espacio de medidas de Marcinkiewicz. Por tener un origen propio,
trataremos estos espacios con te´cnicas espec´ıﬁcas. Sin embargo, tal y como pasa
en el caso de funciones, todo el estudio se puede recuperar por la teor´ıa general,
descrita en el capitulo 2, particularizada a los espacios de medidas vectoriales
de Lorentz.
Espacios de medidas vectoriales de Marcinkiewicz
Recordamos de nuevo que una funcio´n escalar f pertenece al espacio de
Lebesgue-Marcinkiewicz de funciones Lp,∞, tambie´n llamado Lp-de´bil o weak
Lp, si existe una constante positiva C tal que
µ({w ∈ Ω : |f(w)| > λ}) ≤
(
C
λ
)p
para todo λ > 0. El ı´nﬁmo de tales constantes es la norma p-de´bil, denotada
por ‖f‖weakLp o ‖f‖Lp,∞ , aunque hay otra norma equivalente (ver p. 83).
El origen de la deﬁnicio´n de este nuevo espacio de medidas vectoriales, que
contiene, para cada exponente p, al espacio de funciones de Lebesgue Lp, es la
observacio´n de que para cada valor de λ positivo se tiene
λpµ({w ∈ Ω : |f(w)| > λ}) ≤
∫
Ω
|f |pdµ = ‖f‖pLp .
Nos remitimos a la pa´gina 80 donde, a partir del espacio Lp y la expresio´n de
su norma, se motivaba la aparicio´n de un espacio de funciones que lo conten´ıa.
De manera ana´loga se puede trabajar con el espacio de medidas vectoriales
de p-variacio´n acotada V p(X). Sin embargo, en este caso cabra´ precisar una
diferencia que a estas alturas podr´ıa parecer despreciable. De esta manera
encontraremos, a partir de V p(X), dos nuevos espacios de medidas vectoriales
que lo contienen. Por ello conviene comentar la siguiente igualdad, para cada
medida F de V p(X). Denotando por | · |p la norma en V p(X),
|F |p def= sup
π∈DΩ
(∑
B∈π
‖F (B)‖p
µ(B)p−1
) 1
p
= sup
π∈DΩ
(∑
B∈π
|F |(B)p
µ(B)p−1
) 1
p
.
La igualdad escrita se puede obtener mediante la expresio´n de la p-variacio´n que
ﬁgura en la pa´gina 11.
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Con esta observacio´n, a partir de la deﬁnicio´n de la p-variacio´n de una medida
vectorial F , se pueden obtener dos conclusiones para cada medible A.
‖F (A)‖p
µ(A)p−1
≤ sup
π∈DΩ
∑
B∈π
‖F (B)‖p
µ(B)p−1
= |F |pp
y
|F |(A)p
µ(A)p−1
≤ sup
π∈DΩ
∑
B∈π
|F |(B)p
µ(B)p−1
= |F |pp.
Por tanto, para F existira´ una constante (por ejemplo, la propia p-variacio´n de
F ) de tal modo que para cada medible arbitrario A, las desigualdades
‖F (A)‖ ≤ Cµ(A) 1p′
y
|F |(A) ≤ Cµ(A) 1p′
se mantienen. As´ı surge la deﬁnicio´n de dos espacios (que podr´ıan ser eventual-
mente el mismo) que contienen al espacio V p(X).
Definicio´n 3.21 (Espacios de medidas vectoriales de Marcinkiewicz)
Sea (Ω,Σ, µ) un espacio de medida σ-finito, X un espacio de Banach y 1 <
p ≤ ∞. Definimos, en el marco de las medidas con valores en X, los conjuntos
Vp,∞(µ,X) y V p,∞(µ,X) (o abreviadamente Vp,∞(X) y V p,∞(X)) como los
formados por medidas F de manera que
‖F (A)‖ ≤ Cµ(A) 1p′
y
|F |(A) ≤ Cµ(A) 1p′
para todo A ∈ Σ, respectivamente. Vamos a considerar en estos espacios los
funcionales
‖F‖Vp,∞(X) = sup
A∈Σ
‖F (A)‖
µ(A)
1
p′
y ‖F‖V p,∞(X) = sup
A∈Σ
|F |(A)
µ(A)
1
p′
usando la notacio´n ‖ · ‖p,∞ cuando el contexto no sea ambiguo. El espacio de
medidas vectoriales se dice de Marcinkiewicz o Lebesgue-Marcinkiewicz
Teorema 3.22 (Vp,∞(X), ‖ · ‖Vp,∞(X)) y (V p,∞(X), ‖ · ‖V p,∞(X)) son espacios
de Banach para 1 < p ≤ ∞ y adema´s se tienen las siguientes inclusiones:
Vp(X) ⊂ Vp,∞(X)
∪ ∪
V p(X) ⊂ V p,∞(X)
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Prueba: Es inmediata la prueba de que ambas son normas en los espacios
respectivos. Para ver que son completas, lo comprobamos con una, siendo la
otra comprobacio´n similar.
Sea (Fn)n una sucesio´n de Cauchy en V
p,∞(X). Entonces, para cada ε > 0
existe un n0 ∈ N de forma que para n,m ≥ n0
‖Fn − Fm‖p,∞ < ε.
La sucesio´n {Fn(A)}n en X formada para cada medible A es convergente, pues
‖Fn(A)− Fm(A)‖X < εµ(A)
1
p′ (∗)
para n,m ≥ n0, y por tanto es de Cauchy en el espacio completo X. Llamamos
F a la medida l´ımite puntual de las Fn, que es numerablemente aditiva y µ-
continua por Vitali-Hahn-Saks ([DiUh]). Es sencillo ver que F ∈ Vp,∞(X),
pues
‖F (A)‖X
µ(A)
1
p′
≤ lim
n→∞
‖Fn(A)‖X
µ(A)
1
p′
≤ sup
n
‖Fn‖p,∞ <∞.
La convergencia Fn → F en Vp,∞(X) es igualmente sencilla. Si ε > 0, para el
mismo n0 de la condicio´n de Cauchy, si n ≥ n0, tenemos que
‖Fn(A)− F (A)‖X
µ(A) 1p′
≤ lim
m→∞
‖Fn(A)− Fm(A)‖X
µ(A)
1
p′
≤ ε.
La prueba de que V p,∞(X) es cerrado en Vp,∞(X) es similar.
La relacio´n de inclusiones es inmediata de las deﬁniciones. ¤
Es fa´cil comprobar que si 1 < p ≤ ∞, la condicio´n ‖F‖p,∞ <∞ implica que
F es µ-continua en ambos espacios de medidas. Por otro lado se tiene que
V∞,∞(X) = V∞,∞(X) = V∞(X).
Una prueba similar a la de 2.13 conduce a la igualdad
‖F‖Vp,∞(X) = sup
‖x∗‖X∗≤1
‖x∗F‖V p,∞(K)
para cada medida vectorial F .
Los espacios de medidas de Marcinkiewicz Vp
′,∞(X) aparecen cuando tra-
tamos de describir el conjunto de los operadores lineales y continuos del espacio
de Lorentz Lp,1 en un espacio de Banach X.
Proposicio´n 3.23 Sea X un espacio de Banach, sea 1 ≤ p < ∞, y p′ su
exponente conjugado. Entonces Vp
′,∞(X) = L(Lp,1,X).
Prueba: La correspondencia entre medidas y operadores es la usual. As´ı, si
F es medida de Vp
′,∞(X), el operador TF cumple que
‖TF (χA)‖X = ‖F (A)‖X ≤ Cµ(A)
1
p .
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Por 3.14, TF extiende por densidad a un operador lineal y continuo de L
p,1 en
X, con ‖TF ‖ ≤ 4‖F‖p′∞. La aparicio´n de la constante 4 esta´ justiﬁcada en la
prueba de 3.14.
Si T ∈ L(Lp,1,X), es claro que T = TF para aquella medida F que cumpla
que F (A) = T (χA) para cada A ∈ Σ. Queda comprobar que tal medida
existe y esta´ en Vp
′,∞(X). Lo u´nico que requiere cuidado es probar que F es
numerablemente aditiva, y ello se puede conseguir del hecho de ser ﬁnitamente
aditiva (por linealidad de T ) y µ-continua (por continuidad de T ). La acotacio´n
‖F‖p′,∞ ≤ ‖T‖ es trivial, y nos conduce al isomorﬁsmo anunciado. ¤
Un corolario inmediato es el isomorﬁsmo Vp
′,∞(X∗) = (Lp,1⊗̂πX)∗, debido
al existente entre (Lp,1⊗̂πX)∗ y L(Lp,1,X∗).
Si se compara esta proposicio´n con su paralela del cap´ıtulo 2 se puede
sospechar, con toda razo´n, que el espacio de medidas denotado por Vp
′,∞(X) se
corresponde con VE′(X) donde E = L
p,1. Ma´s adelante comprobaremos, entre
otras relaciones, que Vp,∞(X) = VE(X) con E = L
p,∞, y que toda la serie
de resultados que pasamos a tratar desde el punto de vista local (respecto a la
deﬁnicio´n dada de espacio de medida de Lebesgue-Marcinkiewicz) son corolarios
de los resultados obtenidos en el cap´ıtulo 2.
Ahora caracterizamos las medidas vectoriales del espacio V p,∞(X) mediante
funciones escalares.
Proposicio´n 3.24 Sea X un espacio de Banach y 1 < p ≤ ∞. Las siguientes
condiciones son equivalentes:
• F ∈ V p,∞(X).
• Existe una funcio´n ϕ no negativa, con ϕ ∈ Lp,∞ de tal modo que |F |(A) =∫
A
ϕdµ for all A ∈ Σ.
Prueba: (I) Si F ∈ V p,∞(X) ⊂ Vp,∞(X), entonces |F | es medida ﬁnita y por
tanto µ-continua (por serlo F ). As´ı, el teorema de Radon-Nikody´m nos aporta
una funcio´n no negativa y localmente integrable ϕ tal que |F |(A) = ∫
A
ϕdµ for
all A ∈ Σ.
Si denotamos Aλ = {w ∈ Ω : ϕ(w) > λ},
λ µ(Aλ) ≤
∫
Aλ
ϕdµ = |F |(Aλ) ≤ ‖F‖p,∞µ(A)
1
p′ .
Por lo tanto µ(Aλ) ≤ ‖F‖
p
p,∞
λp y as´ı ‖ϕ‖p,∞ ≤ ‖F‖p,∞.
(II) Rec´ıprocamente, sea ϕ una funcio´n no negativa de Lp,∞ de forma que
|F |(A) = ∫
A
ϕdµ para todo medible A. Veamos que F ∈ V p′,∞(X). Por la
integrabilidad de ϕ tenemos que F es µ-continua (continuidad absoluta de la
integral de Lebesgue). La naturaleza de ϕ implica que
µ({w ∈ Ω : ϕ > λ}) ≤ C
λp
(∗)
para todo λ > 0. De ello se deduce fa´cilmente que ϕ∗(t) ≤ 1C t−
1
p .
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Sea ahora A un medible arbitrario de medida ﬁnita. Usando la desigualdad
de Hardy (p. 27) se tiene que
|F |(A) =
∫
A
ϕdµ ≤
∫ µ(A)
0
ϕ∗(t)dt ≤
∫ µ(A)
0
1
C
t−
1
p dt =
p′
C
µ(A)
1
p′ .
Por tanto F ∈ V p,∞(X) y adema´s ‖F‖ ≤ p′‖ϕ‖. ¤
En este resultado no tratamos de probar la posible igualdad de normas entre
medida vectorial y funcio´n representante de su variacio´n total. La razo´n es que
en el espacio Lp,∞ no se ha usado la norma adecuada, que es la dada por
la segunda reordenada (ver p. 83), sino la cla´sica del espacio de Lebesgue-
Marcinkiewicz. Este resultado nos ha conﬁrmado que V p,∞(X) es el espacio
VE(X) con E = L
p,∞ (p. 53). El siguiente resultado abunda en ese hecho.
Proposicio´n 3.25 Sea X un espacio de Banach y 1 < p ≤ ∞. Entonces
• Lp,∞(X) ⊂ V p,∞(X) isome´tricamente.
• Lp,∞(X) = V p,∞(X) si y so´lo si X ∈ (RNP ).
Prueba: Si f ∈ Lp,∞(X) entonces la medida F (·) = ∫
(·)
fdµ pertenece a
V p,∞(X). Esto ocurre pues |F |(·) = ∫
·
‖f‖Xdµ (p. 2), y se puede aplicar 3.24
con ϕ = ‖f‖X .
Para probar la segunda parte, supongamos que Lp,∞(X) = V p,∞(X), y
sea T : L1 → X un operador lineal y continuo. Debemos concluir que T es
representable (p. 14). La medida FT dada por FT (A) = T (χA) es de V
∞(X) y
por tanto de V p,∞(X). As´ı pues existe f ∈ Lp,∞(X) con la relacio´n FT (A) =∫
A
fdµ para todo A ∈ Σ. Si f /∈ L∞(X) tendr´ıamos que
nµ(An) <
∫
An
‖f‖Xdµ = |F |(An)
para cada n ∈ N, donde An = {w ∈ Ω : ‖f(w)‖X > n} tiene medida positiva.
Ello implicar´ıa F /∈ V∞(X), lo cual lleva a contradiccio´n. Esto implica a que
T (ψ) =
∫
Ω
ψfdµ para toda ψ ∈ L1 y con f ∈ L∞(X).
Rec´ıprocamente, si X ∈ (RNP ) y F ∈ V p,∞(X), al ser µ-continua tenemos
una funcio´n vectorial f ∈ L1(X) tal que F (·) = ∫
·
fdµ. La aplicacio´n de 3.24
nos muestra que f ∈ Lp,∞(X). ¤
Las dos aplicaciones del espacio de medidas de Marcinkiewicz, al estudio
de la dualidad y de los espacios de operadores cono absolutamente sumantes,
vienen a continuacio´n.
Teorema 3.26 Sea X un espacio de Banach y 1 ≤ p < ∞. Tenemos las
siguientes isometr´ıas:
• V p′,∞(X∗) = [Lp,1(X)]∗.
• V p′,∞(X) = Π1,+(Lp,1,X).
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Prueba: (I) Sea F ∈ V p′,∞(X∗) y TF el operador dado por TF (xχA) =
〈x, F (A)〉 para cada x ∈ X y A medible, extendido por linealidad al conjunto
de las funciones simples vectoriales.
Sea ahora s =
∑N
n=1 xnχAn una funcio´n simple.
|TF (s)| = |
N∑
n=1
〈xn, F (An)〉| ≤
N∑
n=1
‖xn‖X |F |(An)
= ‖F‖p,∞
N∑
n=1
‖xn‖Xµ(An)
1
p ≤ ‖F‖p,∞‖s‖∗p,1
La densidad del conjunto de las funciones simples en Lp,1(X) implica que TF es
un elemento del dual de Lp,1(X) de norma acotada por ‖F‖p,∞.
Para ver que se trata de una isometr´ıa biyectiva, sea T ∈ [Lp,1(X)]∗ arbitra-
rio. Es claro que T = TF para la medida ﬁnitamente aditiva F , con valores en
X∗, que asigna a cada medible A y cada x ∈ X el valor 〈x, F (A)〉 = T (xχA).
Falta comprobar que tal F es una medida de V p,∞(X). La desigualdad
‖F (A)‖X = ‖T (χA)‖X ≤ ‖T‖µ(A)
1
p .
da como resultado que F es µ-continua y, por tanto, numerablemente aditiva.
Por u´ltimo
|F |(A) = sup
(Ai)i
∑
i
‖F (Ai)‖X∗ = sup
(Ai)i
‖xi‖≤1
∑
i
|T (xiχAi)| =
= sup
(Ai)i
‖xi‖≤1
|T (
∑
i
(xiχAi)| ≤ ‖T‖ ‖χA‖p1 =
= ‖T‖µ(A) 1p .
As´ı pues F ∈ V p′,∞(X∗), y la u´ltima desigualdad conﬁrma la isometr´ıa.
(II) Sea ahora F ∈ V p′,∞(X) y TF deﬁnida como es habitual. Para probar
que TF es un operador cono absolutamente sumante, sea N ∈ N arbitrario y
ϕ1, ϕ2, . . . , ϕN funciones no negativas de L
p,1.
La densidad del conjunto de las funciones simples en Lp,1 y la aplicacio´n de
3.24 permiten poner
‖TF (f)‖X ≤
∫
Ω
|f |ϕdµ.
donde ϕ viene de 3.24. Entonces
N∑
n=1
‖TF (ϕn)‖X ≤
N∑
n=1
∫
Ω
ϕnϕdµ =
∫
Ω
(
N∑
n=1
ϕn)ϕdµ ≤ ‖F‖p′,∞ ‖
N∑
n=1
ϕn‖p,1.
Y as´ı ‖TF ‖Π1,+ ≤ ‖F‖p′,∞.
Para probar la biyeccio´n y la igualdad de normas, sea T ∈ Π1,+(Lp,1,X).
La medida F asociada a T pertenece a Vp
′,∞(X) (ve´ase 3.23) pues T es lineal
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y continuo. Para ﬁnalizar, no´tese que si A ∈ Σ y π = (An)Nn=1 es una particio´n
de A en medibles de medida positiva,
N∑
n=1
‖FT (An)‖X =
N∑
n=1
‖T (χAn)‖X ≤ ‖T‖Π1,+‖
N∑
n=1
χAn‖p1 = ‖T‖Π1,+ µ(A)
1
p .
Por tanto ‖FT ‖p′,∞ ≤ ‖T‖Π1,+ y queda probado el resultado. ¤
Espacios de medidas vectoriales de Lorentz
La manera sistema´tica de deﬁnir los espacios de medidas vectoriales de
Lorentz se corresponde con tomar, de la teor´ıa general de espacios de funciones
de Banach, la situacio´n particular E = Lp,q.
De este modo se consigue deﬁnir el espacio V p,q(X) con las caracter´ısticas
y conexiones con otros espacios relacionados (de funciones y de operadores) tal
y como se describen el el cap´ıtulo 2.
Se propone un acercamiento a esta clase de espacios mediante un procedi-
miento diferente. Las medidas vectoriales se van a estructurar a trave´s de una
funcio´n llamada “mo´dulo de continuidad de una medida vectorial”. Este mo´dulo
viene motivado principalmente por la expresio´n de las normas de las medidas
de los espacios de Marcinkiewicz.
Definicio´n 3.27 (Mo´dulos de continuidad de medidas vectoriales) Sea
(Ω,Σ, µ) un espacio de medida σ-finito no ato´mico. Se define el intervalo I como
I =
{
(0, µ(Ω)] , µ(Ω) <∞
(0,∞) , µ(Ω) =∞
y para cada medida F las funciones ωF , ω˜F : I → [0,∞] dadas por
ωF (t) = sup
µ(A)≤t
|F |(A) y ω˜F (t) = sup
µ(A)≤t
‖F (A)‖.
Teniendo en cuenta que la medida µ es no ato´mica, por un lado, y la
desigualdad sobre la semivariacio´n que aparece en la pa´gina 9, por otro, se
puede poner
ωF (t) = sup
µ(A)=t
|F |(A)
y
1
4
sup
µ(A)=t
‖F‖(A) ≤ ω˜F (t) ≤ sup
µ(A)=t
‖F‖(A)
para cada t ∈ I.
Proposicio´n 3.28 Sea F una medida vectorial. Entonces ωF es una funcio´n
no decreciente, continua y co´ncava.
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Prueba: La monoton´ıa es obvia. Veamos que para 0 < s < t < µ(Ω) y
0 < h < µ(Ω)− t se tiene que
ωF (s+ h)− ωF (s) ≥ ωF (t+ h)− ωF (t). (∗)
Dado ε > 0 existen medibles Et, Et+h y Es para los cuales µ(Et) = t, µ(Et+h) =
t+ h y µ(Es) = s y con
ωF (t)− µ(Et) < ε, ωF (t+ h)− µ(Et+h) < ε, ωF (s)− µ(Es) < ε
Sea Ah un medible con µ(Ah) = h y Ah ⊂ Et+h \ Es. Entonces
ωF (s+ h) ≥ |F |(Es ∪Ah) = |F |(Es) + |F |(Ah)
≥ ωF (s)− ε+ |F |(Ah) + |F |(Et+h \Ah)− ωF (t)
≥ ωF (s)− ε+ |F |(Et+h)− ωF (t)
≥ ωF (s)− ε+ ωF (t+ h)− ε− ωF (t).
Dado que la desigualdad es va´lida para cualquier ε > 0, se tiene la aﬁrmacio´n
(∗). As´ı, para s, t ∈ I se tiene que
|ωF (s)− ωF (t)| ≤ ωF (|s− t|+)− ωF (0+)
donde ωF (a
+) := limh→0+ ωF (a+h) siempre existe por la monoton´ıa de ωF . Se
deduce entonces que ωF es uniformemente continua en I. De (∗) se tiene que
ωF (
s+ t
2
) ≥ ωF (s) + ωF (t)
2
para s, t ∈ I. Este hecho, junto a la continuidad, da la concavidad de ωF . ¤
Nota 3.29 La condicio´n de µ-continuidad para una medida vectorial F equivale
a que limt→0+ ω˜F (t) = 0. Para medidas de variacio´n total acotada, tambie´n es
equivalente a que limt→0+ ωF (t) = 0.
El mo´dulo de continuidad ωF esta´ relacionado con la variacio´n total de la
medida F . Las caracter´ısticas del espacio de medida base (la no atomicidad)
proporcionan el siguiente hecho.
Proposicio´n 3.30 Si f ∈ L1(X) y F (·) = ∫
(·)
fdµ, entonces f∗∗(t) = tωF (t)
para t ∈ I.
Prueba: El resultado se obtiene del hecho de ser |F |(·) = ∫
(·)
‖f‖Xdµ y∫ t
0
f∗(s)ds = sup
µ(A)≤t
∫
A
‖f‖Xdµ.
¤
Una vez presentadas estas funciones, una revisio´n a los espacios de medidas
de Marcinkiewicz nos permite escribir las normas de forma distinta.
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Nota 3.31 Sea 1 < p ≤ ∞. Una medida vectorial F pertenece al espacio
Vp,∞(X) si y so´lo si existe alguna constante C > 0 tal que ω˜F (t) ≤ Ct
1
p′
para todo t ∈ I. De igual forma, una medida vectorial F pertenece al espacio
V p,∞(X) si y so´lo si existe alguna constante C > 0 tal que ωF (t) ≤ Ct
1
p′ para
todo t ∈ I.
De hecho podemos escribir las normas en dichos espacios de la forma
‖F‖Vp,∞(X) = sup
t∈I
t
− 1
p′ ω˜F (t) y ‖F‖V p,∞(X) = sup
t∈I
t
− 1
p′ ωF (t)
La proposicio´n 3.30 y la u´ltima nota motivan la siguiente deﬁnicio´n de
espacios de medidas vectoriales de Lorentz.
Definicio´n 3.32 Sea X un espacio de Banach, 1 < p < ∞ y 1 ≤ q ≤ ∞. Se
definen los espacios de medidas vectoriales de Lorentz V˜p,q(X) y V p,q(X) como
los espacios de medidas vectoriales tales que
t
− 1
p′ ω˜F (t) ∈ Lq(I, dt
t
)
y
t
− 1
p′ ωF (t) ∈ Lq(I, dt
t
)
respectivamente. Consideramos en ellos las normas
‖F‖
V˜p,q(X)
=
(∫
I
[t
− 1
p′ ω˜F (t)]
q dt
t
) 1
q
y
‖F‖V p,q(X) =
(∫
I
[t
− 1
p′ ωF (t)]
q dt
t
) 1
q
.
Por otra parte se define para la misma familia de exponentes p, q el espacio
Vp,q(X) de las medidas vectoriales F de manera que x∗F ∈ V p,q(K) para todo
x∗ ∈ X∗. En e´l se considera la norma
‖F‖Vp,q(X) = sup
‖x∗‖≤1
‖x∗F‖V p,q(K).
Se usara´ la notacio´n ‖·‖p,q para la norma cuando el contexto elimine ambigu¨e-
dades.
Las relaciones elementales que guardan estos espacios entre s´ı se recogen en
la siguiente proposicio´n.
Proposicio´n 3.33 Sea 1 < p <∞ y 1 ≤ q ≤ ∞. Entonces
V p,q(X) ⊂ V˜p,q(X) ⊂ Vp,q(X)
∩ ∩ ∩
V p,∞(X) ⊂ V˜p,∞(X) = Vp,∞(X) ⊂ V 1(X)
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Prueba: Las inclusiones horizontales son obvias. Para las verticales, dado
que ωF es no decreciente, tenemos que
t
− 1
p′ ωF (t) ≤ C1
(∫ µ(Ω)
t
[s
− 1
p′ ωF (s)]
q ds
s
) 1
q
+ C2,
para ciertas constantes C1, C2 > 0. Una estimacio´n similar se cumple para ω˜F
y por tanto se concluye. ¤
Ejemplos 3.34 Sean 1 < p, q < ∞ y X = Lp,q. Conside´rese la medida Lp,q-
valuada F dada por F (A) = χA. Entonces
• ωF (t) = +∞ para cada t ∈ I.
• ω˜F (t) = t
1
p .
• Si x∗ = φ ∈ X∗ = Lp′,q′ , la medida composicio´n x∗F es x∗F (A) = ∫
A
φdµ.
Por tanto
• F /∈ V r,s(X) para ningu´n r, s.
• F ∈ V˜r,s(X) sii 1 ≤ r ≤ p′ y s =∞ o bien 1 ≤ r < p′ y 1 ≤ s ≤ ∞.
• F ∈ Vr,s(X) sii r = p′ y s ≥ q′ o bien 1 ≤ r < p′ y 1 ≤ s ≤ ∞.
As´ı pues, F proporciona muestras de que los espacios V˜p
′,q′(X) y Vp
′,q′(X) no
coinciden generalmente, ni tampoco V˜p
′,∞(X) y V p
′,∞(X).
La caracterizacio´n de las medidas de V p,q(X) a trave´s de las funciones del
espacio de Lorentz escalar, que viene a continuacio´n, es una garant´ıa de que
la deﬁnicio´n alternativa (mediante los mo´dulos de continuidad de medidas) es
consistente con la de la teor´ıa del cap´ıtulo 2.
Lema 3.35 Sean 1 < p < ∞ y 1 ≤ q ≤ ∞. Las siguientes afirmaciones son
equivalentes:
• F ∈ V p,q(X).
• Existe ϕ ≥ 0, ϕ ∈ Lp,q tal que |F |(A) = ∫
A
ϕdµ para cada A ∈ Σ.
Ma´s au´n, si ϕ es una funcio´n cualquiera de forma que |F |(A) = ∫
A
ϕdµ para
cada A ∈ Σ, entonces ‖F‖V p,q(X) = ‖ϕ‖p,q.
Prueba: Sea F ∈ V p,q(X). Dado que F ∈ V p,∞(X) podemos aplicar la
proposicio´n 3.24 y as´ı encontrar una funcio´n no negativa ϕ de modo que |F |(A) =∫
A
ϕdµ para todo A ∈ Σ. Con esto y una mirada a 3.30, es inmediato el hecho
‖F‖p,q = ‖ϕ‖p,q. El rec´ıproco es directo. ¤
Con ayuda de este resultado obtenemos la inclusio´n isome´trica del espacio de
funciones vectoriales en las medidas, y una nueva caracterizacio´n de la propiedad
de Radon-Nikody´m.
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Teorema 3.36 Sea X un espacio de Banach y 1 < p < ∞, 1 ≤ q ≤ ∞.
Entonces:
• Lp,q(X) ⊂ V p,q(X).
• Lp,q(X) = V p,q(X) si y so´lo si X ∈ (RNP ).
Prueba: La proposicio´n 3.30 muestra que si f ∈ Lp,q(X) entonces la medida
F (E) =
∫
E
fdµ pertenece a V p,q(X) y puesto que |F |(E) = ∫
E
‖f‖dµ, la norma
‖f‖p,q = ‖F‖p,q.
Para la segunda parte se puede usar el mismo tipo de argumentos que en la
proposicio´n 3.25 con la ayuda del lema 3.35 en lugar de 3.24 ¤
Proposicio´n 3.37 Sea X un espacio de Banach arbitrario y sean 1 < p ≤
∞, 1 ≤ q ≤ ∞. Entonces se tiene que el espacio de medidas vectoriales de
Lorentz V p,q(X) es isomorfo al espacio VLp,q (X). Es decir, que
|F |Lp,q := sup{
∑
A∈π
|αA| ‖F (A)‖X : π ∈ DΩ, ‖
∑
A∈π
αAχA‖(Lp,q)′ ≤ 1},
que es equivalente a
sup{
∑
A∈π
|αA| ‖F (A)‖X : π ∈ DΩ, ‖
∑
A∈π
αAχA‖Lp′,q′ ≤ 1},
es tambie´n equivalente a la norma ‖F‖V p,q(X) definida en 3.32.
Prueba: La equivalencia entre las dos primeras expresiones es consecuencia
de la equivalencia de normas que tienen los espacios de Lorentz Lp
′,q′ y (Lp,q)′.
La equivalencia de ambas con ‖·‖V p,q(X) se deduce de 3.35, pues cada medida F
de V p,q(X) ve representada su variacio´n total a trave´s de una funcio´n no negativa
ϕ del espacio Lp,q de manera que ‖F‖V p,q(X) = ‖ϕ‖p,q. Por tanto, teniendo en
mente que en los supremos que aparecen se puede sustituir cada ‖F (A)‖X por
|F |(A), basta con reemplazar entonces las variaciones por las integrales de ϕ y
obtener que e´stos coinciden con ‖ϕ‖p,q, o bien son equivalentes. ¤
Por otra parte, dado que el espacio de funciones de Lorentz Lp,q es un espacio
invariante por reordenamiento, podemos escribir
|F |Lp,q = sup
π∈DΩ
‖
∑
A∈π
F (A)
µ(A)
χA‖Lp,q(X).
Y por u´ltimo, otra forma de evaluar la norma en el espacio de medidas de
Lorentz es a trave´s de los mo´dulos de continuidad de las medidas,
‖F‖V p,q(X) = ‖
wF (t)
t
‖Lp,q .
Se puede deﬁnir en este contexto un espacio de funciones armo´nicas.
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Definicio´n 3.38 Se define para cada par de exponentes p, q el espacio hp,q(D,X)
de las funciones u definidas en D con valores en X que son armo´nicas y con la
acotacio´n
sup
r∈[0,1)
‖ur‖Lp,q(X) <∞.
Se toma como norma en el espacio ‖u‖Lp,q(X) = supr∈[0,1) ‖ur‖Lp,q(X).
Todos los resultados del cap´ıtulo 2 son aplicables a este espacio de medidas
vectoriales.
Corolario 3.39 Sea 1 < p <∞ y 1 ≤ q ≤ ∞ o´ p = q =∞, y X un espacio de
Banach. Entonces:
• Lp,q(X) ⊂ V p,q(X) v´ıa la integral de Bochner indefinida.
• Lp,q(X) = V p,q(X) si y so´lo si X ∈ (RNP ).
Si adema´s q > 1
• V p,q(X∗) = [Lp′,q′(X)]∗.
• V p,q(X∗) = Π1,+(Lp′,q′ ,X).
• V p,q(X) = hp,q(X).
• Lp,q(X) ⊂ hp,q(X) v´ıa la integral de Poisson.
• Lp,q(X) = hp,q(X) si y so´lo si X ∈ (RNP ).
• hp′,q′(X∗) = [Lp,q(X)]∗.
3.4 Espacios de medidas vectoriales de Orlicz
Los espacios de medidas de Orlicz aparecen por primera vez en [114]. En esta
seccio´n se hara´ una descripcio´n de los resultados all´ı obtenidos y enfocados bajo
otro punto de vista ([42]). De manera introductoria, se presenta una pequen˜a
exposicio´n sobre los espacios de funciones de Orlicz.
3.4.1 Los espacios de funciones de Orlicz LΦ(Ω, µ)
Esta clase de espacios fue deﬁnida por W. Orlicz en los an˜os 30 ([97]) y
tambie´n engloban, en su deﬁnicio´n, a los espacios de funciones de Lebesgue.
Referencias para su estudio son [62, 66, 108]. Los espacios de funciones de
Orlicz, como se vera´ ma´s adelante, son espacios invariantes por reordenamiento
([BeSh, p. 269]).
Definicio´n 3.40 (Funcio´n de Young) Sea φ : [0,∞) → [0,∞] una funcio´n
no decreciente y continua por la izquierda, con φ(0) = 0, y ni ide´nticamente
nula ni ide´nticamente infinita. A la funcio´n Φ dada por
Φ(t) =
∫ t
0
φ(s)ds, t ≥ 0
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se le llama funcio´n de Young, y se dice que esta´ generada por φ.
Definicio´n 3.41 (Clase de Orlicz) Sea Φ una funcio´n de Young. Se define
el funcional iΦ para cada funcio´n medible f como
iΦ(f) =
∫
Ω
Φ(|f(w)|)dµ(w).
La clase de Orlicz viene definida por
LΦ0 = {f ∈ M : iΦ(f) <∞}.
La clase de Orlicz siempre es un conjunto convexo, pero no necesariamente
un espacio vectorial. Por ejemplo, si Φ = 0χ[0,1]+∞χ(1,∞), entonces la clase de
Orlicz es la bola unidad de L∞. As´ı pues, una norma funcional de Minkowski
puede ser deﬁnida por la clase de Orlicz.
Definicio´n 3.42 (Norma de Luxemburg. Espacio de Orlicz) Sea Φ una
funcio´n de Young y LΦ0 la clase de Orlicz correspondiente.Se define la norma de
Luxemburg como
‖f‖Φ = inf{k > 0 : iΦ(f/k) ≤ 1}
para cada f ∈ M. Se define el espacio de Orlicz como
LΦ = {f ∈ M : ‖f‖Φ <∞}.
Nota 3.43 Por ser Φ continua por la izquierda, una aplicacio´n del teorema de
la convergencia mono´tona nos muestra que el ı´nfimo que aparece en la norma
de Luxemburg se alcanza y es, por tanto, un mı´nimo. Entonces es cierta la
desigualdad
iΦ(
f
‖f‖Φ ) ≤ 1.
Esta pequen˜a introduccio´n permite demostrar que la familia de los espacios de
Orlicz esta´ incluida en la familia de todos los espacios de funciones de Banach
que son invariantes por reordenamiento.
Proposicio´n 3.44 ([BeSh, p. 269]) El espacio de Orlicz (LΦ, ‖·‖Φ) es un
espacio de funciones de Banach invariante por reordenamiento.
Prueba: Empezando por probar las propiedades de la norma, es obvio que
si f ≡ 0 entonces iΦ(f/k) = 0 para cualquier k > 0 y por tanto el ı´nﬁmo
es 0. Rec´ıprocamente, una funcio´n f de norma 0 cumple que iΦ(f/k) ≤ 1
para cualquier k > 0, y ello ser´ıa contradictorio si f no fuese nula cpp. Si
{w ∈ Ω : |f(w)| > ε} tiene medida positiva para algu´n ε > 0 (digamos µ0),
entonces
1 ≥ iΦ(nf) >
∫
{|f |>ε}
Φ(nε)dµ = µ0Φ(nε).
Dado que Φ(t) → +∞ cuando t → +∞, basta con hacer n → ∞ para llegar
a contradiccio´n. La igualdad ‖af‖Φ = a‖f‖Φ para a > 0 y f ∈ LΦ es trivial.
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Para probar la desigualdad triangular usamos la convexidad de la funcio´n Φ y
la nota 3.43.
iΦ
(
f + g
ρΦ(f) + ρΦ(g)
)
=
∫
Ω
Φ
(
ρΦ(f)
ρΦ(f) + ρΦ(g)
f(w)
ρΦ(g)
+
ρΦ(g)
ρΦ(f) + ρΦ(g)
g(w)
ρΦ(g)
)
dµ(w)
≤ ρΦ(f)
ρΦ(f) + ρΦ(g)
iΦ(
f
ρΦ(f)
) +
ρΦ(g)
ρΦ(f) + ρΦ(g)
iΦ(
g
ρΦ(g)
)
≤ 1
para f, g ∈ LΦ. Por tanto ‖f + g‖Φ ≤ ‖f‖Φ + ‖g‖Φ. Con esto se tiene (P1).
(P2) es trivial por la monoton´ıa de la integral.
La (SFP ), vista como (P3) en la deﬁnicio´n 1.23 se prueba pasando por el
teorema de la convergencia mono´tona. Si 0 ≤ fn ↑ f , entonces 0 ≤ Φ( |fn(·)|k ) ↑
Φ( |f(·)|k ) por la monoton´ıa de Φ. Aplicando el teorema de convergencia mono´tona
en L1, se tiene que iΦ(fn/k) ↑ iΦ(f/k). Tomando k = supn ‖fn‖Φ,
1 ≥ iΦ(fn/k) ↑ iΦ(f/k)
y por tanto ‖f‖Φ ≤ supn ‖fn‖Φ. La otra desigualdad es obvia y por tanto
‖f‖Φ = limn ‖fn‖Φ.
Sea A un medible de medida ﬁnita. Entonces
iΦ(χA/k) = µ(A)Φ(1/k).
Φ es continua en 0 y Φ(0) = 0. As´ı pues podemos encontrar k > 0 tal que
Φ(1/k) ≤ 1µ(A) , y por tanto ‖χA‖Φ ≤ k <∞ y tenemos (P4).
Para probar (P5) tomamos un medible A de medida ﬁnita y aplicamos la
desigualdad de Jensen de manera que
Φ
(∫
A
f(w)
‖f‖Φ
dµ(w)
µ(A)
)
≤
∫
A
Φ
(
f(w)
‖f‖Φ
)
dµ(w)
µ(A)
≤ 1
µ(A)
iΦ(
f
‖f‖Φ )
≤ 1
µ(A)
.
Por las caracter´ısticas de Φ, esta tiene funcio´n inversa y por tanto∫
A
fdµ ≤
Φ−1( 1µ(A) )
1
µ(A)
‖f‖Φ,
con lo que CA =
Φ−1( 1
µ(A)
)
1
µ(A)
> 0 veriﬁca (P5).
La propiedad de ser invariante por reordenamiento pasa por probar que
iΦ(f) = iΦ(g) para cada par de funciones equimedibles f, g. Bastar´ıa, de hecho,
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probarlo para f y g = f∗. Sea entonces f =
∑n
k=1 αkχAk con α1 > α2 >
. . . αn > 0, de modo que su reordenada resulta f
∗ =
∑n
k=1 αkχ(mk−1,mk] donde
m0 = 0 y mk =
∑k
j=1 µ(Ak) para k = 1, 2, . . . , n. Con ello∫
Ω
Φ(|f |)dµ =
n∑
k=1
∫
Ak
Φ(αk)dµ =
n∑
k=1
Φ(αk)µ(Ak).∫ ∞
0
Φ(|f∗(s)|)ds =
n∑
k=1
∫ mk
mk−1
Φ(αk)ds =
n∑
k=1
Φ(αk)µ(Ak).
Finalmente, el teorema de la convergencia dominada resuelve el caso general.
¤
En el seno de estos espacios de funciones se puede deﬁnir otra norma. Es
la conocida como norma de Orlicz, y guarda paralelismo con la norma deﬁnida
sobre el espacio asociado a un espacio de funciones de Banach. Para introducirla,
es necesario hablar de funciones de Young complementarias.
Definicio´n 3.45 (Funciones complementarias) Dos funciones de Young Φ
y Ψ se dicen complementarias, si las funciones φ y ψ que las generan son
inversas por la izquierda, es decir, cumplen
ψ(u) = inf{v : φ(u) ≥ v}.
El ejemplo ma´s conocido de funciones complementarias son las que dan lugar
a los exponentes conjugados de los espacios de funciones de Lebesgue, Φ(t) = t
p
p
y Ψ(t) = t
p′
p′ , con 1 < p <∞.
Lema 3.46 (Desigualdad de Young) Si Φ y Ψ son funciones de Young com-
plementarias, entonces ∫
Ω
fgdµ ≤ iΦ(f) + iΨ(g)
para cada f ∈ LΦ y g ∈ LΨ, habiendo igualdad si f = ψ(g) o´ g = φ(f) cpp. As´ı∫
Ω
fgdµ ≤ 2‖f‖Φ‖g‖Ψ
Una prueba se puede encontrar en [BeSh, p. 271]. Esta desigualdad implica
que si Ψ y Φ son funciones de Young complementarias, entonces LΦ ⊂ (LΨ)′ y
LΨ ⊂ (LΦ)′. Ahora se puede dar la deﬁnicio´n de la norma de Orlicz,
‖f‖OΦ = sup{
∫
Ω
fgdµ : iΨ(g) ≤ 1}.
Para cada funcio´n de Young Φ y cada f ∈ LΦ se tiene que ‖f‖Φ ≤ 1 si y so´lo
si iΦ(f) ≤ 1. En efecto, si iΦ(f) ≤ 1, la deﬁnicio´n de la norma de Luxemburg
dice que ‖f‖Φ ≤ 1. Por otra parte, si iΦ(f) > 1, para cualquier sucesio´n
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{kn}n estrictamente decreciente a 1, se tiene que iΦ(f/kn) ↑ iΦ(f) > 1, y por
tanto iΦ(f/kn0) > 1 para cierto kn0 > 1. La comparacio´n ‖f‖Φ > kn0 > 1 es
inmediata, pues lo contrario implicar´ıa 1 < iΦ(f/kn0) ≤ iΦ(f/‖f‖Φ) ≤ 1, lo
cual es contradictorio.
Con esta explicacio´n se puede reescribir la norma de Orlicz como
‖f‖OΦ = sup{
∫
Ω
fgdµ : ‖g‖Ψ ≤ 1},
donde se puede intuir que se trata de la norma como espacio asociado a LΨ.
La equivalencia entre las normas de Luxemburg y Orlicz se prueba mediante la
desigualdad
‖f‖Φ ≤ ‖f‖OΦ ≤ 2‖f‖Φ,
cuya demostracio´n puede encontrarse en [BeSh, p. 274] o [66, p. 154]. El
corolario de esta equivalencia de normas es el siguiente.
Corolario 3.47 Sean Φ y Ψ funciones de Young complementarias. Entonces
(LΦ, ‖·‖Φ)′ = (LΨ, ‖·‖OΨ).
El resultado de dualidad correspondiente pasa por el conocimiento de la parte
absolutamente continua de los espacios de Orlicz. La funcio´n fundamental sera´
ϕLΦ(t) =
1
Φ−1( 1t )
, t > 0,
ya que se calculo´ en 3.44. Por otra parte, una condicio´n necesaria para la
densidad del conjunto de funciones simples en LΦ es la llamada condicio´n ∆2.
Se dice que la funcio´n de Young cumple la condicio´n ∆2 (denotado por Φ ∈ ∆2)
si existen C > 0 y t0 > 0 tales que
Φ(2t) ≤ CΦ(t) <∞, t0 ≤ t <∞.
En efecto, esta condicio´n nos permite comprobar que, para cada funcio´n no
negativa f , la sucesio´n de funciones simples (sn)n que cumple 0 ≥ sn ↑ f
tambie´n converge a f en LΦ. Entonces
Corolario 3.48 Sean Φ y Ψ funciones de Young complementarias de manera
que Φ ∈ ∆2. Entonces (LΦ, ‖·‖Φ)∗ = (LΨ, ‖·‖OΨ).
Prueba: Si t → 0+, entonces Φ−1( 1t ) → ∞. As´ı la funcio´n fundamental
permite aplicar 1.38 y tenemos (LΦ)a = (L
Φ)b. La densidad de las funciones
simples es consecuencia de la condicio´n ∆2, as´ı que (L
Φ)a = L
Φ. Por tanto
asociado y dual coinciden (ver p. 25) y tiene el resultado. ¤
Los espacios de Orlicz de funciones vectoriales son tambie´n llamados espacios
de Orlicz-Bochner, es decir, formados por las funciones vectoriales f : Ω → X
de manera que la funcio´n ‖f‖X pertenece al espacio de funciones de Orlicz.
Estos espacios son objeto de estudio reciente en [96, 93, 69, 39, 60], cubrie´ndose
aspectos de la geometr´ıa, compacidades y diferentes topolog´ıas.
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En el contexto de las funciones armo´nicas vectoriales deﬁnidas en el disco
podemos deﬁnir el espacio de funciones de Hardy-Orlicz-Bochner hΦ(D,X),
dado que el espacio de funciones de Orlicz es invariante por traslaciones. Remi-
timos al lector a los preliminares sobre funciones armo´nicas para la notacio´n.
Definicio´n 3.49 Se define el espacio hΦ(D,X) de las funciones u definidas en
D con valores en X que son armo´nicas y con la acotacio´n
sup
r∈[0,1)
‖ur‖LΦ(X) <∞.
Se toma como norma en el espacio ‖u‖LΦ(X) = supr∈[0,1) ‖ur‖LΦ(X).
Los resultados que se pueden obtener sobre este espacio pasan por la parti-
cularizacio´n de lo obtenido en el cap´ıtulo 2.
3.4.2 Espacios de medidas de Orlicz V Φ(µ,X)
Como se indicaba al inicio de la seccio´n, los espacios de medidas vectoriales
de Orlicz se introducen en [114, 115], siendo objeto de profundo estudio y
exponiendo adema´s teoremas de representacio´n de operadores lineales y continuos
en espacios de funciones vectoriales de Orlicz y un nuevo teorema de Radon-
Nikody´m en dicho contexto. El trabajo continu´a en [116], donde el autor
introduce la clase de operadores de Dinculeanu extendida al contexto de los
espacios de Orlicz.
El contenido de este apartado se desarrollo´ principalmente en [42]. All´ı se
trabaja desde el punto de vista de las proyecciones de las medidas en particiones,
y posteriormente se demuestra una equivalencia de normas.
Definicio´n 3.50 ([115, p. 21]) Sea Φ funcio´n de Young, X un espacio de
Banach y F una medida sobre X. Se dice que F es de Φ-variacio´n acotada si
IΦ(F ) := sup
π∈DΩ
∑
π
Φ
(‖F (En)‖
µ(En)
)
µ(En) <∞.
Se demuestra que el supremo es, de hecho, un l´ımite en el sentido de Moore-
Smith (el conjunto de las particiones es un conjunto dirigido por la relacio´n ‘ser
ma´s ﬁna que’).
Si F es una medida ﬁnitamente aditiva y π es una particio´n, se deﬁne la
medida ‘proyeccio´n de F en π’ como∑
A∈π
F (A)
µ(A)
µ(· ∩A),
denotada por Fπ.
Teorema 3.51 ([115, p. 24]) Si F es una medida para la cual IΦ(F ) esta´
bien definido, entonces
• IΦ(Fπ) ≤ IΦ(F ).
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• IΦ(F ) = limπ IΦ(Fπ).
Inspira´ndose en los espacios de funciones de Orlicz se deﬁnen los espacios AΦ(X)
de medidas ﬁnitamente aditivas F tales que se anulan sobre los conjuntos µ-nulos
y de manera que IΦ(F/k) ≤ 1 para algu´n k > 0. En ellos considera la norma
de Luxemburg
‖F‖Φ = inf{k > 0 : IΦ(F/k) ≤ 1}.
E´stos son espacios completos con dicha norma, y se destaca el subespacio de
AΦ(X) de las medidas µ-continuas, que se denota por V Φ(X). E´ste es cerrado
en AΦ(X) y, de hecho, es el llamado espacio de medidas de Orlicz.
Definicio´n 3.52 ([115, p. 28]) Se define V Φ(Ω,Σ, µ,X) = V Φ(X) como el
espacio de las medidas vectoriales F que son µ-continuas y tales que IΦ(F/k) ≤
1 para algu´n k > 0, toma´ndose como norma el funcional
‖F‖Φ = inf{k > 0 : IΦ(F/k) ≤ 1}.
Ma´s adelante se deﬁne en [115] la norma de Orlicz, involucrando a la funcio´n de
Young complementaria. Se prueban desigualdades de Ho¨lder y la equivalencia
entre ambas normas. En las siguiente secciones, Uhl prueba la inclusio´n isome´-
trica de LΦ(X) en V Φ(X), una generalizacio´n del teorema de Radon-Nikody´m,
la clausura del conjunto de medidas simples en V Φ, y los operadores lineales
y continuos con dominio en la clausura del conjunto de las medidas simples en
V Φ(X).
Veamos una caracterizacio´n de los espacios de medidas, similar a las que
vamos consiguiendo en los casos anteriores, en te´rminos de funciones no negativas.
Pero antes resaltamos una herramienta recogida en un lema.
Lema 3.53 ([12]) Sea Φ una funcio´n de Young. Si definimos, para cada medida
F , el funcional I ′Φ(F ) como
I ′Φ(F ) = sup
π∈DΩ
∑
π
Φ
( |F |(En)
µ(En)
)
µ(En),
entonces I ′Φ(F ) = IΦ(F ).
La prueba se basa en la convexidad y continuidad de la funcio´n de Young Φ.
Con esto podemos pasar a la siguiente proposicio´n.
Proposicio´n 3.54 Sea Φ una funcio´n de Young y X un espacio de Banach.
Las siguientes afirmaciones son equivalentes:
• F ∈ V Φ(X).
• Existe ϕ ≥ 0, ϕ ∈ LΦ tal que |F |(A) = ∫
A
ϕdµ para cada A ∈ Σ.
Ma´s au´n, si ϕ es una funcio´n cualquiera de forma que |F |(A) = ∫
A
ϕdµ para
cada A ∈ Σ, entonces ‖F‖V Φ(X) = ‖ϕ‖Φ.
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Prueba: Sea F ∈ V Φ(X). Entonces F tiene variacio´n total acotada, puesto
que al ser Φ convexa no negativa,
t ≤ K1Φ(t) +K2 t > 0.
para ciertas constantes K1,K2 > 0. Entonces∑
A∈π
‖F (A)‖X ≤
∑
A∈π
Φ(
‖F (A)‖
µ(A)
)µ(A) +
∑
A∈π
µ(A)
para cualquier particio´n π, y as´ı |F |(Ω) ≤ K1IΦ(F ) + K2µ(Ω). Si IΦ(F ) =
∞, basta con repetir el razonamiento dividiendo por k > 0 de manera que
IΦ(F/k) <∞.
Como F es µ-continua, tenemos una funcio´n no negativa ϕ de manera que
representa a la medida ﬁnita |F |. Ahora podemos aplicar la desigualdad de
Jensen por la convexidad de Φ, y
I ′Φ(F ) = sup
π
∑
A∈π
Φ
( |F |(A)
µ(A)
)
µ(A)
= sup
π
∑
A∈π
Φ
(∫
A
ϕdµ
µ(A)
)
µ(A)
= sup
π
∑
A∈π
∫
A
Φ(ϕ)
= iΦ(ϕ).
De esto se obtiene ‖F‖Φ = ‖ϕ‖Φ, puesto que el funcional iΦ es el correspondiente
al espacio de funciones de Orlicz.
El rec´ıproco es inmediato. ¤
Uno de los resultados que se consegu´ıa en [42] era la expresio´n equivalente de
la norma de Luxemburg ‖·‖Φ, que exponemos a continuacio´n con el objetivo de
probar que el espacio de medidas de Orlicz es el de las medidas de LΦ-variacio´n
acotada, un caso concreto del dado en el cap´ıtulo 2.
Proposicio´n 3.55 Sea Φ una funcio´n de Young y X un espacio de Banach
arbitrario. Entonces el espacio de medidas de Orlicz V Φ(X) es isomorfo al
espacio VLΦ(X)
Prueba: Es inmediato de los resultados previos, pues una medida F de
V Φ(X) cuya variacio´n total venga representada por la funcio´n no negativa ϕ de
LΦ, cumplira´ que
|F |LΦ = sup
π
‖
∑
A∈π
|F |(A)
µ(A)
χA‖Φ
= sup
π
‖
∑
A∈π
∫
A
ϕdµ
µ(A)
χA‖Φ
= ‖ϕ‖Φ
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(para ello ver nota 3.3, 3.53 y 1.32). ¤
Nota 3.56 Una vez ma´s recordamos al lector que las igualdades de normas
esta´n sujetas a la propiedad de Fatou fuerte (SFP ). Es decir, que la relajacio´n
de dicha propiedad (suponiendo entonces la (WFP )) convertir´ıa las igualdades
en equivalencias.
Tras la identiﬁcacio´n de los espacios de medidas de Orlicz como participantes
de esta gran familia de espacios de medidas con variacio´n en un espacio de
funciones de Banach, podemos aﬁrmar una serie de corolarios obtenidos de
aplicarles la teor´ıa general mostrada en los cap´ıtulos 2 y 3, aunque gran parte
de ellos ya han sido probados en [114, 115, 116, 12].
Corolario 3.57 Sea LΦ(X) un espacio de Orlicz-Bochner. Entonces se tiene:
• LΦ(X) ⊂ V Φ(X) isome´tricamente.
• LΦ(X) = V Φ(X) si y so´lo si X ∈ (RNP ).
• F ∈ V Φ(X) si y so´lo si existe ϕ ∈ LΦ no negativa tal que |F |(·) = ∫
(·)
ϕdµ.
• LΦ(X) ⊂ hΦ(X) isome´tricamente.
Por otra parte, si Φ es funcio´n de Young satisfaciendo la condicio´n ∆2, y Ψ es
su complementaria, entonces:
• LΨ(X) = hΨ(X) si y so´lo si X ∈ (RNP ).
• V Ψ(X) = D(LΦ,X).
• V Ψ(X) = Π1,+(LΦ,X).
• V Ψ(X∗) = [LΦ(X)b]∗.
• hΨ(X) = V Ψ(X).
Cap´ıtulo IV
Espacios de medidas de
Musielak-Orlicz
Este cap´ıtulo esta´ dedicado a mostrar un espacio de medidas vectoriales
concreto, el cual puede ser utilizado para obtener representaciones integrales de
operadores lineales y continuos de un espacio de funciones de Banach concreto
a un espacio de Banach arbitrario. El espacio que nos va a ocupar encaja
en la teor´ıa desarrollada en el cap´ıtulo 2, y es entonces susceptible al resto
de consideraciones que en e´l se hacen, como son la dualidad de un espacio de
Ko¨the-Bochner no considerado hasta ahora, y cuestiones acerca de ideales de
operadores como son los cono absolutamente sumantes, o la clase de Dinculeanu.
El ret´ıculo de Banach que se va a considerar no satisface la propiedad (J), por
lo que el enfoque presentado en [GrUh] es inaplicable y nada se puede resolver.
La deﬁnicio´n de E-variacio´n planteada en 2.1 consigue ser la adecuada en este
caso, probando entonces que es una extensio´n de la anterior (ver p. 74).
As´ı pues se procede a presentar la extensa familia de espacios de funciones de
Musielak-Orlicz para mostrar, posteriormente, a un adecuado representante de
e´sta. Se hara´ un estudio de este espacio comproba´ndose, en primer lugar, que es
un ret´ıculo tal y como se describe en los preliminares, y despue´s se comprobara´ la
exencio´n de la propiedad (J) (y por tanto de ser invariante por reordenamiento).
Por u´ltimo, la consideracio´n geome´trica del tipo y cotipo de Rademacher en un
cierto espacio de Musielak-Orlicz vectorial completara´ el tratamiento de este
u´ltimo cap´ıtulo de la memoria.
4.1 Los espacios de funciones de Musielak-Orlicz
LM(Ω, µ)
La familia de espacios que describimos a continuacio´n tambie´n es referida
por la literatura como ‘espacios de Orlicz generalizados’. Efectivamente, la base
conceptual reside en la consideracio´n de una funcio´n de Young en un sentido
generalizado. La referencia fundamental para el estudio de esta familia es [Mus],
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referencia a la que acudiremos en aquellos resultados cuyas pruebas no sean
ilustrativas en nuestro cometido. (Ω,Σ, µ) denota un espacio de medida σ-ﬁnito
y completo, y no dejaremos de considerar el caso Ω = N, dado que se hara´ un
estudio sobre cierto espacio de sucesiones.
Definicio´n 4.1 ([Mus, Def. 7.1], Funcio´n de Musielak-Orlicz) Una
funcio´n M : Ω× [0,∞)→ [0,∞] se dice funcio´n de Musielak-Orlicz (o funcio´n
de Young generalizada) si satisface las siguientes propiedades:
• Para todo w ∈ Ω, la funcio´n t 7→ M(w, t) es una funcio´n de Young, tal y
como viene definida en el cap´ıtulo anterior.
• Para todo t ∈ [0,∞), la funcio´n w 7→M(w, t) es medible.
Si Ω = N, la funcio´n de Young generalizada se puede escribir M = (Φn)n, donde
Φn es funcio´n de Young para cada n = 1, 2, . . ..
Una funcio´n de Young generalizada M se dira´ localmente integrable si para
cada t > 0 y A ∈ Σ de medida finita se tiene que∫
A
M(w, t)dµ(w) <∞.
Definicio´n 4.2 ([Mus, Def. 7.2], Clase y espacio de Musielak-Orlicz)
Sea M una funcio´n de Musielak-Orlicz. Se define el funcional iM para cada
funcio´n medible f como
iM (f) =
∫
Ω
M(w, |f(w)|)dµ(w).
La clase de Musielak-Orlicz viene dada entonces por
LM0 = {f ∈ M : iM (f) <∞}.
El espacio de Musielak-Orlicz es el conjunto
LM = {f ∈ M : ‖f‖M <∞},
donde la norma ‖ · ‖M es la norma funcional de Minkowski, llamada norma de
Luxemburg, dada por
‖f‖M = inf{k > 0 : iM (f/k) ≤ 1}, f ∈ M.
Cuando M es el espacio de las sucesiones reales o complejas, se puede escribir
f = (αn)n, M = (Φn)n y iM (f) =
∑
n Φn(|αn|). Entonces se suelen denotar la
clase y el espacio de sucesiones de Musielak-Orlicz como ℓM0 y ℓ
M .
A diferencia de los espacios de funciones de Orlicz, hay espacios de funciones
de Musielak-Orlicz que no son espacios reinvariantes por reordenamiento. Ma´s
au´n, los hay que tampoco satisfacen la propiedad (J). Veremos, por ello, un
ejemplo de esta familia de espacios para ilustrar la problema´tica que surge en
la deﬁnicio´n de E-variacio´n dada por autores como N.E. Gretsky y J.J. Uhl.
Ahora continuamos con la descripcio´n de los espacios de funciones.
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Es interesante la relacio´n de inclusio´n que existe en la familia de espacios de
Musielak-Orlicz. Dado que los espacios de Orlicz, y por tanto los de Lebesgue,
son espacios de esta gran familia, la presentacio´n del siguiente resultado invita a
la reﬂexio´n sobre porque´ las relaciones de inclusio´n entre espacios de Lebesgue
depende del espacio de medida. Para ello precisamos de una deﬁnicio´n.
Definicio´n 4.3 ([Mus, Def. 8.1]) Sean M y N dos funciones de Musielak-
Orlicz. Escribiremos N ≤M si existen h funcio´n en Ω, no negativa, integrable,
y K1,K2 constantes positivas, tales que para todo t ≥ 0 y para casi todo w ∈ Ω
N(w, t) ≤ K1M(w,K2t) + h(w).
Otra deﬁnicio´n de intere´s es la siguiente.
Definicio´n 4.4 ([Mus, Thm. 8.13]) Sea M una funcio´n de Musielak-Orlicz.
• Si µ es sin a´tomos, se dice que M satisface la condicio´n ∆2 si existen: h
funcio´n en Ω, no negativa, integrable; y K constante positiva, tales que
para todo t ≥ 0 y para casi todo w ∈ Ω
M(w, 2t) ≤ KM(w, t) + h(w).
• Si Ω = N, µ({n}) = 1 para n = 1, 2, . . ., se dice que M = (Φn)n satisface
la condicio´n δ2 si existen: (an)n sucesio´n de te´rminos no negativos, con∑
n |an| <∞; y δ,K constantes positivas, tales que para todo t ≥ 0 y para
todo n = 1, 2, . . . se tiene que Φn(t) < δ implica
Φn(2t) ≤ KΦn(t) + an.
Proposicio´n 4.5 ([Mus, Thm. 8.5]) Sean M y N funciones de Musielak-
Orlicz. Entonces:
• Si N ≤ M se tiene que LM ⊂ LN . Adema´s ‖·‖N ≤ C‖·‖M para alguna
C > 0.
• Si LM ⊂ LN y la medida es sin a´tomos, entonces N ≤M .
Para el caso de espacios de sucesiones el resultado es paralelo.
Proposicio´n 4.6 ([Mus, Thm. 8.10]) Sean M = (Φn)n y N = (Ψn)n fun-
ciones de Musielak-Orlicz. Entonces ℓM ⊂ ℓN si y so´lo si, existen δ,K1,K2 >
0 y una sucesio´n de te´rminos no negativos (an)n con
∑
n an < ∞ tales que
Φn(t) ≤ δ implica que
Ψn(t) ≤ K1Φn(K2t) + an
para t ≥ 0 y n = 1, 2, . . ..
Ahora vamos a hacer referencia a las funciones complementarias y al espacio
dual topolo´gico de espacios de Musielak-Orlicz.
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Definicio´n 4.7 ([Mus, Def. 13.1], Fon de Musielak-Orlicz restringida)
Diremos que una funcio´n de Musielak-Orlicz M es una funcio´n de Musielak-
Orlicz restringida, si:
• M es convexa en la variable t ≥ 0 para todo w ∈ Ω.
• limt→0+ M(w,t)t = 0 para todo w ∈ Ω.
• limt→∞ M(w,t)t =∞ para todo w ∈ Ω.
Proposicio´n 4.8 ([Mus, Thm. 13.2]) Sea M una funcio´n de Musielak-
Orlicz restringida si y so´lo si M cumple, para todo w ∈ Ω, que
M(w, t) =
∫ t
0
m(w, s)ds,
donde m(w, s) > 0 para s > 0, m(w, s) es no decreciente y continua por la
derecha como funcio´n de s ≥ 0, m(w, 0) = 0 y lims→∞m(w, s) = ∞ para todo
w ∈ Ω. En este caso se dice que la funcio´n m genera la funcio´n M .
Definicio´n 4.9 (Funciones de Musielak-Orlicz complementarias) Se dice
que dos funciones de Musielak-Orlicz restringidas M y N son complementarias
si las funciones m y n que las generan son inversas por la derecha una de la
otra, es decir,
n(w, u) = sup{s : m(w, s) ≤ u}
para cada w ∈ Ω y u > 0.
Cabe decir que si una funcio´n de Musielak-Orlicz restringida M deﬁne por el
proceso descrito a la funcio´n N , se puede probar que N es funcio´n de Musielak-
Orlicz restringida ([Mus, Thm. 13.8]).
Proposicio´n 4.10 ([Mus, Thm. 13.6], Desigualdad de Young) Sean M
y N funciones de Musielak-Orlicz restringidas complementarias. Entonces se
satisface la desigualdad de Young
st ≤M(w, s) +N(w, t), α, β ≥ 0, w ∈ Ω.
Adema´s
N(w, t) = sup
s>0
(st−M(w, s)), M(w, s) = sup
t>0
(st−N(w, t)),
donde los supremos se alcanzan en sw = n(w, t) y tw = m(w, s), respectivamente.
Este resultado implica que LN ⊂ (LM )′. Al igual que en el caso de espacios de
Orlicz, una segunda norma enriquece la teor´ıa.
Definicio´n 4.11 ([Mus, Thm. 13.11], Norma de Orlicz) Sea M una
funcio´n de Musielak-Orlicz restringida y localmente integrable, y N su com-
plementaria. Se define para cada funcio´n de M la norma
‖f‖OM = sup{
∫
Ω
fgdµ : iN (g) ≤ 1}.
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En este punto hay que decir que las condiciones
iN (g) ≤ 1, ‖g‖N ≤ 1
son equivalentes (ver caso Orlicz).
Proposicio´n 4.12 ([Mus, Thm. 13.11]) En las condiciones de la definicio´n
previa,
‖f‖M ≤ ‖f‖OM ≤ 2‖f‖M
para toda f ∈ LM .
Esto prueba que si M y N son funciones de Musielak-Orlicz restringidas com-
plementarias, entonces:
• (LM , ‖·‖OM ) = (LN , ‖·‖N )′ es una isometr´ıa.
• (LM , ‖·‖M ) = (LN , ‖·‖N )′ es un isomorﬁsmo.
La desigualdad de Ho¨lder tiene 3 variantes.
Corolario 4.13 ([Mus, Thm. 13.13]) Sean M y N funciones de Musielak-
Orlicz restringidas complementarias. Se tienen las siguientes versiones de la
desigualdad de Ho¨lder:
∫
Ω
|f | |g|dµ ≤

2‖f‖M‖g‖N
‖f‖OM‖g‖N
‖f‖M‖g‖ON
Corolario 4.14 Sean M y N funciones de Musielak-Orlicz restringidas y com-
plementarias. Entonces (LN , ‖ · ‖ON ) esta´ isome´tricamente contenido en el dual
topolo´gico de (LM , ‖ · ‖M ).
La condicio´n ∆2 tambie´n trae consigo la densidad del conjunto de las funciones
simples ([Mus, Rmk. 8.15]). Con ello se puede probar el siguiente resultado de
dualidad.
Teorema 4.15 ([Mus, Thm. 13.18]) Sean M y N funciones de Musielak-
Orlicz (restringidas) complementarias y localmente integrables. Supongamos que
para cada t0 > 0 existe un c > 0 para el cual
M(w,t)
t ≥ c si t ≥ t0 y w ∈ Ω. Ma´s
au´n, supongamos que una de las siguientes dos condiciones se satisface:
• µ es sin a´tomos y M satisface la condicio´n ∆2.
• Ω = {1, 2, . . .}, µ({n}) = 1 para n = 1, 2, . . . y M satisface la condicio´n
δ2.
Entonces la forma de cada funcional lineal y continuo sobre (LM , ‖ · ‖M ) es
T (f) =
∫
Ω
fgdµ, f ∈ LM ,
con g ∈ LN y ‖T‖ = ‖g‖ON . Es decir, se tiene la isometr´ıa
[(LM , ‖ · ‖M )]∗ = (LN , ‖ · ‖ON ).
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Una vez terminada esta presentacio´n de los espacios de funciones de Musielak-
Orlicz volvemos al contexto de los ret´ıculos de Banach, llamados espacios de
funciones de Banach y deﬁnidos en 1.23. Una parte de la familia de espacios de
Musielak-Orlicz se enmarca en este contexto.
Proposicio´n 4.16 Sea M una funcio´n de Musielak-Orlicz de manera que:
• Es convexa en la variable t ≥ 0 para todo w ∈ Ω.
• Para cada medible A de medida finita existe un s > 0 tal que∫
A
M(w, s)dµ(w) <∞, y
• Existe un t > 0 tal que ess infwM(w, t) > 0.
Entonces el espacio de Musielak-Orlicz LM es un espacio de funciones de Banach
(considerado con la norma de Luxemburg).
En particular, si M es una funcio´n de Musielak-Orlicz restringida y local-
mente integrable, el espacio LM es un espacio de funciones de Banach
Prueba: Las propiedades (P1) y (P2) de 1.23 son triviales. (P3) tiene una
prueba ide´ntica al caso de los espacios de Orlicz, salvo por la notacio´n (ver p.
98). (P4) es inmediata de la segunda hipo´tesis que se toma sobre M , pues una
vez la integral ah´ı expresada es ﬁnita, para algu´n k > 0 (lo suﬁcientemente
grande) se tendra´ iM (χA/k) ≤ 1. Por u´ltimo, (P5) se puede interpretar como
la inclusio´n continua
LM (A,ΣA, µA) ⊂ L1(A,ΣA, µA)
donde ΣA y µA son la σ-a´lgebra y la medida restringidas al medible A por
intersecciones con e´ste. Entonces basta con echar una mirada a 4.5 y tratar de
probar que N ≤ M˜ donde
N(w, t) = tχA(w) M˜(w, t) =M(w, t)χA(w).
Este hecho es fa´cil de probar con la primera y tercera hipo´tesis asumida sobre
M . Sea α = ess infM(w, s). La convexidad de cada M(w, ·) implica que
M(w, t) ≥ t
s
M(w, s) t ≥ s, w ∈ Ω.
Veamos que
tχA(w) ≤ s
α
M(w, t) + sχA(w)
para casi todo w ∈ Ω y para todo t ≥ 0. En efecto, para cada 0 ≤ t ≤ s la
desigualdad es trivial en virtud del te´rmino sχA(w). Para t > s la desigualdad
vuelve a ser trivial, esta vez usando el otro te´rmino.
Por tanto la inclusio´n entre ambos espacios produce la desigualdad de normas
‖fχA‖1 ≤ C‖fχA‖M ≤ C‖f‖M
que equivale a (P5). ¤
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En nuestro estudio so´lo interesan espacios de funciones de Banach, por tanto
so´lo una parte de la gran familia de los espacios de Musielak-Orlicz. Veamos
una condicio´n suﬁciente para que el espacio LM tenga norma absolutamente
continua.
Lema 4.17 Sea M una funcio´n de Musielak-Orlicz de manera que LM es un
espacio de funciones de Banach, y que satisface la condicio´n ∆2. Entonces
LMa = L
M
b = L
M .
Prueba: Basta ver que cada funcio´n χA pertenece a L
M
a . Para ello sea A
arbitrario. Entonces
iM (
χA
‖χA‖M ) ≤ 1.
Sea B ⊂ A y ε > 0 arbitrariamente pequen˜o. Entonces existe k ∈ N de manera
que 2−k‖χA‖M ≤ ε < 2−k+1‖χA‖M . Con ello y usando la condicio´n ∆2 se
puede escribir la cadena de desigualdades
iM (
χB
ε
) ≤ iM ( 2
kχB
‖χA‖M )
=
∫
B
M(w,
2k
‖χA‖M )dµ(w)
≤ Ck
∫
B
M(w,
1
‖χA‖M )dµ(w) + k
∫
B
h(w)dµ(w).
Por ser integrables las funciones que aparecen dentro de los respectivos inte-
grandos, la continuidad absoluta de la integral de Lebesgue nos permite deducir
la existencia de un δ > 0 de manera que si µ(B) < δ, entonces iM (
χB
ε ) ≤ 1 y
por tanto ‖χB‖M ≤ ε. ¤
La presentacio´n de esta familia de espacios de funciones tiene un objetivo
muy concreto. El concepto de E-variacio´n de una medida vectorial que se
maneja en [Gret, GrUh] esta´ ligado a espacios de funciones de Banach E con
la propiedad de Fatou de´bil (WFP ) y satisfaciendo la propiedad (J) (ver p.
29). En esta gran familia de espacios de funciones, que incluye a los espacios
de Lebesgue y a los de Orlicz, todos ellos invariantes por reordenamiento y
poseedores, por tanto, de la propiedad (J), tambie´n incluye espacios donde la
propiedad (J) no se satisface. Uno de estos espacios va a centrar ahora nuestra
atencio´n. Veremos que, aparte de la propiedad (J), hay otras propiedades que lo
distanciara´n del resto de espacios de funciones invariantes por reordenamiento.
Proposicio´n 4.18 Sea Ω = (0, 1), µ la medida de Lebesgue en Ω y Σ la σ-
a´lgebra de los borelianos. Consideramos M : (0, 1)× [0,∞)→ [0,∞) la funcio´n
M(w, t) = tχ(0, 12 )(w) +
t2
2
χ( 12 ,1)(w).
El espacio LM es un espacio de funciones de Banach, pero no es invariante por
reordenamiento ni invariante por traslaciones ni posee la propiedad (J).
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Prueba: El hecho de tratarse de un espacio de funciones de Banach es
consecuencia del resultado anterior. Por otro lado, usando la deﬁnicio´n de la
norma de Luxemburg y del funcional iM es fa´cil calcular que
‖f‖M = 1
2
[
‖fχ(0, 12 )‖1 +
√
‖fχ(0, 12 )‖21 + 2‖fχ( 12 ,1)‖22
]
.
Se tiene como consecuencia que
‖fχ(0, 12 )‖M = ‖fχ(0, 12 )‖1,
‖fχ( 12 ,1)‖M =
√
2
2
‖fχ( 12 ,1)‖2.
Esto prueba de manera rotunda que LM no es invariante por traslaciones (y por
tanto ni por reordenamiento). Veamos que LM no satisface la propiedad (J).
Para cada α ∈ (0, 12 ) consideramos la funcio´n fα = αχ( 12−α, 12 ) y la particio´n
Eα formada por el medible (
1
2 − α, 12 + α). Es fa´cil calcular
‖fα‖M = 1, EEα(fα) =
1
2α
χ( 12−α,
1
2+α)
y por tanto
‖EEα(fα)‖M =
1
2
[
1
2
+
√
1
4
+
1
4α
]
.
Es obvio que la desigualdad ‖EEα(fα)‖M ≤ ‖fα‖M no se puede tener para todo
α ∈ (0, 12 ), y que LM ni siquiera puede ser renormado de manera que satisfaga
la propiedad (J). ¤
Calculamos ahora el espacio asociado al espacio de Musielak-Orlicz dado.
Proposicio´n 4.19 En las condiciones de la proposicio´n anterior, sea la funcio´n
N : (0, 1)× [0,∞)→ [0,∞] dada por
N(w, t) = [0χ(0,1)(t) +∞χ(1,∞)(t)]χ(0, 12 )(w) +
t2
2
χ( 12 ,1)(w).
Entonces el espacio de Musielak-Orlicz LN es isomorfo al asociado del espacio
de la proposicio´n anterior LM .
Prueba: En primer lugar, es fa´cil obtener de las deﬁniciones que
‖f‖N = max{‖fχ(0, 12 )‖∞,
√
2
2
‖fχ( 12 ,1)‖2}.
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Sea g ∈ LN . Usando que (L1)′ = L∞ y (L2)′ = L2 se tiene que
‖g‖N = max{‖gχ(0, 12 )‖∞,
√
2
2
‖gχ( 12 ,1)‖2}
≤ ‖gχ(0, 12 )‖∞ + ‖gχ( 12 ,1)‖2
≤ sup{
∫ 1
0
fgdµ : ‖fχ(0, 12 )‖1 ≤ 1, ‖fχ( 12 ,1)‖2 ≤ 1}
≤ sup{‖f‖M‖g‖(LM )′ : ‖fχ(0, 12 )‖1 ≤ 1, ‖fχ( 12 ,1)‖2 ≤ 1}
≤ 1 +
√
3
2
‖g‖(LM )′ .
Por otra parte, si g ∈ (LM )′ se tiene que gχ(0, 12 ) ∈ L∞ y gχ( 12 ,1) ∈ L2. As´ı, si
f ∈ LM y g ∈ (LM )′,∫ 1
0
fgdµ =
∫ 1
2
0
fχ(0, 12 )gχ(0,
1
2 )
dµ+
∫ 1
1
2
fχ( 12 ,1)gχ(
1
2 ,1)
dµ
≤ ‖fχ(0, 12 )‖1‖gχ(0, 12 )‖∞ + ‖fχ( 12 ,1)‖2‖gχ( 12 ,1)‖2
≤ ‖fχ(0, 12 )‖1‖g‖N + ‖fχ( 12 ,1)‖2
√
2‖g‖N
≤ 2‖f‖M‖g‖N .
(Se han aplicado las desigualdades expuestas en la prueba de 4.18). Con ello
llegamos a la desigualdad
1
2
‖g‖M ′ ≤ ‖g‖N ≤ 1 +
√
3
2
‖g‖M ′
para cada funcio´n medible g, y por tanto LN es isomorfo a (LM )′. ¤
Los espacios de Musielak-Orlicz-Bochner o espacios de funciones vectoriales
de Musielak-Orlicz LM (µ,X) se deﬁnen de la manera habitual. Una funcio´n
f : Ω → X medible pertenece a LM (µ,X) si la funcio´n no negativa ‖f‖X
pertenece a LM .
4.2 Espacios de medidas de Musielak-Orlicz
V M(µ, X)
El ejemplo de la seccio´n anterior nos revela la importancia de la propiedad
(J), exigida para deﬁnir una variacio´n de medidas vectoriales basada en las
proyecciones de dichas medidas. En ese caso, una deﬁnicio´n como
‖F‖LM = sup{‖
∑
A∈π
F (A)
µ(A)χA‖LM : π ∈ D}
resulta absurda incluso en el caso escalar. El motivo es que si se toma una
familia de funciones como {fα : α ∈ (0, 12 )} (dada en la proposicio´n 4.18), e´sta
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resulta ser acotada pues esta´ contenida en la bola unidad de LM . Sin embargo
la familia de medidas inducida de manera natural por la familia anterior,
{∫
(·)
fαdµ : α ∈ (0, 12 )},
formar´ıa un conjunto no acotado para la LM -variacio´n. Este hecho se con-
siderar´ıa una patolog´ıa, puesto que es deseable que el espacio de funciones de
Banach se introduzca de manera isome´trica en el espacio de medidas de la forma
habitual.
La deﬁnicio´n de LM -variacio´n que se propone
|F |LM := sup{
∑
A∈π
|αA| ‖F (A)‖ : π ∈ D, ‖
∑
A∈π
αAχA‖(LM )′ ≤ 1}
no tiene mayor problema que la identiﬁcacio´n del espacio (LM )′. Cuando M
es una funcio´n de Musielak-Orlicz restringida, el espacio (LM )′ no es ma´s que
LM
∗
(donde M∗ es la complementaria de M) salvo el isomorﬁsmo que supone
la eleccio´n de la norma de Luxemburg u Orlicz en dicho espacio). As´ı queda
deﬁnido el espacio de medidas vectoriales de Musielak-Orlicz como sigue.
Definicio´n 4.20 Sea LM (µ) un espacio de la familia de los espacios de fun-
ciones de Musielak-Orlicz, y X un espacio de Banach arbitrario. Se define
el espacio de medidas vectoriales de Musielak-Orlicz, denotado por VM (µ,X),
como el formado por las medidas F finitamente aditivas con valores en X que
son µ-continuas y de manera que
|F |M := sup{
∑
A∈π
|αA| ‖F (A)‖ : π ∈ D, ‖
∑
A∈π
αAχA‖(LM )′ ≤ 1} <∞.
Es decir, VM (µ,X) = VE(µ,X), el espacio de las medidas de E-variacio´n finita
cuando se considera la situacio´n E = LM (µ) con la norma de Luxemburg.
Todos los resultados del cap´ıtulo 2 son ciertos con la salvedad de que las
isometr´ıas expuestas sean isomorﬁsmos dado que trabajamos con una variacio´n
equivalente.
Corolario 4.21 Sea LM (X) un espacio de Musielak-Orlicz-Bochner, donde M
es tal que LM resulta un espacio de funciones de Banach (por ejemplo, si
satisface las condiciones de 4.16). Entonces se tiene:
• LM (X) ⊂ VM (X) isome´tricamente.
• LM (X) = VM (X) si y so´lo si X ∈ (RNP ).
• F ∈ VM (X) si y so´lo si existe ϕ ∈ LM no negativa tal que |F |(·) =∫
(·)
ϕdµ.
Por otra parte, si M es funcio´n de Musielak-Orlicz restringida verificando las
hipo´tesis del teorema 4.15, y M∗ es su complementaria, entonces:
• VM∗(X∗) = [LM (X)b]∗.
• VM∗(X) = Π1,+(LM ,X).
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4.3 Espacios de medidas vectoriales de Nakano
Existe una familia de espacios (dentro de la gran familia de todos los espacios
de funciones de Musielak-Orlicz) que bien pod´ıan haber tenido un origen propio,
a partir de los espacios de Lebesgue.
Inspirada en la norma de Lp, se podr´ıa haber dado la siguiente deﬁnicio´n: Sea
p(·) : Ω → [1,∞) una funcio´n medible a la que llamaremos funcio´n exponente.
Se consideran aquellas funciones medibles en Ω para las cuales la integral∫
Ω
|f(w)|p(w)dµ(w)
es ﬁnita.
Es obvio que para la funcio´n exponente constante se recupera un espacio de
Lebesgue, pero tambie´n es cierto que para funciones exponente arbitrarias, la
integral no deﬁne de manera muy directa una norma. Sin embargo, a trave´s de
las funciones de Musielak-Orlicz y de la teor´ıa de espacios de Musielak-Orlicz,
poniendo
M(w, t) = tp(w)
tenemos una manera de dar una norma en este espacio. Adema´s podemos
calcular su asociado de manera sencilla.
Definicio´n 4.22 Se define el espacio de funciones de Nakano correspondiente
a una funcio´n exponente p(·) : Ω→ [1,∞) medible y finita cpp. como el espacio
de Musielak-Orlicz correspondiente a la funcio´n de Musielak-Orlicz M(w, t) =
tp(w).
Se denotara´ por Lp(·)(µ) cuando µ sea no ato´mica y ℓ({pn}) cuando µ sea
puramente ato´mica con a´tomos de igual medida.
Nota 4.23 En la definicio´n se ha tomado como funcio´n M(w, t) = tp(w), aunque
no es la u´nica. Veamos que la funcio´n N(w, t) = t
p(w)
p(w) da lugar al mismo espacio
de funciones. La utilidad de esta observacio´n se vera´ ma´s adelante, cuando se
hable del espacio asociado.
En efecto, basta con probar que M ≤ N y N ≤ M (ver definiciones en p.
109). Las obvias desigualdades
tp(w)
p(w)
≤ tp(w)
tp(w) ≤ 2p(w) t
p(w)
p(w)
para cada t ≥ 0 y w ∈ Ω sirven para probar lo anunciado.
Un aspecto interesante de los espacios de funciones de Nakano es la caracteri-
zacio´n de la inclusio´n entre dos de estos espacios en te´rminos de la relacio´n que
guardan sus funciones exponente. La siguiente proposicio´n se obtiene, tras las
manipulaciones convenientes, de la caracterizacio´n 4.5.
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Proposicio´n 4.24 Sea µ una medida σ-finita y sin a´tomos. Equivalen:
• Lp(·)(µ) ⊂ Lq(·)(µ).
• Se cumple:
– q ≤ p casi por todas partes.
–
∫
q<p<∞
C
1
1
q(w)
− 1
p(w) dµ(w) < ∞ para cuna cierta constante 0 < C <
1.
–
∫
p=∞
1
q(w)dµ(w) <∞.
Este resultado invita a reﬂexionar sobre las inclusiones entre los espacios de
Lebesgue de medida ﬁnita o inﬁnita.
Otro aspecto de intere´s es el ca´lculo del espacio asociado a un espacio de
Nakano.
Proposicio´n 4.25 Sea p(·) : Ω → (1,∞) una funcio´n exponente, y p′(·) la
funcio´n que cumple p′(w) = p(w)′ para cada w ∈ Ω. Entonces (Lp(·))′ = Lp′(·).
Prueba: Dado que se trata de espacios de Musielak-Orlicz, el ca´lculo del
espacio asociado se transforma en el ca´lculo de la funcio´n de Musielak-Orlicz
complementaria, siempre que e´sta sea restringida. Despue´s el resultado es
inmediato (ver p. 111).
Si M(w, t) = t
p(w)
p(w) , es inmediato, tanto queM es funcio´n de Musielak-Orlicz
restringida, como que su complementaria es N(w, t) = t
p(w)′
p(w)′ , donde p(w)
′ es el
exponente asociado a p(w) para cada w ∈ Ω. ¤
Conociendo ya el espacio asociado de cada espacio de funciones de Nakano
podemos escribir la p(·)-variacio´n de una medida vectorial y la deﬁnicio´n del
espacio de medidas vectoriales de Nakano.
Definicio´n 4.26 Sea p(·) una funcio´n exponente y X un espacio de Banach. Se
define el espacio de medidas vectoriales de Nakano correspondiente a la funcio´n
exponente p(·) como
VLp(·)(X) = {F : F ≪ µ , |F |p(·) <∞},
donde
|F |p(·) = sup{
∑
A∈π
|αA|‖F (A)‖X : π ∈ D, ‖
∑
A∈π
αAχA‖Lp′(·) ≤ 1},
y donde p′(·) es la funcio´n exponente tal que p′(w) = p(w)′, es decir, que asigna
a cada w el exponente conjugado de p(w).
Todos los resultados del cap´ıtulo 2 son aplicables a este espacio, con la
salvedad de que la p(·)-variacio´n aqu´ı expuesta es una cantidad no igual, pero
equivalente, a la E-variacio´n que se tendr´ıa al sustituir el espacio de funciones
de Banach E por Lp(·).
Por u´ltimo, nos centramos en un aspecto geome´trico de los espacios de
funciones de Nakano, tanto en medida no ato´mica (resuelto en [56]), como el caso
de sucesiones (parcialmente resuelto en [Kat]): el tipo y cotipo de Rademacher.
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4.3.1 Tipo y cotipo de Rademacher en espacios de Nakano
vectoriales
En los preliminares se encuentran las deﬁniciones de los conceptos que se
va a manejar en esta seccio´n. El caso de funciones escalares sobre espacios
de medida no ato´micos ha sido estudiado por Kaminska y Turett en [56]. En
realidad se completa la cuestio´n relativa a los espacios de Musielak-Orlicz, siendo
la concerniente a los espacios de Nakano una trivial consecuencia. El caso de
sucesiones escalares se trabaja en [Kat], donde no se completa la respuesta para
los espacios de sucesiones de Nakano.
Nuestro propo´sito es caracterizar el tipo y el cotipo de Rademacher de los
espacios de sucesiones vectoriales de Nakano en te´rminos, tanto de la funcio´n
exponente como de los espacios de Banach en los que toman valores las sucesiones.
De hecho, el espacio de sucesiones vectoriales de Nakano que se va a considerar
no va a ser el generado a partir del espacio de sucesiones escalares y un so´lo
espacio de Banach, sino que se tomara´ una familia de espacios arbitrarios, como
indica la siguiente deﬁnicio´n.
Definicio´n 4.27 Sean {pn}n ⊂ [1,∞) una sucesio´n de exponentes y {Xn}n de
espacios de Banach.
• Se define el espacio de sucesiones de Nakano ℓ({pn}) como el espacio de
Musielak-Orlicz de sucesiones correspondiente a la funcio´n de Musielak-
Orlicz M(n, t) = tpn . Entonces esta´ formado por las sucesiones (αn)n de
escalares tales que
∞∑
n=1
(
|αn|
k
)pn ≤ 1
para algu´n k > 0. Se considera en e´l la norma de Luxemburg (ver [90,
Mus]).
• Se define el espacio de sucesiones vectoriales de Nakano, denotado por
ℓ({pn,Xn}) (o bien por ⊕pnXn), como el formado por las sucesiones (xn)n
(tambie´n denotadas por
∑
n xn ⊗ en, donde en es el n-e´simo vector de la
base cano´nica para n = 1, 2, . . .) de modo que xn ∈ Xn para cada n =
1, 2, . . ., y la sucesio´n escalar (‖xn‖Xn)n pertenece al espacio de sucesiones
de Nakano ℓ({pn}). La norma se define por
‖(xn)n‖ℓ({pn,Xn}) = ‖(‖xn‖Xn)n‖ℓ({pn}).
Con el objetivo de calcular el tipo y cotipo de Rademacher en la familia de
espacios de sucesiones de Musielak-Orlicz, E. Katirtzoglou adapta en [Kat] las
condiciones ∆q y ∆
∗
p que A. Kamin´ska y B. Turett deﬁnen en [56] para el caso
de espacios de funciones. En este u´ltimo, la caracterizacio´n del tipo y cotipo
de los espacios de funciones de Nakano (siempre en medida no ato´mica) es un
sencillo corolario cuyo resultado es:
• Lp(·) tiene cotipo 2 ≤ q <∞ si y so´lo si p(w) ≤ q cpp. en Ω.
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• Lp(·) tiene tipo 1 < p ≤ 2 si y so´lo si p(w) ≥ p cpp. en Ω y p(·) es acotada.
Una vez adaptadas las condiciones ∆q y ∆
∗
p al contexto sucesional y resuelta la
situacio´n de los espacios de sucesiones de Musielak-Orlicz, el paso a espacios de
sucesiones de Nakano queda casi completo. El resultado de [Kat] queda:
• Si ℓ({pn}) tiene cotipo q ≥ 2 entonces lim supn pn ≤ q.
• Si lim supn pn < q para algu´n q ≥ 2, entonces ℓ({pn}) tiene cotipo q.
• Sea pn > 1 para todo n ∈ N. Si ℓ({pn}) tiene tipo p ≥ 1 entonces
p ≤ lim infn pn y supn pn <∞.
• Si 1 < p < lim infn pn y supn pn <∞ entonces ℓ({pn}) tiene tipo p.
Como se puede observar, queda por resolver cua´ndo el espacio de Nakano ℓ({pn})
posee el cotipo q = lim supn pn y cu´ando posee el tipo p = lim infn pn.
En esta seccio´n abordamos el problema en el contexto ma´s general posible
para encontrar condiciones necesarias y suﬁcientes. La solucio´n pasara´ por el
estudio de las relaciones de inclusion que existen entre los distintos espacios de
Nakano vectoriales.
En primer lugar comprobamos que la condicio´n δ2 en los espacios de Nakano
no es ma´s que la acotacio´n de la sucesio´n de los exponentes.
Lema 4.28 Sea φ = (φn)n la funcio´n de Musielak-Orlicz dada por φn(x) = x
pn .
Entonces φ tiene la condicio´n δ2 si y so´lo si (pn)n es acotada.
Prueba: Si se cumple la condicio´n δ2, entonces existen δ,K > 0 y (cn)n ∈ ℓ1
de te´rminos no negativos tales que
2pnxpn ≤ Kxpn + cn
para todo 0 < x ≤ δ 1pn . Tomando x = δ 1pn se tiene que 2pnδ ≤ Kδ + cn, lo que
implica que (pn)n es acotada.
Para el rec´ıproco basta con tomar δ = 1, cn = 0 para todo n ∈ N y K =
2supn{pn}. ¤
Por otra parte incluimos en un lema sin prueba unos hechos elementales de
los que haremos uso ma´s adelante.
Lema 4.29 Sea (pn)n ⊂ [1,∞) y sea (Xn)n una sucesio´n de espacios de Banach.
a) La aplicacio´n xn 7→ xn ⊗ en es una inclusio´n isome´trica de Xn en el espacio
ℓ({pn,Xn}) para n = 1, 2, . . ..
b) Sea xn ∈ Xn un elemento fijo de norma 1 para cada n ∈ N. La aplicacio´n
(αn)n 7→
∑
n αnxn ⊗ en es una inclusio´n isome´trica de ℓ({pn}) en ℓ({pn,Xn}).
El siguiente resultado es esencialmente conocido (ver [90]), pero lo incluimos
en versio´n vectorial y probado con la te´cnica abastecida por la teor´ıa de los
espacios de Musielak-Orlicz.
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Teorema 4.30 Sea (pn)n, (qn)n ⊂ [1,∞) y sean (Xn)n, (Yn)n dos familias de
espacios de Banach. Entonces
ℓ({pn,Xn}) ⊂ ℓ({qn, Yn})
si y so´lo si existe 0 < C < 1 tal que∑
pn>qn
C
1
1
qn
− 1
pn <∞
y in : Xn → Yn son inclusiones n = 1, 2, . . . con supn ‖in‖ <∞.
Prueba: Supongamos en primer lugar que ℓ({pn,Xn}) ⊂ ℓ({qn, Yn}) de
manera que el operador que da la inclusio´n tiene norma A > 0. El lema 4.29
nos da las inclusiones in : Xn → Yn, y ‖in‖ ≤ A para n = 1, 2, . . . Tambie´n nos
da la inclusio´n ℓ({pn}) ⊂ ℓ({qn}).
Ahora si ℓ({pn}) ⊂ ℓ({qn}), por teorema 4.5, existira´n constantesK1,K2, δ >
0 y (an)n ≥ 0 tales que (an)n ∈ ℓ1 y veriﬁcando que
0 ≤ xpn ≤ δ =⇒ xqn ≤ K1(K2x)pn + an
para cada n = 1, 2, . . .
Podemos suponer, sin pe´rdida de generalidad, que K1 = K2 = K > 1 y
δ = 1K . Entonces
an ≥ max
{
xqn −Kpn+1xpn : 0 ≤ x ≤ K− 1pn
}
Denotemos fn(x) := x
qn −Kpn+1xpn .
Para n ∈ N con pn ≤ qn la desigualdad resulta ser redundante, porque fn(x)
es negativa en ]0, 1[.
Para n ∈ N con pn > qn, es claro que fn(x) es no negativa en el intervalo
]0,
(
1
Kpn+1
) 1
pn−qn [ y alcanza su ma´ximo en xmax,n =
(
qn
pnKpn+1
) 1
pn−qn
, el cual
cumple que 0 < xmax,n < K
− 1
pn .
Entonces
an ≥ max
{
fn(x) : 0 ≤ x ≤ K−
1
pn
}
= fn
((
qn
pnKpn+1
) 1
pn−qn
)
=
(
qn
pnKpn+1
) qn
pn−qn
(
1− qn
pn
)
=
(
qn
pn
) qn
pn−qn
q 1qn− 1pnn
K1+
1
pn

1
1
qn
− 1
pn
(
1
qn
− 1
pn
)
.
Gracias al comportamiento de las funciones x
x
1−x en [0, 1] y x
1
x en [1,∞)
podemos aﬁrmar que
e−1 ≤
(
qn
pn
) qn
pn−qn
≤ 1
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y
1
K2
≤ q
1
qn
− 1
pn
n
K1+
1
pn
≤ q
1
qn
n
K
≤ e
1
e
K
.
De ah´ı que podamos encontrar constantes C1 and C2 tales que
C1 C
1
1
qn
− 1
pn
2
(
1
qn
− 1
pn
)
≤ fn(xmax,n) ≤ an.
Por tanto tenemos ∑
pn>qn
C
1
1
qn
− 1
pn
2
(
1
qn
− 1
pn
)
<∞.
Si el conjunto {n ∈ N : pn > qn} es ﬁnito no hay nada que probar. Si no,
tomando 0 < C < C2 podemos aﬁrmar que la serie
∑
pn>qn
C
1
1
qn
− 1
pn converge.
Para el rec´ıproco, supongamos que la serie
∑
pn>qn
C
1
1
qn
− 1
pn converge para
cierta constante 0 < C < 1 y sea (an)n ∈ ℓ({pn}). Entonces existe K0 > 0 tal
que
∑
n∈N(
|an|
K )
pn ≤ 1 for any K ≥ K0.
Para comprobar que (an)n ∈ ℓ({qn}) probaremos que
∑
n∈N(
|an|
T )
qn < ∞
para cualquier T ≥ K0C .
Para tal ﬁn, consideremos
A = {n ∈ N : pn > qn, |an| ≤ TC
pn
pn−qn }
y
B = {n ∈ N : pn > qn, |an| > TC
pn
pn−qn }
y ahora descompongamos la suma como sigue:∑
n∈N
( |an|
T
)qn
=
∑
pn≤qn
( |an|
T
)qn
+
∑
n∈A
( |an|
T
)qn
+
∑
n∈B
( |an|
T
)qn
.
No´tese que ∑
pn≤qn
( |an|
T
)qn ≤∑
n∈N
( |an|
T
)pn ≤ 1,
∑
n∈A
( |an|
T
)qn ≤ ∑
pn>qn
C
1
1
qn
− 1
pn <∞
y ∑
n∈B
( |an|
T
)qn
=
∑
n∈B
( |an|
T
)pn( |an|
T
)qn−pn ≤∑
n∈N
( |an|
T
)pn( 1
C
)pn ≤
≤
∑
n∈N
( |an|
CT
)pn ≤ 1.
Por tanto ℓ({pn}) ⊂ ℓ({qn}).
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Finalmente, si las inclusiones in : Xn → Yn esta´n uniformemente acotadas,
la aplicacio´n
∑
n xn ⊗ en 7→
∑
n in(xn)⊗ en es una inclusio´n continua.
‖
∑
n
in(xn)⊗ en‖ℓ({qn,Yn}) =
= ‖
∑
n
‖in(xn)‖Ynen‖ℓ({qn}) ≤ C ′‖
∑
n
‖in(xn)‖Ynen‖ℓ({pn}) ≤
≤ C ′K‖
∑
n
‖xn‖Xnen‖ℓ({pn}) = C ′K‖
∑
n
xn ⊗ en‖ℓ({pn,Xn})
para ciertas constantes C ′ y K. ¤
Corolario 4.31 (ver [90] para el caso escalar) Sean (pn)n, (qn)n ⊂ [1,∞)
y sean (Xn)n, (Yn)n dos familias de espacios de Banach. Entonces ℓ({pn,Xn}) =
ℓ({qn, Yn}) si y so´lo si Xn = Yn y existen constantes 0 < K,K ′ <∞ tales que
K‖xn‖Xn ≤ ‖xn‖Yn ≤ K ′‖xn‖Xn
para todo n ∈ N y todo (xn)n ∈ ℓ({pn,Xn}), y existe 0 < C < 1 tal que∑
pn 6=qn
C
1
| 1
qn
− 1
pn
| <∞.
Corolario 4.32 Sea 1 ≤ p <∞, y sea (pn)n ⊂ [1,∞). Entonces:
1. ℓ({pn}) ⊂ ℓp sii existe 0 < C < 1 con
∑
pn>p
C
1
pn−p <∞.
2. ℓp ⊂ ℓ({pn}) sii existe 0 < C < 1 con
∑
pn<p
C
1
p−pn <∞.
El siguiente lema recoge una propiedad que tienen los espacios de Nakano que
tienen un cierto cotipo ﬁnito q.
Lema 4.33 Sea 2 ≤ q <∞. Si ℓ({pn,Xn}) tiene cotipo q entonces
inf∑
k
|ak|=1
(nk)k⊂N
inf{λ > 0 :
∑
k
( |ak|
λ
) pnk
q
≤ 1} > 0.
y Xn tiene cotipo q for all n = 1, 2, . . . con supn Cq(Xn) <∞.
Prueba: Es obvio del lema 4.29 que ℓ({pn}) y Xn tienen ambos cotipo q
para cada n = 1, 2, . . . Adema´s Cq(Xn) y Cq(ℓ({pn})) vienen acotados por
Cq(ℓ({pn,Xn})) para n = 1, 2, . . .
Sea (pnk)k una subsucesio´n cualquiera de (pn)n y (αk)k cualquier sucesio´n
de nu´meros reales con
∑
k |αk|q = 1. Aplicando la deﬁnicio´n de cotipo con los
vectores xk = αk ⊗ enk de ℓ({pn}) tenemos
1 =
(∑
k
|αk|q
) 1
q
≤ C
∫ 1
0
‖
∑
k
rk(t)αkenk‖dt ≤ C‖
∑
k
αkenk‖.
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De ah´ı
1
C
≤ ‖
∑
k
αkenk‖ = inf{λ > 0 :
∑
k
( |αk|
λ
)pnk
≤ 1}.
Tomando ahora el ı´nﬁmo sobre las subsucesiones nk y las sucesiones αk y
denotando ak = |αk|q, k = 1, 2, ... la prueba queda resuelta. ¤
Para la demostracio´n del teorema fundamental de este apartado necesitamos
trabajar con una funcio´n de Musielak-Orlicz con cierta caracter´ıstica. La exis-
tencia de dicha funcio´n viene dada en [Kat] por la condicio´n δq. En este caso
describimos una tal funcio´n de forma expl´ıcita.
Lema 4.34 Sea (pn)n ⊂ [1,∞) y q ≥ 2. Entonces existe 0 < δ < 1 tal que
siempre que pn > q, la funcio´n
ϕn(x) =
{
2xq − xpn , 0 ≤ x ≤ δ
ϕn(δ) + ϕ
′
n(δ
−)(x− δ) , x > δ
es una funcio´n de Young y ϕn(x
1
q ) is co´ncava.
Adema´s, si ℓ({pn}) ⊂ ℓq y definimos
φn(x) =
{
xpn , pn ≤ q
ϕn(x) , pn > q
entonces ℓφ = ℓ({pn}) (con normas equivalentes).
Prueba: Sea n ∈ N tal que pn > q. Es fa´cil comprobar que la funcio´n
2xq − xpn es convexa en el intervalo (0, xn), donde xn =
(
2q(q−1)
pn(pn−1)
) 1
pn−q
, y que
0 < δ = inf
q<t<∞
(
2q(q − 1)
t(t− 1)
) 1
t−q
< 1. Por tanto si se deﬁne
ϕn(x) =
{
2xq − xpn , 0 ≤ x ≤ δ
ϕn(δ) + ϕ
′
n(δ
−)(x− δ) , x > δ
entonces ϕn es una funcio´n de Young. Se observa adema´s que ϕ(x
1
q ) es co´ncava.
Deﬁnamos ahora la funcio´n de Musielak-Orlicz φ = (φn) mediante
φn(x) =
{
xpn , pn ≤ q
ϕn(x) , pn > q
Primero comprobaremos a trave´s de 4.5 que ℓφ ⊂ ℓ({pn}). Para n ∈ N de modo
que pn ≤ q la desigualdad es obvia. Para n ∈ N tal que pn > q, φn(x) ≤ δq
implica que 0 ≤ x ≤ δ y entonces φn(x) = ϕn(x) = 2xq − xpn ≥ xpn .
Finalmente, si suponemos ℓ({pn}) ⊂ ℓq tenemos δ0 < 1, K1,K2 > 0 y (an)n
de nu´meros no negativos con (an)n ∈ ℓ1 y tales que si xpn ≤ δ0,
xq ≤ K1(K2x)pn + an.
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Ahora 4.32 nos muestra que (pn)n debe ser acotada. Sea δ
′ dada por δ′ =
min{δ0, δmaxn pn}, y no´tese que si pn > q y xpn ≤ δ′ entonces
φn(x) = 2x
q − xpn ≤ 2xq ≤ (2K1)(K2x)pn + 2an.
Por lo tanto ℓ({pn}) ⊂ ℓφ y la prueba concluye. ¤
Ahora estamos en codiciones de abordar el resultado principal, a saber, la
caracterizacio´n del cotipo de un espacio de sucesiones vectoriales de Nakano en
te´rminos de la sucesio´n de exponentes que lo deﬁne, y los cotipos de la sucesio´n
de espacios de Banach que lo componen.
Teorema 4.35 Sean 2 ≤ q < ∞, (pn)n ⊂ [1,∞) y (Xn)n una familia de
espacios de Banach. Las siguientes afirmaciones son equivalentes:
(1) ℓ({pn,Xn}) tiene cotipo q.
(2) Xn tiene cotipo q para cada n = 1, 2, . . . con supn Cq(Xn) <∞, y existe
0 < C < 1 tal que
∑
pn>q
C
1
pn−q <∞.
Prueba: Supongamos en primer lugar que ℓ({pn,Xn}) tiene cotipo q. El
lema 4.29 nos da de nuevo que ℓ({pn}) y Xn tienen ambos cotipo q y que
supn Cq(Xn) < ∞. Supongamos ahora que para cualquier C > 0 la serie∑
n C
mn = +∞, donde mn = 1pn
q
−1
si pn > q, y mn = +∞ whenever pn < q.
Veamos que para cada 0 < ε < 1 podemos encontrar una sucesio´n (an)n tal
que ∑
n
|an| = 1 and
∑
n
( |an|
ε
) pn
q
≤ 1.
Esto mostrar´ıa que
inf∑
k
|ak|=1
inf{λ > 0 :
∑
k
( |ak|
λ
) pk
q
≤ 1} = 0
lo que, de acuerdo con el lema 4.33, conduce a contradiccio´n.
Dado ε > 0, sea (an)n deﬁnido como sigue: Ya que
∑
n ε
mn = ∞ podemos
encontrar k ∈ N con
k∑
n=1
εmn ≤ 1
ε
and
k+1∑
n=1
εmn >
1
ε
.
Sea entonces an = εε
mn para n = 1, 2, ..., k, ak+1 = 1 − ε
∑k
n=1 ε
mn ≤ εεmk+1 ,
y an = 0 para n ≥ k + 2.
As´ı,
∑
n |an| = 1 y ( |an|ε )
1
mn ≤ ε son triviales, y
∑
n
( |an|
ε
) pn
q
=
∑
n
( |an|
ε
)( |an|
ε
) 1
mn
≤ 1
ε
∑
n
|an|ε = 1.
Para el rec´ıproco, acudimos a la parte (i) del corolario 4.32, para deducir
que, en esta situacio´n, ℓ({pn}) ⊂ ℓq. Aplicando el lema 4.34 podemos considerar
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la funcio´n de Musielak-Orlicz φ = (φn) tal que ℓ
φ = ℓ({pn}) con normas
equivalentes (denotadas aqu´ı por ‖.‖φ y ‖.‖ respectivamente), y de manera que
φn(x
1
q ) son co´ncavas para cada n.
Puesto que φn son funciones convexas,
∑∞
n=1 φn(
|xn|
1+
∑
φn(|xn|)
) ≤ 1 y por lo
tanto ‖x‖φ ≤ 1 +
∑∞
n=1 φn (|x(n)|) para x ∈ ℓφ.
Sea M ∈ N y sean y1, y2, ..., yM ∈ ℓ({pn,Xn}) y (ak)Mk=1 escalares positivos
con
∑M
k=1 ak
q′ = 1, donde 1q +
1
q′ = 1. Entonces
M∑
k=1
ak‖yk‖ =
M∑
k=1
ak
q′
∥∥∥∥ 1akq′−1 yk
∥∥∥∥
≤ C1
M∑
k=1
ak
q′
∥∥∥∥ 1akq′−1 yk
∥∥∥∥
φ
≤ C1
M∑
k=1
ak
q′
(
1 +
∞∑
n=1
φn
(‖yk(n)‖Xn
akq
′−1
))
= C1
(
M∑
k=1
ak
q′ +
M∑
k=1
∞∑
n=1
ak
q′φn
(‖yk(n)‖Xn
akq
′−1
))
= C1
(
1 +
∞∑
n=1
M∑
k=1
ak
q′φn
((‖yk(n)‖qXn
ak(q
′−1)q
) 1
q
))
now using that φn(t
1
q ) are concave functions
≤ C1
1 + ∞∑
n=1
φn
( M∑
k=1
ak
q′
‖yk(n)‖qXn
ak(q
′−1)q
) 1
q

= C1
1 + ∞∑
n=1
φn
( M∑
k=1
‖yk(n)‖qXn
) 1
q

Aplicando para cada n ∈ N la fo´rmula del cotipo con los elementos y1(n),
y2(n), . . . , yM (n) de Xn,
(
M∑
k=1
‖yk(n)‖qXn)
1
q ≤ K
∫ 1
0
‖
M∑
k=1
rk(t)yk(n)‖Xndt
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y por la desigualdad integral de Minkowski,
‖{(
M∑
k=1
‖yk(n)‖qXn)
1
q }∞n=1‖φ ≤ K‖{
∫ 1
0
‖
M∑
k=1
rk(t)yk(n)‖Xndt}∞n=1‖φ ≤
≤ K
∫ 1
0
‖{
M∑
k=1
rk(t)yk(n)}∞n=1‖φdt
Esto nos justiﬁca la existencia de una constante C2 tal que si∫ 1
0
‖{
M∑
k=1
rk(t)yk(n)}∞n=1‖φdt ≤ C2
entonces
{(
M∑
k=1
‖yk(n)‖qXn)
1
q }∞n=1
pertenece a la bola unidad de ℓφ.
As´ı, las desigualdades anteriores muestran que siempre que se tenga la
relacio´n
∫ 1
0
‖∑Mk=1 rk(t)yk‖dt ≤ C3 se cumplira´ que (∑Mk=1 ‖yk‖q) 1q ≤ 2C1,
donde C3 aparece por el isomorﬁsmo que hay entre las normas ‖ · ‖ y ‖ · ‖φ. Por
ello podemos concluir que ℓ({pn,Xn}) tiene cotipo q. ¤
Para la caracterizacio´n del tipo hacemos uso del siguiente resultado.
Proposicio´n 4.36 ([52]) Sea ℓφ un espacio de sucesiones de Musielak-Orlicz.
Entonces ℓφ es B-convexo si y so´lo si φ y φ∗ satisfacen ambas la condicio´n δ2.
El lema 4.28 nos traduce la proposicio´n anterior en la siguiente aﬁrmacio´n:
ℓ({pn}) es B-convexo si y so´lo si 1 < lim infn pn ≤ lim supn pn <∞.
Remitimos al lector a los preliminares (p. 17) donde encontrara´ el concepto
de B-convexidad y su relacio´n con las propiedades de tipo y cotipo. Ahora
podemos pasar a probar el segundo resultado importante.
Teorema 4.37 Sean 1 < p ≤ 2, (pn)n ⊂ [1,∞) y sea (Xn)n una familia de
espacios de Banach. Las siguientes afirmaciones son equivalentes:
(1) ℓ({pn,Xn}) tiene tipo p.
(2) Xn tiene tipo p para n = 1, 2, . . . con supn Tp(Xn) <∞, (pn)n es acotada,
y existe 0 < C < 1 tal que
∑
pn<p
C
1
p−pn <∞.
Prueba: Supongamos que ℓ({pn,Xn}) tiene tipo p > 1. Entonces cada Xn
y tambie´n ℓ({pn}) tienen tipo p > 1 (ver lema 4.29). As´ı ℓ({pn}) es B-convexo
y por tanto {pn}n es acotada y ℓ({p′n}) = [ℓ({pn})]∗ (ver teorema 4.15) tiene
cotipo p′ <∞. Aplicando entonces el teorema del cotipo, existe una constante
C > 0 tal que
∑
p′n>p
′ C
1
p′n−p
′ <∞. Dado que∑
p′n>p
′
C
1
p′n−p
′ =
∑
pn<p
(C(pn−1)(p−1))
1
p−pn
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podemos aﬁrmar que tenemos (2) con constante, por ejemplo,
0 < C(lim supn pn−1)(p−1) < 1.
Para el rec´ıproco, es fa´cil probar, razonando como antes, que ℓ({pn}) tiene
tipo p. Adema´s, se tiene que ℓ({pn}) es p-convexo y r-co´ncavo para algu´n r <∞
(ver [Kat, Thm. 9a, 9b, Prop. 14]). Una ligera modiﬁcacio´n de la prueba de
[Kam, Thm. 4] (ver p. 41), y que exponemos a continuacio´n, nos conduce a que
ℓ({pn,Xn}) tiene tipo p.
En efecto, debemos probar que existe una constante A > 0 de modo que
para cada familia ﬁnita y1, y2, ..., yM ∈ ℓ({pn,Xn}) se cumple la desigualdad
(
∫ 1
0
‖
M∑
k=1
rk(t)yk‖rdt) 1r ≤ A(
M∑
k=1
‖yk‖p)
1
p
(las desigualdades de Kahane nos permiten retocar la desigualdad de tipo usando
el exponente r). Por lo tanto, y denotando por ‖ · ‖ la norma en ℓ({pn,Xn}), se
tiene
(
∫ 1
0
‖
M∑
k=1
rk(t)yk‖rdt) 1r = 1
2M/r
(
∑
εi∈{1,−1}M
‖
∑
k
εi(k)yk‖r) 1r
=
1
2M/r
(
∑
εi∈{1,−1}M
‖
(
‖
∑
k
εi(k)yk(j)‖Xj
)
j
‖rℓ({pn}))
1
r
por r-concavidad de ℓ({pn})
≤ B 1
2M/r
‖
(
(
∑
εi∈{1,−1}M
‖
∑
k
εi(k)yk(j)‖rXj )
1
r
)
j
‖ℓ({pn})
= B‖
(
(
∫ 1
0
‖
M∑
k=1
rk(t)yk(j)‖rXjdt)
1
r
)
j
‖ℓ({pn})
ahora la acotacio´n uniforme de las constantes del tipo p y la estructure reticular
de ℓ({pn}) dan
≤ BC‖
(
(
∑
k
‖yk(j)‖pXj )
1
p
)
j
‖ℓ({pn})
y ﬁnalmente, por la p-convexidad de ℓ({pn})
≤ BCD(
∑
k
‖
(
‖yk(j)‖Xj
)
j
‖pℓ({pn}))
1
p
= BCD(
∑
k
‖yk‖p)
1
p
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para ciertas constantes B,C,D > 0.
¤
Para concluir este apartado vamos a recurrir a [Kat], donde se caracteriza
el tipo y cotipo de los espacios de sucesiones de Musielak-Orlicz ℓφ en te´rminos
de las condiciones δq y δ
∗
p . Vamos a examinar en que´ se concretizan dichas
condiciones cuando se trata con los espacios de Nakano, y obtendremos unos
resultados, a modo de resumen, donde se relacionan la condicio´n de tipo y cotipo
con la relacio´n de inclusiones entre espacios de Nakano.
Definicio´n 4.38 ([Kat, Def. 2]) Se dice que una funcio´n de Musielak-Orlicz
φ = (φn) satisface la condicio´n δ
q (para q ≥ 1) si existen constantes positivas
K, δ y una sucesio´n de te´rminos no negativos (cn)n ∈ ℓ1 tales que para todo
n ∈ N, x > 0 y λ > 1,
φn(λx) ≤ Kλq[φn(x) + cn] (4.1)
siempre que φn(λx) ≤ δ.
Se dice que la funcio´n de Musielak-Orlicz φ = (φn) satisface la condicio´n
δ∗p (para p ≥ 1) si existen constantes positivas K, δ y una sucesio´n de te´rminos
no negativos (cn)n ∈ ℓ1 tales que para todo n ∈ N, x > 0 y λ > 1
φn(λx) ≥ Kλp[φn(x)− cn]
siempre que φn(λx) ≤ δ.
Teorema 4.39 ([Kat, Thm. 9a]) Sea φ = (φn)n una funcio´n de Musielak-
Orlicz y 2 ≤ q <∞. El espacio de sucesiones de Musielak-Orlicz ℓφ tiene cotipo
q si y so´lo si φ satisface la condicio´n δq.
Teorema 4.40 ([Kat, Thm. 9b]) Sea 1 < p ≤ 2 y φ = (φn)n una funcio´n de
Musielak-Orlicz que cumple las condiciones limu→0
φn(u)
u = 0 y limu→∞
φn(u)
u =
∞ para cada n ∈ N. Entonces el espacio de sucesiones de Musielak-Orlicz ℓφ
tiene tipo p si y so´lo si φ satisface las condiciones δ2 y δ
∗p.
Lema 4.41 Sea φ = (φn)n dada por φn(x) = x
pn .
1. φ = (φn)n cumple la condicio´n δ
q si y so´lo si existen una constante positiva
K y una sucesio´n (cn)n ∈ ℓ1 de te´rminos no negativos tales que
xq ≤ K(xpn + cn)
para cada n ∈ N con pn > q y 0 < x ≤ 1.
2. φ = (φn)n cumple la condicio´n δ
∗p si y so´lo si existen una constante
positiva K y una sucesio´n (cn)n ∈ ℓ1 de te´rminos no negativos tales que
xp ≥ K(xpn − cn)
para cada n ∈ N con pn < p y 0 < x ≤ 1.
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Prueba: (i) Supongamos la condicio´n δq. La ecuacio´n (4.1) nos da la
existencia de K, δ > 0 y (cn) ∈ ℓ1 de te´rminos no negativos tales que
λpn−qxpn ≤ K(xpn + cn)
para todo x > 0, λ ≥ 1 tales que λx ≤ δ 1pn , n ∈ N.
Tomando A = max{K, 1δ , 1} podemos aﬁrmar que
λpn−qxpn ≤ A(xpn + cn)
siempre que λx ≤ A− 1pn . Fijemos ahora 0 < x ≤ A− 1pn y n tales que pn > q.
Tomando supremo sobre 1 ≤ λ ≤ A−
1
pn
x obtenemos que
(A
1
pn x)q ≤ A2(xpn + cn).
En otros te´rminos,
yq ≤ Aypn +A2cn
para 0 < y ≤ 1 y n tales que pn > q.
Rec´ıprocamente, supongamos que existe una constante positiva K y un
sucesio´n de te´rminos no negativos (cn) ∈ ℓ1 tales que
xq ≤ K(xpn + cn)
para cada n tal que pn > q y 0 < x ≤ 1. Deﬁnimos c′n = 0 para n tal que
pn ≤ q, c′n = cnK para n con pn > q, δ = 1 y K ′ = max{K2, 1}. Sea λ ≥ 1, x > 0
con λx ≤ 1. Entonces, obviamente, cuando pn ≤ q,
(λx)pn ≤ λqxpn ≤ K ′λq(xpn + c′n).
Por otro lado, cuando pn > q,
(λx)pn ≤ (λx)q ≤ λqK ′(xpn + c′n).
(ii) Es similar a (i). ¤
Con esto, podemos formalizar los siguientes resultados:
Teorema 4.42 Sean (pn)n ⊂ [1,∞) y 2 ≤ q <∞. Las siguientes afirmaciones
son equivalentes:
1. ℓ({pn}) tiene cotipo q.
2. ℓ({pn}) ⊂ ℓq.
3. Existe una constante K > 0 y una sucesio´n (cn)n ∈ ℓ1 de te´rminos no
negativos tales que
xq ≤ K(xpn + cn)
para todo n ∈ N tal que pn > q y 0 < x ≤ 1.
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4. Existe 0 < C < 1 tal que
∑
pn>q
C
1
pn−q <∞.
Teorema 4.43 Sean (pn)n ⊂]1,∞) y 1 < p ≤ 2. Las siguientes afirmaciones
son equivalentes:
1. ℓ({pn}) tiene tipo p.
2. (pn)n es acotada y ℓ
p ⊂ ℓ({pn}).
3. (pn)n es acotada y existe K > 0 y (cn)n ∈ ℓ1 de te´rminos no negativos tal
que
xp ≥ K(xpn − cn)
para cada n ∈ N con pn < p y 0 < x ≤ 1.
4. Existe 0 < C < 1 tal que
∑
pn<p
C
1
p−pn <∞ y (pn)n es acotada.
Estos dos resultados son consecuencia del lema 4.41, el corolario 4.32, y los
teoremas 4.39 y 4.40, pero se pueden obtener, de manera independiente, a partir
de 4.35, 4.37 y 4.32.
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