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Re´sume´ : L’e´volution des re´seaux est marque´e aujour-
d’hui par deux grandes tendances : l’utilisation d’Ether-
net pour le transport des donne´es sur la couche 2 et l’uti-
lisation de la commutation de labels pour la gestion du
trafic (MPLS s’est impose´ comme le standard). Avec
LaidaNet, nous nous proposons de combiner ces deux
techniques afin d’ame´liorer les services fournis dans les
re´seaux locaux.
Un re´seau LaidaNet est compose´ d’un ensemble de com-
mutateurs qui interconnectent un ensemble de stations, le
tout ge´re´ par un controˆleur. Les commutateurs redirigent
les trames graˆce aux labels qu’elles contiennent, tandis
que les stations ont un comportement standard. La distri-
bution des labels est assure´e par le controˆleur. Pour cela,
il est couple´ a` un serveur de re´solution d’adresses qui ren-
voie des adresses MAC e´tiquete´es, dans lesquelles les la-
bels sont inscrits. Ainsi les trames portent les labels dans
leur champ destination address de`s leur e´mission.
Les avantages d’un re´seau LaidaNet sont multiples. La
commutation de labels permet d’offrir des fonctionnalite´s
avance´es de gestion de trafic, telles que l’agre´gation de
flux et le routage explicite. La pre´sence du controˆleur per-
met de re´duire le recours a` la diffusion, et de simplifier les
fonctions des commutateurs.
Mots cle´s : Architecture, re´seaux locaux, Ethernet,
commutation de labels, VLAN
1 INTRODUCTION
Ethernet est la technologie la plus utilise´e aujourd’hui
dans les re´seaux locaux, en raison de son de´bit de plus en
plus e´le´ve´, de son faible couˆt, de sa facilite´ d’utilisation,
de maintenance, et de sa capacite´ a` supporter diffe´rents
types d’applications. Cependant, du fait du partage d’un
support physique unique et des collisions qui en re´sultent,
les re´seaux locaux Ethernet offrent une bande passante
cumule´e limite´e a` celle du support physique, et qui dimi-
nue avec le nombre de stations et l’envergure du re´seau.
Pour faire face a` ce proble`me, les techniques de pon-
tage sont ge´ne´ralement employe´es. Les segments Ether-
net sont interconnecte´s par des ponts ou commutateurs,
qui ont pour roˆle de filtrer et rediriger le trafic entre les
stations. Cette technique permet de re´duire les domaines
de collisions, et par conse´quent d’ame´liorer la bande pas-
sante effective et d’accroitre l’envergure des re´seaux lo-
caux. Associe´e aux techniques de pontage, la technique
de VLAN (Virtual Local Area Network) permet de seg-
menter un re´seau local ponte´ en plusieurs domaines de
diffusion. Elle facilite ainsi la gestion, ame´liore les per-
formances et la se´curite´ dans les re´seaux locaux.
Cependant, les techniques de pontage et les VLAN ne
re´solvent pas tous les proble`mes d’extensibilite´ d’Ether-
net. L’absence de me´canismes avance´s de gestion de tra-
fic rend difficile la mise en œuvre de services tels que
le routage explicite, la re´servation de ressources ou la
protection contre les pannes. De plus, pour des re´seaux
auxquels sont connecte´es un grand nombre de stations,
les commutateurs sont sujets a` des risques d’explosion de
leurs tables de pontage.
Dans ce document, nous proposons une technique de
pontage base´e sur la commutation des labels qui simplifie
les fonctionnalite´s des commutateurs, re´duit la quantite´
de donne´es qu’ils ge`rent et e´changent, re´duit le recours
a` la diffusion, et offre suffisamment de souplesse pour
mettre en œuvre diffe´rents services supple´mentaires au
dessus d’Ethernet.
Les chapitres 2 et 3 pre´sentent respectivement les tech-
niques de pontage actuelles et la commutation de labels.
Le chapitre 4 pre´sente l’architecture et le fonctionnement
des re´seaux LaidaNet, et le chapitre 5 de´crit quelques ap-
plications possibles, a` savoir les VLAN, le routage expli-
cite, la gestion des pannes et la se´curite´.
2 LE PONTAGE
Les re´seaux locaux Ethernet sont limite´s tant dans leur
expansion que dans la quantite´ de donne´es pouvant y
eˆtre transporte´e. Ainsi d’apre`s [IEEE 802.3, 2002], un
segment Ethernet 10Base-TX offre une bande passante
maximale de 100Mbit/s, et sa porte´e maximale ne peut
exce´der 100m. Le de´bit de l’ensemble du re´seau dimi-
nue rapidement avec le nombre de stations. Ceci tient au
fait qu’un segment Ethernet constitue un seul domaine
de collision et un seul domaine de diffusion (figure 1(a)).
Une trame envoye´e par une station est rec¸ue par toutes les
autres. Toute la largeur de bande est occupe´e par la seule
station e´mettrice, et une e´mission simultane´e cause une
collision et la perte des donne´es transmises.
Il est alors logique de segmenter un re´seau local forte-
ment charge´ ou tre`s e´tendu en plusieurs composantes.
Chaque composante constitue un domaine de collision
distinct, et l’ensemble forme un domaine de diffusion
unique (figure 1(b)). C’est la technique du pontage
[IEEE 802.1D, 1998]. L’e´le´ment de branchement per-
mettant de relier les diffe´rents re´seaux locaux physiques
en un re´seau local logique est appele´ un commutateur, ou
un pont. Un commutateur ope`re a` la couche liaison de
donne´es (couche 2) et se´pare le trafic entre les segments
interconnecte´s. La charge de l’ensemble du re´seau s’en
trouve ame´liore´e car les stations peuvent e´mettre sur un
segment inde´pendamment du trafic existant dans d’autres
segments.
(a) sans pontage : un domaine de collision,
un domaine de diffusion
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(b) avec pontage : plusieurs domaines de
collision, un domaine de diffusion
FIG. 1 – Re´seaux locaux
Les techniques de pontage pre´sentent ge´ne´ralement les
diffe´rentes caracte´ristiques ci-apre`s.
Le pontage local ou distant : Le pontage local relie deux
ou plusieurs re´seaux locaux voisins et le branchement
a lieu a` la sous-couche MAC, tandis que le pontage
distant relie deux re´seaux locaux se´pare´s par un autre
re´seau (ge´ne´ralement un WAN) et le branchement a
lieu sur la sous-couche LLC.
Le pontage avec ou sans translation : Cette proprie´te´ in-
dique si les commutateurs ont la capacite´ de relier
plusieurs re´seaux locaux utilisant diffe´rents protocoles
d’acce`s au support (par exemple Token Ring et Ether-
net).
Le pontage transparent ou avec routage par la source :
Dans le pontage avec routage par la source, la
station e´mettrice de´termine le chemin suivi par la
trame ; c’est une extension de la norme Token Ring
[IEEE 802.5, 1998]. Le pontage transparent consiste
a` relier de fac¸on transparente plusieurs LAN, c’est-a`-
dire sans que les stations remarquent la pre´sence des
commutateurs.
Dans la suite, nous nous inte´resserons au pontage local,
sans translation et transparent, qui peut eˆtre utilise´ dans
tous les re´seaux 802.x [IEEE 802, 2001].
2.1 Les fonctions des commutateurs
La fonction de filtrage (ou redirection) des trames consti-
tue la principale taˆche d’un commutateur. Pour cela, il a
besoin d’une fonction de remplissage de sa table de pon-
tage. En outre, la pre´sence de liens redondants dans l’in-
terconnexion cre´e des proble`mes qui sont re´solus graˆce
au protocole du Spanning Tree.
2.1.1 Le filtrage
Lorsqu’un commutateur rec¸oit une trame en circulation
sur le re´seau local, il interpre`te l’adresse de destination et
de´cide s’il doit la rediriger ou non vers un autre re´seau lo-
cal. Les informations servant a` la de´cision de redirection
sont enregistre´es dans une table de pontage (forwarding
database). Les entre´es de la table de pontage indiquent
pour chaque destination accessible a` travers le commuta-
teur le port sur lequel les trames doivent eˆtre redirige´es ;
elles re´sultent de la fonction d’apprentissage. Lorsqu’une
adresse ne peut eˆtre trouve´e dans la table de pontage, la
trame est re-e´mise sur toutes les sorties du commutateur a`
l’exception de son port d’entre´e. Il est ainsi possible d’at-
teindre les stations dont l’emplacement n’est pas encore
connu.
2.1.2 L’apprentissage
La fonction d’apprentissage consiste en la cre´ation et la
maintenance des entre´es de la table de pontage. Le com-
mutateur analyse a` cette fin l’ensemble du trafic rec¸u sur
tous ses ports. Pour chaque trame rec¸ue, il enregistre dans
sa table de pontage l’adresse MAC de l’e´metteur et le port
local sur lequel elle a e´te´ rec¸ue. Cette technique s’ap-
pelle l’apprentissage par la source, et part du principe
que le port sur lequel une trame est rec¸ue est l’itine´raire
le plus probable vers la station e´mettrice. Pour maintenir
les entre´es de sa table de pontage constamment a` jour, le
commutateur adjoint a` chacune d’elles un temps d’acti-
vite´, qui indique la dure´e de validite´ de l’entre´e. Le com-
mutateur met cette valeur a` jour chaque fois qu’il rec¸oit
une trame e´mise par la station correspondante. Si le temps
d’activite´ s’est e´coule´, l’entre´e est supprime´e car on sup-
pose que la station est soit e´teinte, soit de´connecte´e du
re´seau.
2.1.3 Le Spanning Tree
Dans un re´seau local ponte´, il existe souvent des liens re-
dondants. Par exemple pour des raisons de re´partition des
charges et de se´curite´ en cas de panne, on peut placer plu-
sieurs commutateurs en paralle`le pour relier des re´seaux
locaux. Or en pre´sence de cycle, la fonction de filtrage
duplique inutilement le trafic, et la fonction d’apprentis-
sage produit des entre´es e´rrone´es dans la table de pontage
[Stallings, 1997].
Pour re´soudre ce proble`me, on met en place le
protocole Spanning Tree ou arbre de recouvrement
[IEEE 802.1D, 1998]. Son roˆle est de reconnaıˆtre les
liens redondants dans la topologie cyclique et e´tablir une
structure arborescente ne contenant plus aucun cycle. Les
liens redondants sont de´sactive´s, et peuvent eˆtre re´active´s
au besoin, par exemple en cas de panne d’un port ou
d’un commutateur actif : la redondance dans l’intercon-
nexion reste ainsi utile. Les commutateurs e´changent des
BPDU Bridge Protocol Data Units et arrivent de manie`re
de´centralise´e a` de´sactiver les ports qui cre´ent des redon-
dances dans l’interconnexion.
2.2 Les VLAN
La fonction d’un re´seau ponte´ consiste a` ame´liorer les
services fournis en segmentant le re´seau en plusieurs do-
maines de collision. En l’absence d’autre me´canisme, un
re´seau ponte´ constitue un seul domaine de diffusion (fi-
gure 2(a)). Une trame diffuse´e par un hoˆte sur un seul seg-
ment est propage´e a` tous les segments, saturant la bande
passante du re´seau entier.
2.2.1 Inte´reˆt des VLAN
Les commutateurs fournissent une me´thode de segmen-
tation nomme´e VLAN [IEEE 802.1Q, 2003]. Les VLAN
permettent de grouper les stations d’un LAN ponte´ dans
des domaines de diffusion distincts, inde´pendamment de
leur emplacement physique dans le re´seau (figure 2(b)).
Un VLAN est un domaine de diffusion logique qui peut
recouvrir plusieurs segments physiques. Les avantages
des VLAN sont la se´curite´, la segmentation et la sou-
plesse.
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(a) sans VLAN : plusieurs domaines de
collision, un domaine de diffusion
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(b) avec VLAN : plusieurs domaines de col-
lision, plusieurs domaines de diffusion
FIG. 2 – Re´seaux locaux ponte´s
2.2.2 Mise en œuvre
Les imple´mentations actuelles des VLAN admettent
ge´ne´ralement un seul de ces trois modes de re´partition
des stations : VLAN base´ sur le port, sur l’adresse MAC
ou sur le protocole (ou l’adresse) de niveau 3. Dans le
premier mode, l’appartenance d’une station a` un VLAN
est de´termine´e par le port du commutateur sur lequel
elle est connecte´e. Dans les deux autres cas, l’apparte-
nance a` un VLAN est de´termine´e sur la base d’infor-
mations relatives a` la station. Les VLAN base´s sur le
port ont e´te´ choisis comme standard par la norme 802.1Q
[IEEE 802.1Q, 2003].
Lorsqu’un commutateur d’un VLAN rec¸oit une trame, il
doit identifier a` quel VLAN elle appartient avant de la
rediriger. Cette fonction peut eˆtre re´alise´e de fac¸on im-
plicite ou explicite. Elle est re´alise´e de fac¸on implicite si
l’appartenance a` un VLAN est indique´e par un ou plu-
sieurs champs de la trame Ethernet standard. Les com-
mutateurs maintiennent une table d’association entre les
valeurs possibles de ces champs et les identificateurs de
VLAN. C’est le cas des VLAN base´s sur l’adresse MAC
ou sur le protocole de niveau 3. Elle est re´alise´e de fac¸on
explicite si un champ VLAN id est ajoute´ a` la trame, et uti-
lise´ par les commutateurs pour identifier le VLAN auquel
elle appartient. C’est la me´thode pre´fe´re´e dans les VLAN
base´s sur le port. Dans les deux cas, le fonctionnement
des commutateurs est modifie´ pour prendre en compte la
pre´sence des VLAN.
3 LA COMMUTATION DE LABELS
La commutation de labels est base´e sur la notion
de FEC (Forwarding Equivalence Class), qui est une
ge´ne´ralisation de la notion de flux.
Une FEC est un ensemble de paquets qui subissent une
meˆme de´cision de routage et un meˆme traitement. En plus
des informations de routage, la cre´ation d’une FEC peut
tenir compte d’autres parame`tres tels que le type de flux,
la priorite´ et la politique administrative.
Un label est un identificateur entier de taille fixe et petite
qui identifie la FEC a` laquelle appartient le paquet qui le
porte. Il a une signification locale a` un lien d’un re´seau.
Tre`s souvent, le label que porte un paquet e´tiquete´ de´pend
partiellement ou totalement de son adresse de destination,
mais n’est pas un codage de cette adresse.
Un paquet e´tiquete´ est un paquet dans lequel un la-
bel a e´te´ place´. Dans certains cas (MPLS/Ethernet par
exemple), les labels re´sident dans une enteˆte spe´cifique
[Rosen , 2001a]. Dans d’autres cas, ils sont code´s dans
des champs existants, par exemple les champs VPI/VCI
des cellules d’ATM [Davie , 2001] ou DLCI des cellules
Frame Relay [Conta , 2001]. Dans tous les cas, la tech-
nique de codage des labels doit eˆtre connue et partage´e
par les entite´s qui les encodent et qui les de´codent.
De fac¸on ge´ne´rale, un paquet e´tiquete´ peut porter un
certain nombre de labels organise´s en pile, cre´ant ainsi
une hie´rarchie de labels. Toutefois, le traitement d’un pa-
quet est inde´pendant du niveau de la hie´rarchie. La com-
mutation est toujours re´alise´e en fonction du label au
sommet, inde´pendamment du nombre de labels initial ou
restant dans la pile.
Les ope´rations suivantes sont applicables sur la pile de
labels.
swap : remplacer le label au sommet par un autre.
push : ajouter un label au sommet.
pop : supprimer le label du sommet.
Dans un re´seau MPLS [Rosen , 2001b] par exemple,
les enteˆtes des paquets sont analyse´s une seule fois par un
routeur de bordure. Cette analyse permet de de´terminer la
FEC a` laquelle appartient chaque paquet afin d’y ajouter
l’ensemble de labels correspondant (push). Les routeurs
du cœur retransmettent le paquet en fonction de ce label
(swap), jusqu’a` un autre routeur de bordure qui supprime
les labels (pop) avant de retransmettre le paquet vers sa
destination. Le chemin suivi par un paquet e´tiquete´ est
un chemin commute´. Le routeur de bordure initial est
l’ingress et le routeur de bordure final est l’egress. Ce sont
ge´ne´ralement les points d’entre´e et de sortie du re´seau
MPLS, mais pas force´ment la source et la destination du
paquet.
3.1 La gestion des labels
3.1.1 Distribution
Il est possible pour un routeur de demander explicite-
ment, au routeur en aval sur un chemin une allocation
de label pour une FEC particulie`re. Une telle distribu-
tion de labels est dite en aval a` la demande (downstream
on demand). Un routeur en aval peut aussi prendre l’ini-
tiative de distribuer des labels a` des routeurs en amont
qui ne l’ont pas explicitement demande´. Une telle distri-
bution est dite en aval non sollicite´e (downstream unsol-
licited). De meˆme, on peut avoir une distribution de la-
bels en amont a` la demande (upstream on demand) ou en
amont non sollicite´e (upstream unsollicited) si les labels
sont choisis et distribue´s par le routeur en amont.
3.1.2 Porte´e et unicite´
Deux routeurs situe´s aux extre´mite´s d’un lien allouent un
label a` chaque FEC traversant ce lien. L’association d’un
label a` une FEC est locale a` ce lien, et le label alloue´ a`
une FEC peut changer d’un lien a` un autre. Lorsqu’un
routeur a plusieurs liens adjacents, la porte´e des labels
qu’il alloue peut varier.
Un routeur peut allouer un meˆme label a` deux FEC en-
trantes sur des liens distincts, a` condition qu’il puisse
de´terminer, a` la re´ception d’un paquet e´tiquete´, le lien par
lequel il est arrive´. Lorsque cette condition est remplie,
la porte´e des labels est limite´e a` une interface, et le rou-
teur utilise des espaces de labels diffe´rents pour chaque
interface. Si cette condition n’est pas remplie, les labels
doivent eˆtre globalement uniques pour le routeur qui les
alloue, et la porte´e des labels est limite´e a` la plate-forme.
Dans tous les cas, les labels doivent eˆtre uniques dans
l’espace de leur porte´e.
3.2 Services fournis
La commutation de labels offre des caracte´ristiques qui
permettent d’ame´liorer les services fournis, notamment
graˆce a` une meilleure gestion du trafic.
3.2.1 Fusion et agre´gation de flux
Un routeur peut allouer plusieurs labels entrants a` une
seule FEC, si plusieurs e´metteurs existent en amont. Il
peut eˆtre souhaitable dans ce cas d’avoir un seul label de
sortie, inde´pendamment de la valeur du label d’entre´e :
c’est la fusion de labels. Il peut aussi arriver qu’un en-
semble de paquets en destination d’adresses diffe´rentes
suivent le meˆme chemin dans le re´seau. Dans ce cas la
commutation de labels a pour but de les conduire jusqu’a`
leur point de sortie commun. Il est alors possible de leur
allouer un seul et meˆme label, et d’appliquer ce label a`
tous les flux de cet ensemble. Cette technique s’appelle
l’agre´gation de flux.
La fusion et l’agre´gation de labels permettent de re´duire
le nombre de labels ne´cessaire au traitement d’un en-
semble de flux, et par conse´quent de re´duire le trafic de
controˆle ne´cessaire a` leur distribution.
3.2.2 Routage explicite
Il est parfois ne´cessaire d’imposer le chemin a` suivre par
un ensemble de flux dans un re´seau. La mise en œuvre de
cette fonctionnalite´ est complexe dans un re´seau IP, car
elle ne´cessite que le chemin entier soit code´ dans chaque
paquet e´mis. Avec la commutation de labels, de`s que le
chemin commute´ est e´tabli dans le re´seau, il suffit de
configurer les routeurs a` l’entre´e du re´seau pour empi-
ler les labels ade´quats dans les paquets appartenant a` la
FEC correspondante.
3.2.3 Protection contre les pannes
Les conse´quences d’une panne dans un re´seau a` hauts
de´bits peuvent eˆtre tre`s importantes, d’abord en raison du
trafic interrompu, ensuite en raison de la nature des ap-
plications qui requie`rent de plus en plus une qualite´ de
service optimale. De nombreux algorithmes ont e´te´ pro-
pose´s pour minimiser l’impact des pannes sur le niveau
de service du re´seau. Il s’agit en ge´ne´ral de calculer des
chemins alternatifs pour les trafics a` prote´ger, et de confi-
gurer ces chemins dans les routeurs qui les utiliseront en
cas de panne sur le chemin primaire.
4 LE PONTAGE AVEC LaidaNet
Un re´seau LaidaNet (figure 3) est compose´ d’un en-
semble de stations hoˆtes interconnecte´es par un ensemble
de commutateurs, le tout ge´re´ par un controˆleur.
C
E
D
C
B
A
S1 S2
FIG. 3 – Un re´seau LaidaNet
Les hoˆtes d’un re´seau LaidaNet sont des stations stan-
dards qui se comportent de la meˆme manie`re que si elles
e´taient connecte´es a` un seul segment Ethernet. Elles dif-
fusent une requeˆte de re´solution d’adresse pour connaıˆtre
l’adresse MAC de leur correspondant, puis inscrivent
l’adresse obtenue dans les trames qu’elles e´mettent.
Les ponts qui forment le cœur du re´seau commutent les
trames en fonction des labels qui y sont inscrits. Lors-
qu’une trame e´tiquete´e d’un label (dit label d’entre´e) est
rec¸ue sur un port d’un commutateur, le label d’entre´e est
remplace´ par un label (dit label de sortie), et la trame est
retransmise sur un autre port (dit port de sortie). Le label
et le port de sortie sont indique´s par l’entre´e de sa table
de commutation indexe´e par le label d’entre´e.
Le controˆleur est l’e´le´ment central du re´seau LaidaNet.
Il a pour roˆle de configurer les chemins commute´s dans
le re´seau, en fonction de sa topologie et des besoins de
communication des stations et des commutateurs.
4.1 Fonctionnement
Pour assurer sa fonction de configuration du re´seau, le
controˆleur doit maintenir une repre´sentation de la topo-
logie du re´seau (commutateurs et stations). Pour cela, les
commutateurs de´couvrent leur voisinage en e´changeant
des messages entre eux, et les commutateurs de bordure
(connecte´s aux segments Ethernet) de´couvrent les sta-
tions en analysant le trafic qu’elles ge´ne`rent. Ces infor-
mations sont transmises au controˆleur qui en de´duit la
topologie entie`re du re´seau.
4.1.1 Configuration du re´seau
Sur la base de cette topologie, des besoins de communica-
tion des commutateurs et des stations, et e´ventuellement
d’autres contraintes (se´curite´, fiabilite´, optimisation des
ressources) le controˆleur calcule et configure ensuite des
chemins dans le re´seau. Dans un re´seau LaidaNet correc-
tement configure´, un chemin bidirectionnel existe entre
chaque paire de commutateurs de bordure connecte´s cha-
cun a` un segment Ethernet distinct (S1 et S2 sur la figure
4), et un label a e´te´ associe´ a` chaque station de´tecte´e sur
le re´seau (A, B, C, D et E sur la figure 4).
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FIG. 4 – Gestion des labels dans le controˆleur
Le controˆleur ge`re l’ensemble des labels dans deux
tables : les tables Chemins et Stations (figure 4). Une
entre´e de la table Chemins indique qu’un chemin com-
mute´ bidirectionnel1 a` e´te´ configure´ entre les commu-
tateurs Comm1 et Comm2, et que une trame rec¸ue sur
Comm1 (resp. Comm2) et e´tiquete´e du label Label1 (resp.
Label2) sera redirige´e le long de ce chemin jusqu’a`
Comm2 (resp. Comm1). Une entre´e de la table Stations
indique que la station Station (identifie´e par son adresse
MAC) est connecte´e sur le meˆme segment Ethernet que
le commutateur Comm, et qu’une trame rec¸ue sur Comm
et e´tiquete´e du label Label sera retransmise avec l’adresse
MAC de Station.
4.1.2 Acheminement du trafic
Les labels qui permettent aux commutateurs d’acheminer
le trafic sont stocke´s dans deux tables de commutation :
les tables Chemins et Stations (figure 5). Une entre´e de
la table Chemins indique a` un commutateur le label et le
1En re´alite´, deux chemins commute´s unidirectionnels.
port de sortie associe´e a` un label d’entre´e donne´ (entre´e
label12 de la table Chemins de S1). Lorsque l’entre´e de la
table Chemins indique a` un commutateur de bordure qu’il
est l’extre´mite´ terminale du chemin (entre´e label12 de la
table Chemins de S2), une entre´e de la table Stations lui
indique l’adresse MAC re´elle du destinataire et le port de
sortie correspondant (entre´e labelD de la table Stations
de S2). Ainsi, l’adresse MAC re´elle du destinataire est
replace´e dans la trame avant qu’elle lui soit retransmise.
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FIG. 5 – Gestion des labels dans les commutateurs
Les requeˆtes de re´solution d’adresse diffuse´es par les
stations sont intercepte´es par les commutateurs de bor-
dure et syste´matiquement redirige´es vers le controˆleur,
lorsque les deux stations concerne´es sont localise´es sur
des segments Ethernet distincts. `A la re´ception d’une
telle requeˆte, le controˆleur renvoie une adresse MAC
e´tiquete´e, c’est-a`-dire une adresse dans laquelle des la-
bels ont e´te´ code´s. La station e´mettrice envoie la trame a`
l’adresse indique´e, les commutateurs la redirigent graˆce
aux labels, le commutateur de bordure situe´ a` l’extre´mite´
terminale du chemin replace l’adresse MAC re´elle du
destinataire dans la trame, et la station destinataire peut
ainsi reconnaıˆtre et accepter la trame qui lui est destine´e.
Le controˆleur code deux labels dans chaque adresse ainsi
renvoye´e. Un label-chemin qui permet aux commutateurs
d’identifier le chemin suivi par la trame, et un label-
station configure´ dans l’extre´mite´ terminale du chemin
et qui lui permet d’identifier la station destinataire de la
trame. Sur la figure 5 par exemple, une trame e´mise de
A vers D sera e´tique´te´e de la paire de labels (label12,
labelD).
4.2 Avantages et inconve´nients
Les principaux avantages de LaidaNet de´coulent de l’uti-
lisation de la commutation de labels. Ceux-ci permettent
de mettre en œuvre des techniques avance´es de gestion du
trafic (e´quilibrage de charge, re´servation de ressources,
chemins de secours). Ensuite, la pre´sence de deux labels
dans les trames permet d’agre´ger le trafic dans le cœur du
re´seau, et par conse´quent de re´duire la taille des tables de
commutation. Contrairement a` d’autres solutions d’inter-
connexion de LAN base´es sur la commutation de labels,
LaidaNet ne ne´cessite pas la pre´sence d’une fonction
d’adaptation entre la pe´riphe´rie et le cœur du re´seau, et
vice-versa. De plus, les labels sont code´s dans un champ
standard de la trame Ethernet, ce qui n’induit pas de trafic
supple´mentaire dans le re´seau.
Ensuite, le fonctionnement des commutateurs est sim-
plifie´ car ils n’imple´mentent ni l’algorithme du Spanning
Tree, ni la fonction de remplissage des tables de pon-
tage (apprentissage par la source). Leurs fonctionnalite´s
se re´sument a` la de´couverte de leur voisinage direct et au
filtrage des trames Ethernet. Les commutateurs de bor-
dure en particulier ne manipulent que les adresses MAC
des stations de leur voisinage. L’absence de Spanning
Tree permet une meilleure utilisation des ressources du
re´seau, puisque tous les ports des commutateurs peuvent
eˆtre active´s simultane´ment sans risque de boucles. Enfin,
le recours a` la diffusion dans le cœur du re´seau est re´duit,
car les requeˆtes de re´solution d’adresse sont directement
achemine´es vers le controˆleur.
Le principal inconve´nient de LaidaNet est la position
centrale de son controˆleur, dont une de´faillance peut per-
tuber le fonctionnement du re´seau. Pour minimiser les
risques de de´faillances, une imple´mentation distribue´e
peut eˆtre envisage´e, mais celle-ci rend plus complexe sa
conception.
Ensuite, bien qu’offrant un service de transport de trame
Ethernet (niveau 2), LaidaNet est de´pendant du protocole
de re´solution des adresses de niveau 3 vers les adresses
MAC imple´mente´ dans le LAN. Le controˆleur doit com-
prendre ce protocole pour pouvoir re´pondre aux requeˆtes
des stations. De plus, LaidaNet suppose que les stations
diffusent toujours les requeˆtes de resolution d’adresse.
5 APPLICATIONS
Graˆce a` la commutation de labels, il est possible dans
LaidaNet d’ame´liorer les services de´ja` fournis par les
re´seaux locaux, et meˆme d’en fournir de nouveaux.
5.1 Les VLAN
Dans LaidaNet, l’imple´mentation des VLAN re-
quiert uniquement l’ajout de la fonctionnalite´ dans le
controˆleur, et pas dans les commutateurs. La re´partition
des stations dans les diffe´rents VLAN y est de´finie en
fonction des protocoles ou adresses de niveau 3, des
adresses MAC et/ou des ports des commutateurs de
bordure. Lorsqu’une station est de´tecte´e dans le re´seau,
en plus des taˆches habituelles, le controˆleur de´termine
le VLAN auquel elle appartient graˆce aux informations
rec¸ues du commutateur (port sur lequel la station a e´te´
de´tecte´e, adresse MAC, adresse et protocole de niveau
3). Cette information est stocke´e dans la colonne VLAN
des tables Chemins et Stations. Un chemin commute´
est configure´ entre deux commutateurs de bordure si et
seulement si ils interconnectent des stations appartenant
a` un meˆme VLAN. Dans la figure 6, le VLAN V1
regroupe les stations A, B et D, tandis que le VLAN V2
regroupe les stations C et D ; un chemin est configure´
entre les commutateurs S1 et S2 pour chaque VLAN. Le
controˆleur re´pond a` une requeˆte de re´solution d’adresse
si et seulement si les deux stations concerne´es sont sur un
meˆme VLAN, et l’adresse MAC renvoye´e sera e´tiquete´e
du label-chemin identifiant le chemin associe´ a` ce VLAN
dans la table Chemins.
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FIG. 6 – Imple´mentation des VLAN dans LaidaNet
5.1.1 Spe´cificite´s
Dans LaidaNet, la re´partition des stations dans les
VLAN est de´finie une seule fois dans le controˆleur,
et l’expression dans les trames est implicitement
re´alise´e graˆce aux labels. L’imple´mentation des VLAN
est donc entie`rement transparente aux commutateurs,
et par conse´quent ils ne ge´rent pas d’informations
supple´mentaires et ne subissent pas de de´gradation de
performances a` cause des VLAN. Il est en outre possible
d’ajouter, de modifier ou de supprimer la fonctionnalite´
VLAN dans le re´seau sans affecter le fonctionnement des
commutateurs.
La re´partition des stations entre les VLAN e´tant centra-
lise´e sur le controˆleur, elle est plus flexible, car il n’y
a pas de contrainte sur la strate´gie choisie. Il est alors
possible de combiner diffe´rentes strate´gies existantes :
VLAN base´ sur le port, sur les adresses MAC et sur les
protocoles ou adresses de niveau 3. Un re´seau LaidaNet
peut par exemple regrouper dans trois VLAN diffe´rents
des stations identifie´es par leurs adresses MAC, des sta-
tions d’un premier sous-re´seau IP et des stations d’un se-
cond sous-re´seau IP. Il est aussi possible de grouper dans
un meˆme VLAN des stations connecte´es a` un ensemble
de ports de commutateurs, et des stations identifie´es par
leurs adresses MAC.
5.2 La gestion du trafic
L’utilisation de la commutation de label dans LaidaNet
permet d’offrir quelques services supple´mentaires de ges-
tion du trafic par rapport au pontage traditionnel.
5.2.1 Se´curite´
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FIG. 7 – Restriction du trafic dans LaidaNet
Graˆce au me´canisme des ACL (Access Control List), il
est possible de limiter l’acce`s au cœur du re´seau Laida-
Net. Dans la figure 7, on ne souhaite pas par exemple que
les stations puissent transmettre des trames sur le che-
min S1−S2. Les listes d’acce`s permettent au controˆleur
d’ignorer les requeˆtes de re´solution d’adresses correspon-
dantes, et aux commutateurs de bloquer le trafic.
5.2.2 Gestion des pannes
Il est possible dans LaidaNet de calculer a` l’avance des
chemins de secours et les configurer dans les commuta-
teurs. Dans la figure 8 deux chemins sont configure´s entre
S1 et S2, un principal via S3 et un secondaire via S4. En
cas de panne sur S3, les commutateurs sont configure´s
pour rerouter le trafic automatiquement vers S4.
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FIG. 8 – Gestion d’une panne dans LaidaNet
5.2.3 Le routage explicite
Il est possible dans LaidaNet de mettre en œuvre un
me´canisme basique de re´servation de ressources en
contraignant le chemin suivi par le trafic. Dans la figure 9,
le trafic entre S1 et S2 passe par S3, bien que le chemin
S1−S4−S2 soit optimal. les liens S1−S4 et S2−S4
sont re´serve´s au trafic e´change´ avec la station F , qui dans
une configuration re´elle peut eˆtre par exemple un serveur
tre`s sollicite´.
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FIG. 9 – Routage explicite dans LaidaNet
6 CONCLUSION
Le succe`s que connait Ethernet dans les re´seaux locaux
est duˆ en grande partie aux techniques de pontage et aux
VLAN, qui permettent d’ame´liorer les services fournis
en segmentant le re´seau en plusieurs domaines de colli-
sion et plusieurs domaines de diffusion. Cependant, ces
techniques souffrent de limites dues a` certaines de leurs
caracte´ristiques telles que l’apprentissage par la source,
l’utilisation de l’algorithme du spanning tree, et l’usage
de la diffusion. Ces limites rendent difficiles la mise en
œuvre de services lie´s a` la gestion du trafic (routage ex-
plicite, re´servation de ressources, chemins de secours).
Les re´seaux LaidaNet permettent de profiter des avan-
tages de la commutation de labels dans les re´seaux lo-
caux en la combinant avec les techniques de pontage et
de VLAN. Il est ainsi possible d’ame´liorer les services
existants, notamment graˆce a` l’agre´gation de flux et une
meilleure prise en charge des VLAN, et de fournir des
services supple´mentaires, tels que le routage explicite. La
pre´sence d’un controˆleur dans le re´seau permet de sim-
plifier les fonctions des commutateurs, supprimer l’algo-
rithme du spanning tree, et re´duire le trafic duˆ a` la diffu-
sion.
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