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Abstract 
The nucleus is a highly compartmentalised organelle. Associations of 
genomic loci with nuclear structures are correlated with gene activity or silencing, 
and functional long-range interactions between loci in the same or different 
chromosomes have been described recently. Therefore, chromosome organisation 
confers potential for the spatial regulation of gene expression. 
Chromosomes occupy distinct territories during interphase, and previous 
models of chromosome organisation had suggested that there is little or no 
intermingling between them. However, the frequency of chromosome translocations 
and the existence of interchromosomal associations seemed to indicate otherwise. I 
used a high-resolution approach to study chromosome organisation in human 
lymphocytes and showed that chromosomes intermingle significantly during 
interphase, with implications in translocations. Changes in transcription affect 
chromosome organisation and, in particular, transcription inhibition influences 
chromosome intermingling in a specific manner, suggesting that transcription-
dependent long-range interactions help to establish preferential chromosomal 
neighbourhoods. 
To gain mechanistic insights into the formation of interchromosomal 
associations, I investigated a previously reported interaction between the TH2 locus 
and Ifng in murine naïve T cells. I found no evidence for a close and direct 
interaction between the two loci, although they are indirectly non-randomly 
positioned in relation to each other, possibly by sharing associations with a large 
nuclear structure. 
Finally, I studied the role of nuclear organisation in the regulation of a gene-
dense cluster in the mouse genome, before and after the insertion of a strong 
enhancer element. Nuclear organisation seems to benefit clustering of genes in the 
genome by promoting and maintaining active states across the locus, but expression 
of individual genes is further regulated by other mechanisms, such as long-range 
interactions via chromatin looping. 
My work brings new insights into the organisation of chromosomes in the 
mammalian nucleus, and its relationship with transcription and gene regulation. 
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CHAPTER 1 	 Introduction 
1. Introduction 
1.1 Gene regulation 
Every cell in a multicellular organism shares the same genetic information 
and yet a multitude of tissues can exist, each morphologically and functionally 
distinct. This is attained by activating and silencing different sets of genes during the 
process of cell differentiation, thus giving rise to tissue-specific expression profiles. 
The human genome, for example, is comprised of 20,000-25,000 protein-coding 
genes (International Human Genome Sequencing Consortium (2004)), of which only 
a small fraction is being expressed at any one time. Changes in the expression profile 
of a cell also occur during cell cycle progression and adaptation to environmental 
conditions. It is therefore not surprising that increasingly complex layers of gene 
regulation have been discovered over the years. 
1.1.1 RNA polymerise 
The first step towards gene expression is transcription of DNA into RNA, 
which is carried out by RNA polymerases (Pols). Ultimately, all mechanisms of 
transcription regulation directly or indirectly control the loading and activity of these 
enzymes on specific genes. 
Pol II, which transcribes all protein-coding genes, is composed of several 
subunits, of which the largest (RPB1) contains an unusual carboxy-terminal domain 
(CTD) made up of the heptapeptide repeat YSPTSPS (52 repeats in mammals). 
Phosphorylation of residues within this repeat has a major role in controlling Pol II 
activity. Phosphorylation occurs mainly at Ser5 and Ser2, and this has been 
correlated with transcription initiation and elongation, respectively (Phatnani and 
Greenleaf, 2006; Saunders et al., 2006; Sims et al., 2004). The transcription cycle 
starts with the formation of a pre-initiation complex (PIC) at the gene promoter, 
which is located upstream of the start codon and contains consensus sequences that 
are recognised by DNA-binding factors. The PIC includes several general 
14 
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transcription factors (GTFs) such as TFIID, as well as hypophosphorylated Pol II 
(Lemon and Tjian, 2000). Promoter clearance, and therefore initiation, coincides 
with phosphorylation of Ser5 of the CTD by CDK7 (part of the TFIIH complex). 
However, the passage into productive elongation is a limiting step that is dependent 
on the recruitment of elongation factors (e.g., P-TEFb). Without the necessary 
factors, Pol II is unstable and may pause or even slip off the DNA template, thus 
entering a cycle of abortive initiation. The breaking of this cycle and start of 
productive elongation coincides with phosphorylation of Ser2 of the CTD by the 
CDK9 subunit of P-TEFb. This also seems to correlate with a progressive 
dephosphorylation of Ser5 (Phatnani and Greenleaf, 2006; Saunders et al., 2006; 
Sims et al., 2004). 
Phosphorylation of the CTD is further involved in the co-transcriptional 
processing of pre-mRNAs. In particular, Ser5 phosphorylation is associated with 5'-
end capping, whereas Ser2 phosphorylation correlates with 3'-end polyadenylation, 
in agreement with their roles in initiation and elongation, respectively (Phatnani and 
Greenleaf, 2006; Saunders et al., 2006). 
1.1.2 Distal regulatory DNA elements 
Apart from the 'classical' gene promoters that contain general consensus 
sequences (e.g., TATA box) for binding of GTFs, other more distal DNA elements 
can influence gene activity in a more specific manner. Enhancers, for example, 
contain sequences for binding of specific transcription factors, leading to selective 
gene activation. Mechanisms that regulate the availability of these specific 
transcription factors in the nucleus are crucial in the cell's response to external 
stimuli, allowing for the expression of specific genes that are relevant in the adaptive 
response. 
The mechanism by which distal elements exert their action has been a matter 
of dispute (Blackwood and Kadonaga, 1998; Bulger and Groudine, 1999), but 
several lines of evidence now support a looping model, in which the enhancer 
directly contacts gene promoters via looping out of the intervening sequences (de 
Laat and Grosveld, 2003; Dillon, 2006). Specific transcription factors bound to the 
enhancer are thought to promote the enhancer-gene interaction and then recruit 
15 
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GTFs, with subsequent formation of the PIC. An interesting hypothesis is that GTFs 
might actually assemble at the enhancer before being transferred to the promoter by 
formation of the loop (Szutorisz et al., 2005). 
1.1.3 Chromatin and epigenetics 
The activity of Pol II is further regulated by the level of chromatin 
compaction, which can limit the access of large protein complexes to the DNA 
template. The basic chromatin unit is the nucleosome, which is composed of 147 bp 
of DNA wrapped around an octamer of histones. The even spacing of nucleosomes 
by linker DNA gives the fibre a 'beads on a string' appearance. This 10 nm-thick 
fibre can further fold into a 30 nm fibre, which was shown to be extremely compact 
(Robinson et al., 2006). It remains inconclusive whether other higher order 
chromatin structures exist. 
The different levels of chromatin folding form the basis for the two main 
functional classes of chromatin: euchromatin and heterochromatin. Generally, 
euchromatin is structurally decondensed, gene-dense, transcriptionally active, and 
early replicating. It also contains characteristic epigenetic marks, such as low DNA 
methylation, hypomethylation of histone H3 at lysine 9 (H3K9) and hyperacetylation 
of histones H3 and H4 (Huisinga et al., 2006; Quina et al., 2006). Conversely, 
heterochromatin is compact, gene-poor, transcriptionally inactive, and late 
replicating. It contains high levels of DNA methylation, H3K9 methylation, 
hypoacetylated H3 and H4, and the presence of HP1 (Huisinga et al., 2006; Quina et 
al., 2006). Constitutive heterochromatin has mainly a structural role and forms in 
repetitive regions of the genome, such as centromeres. Facultative heterochromatin, 
on the other hand, is tightly linked with the silencing of developmentally regulated 
genes. 
The deposition and removal of epigenetic marks involves several classes of 
enzymes, including DNA methyltransferases, histone methyltransferases, histone 
acetyltransferases and histone deacetylases (Li, 2002). These enzymes are sometimes 
part of large protein complexes, such as the Polycomb repressor complexes 1 and 2 
(Ringrose and Paro, 2004). Chromatin conformation can be further modified by 
ATP-dependent remodelling complexes (e.g., SWI/SNF) that introduce superhelical 
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torsion into nucleosomal DNA, thus increasing chromatin accessibility (Peterson, 
2002). 
1.2 Nuclear bodies 
An additional level in the organisation of chromatin, and consequently gene 
regulation, is related to its spatial positioning within the nucleus. For example, the 
three-dimensional (3D) proximity of a gene to a heterochromatic region in the 
nucleus could promote spreading of repressive marks and subsequent silencing of the 
gene. Mouse centromeres form large clusters during interphase and association of 
genes with these clusters has been correlated with silencing (Brown et al., 1997). 
Similarly, gene silencing may occur by association with the nuclear periphery 
(Kosak et al., 2002), which is also characterised by the presence of gene-poor, 
heterochromatic regions (Pickersgill et al., 2006). Interactions between the nuclear 
envelope and chromatin are thought to be involved in the formation of 
heterochromatin at the nuclear periphery, and may therefore be important in 
maintaining the transcriptional profile of the cell (Mattout-Drubezki and Gruenbaum, 
2003). In support of this, a class of degenerative diseases generally known as 
laminopathies, which are caused by mutations in nuclear lamins, may sometimes 
originate from changes in gene expression rather than simple mechanical weakening 
of the nuclear envelope (Broers et al., 2004; Wilson, 2000). 
The high compartmentalisation of the nucleus has further been highlighted by 
the discovery of many protein-rich nuclear bodies, which are now a subject of 
intense investigation (Handwerger and Gall, 2006). Being deprived of a lipid 
membrane, these bodies are thought to form by molecular crowding effects 
(Hancock, 2004) and normally exhibit high dynamics in the exchange with their 
respective 'free', diffusing pool of molecules (Bubulya and Spector, 2004; Misteli, 
2001). Many nuclear functions such has transcription, splicing, ribonucleoprotein 
maturation and DNA repair have been associated with these bodies, but the exact 
function and mechanism of action of many of them remain elusive. 
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1.2.1 Transcription factories 
The most prominent nuclear compartments are nucleoli, where transcription 
of the 45S ribosomal genes occurs, mediated by Pol I. Under the electron microscope 
(EM) the nucleolus is seen as a highly organised structure, in which Pol I is 
concentrated within fibrillar centres, the nascent transcripts emanate into an adjacent 
dense fibrillar component, and assembly of pre-ribosomes occurs in the surrounding 
granular component (Cmarko et al., 2000; Raska et al., 2006). In HeLa cells there are 
—30 fibrillar centres, each containing —4 active rRNA genes and —500 Pol I 
molecules (Martin and Pombo, 2003). 
Pols II and III have been found to form similar, yet smaller foci or 
transcription factories (Figure 1.1A) (Iborra et al., 1996; Pombo et al., 1999b). These 
two types of Pol give rise to distinct factories and it is estimated that in HeLa cells 
each factory contains —8 active Pol II or III molecules (Martin and Pombo, 2003; 
Pombo et al., 1999b). The nuclear density and size (-50 nm, measured by EM) of Pol 
II transcription factories appears to be constant across several cells types, such that 
bigger nuclei contain a higher number of Pol II molecules and of transcription 
factories (Faro-Trindade and Cook, 2006; Pombo et al., 1999a; Pombo et al., 1999b). 
In vivo studies of Pol II kinetics have shown that Pol II molecules are highly mobile, 
becoming transiently immobile when they are engaged in active transcription 
(Becker et al., 2002; Kimura et al., 2002). Given that Pol II molecules that aggregate 
in transcription factories should contribute to the slow-moving fraction, this suggests 
that there is little inactive Pol II in factories, at least in the cell lines used in these 
studies. Exchange of Pol II molecules between the active 'factory-bound' fraction 
and the inactive free fraction is therefore a very dynamic process. 
But are Pol II transcription factories really active sites of transcription? 
Labelling of transcription sites by Br-UTP incorporation in situ, under 
`physiological' conditions, has revealed a discrete pattern similar to that of Pol II 
organisation in the nucleus (Pombo et al., 1999b). These foci of nascent RNA 
frequently co-localise with the Ser2-phosphorylated, elongating form of Pol II 
(Grande et al., 1997; Pombo et al., 1999b; Zeng et al., 1997), indicating that 
transcription is tightly associated with Pot II transcription factories. 
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As a corollary, genes will need to be in contact with a transcription factory in 
order to be transcribed, providing another means of spatial regulation of gene 
activity. Chromosomes bearing 45S rRNA genes associate with nucleoli via 
nucleolar-organising regions (NORs), even when they are inactive (Sullivan et al., 
2001). This brings about an important role for Pol I transcription as a spatial 
organiser of the genome, which by similarity could also occur in the case of Pol II 
(Cook, 1999; Cook, 2002). Competition for available transcription factories in a 
crowded environment could impose restrictions on which genes are transcribed and 
which ones are not. An attractive idea is that co-regulated genes could benefit from 
sharing the same transcription factory (Osborne et al., 2004), maybe by increasing 
the local concentration of specific transcription factors, thus contributing to efficient 
transcription and co-regulation. 
1.2.2 Splicing speckles 
Splicing of pre-mRNAs is carried out by the spliceosome, which is a large 
ribonucleoprotein complex made up by pre-mRNAs, small nuclear ribonucleoprotein 
particles (snRNPs) and non-snRNP splicing factors (e.g., SR proteins). Several of 
these factors, such as SC35, localise to discrete domains within the nucleus, termed 
splicing speckles (Figure 1.1B) (Handwerger and Gall, 2006; Lamond and Spector, 
2003). Apart from splicing factors, speckles also contain other splicing- and 
transcription-related proteins, including transcription factors, Pol II, and 3'-end 
processing factors (Hall et al., 2006; Lamond and Spector, 2003). 
Early studies localised nascent transcripts to splicing speckles, leading to a 
model in which active genes would have to be in contact with speckles, enabling 
efficient co-transcriptional splicing (Zirbel et al., 1993). In support of this, 
hyperphosphorylated Pol II was initially thought to be enriched in these domains 
(Bregman et al., 1995; Mintz and Spector, 2000). More recent studies have shown 
that this is not the case, as both nascent transcripts and Pol II are seen scattered 
throughout the nucleus (Abranches et al., 1998; Pombo et al., 1999b; Verschure et 
al., 1999), and although Ser2-phosphorylated Pol II is present within speckles, it is 
not enriched in these domains (Xie et al., 2006). 
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Figure 1.1 — Examples of nuclear bodies in HeLa nuclei. 
Different nuclear bodies (pseudocoloured green) were immunolabelled in 
cryosections (100-200 nm thick) of HeLa cells, and nuclei were counterstained with 
TOTO-3 (red). A, Active transcription factories, labelled with an antibody against 
Ser2-phosphorylated Pol II. B, Splicing speckles, labelled with an anti-SC-35 
antibody. C, Cajal bodies, labelled with anti-coilin. D, PML bodies labelled with 
anti-PML protein. Bars, 2 pm (A,B) and 4 1.tm (C,D). Images kindly provided by Dr. 
Sheila Xie (MRC-CSC, Imperial College London, UK). 
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Another proposed function for speckles is that they act as reservoirs for 
splicing factors. However, several lines of evidence, including accumulation of 
poly(A) RNA within speckles, now point towards a more active role of these 
structures in splicing (Hall et al., 2006). Some studies have shown that proximity of 
genomic regions to splicing speckles is correlated with increased expression. Gene-
rich R-bands are more frequently associated with speckles than their gene-poor 
counterparts, G-bands (Shopland et al., 2003), and transcriptional activity of the 
globin genes also correlates with association with speckles (Brown et al., 2006). 
Long intron-rich transcripts that undergo complex splicing reactions, such as 
COL I Al, are often located at speckles where completion of post-transcriptional 
splicing may be more efficient (Johnson et al., 2000). 
1.2.3 Other nuclear bodies 
Amongst the remaining myriad of nuclear bodies, it is worth mentioning 
Cajal (or coiled) bodies and promyelocytic leukaemia (PML) bodies. Cajal bodies 
(Figure 1.1C) are small focal aggregates (1-6 per nucleus) that are enriched for 
coilin, snRNPs, and the survival of motor neuron (SMN) protein, but can contain 
many other factors (Handwerger and Gall, 2006). They appear to be involved in the 
post-transcriptional modification of small nuclear RNAs (snRNAs) and the assembly 
of spliceosomal subcomplexes (Handwerger and Gall, 2006). Failure of the SMN 
protein to co-localise with Cajal bodies is related to the disease spinal muscular 
atrophy (Jablonka et al., 2000). Similar to transcription factories and splicing 
speckles, there is a potential for Cajal bodies to interact with genomic loci that may 
be functionally linked to their role. Namely, Cajal bodies have been reported to 
associate with histone and snRNA genes (Frey and Matera, 1995). A direct role in 
transcription is excluded by the absence of Ser2-phophorylated Pol II from Cajal 
bodies, although the Ser5-phosphorylated form can be found within them (Xie and 
Pombo, 2005). 
PML bodies (Figure 1.1D) are also small focal aggregates, enriched for the 
PML protein and Sp100, although many other proteins have been found to co-
localise with PML bodies (Dellaire et al., 2003). A nucleus can contain 5-30 PML 
bodies, depending on the cell type and phase of the cell cycle (Dellaire and Bazett- 
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Jones, 2004). The number and morphology of PML bodies is also sensitive to 
external stimuli, such as signals for the activation of MHC class II genes (Lavau et 
al., 1995) and DNA damage (Dellaire and Bazett-Jones, 2004). A chromosomal 
translocation causing the fusion of PML with retinoic acid receptor a leads to acute 
PML and disrupts the formation of PML bodies (Ferbeyre, 2002). PML bodies have 
been implicated in a plethora of functions, including transcription, antiviral response, 
tumour suppression and DNA repair (Dellaire and Bazett-Jones, 2004). Similar to 
Cajal bodies, however, exclusion of Pol II foci from PML bodies rules out a direct 
role in transcription (Xie and Pombo, 2005). Their role in DNA repair has recently 
suggested to be one of a DNA damage sensor (Dellaire and Bazett-Jones, 2004). The 
MHC gene cluster and a histone-encoding gene cluster have been found to non-
randomly associate with PML bodies, conferring them potential as spatial organisers 
of the genome (Shiels et al., 2001; Wang et al., 2004). 
1.3 Chromosome organisation 
The compartmentalisation of functions within the nucleus, and the 
consequent association of specific genomic loci with nuclear substructures, have 
implications in the organisation of chromosomes during interphase. Unravelling how 
these large DNA molecules are organised within the nuclear space, in relation to 
nuclear landmarks and to each other, is essential to the understanding of gene 
regulation and nuclear function. 
Rabl and Boveri were the first ones proposing a structural order of 
chromosome organisation in the nucleus (reviewed in (Spector, 2003)). They showed 
that plant chromosomes maintain a polarised orientation during interphase, with 
centromeres and telomeres located to opposite sides of the nucleus, reflecting their 
conformation during mitosis (the so-called Rabl configuration). From this 
observation, they also suggested that chromosomes might maintain their spatial 
separation and occupy distinct territories in the nucleus. Evidence for the existence of 
chromosome territories (CTs) in interphase nuclei was first originated in mammalian 
cells. In an elegant study, Cremer and colleagues microirradiated chinese Hamster 
nuclei with a UV laser, and visualised the sites of damage at the following metaphase 
(Cremer et al., 1982). Instead of obtaining a scattered signal across several 
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chromosomes, the authors observed discrete labelling in parts of only a few 
chromosomes, readily indicating that chromatin must be highly compartmentalised 
within the nucleus. Direct visualisation of CTs in mammalian interphase nuclei was 
only possible after the development of whole chromosome paint probes, in 
combination with fluorescence in situ hybridisation (FISH) (Cremer et al., 1988; 
Lichter et al., 1988). 
Models of chromosome organisation have since emerged that attempt to 
describe the relationship between chromatin folding, large-scale chromosome 
conformation and function. 
1.3.1 The chromosome territory-interchromatin compartment (CT-IC) model 
The discovery of a territorial organisation of chromosomes during interphase 
brought about several questions. Namely, how are genes and regulatory regions 
organised within a CT and is there a relationship between position and activity? In 
experiments that aimed to investigate where transcription and splicing occurred in 
relation to CTs, Zirbel et al. simultaneously labelled CTs and splicing speckles (by 
labelling of the Sm antigen) or the transcript of an integrated human papilloma virus 
genome (Zirbel et al., 1993). Both the viral transcripts and the Sm antigen showed a 
preferential position outside CTs, accumulating in a nuclear compartment distinct 
from the CTs. The domain that apparently separated CTs was named 
interchromosome domain (ICD), and a model emerged in which active genes would 
be located at the periphery of CTs so that they would be accessible to transcription 
and splicing factors (Figure 1.2A) (Cremer et al., 1993). Conversely, inactive genes 
would be located in the interior of CTs, which limited the accessibility of the 
transcription machinery. Initial studies on the position of chromatin segments in 
relation to their CT appeared to support this view, as coding sequences were often 
located at the periphery of CTs and non-coding sequences towards the interior (Kurz 
et al., 1996). Moreover, some genes were shown to loop out of their own CT upon 
activation (Chambeyron et al., 2005; Mahy et al., 2002a; Volpi et al., 2000), 
suggesting a migration into the ICD to facilitate transcription. But a generalised 
correlation between position relative to the CT and gene activity has not been found; 
coding sequences can be seen at the interior of CTs irrespective of their 
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transcriptional status (Mahy et al., 2002b), and non-coding sequences can be located 
at the periphery of CTs (Scheuermann et al., 2005). It is interesting to note, however, 
that in the case of X inactivation during embryonic stem (ES) cell differentiation, 
there is evidence that Xist-mediated gene silencing brings inactive genes to the 
centre of the inactive X chromosome, whereas genes escaping inactivation are 
located at the periphery (Chaumeil et al., 2006); this conformation appears to change 
when epigenetic marks take over the silencing role of Xist (Clemson et al., 2006). 
Apart from this exception, transcription sites are found evenly scattered across the 
nucleus, including within CTs (Abranches et al., 1998; Verschure et al., 1999) (see 
also Chapter 4, section 4.2). To incorporate these observations, an updated CT-IC 
(CT-interchromatin compartment) model was suggested, in which CTs are 
subdivided into `-1 Mbp chromatin domains' that constitute a level of chromatin 
organisation above the 30 nm fibre (Figure 1.2B) (Cremer and Cremer, 2001; Cremer 
et al., 2006). The ICD is then seen as a network of gaps between chromatin domains 
which allows access of proteins into the CT (the meaning of the acronym ICD was 
thus changed to interchromatin domain). Although there are no experimental clues to 
how chromatin is organised within a 1 Mbp domain, the model suggests that each 1 
Mbp domain is built up as a rosette of small loops, termed `-100 kbp chromatin 
domains', that are in contact with the ICD (Cremer and Cremer, 2001; Cremer et al., 
2006). The model therefore predicts that active genes are located at the periphery of 
the 100 kbp domains, whereas inactive ones assume a more internal position. An 
alternative view on the subchromosomal organisation of chromatin is the random-
walk/giant-loop model, which suggests that chromatin forms flexible loops of —3 
Mbp with the base of the loops following a random-walk (Sachs et al., 1995). This 
form of organisation is normally invoked to explain the looping of genes out of their 
own CTs (Chambeyron et al., 2005; Mahy et al., 2002a; Volpi et al., 2000), although 
there is no evidence that such loops are made of a single, completely unfolded 
chromatin fibre (Albiez et al., 2006). It is conceivable that different subchromosomal 
regions may fold according to each of these models, depending on their local 
chromatin properties. 
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Figure 1.2 — Two models of chromosome organisation in mammalian nuclei. 
A,B, The CT-IC model was initially proposed as the interchromosome domain model (A), in 
which the ICD separated CTs; active genes were located at the periphery of CTs and inactive 
ones in the interior. In its current version, the CT-IC model (B) proposes that CTs are 
composed of `-1 Mbp chromatin domains', which are in turn made up by `--100 kbp 
chromatin loop domains'; the ICD extends into the interior of CTs, contacting the surface of 
the 100 kbp domains, where active genes are located. Adapted from (Zirbel et al., 1993), 
with kind permission of Springer Science and Business Media (A) and from (Cremer et al., 
2000), with permission (B). Images kindly provided by Dr. Thomas Cremer (LMU, 
Martinsried, Germany). 
C,D, The lattice model stems mainly from observations made using ESI (C), which provides 
high-resolution maps of elements such as phosphorus (enriched in nucleic acids; C,i and ii, 
yellow) and nitrogen (enriched in proteins; C,i, blue). By ESI, chromatin is seen as a 
network of 10 nm and 30 nm fibres in varying concentrations. The lattice model (D) 
proposes that interphase chromatin is made up solely by the latter fibres, without forming 
any large channels or gaps devoid of chromatin in the nucleus; chromatin fibres from 
different CTs are allowed to intermingle. Adapted from (Dehghani et al., 2005), with 
permission. Images kindly provided by Dr. David Bazett-Jones (The Hospital for Sick 
Children, Toronto, Canada). 
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According to the CT-IC model, CTs and also subchromosomal domains, such 
as p and q arms, exhibit little or no intermingling between them (Cremer et al., 
2000), as suggested by some studies (Munkel et al., 1999; Visser and Aten, 1999). In 
support of this, an ultrastructural study by Visser et al. has shown that chromatin 
labelled by BrdU incorporation forms distinct domains when seen on the EM (Visser 
et al., 2000). By comparing the patterns of labelled chromatin (detected using a gold-
conjugated antibody) with that of a total DNA stain (osmium ammine), the authors 
conclude that chromatin domains are mostly separated by the ICD, with only some 
exhibiting contacts at the surface, or a small extent of intermingling. However, given 
the discrete character of the gold particles, it is difficult to define boundaries between 
BrdU-labelled and unlabelled chromatin, so that this study cannot exclude the 
existence of more extensive interactions between chromatin domains or CTs. 
1.3.2 The lattice model 
EM studies of chromatin folding within the nucleus are normally hampered 
by the lack of contrast between chromatin and all the proteins and RNA present. 
Staining methods that were developed to provide such contrast revealed two main 
classes of fibres during Gl, one with 100-130 nm in diameter and the other 60-80 
nm, which further unfolded locally into the 30 nm fibre (Belmont and Bruce, 1994). 
However, this still did not provide a global high-resolution picture of chromosome 
organisation, as most chromatin in the nucleus exists in a decondensed state that does 
not offer enough contrast for visualisation by conventional transmission EM 
(Dehghani et al., 2005). One solution to this problem is electron spectroscopic 
imaging (ESI), which explores the differences in energy loss that electrons suffer 
when they interact with different elements within a sample. To apply this principle to 
EM, an imaging spectrometer analyses the electrons that have interacted with the 
sample, providing nanometre-resolution maps of specific elements in the sample. 
Given the high content of nitrogen in proteins and that of phosphorus in nucleic 
acids, this tool has been explored for high-resolution studies of chromatin 
organisation during interphase. Chromatin visualised by ESI appears to be mainly 
organised into 10 and 30 nm fibres, with varying local concentrations within the 
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nucleus (Figure 1.2C) (Dehghani et al., 2005). Other higher order structures, such as 
the 1Mbp domain proposed in the CT-IC model, are not supported by ESI images. 
Instead, DNA-dense regions are suggested to be randomly organised high 
concentrations of 10 and 30 nm fibres, which makes chromatin structures 
irresolvable by lower-resolution methodologies (Dehghani et al., 2005). The lattice 
model of chromosome organisation was proposed based on these observations 
(Figure 1.2D) (Dehghani et al., 2005). It contradicts the CT-IC model, as it argues 
against the presence of large chromatin-free channels within the nucleus, which are 
not seen by ESI; the ICD becomes simply the space within the lattice of 10 and 30 
nm fibres. The latter conformation is in agreement with experiments that show that 
all of the nucleus is highly accessible to macromolecules moving by diffusion 
(Verschure et al., 2003). As no large spaces other than those occupied by bodies such 
as nucleoli and PML bodies are observed, the lattice model proposes that fibres from 
different chromosomes are allowed to intermingle to a certain extent at the edges of 
CTs, such that chromatin fibres form a nearly continuous lattice across the whole 
nucleoplasm. 
Combination of immunogold labelling with ESI showed that Pol II is found at 
the surface of chromatin fibres throughout the whole nucleus, with the exception of 
nucleoli and heterochromatin (Dehghani et al., 2005). In the lattice model, folding 
into the 30 nm fibre could be sufficient to regulate gene activity by limiting 
accessibility to its interior, without the need to invoke a more complex or compact 
structure, such as the 100 kbp domain. 
1.3.3 Chromosome position 
CTs often assume non-random positions within the nucleus. Initial 
observations showed that in human lymphocytes gene-dense chromosome 19 is 
preferentially localised at the nuclear centre, whereas gene-poor chromosome 18 is in 
a more peripheral position (Croft et al., 1999). But a conflicting result suggested that 
the radial position of CTs was determined by their size, with larger chromosomes 
being preferentially at the periphery (Sun et al., 2000). It was later shown that these 
different arrangements were due to differences in nuclear morphology: flat, ellipsoid 
nuclei reveal mainly a size-dependent radial arrangement of CTs, whereas round 
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nuclei also show a correlation with gene density (Bolzer et al., 2005; Boyle et al., 
2001; Cremer et al., 2001). This gene density related organisation of CTs in round 
nuclei appears to be conserved in cancer cells (Cremer et al., 2003) and throughout 
evolution (Tanabe et al., 2002). Furthermore, although CT arrangements in 
individual cells are lost during mitosis, they are then re-established during G1 and 
thus inherited at least in part by daughter cells (Essers et al., 2005; Gerlich et al., 
2003; Walter et al., 2003). 
A role of the nuclear envelope in keeping gene-poor chromosomes near the 
periphery has been investigated, but so far cells carrying mutations of lamina 
components have shown few differences in CT arrangements (Boyle et al., 2001; 
Meaburn et al., 2007; Meaburn et al., 2005). 
1.3.4 Chromatin dynamics 
The study of chromatin dynamics in live cells is essential for understanding 
the relationship between form and function within the nucleus. If highly diffusible, 
chromatin would behave like soluble molecules, in which collisions (or interactions) 
would simply be limited by the concentration of the colliding molecules. On the 
other hand, if chromatin were positionally stable, a higher potential for spatial 
regulation would exist, as genes located away from functional bodies, such as 
transcription factories, would have a low probability of interacting with them. 
One of the first studies to directly probe chromatin dynamics in living cells 
was that of Abney and colleagues, where FRAP (fluorescence recovery after 
photobleaching) was applied to nuclei of HeLa and Swiss 3T3 cells by labelling 
chromatin with dihydroethidium (Abney et al., 1997). The authors found that 
euchromatin was stable for distances >0.4 pm, over a period of >1 h. A different 
study used incorporation of fluorescently labelled thymidine analogues in order to 
label subchromosomal foci (Zink et al., 1998). This revealed variable degrees of 
movement across the cell population, which could go up to several micrometers 
throughout an observation period of a few hours. 
In order to study the mobility of individual loci, Chubb et al. tagged different 
regions of the human genome with lacO repeats, and followed their movement by 
expression of GFP-tagged lac repressor, which binds to the lacO repeats (Chubb et 
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al., 2002). Consistent with previous results, the authors found that chromatin 
movement is constrained by the nuclear environment, diffusing only locally in —0.5 
gm 'corrals'. However, occasional large-scale movements as large as 1.5 gm were 
also observed. These results resemble those obtained in yeast and Drosophila 
(Gasser, 2002). 
A recent result from the Belmont laboratory has suggested that chromatin 
may also undergo directional movement (Chuang et al., 2006). Using an inducible 
system that included integration of lacO repeats as above, Chuang et al. could follow 
the repositioning of the locus from the periphery to the centre of the nucleus that 
occurs after decondensation of the locus. This could be seen to occur in a time scale 
of minutes, over distances of 1-5 gm, and along curvilinear paths. The movement 
was independent of transcription, but a potential role of actin/myosin was suggested 
(Chuang et al., 2006). 
1.3.5 Chromosomal translocations 
The interphase organisation of chromosomes and the formation of 
translocations are tightly linked, and several studies have attempted to infer 
chromosome organisation from translocation data (Arsuaga et al., 2004; Cornforth et 
al., 2002; Hlatky et al., 2002; Holley et al., 2002; Kreth et al., 2004a; Sachs et al., 
2000). 
Chromosome aberrations are initiated by DNA damage, in particular by the 
formation of double-strand breaks (DSBs). DSBs can form via exposure to ionising 
radiation or to certain chemicals, as well as by the action of oxygen radicals, whose 
level can rise beyond the cell's antioxidant buffering potential (e.g., during 
inflammation) (Agarwal et al., 2006). The cell contains DNA repair mechanisms that 
catalyse the rejoining of 'free' ends. However, when two or more DSBs are involved, 
there is a potential for misrepair to occur via non-homologous end-joining, producing 
chromosome aberrations that can lead to cancer (Agarwal et al., 2006). If the 
misrepaired DSBs belong to the same chromosome they can produce deletions, 
inversions, centric rings or dicentric rings. If they belong to different chromosomes 
they produce translocations. 
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It has been shown that formation of DSBs does not increase the mobility of 
chromatin when compared with that of non-damaged DNA (Aten et al., 2004; 
Kruhlak et al., 2006), suggesting that points of translocation reflect inter-locus 
distances in a normal nucleus. Indeed, there are several examples of pairs of loci 
whose spatial proximity correlates with their translocation potential (Neves et al., 
1999; Roix et al., 2003). Similarly, differences in the frequency of inter-CT 
association within a tissue correlates with the respective translocation frequencies in 
that tissue (Parada et al., 2004; Soutoglou et al., 2007). Therefore, the frequency at 
which translocations occur reflect chromosome organisation at the moment of repair, 
and can provide information on CT neighbourhoods and the extent of CT 
intermingling. 
Data from ex vivo irradiation of human peripheral blood mononuclear cells 
(PBMCs) has suggested that only a few groups of chromosomes associate more 
frequently than expected from randomness, and that most CTs are located randomly 
in relation to each other (Arsuaga et al., 2004; Cornforth et al., 2002). This does not 
exclude a preferential radial arrangement of CTs, as the same studies showed a 
significant association between CTs that are normally located at the nuclear centre. 
This data has also been used to support a probabilistic model of radial CT positions 
based on gene density (Kreth et al., 2004a). 
Radiation biology data also suggests that a significant amount of CT 
intermingling occurs, as the high frequency and complexity of translocations induced 
by radiation are not fully compatible with a separation of CTs, at least according to 
some models (Hlatky et al., 2002; Holley et al., 2002; Sachs et al., 2000). 
1.4 Long-range interactions 
Interactions between genomic sequences can be brought about actively by 
different mechanisms and serve different functions. Alternatively, they can be a 
passive consequence of chromosome conformation, due to spatial restrictions 
imposed by nuclear architecture. 
The study of these interactions benefited from the development of two 
different biochemical techniques that allowed their detection — chromosome 
conformation capture (3C) (Dekker et al., 2002) and RNA tagging and recovery of 
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associated proteins (RNA-TRAP) (Carter et al., 2002). The former is now widely 
used across different laboratories, and it involves chemical cross-linking of 
interacting loci, followed by DNA digestion and intramolecular ligation of cross-
linked fragments; ligated products are then detected by PCR. 
If the loci of interested are located far enough in the genome, results from 3C 
can be complemented by FISH data in order to confirm results and provide 
information at the level of single cells. 
1.4.1 Intrachromosomal associations 
As mentioned in section 1.1.2, one type of long-range intrachromosomal 
association involves interactions between genes and distal enhancer elements. This 
was first shown to occur in the P-globin locus, by both 3C and RNA-TRAP (Carter 
et al., 2002; Tolhuis et al., 2002). The (3-globin locus contains a locus control region 
(LCR) made up of several DNA hypersensitive sites (HSs) that confers high 
expression of an associated transgene independent of the integration site (Grosveld et 
al., 1987). In foetal liver, the LCR was shown to interact with active globin genes 
located —50 kb away, via loop formation (Carter et al., 2002; Tolhuis et al., 2002). In 
the brain, where the globin genes are not expressed, this conformation was absent 
and instead the locus presented a linear conformation (Tolhuis et al., 2002). The 
erythrocyte-specific conformation of the (3-globin locus was termed active chromatin 
hub, which was shown to be developmentally regulated (Palstra et al., 2003) and to 
require various transcription factors (Drissen et al., 2004; Splinter et al., 2006; Vakoc 
et al., 2005). 
Similar enhancer-gene interactions were found in the a-globin locus 
(Vernimmen et al., 2007; Zhou et al., 2006), the IgK locus (Liu and Garrard, 2005), 
and the TH2 cytokine locus (Spilianakis and Flavell, 2004). In the latter example, the 
TH2 locus exhibited LCR-gene interactions in cells belonging to the T cell lineage 
(naïve T cells, effector TH1 and TH2 cells, and NK cells) independently of expression 
status, but not in B cells or fibroblasts. This suggests a pre-poised conformation that 
is brought about by T cell lineage-specific transcription factors. In fact, the 
interactions were decreased in Stat6-/- mice and they could be partly induced in 
fibroblasts expressing GATA-3 and other T cell-specific factors (Spilianakis and 
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Flavell, 2004). The interactions were also shown to be dependent on one of the HS s 
in the LCR (Lee et al., 2005). 
Long-range interactions are also involved in silencing. This was found to be 
the case in two gene imprinting systems, one involving H19 and 1gf2 (Murrell et al., 
2004) and the second one Dlx5 and Dlx6 (Horike et al., 2005). The latter study used a 
combination of 3C with chromatin immunoprecipitation (ChIP) to show that MECP2 
is involved in the formation of the silencing interaction. 
All of the above-mentioned interactions occur in the 20-150 kb scale, but 
longer range interactions have also been observed, which could drive large-scale 
chromosome conformation. In the large murine IgH locus (3Mb) it was shown that in 
pro-B cells the locus contracts due to the formation of chromatin loops that are 
necessary for V(D)J recombination (Kosak et al., 2002; Sayegh et al., 2005). The 13-
globin gene Hbb-bl was shown to interact in erythrocytes, but not in brain, with 
other erythroid-specific genes lying up to 40 Mbp away (Osborne et al., 2004). When 
transcripts from different genes were found co-localised, they seemed to share the 
same Pol II factory, suggesting a role for transcription factories in mediating the 
interactions. This could imply an active mechanism for the co-regulation of 
erythroid-specific genes, or alternatively reflect a passive consequence of the 
requirement for factory association during transcription. 
1.4.2 Interchromosomal associations 
The examples of intrachromosomal interactions described above showed that 
proximity within the linear DNA template is not a requirement for functional 
association of chromatin segments. It is therefore also possible for sequences lying in 
different chromosomes to interact. Although the arrangement of chromosomes into 
territories during interphase should limit their potential for interaction, the dynamics 
of chromatin near the edges of CTs could allow for extensive interactions. 
One of the first interchromosomal associations reported was between the 
mouse a- and P-globin genes, lying on chromosomes 11 and 7, respectively 
(Osborne et al., 2004). This was further studied by another group, which showed that 
the frequency of interaction between the two loci correlates with their expression 
level during erythroid differentiation, although the association is not a requirement 
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for transcription (Brown et al., 2006). Interestingly, the authors showed that the 
interaction appears to occur via increased association of both genes to the same 
splicing speckle domain, suggesting that the proximity between a-globin and p-
globin is an indirect consequence of their association with this nuclear structure 
(Brown et al., 2006). 
After describing intrachromosomal associations within the TH2 locus, on 
chromosome 11, Spilianakis and colleagues later reported that the same locus 
interacts with the Ifng gene on chromosome 10 (Spilianakis et al., 2005). Both by 3C 
and FISH, the authors show that this association occurs in nave T cells, where the 
genes are silent, but becomes absent upon differentiation into effector TH1 and TH2 
cells, which express Ifng and TH2 cytokines (e.g., 11-4), respectively. The authors 
suggest that the association in nave cells forms a 'poised chromatin hub', which is 
located in an active region of the nucleus to promote quick activation of the genes 
upon differentiation into effector cells (Spilianakis et al., 2005). 
The onset of X inactivation also seems to involve interchromosomal 
associations. During female stem cell differentiation, both X inactivation centres are 
found interacting with each other before one of them is randomly chosen to initiate 
inactivation of the respective X chromosome (Bacher et al., 2006; Xu et al., 2006). 
This seems to be the way by which appropriate dosage compensation is attained, 
ensuring that only one X chromosome is left active. 
Another interesting example of interchromosomal associations was recently 
reported, in which the enhancer element H interacts in each sensory neuron with only 
one of 1300 olfactory receptor (OR) genes distributed across several different 
chromosomes (Lomvardas et al., 2006). The interaction involves the gene that is 
active in each neuron, suggesting a mechanism for the choice of OR gene expression 
that is dependent on positional information of chromatin. 
1.4.3 Genome-wide methods 
More recently, 3C has been adapted to genome-wide approaches that were 
developed independently by different laboratories, and are yet very similar (Simonis 
et al., 2006; Wurtele and Chartrand, 2006; Zhao et al., 2006). All of them focus on 
one fragment of interest against which genome-wide interactions are tested. This is 
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done by circularising cross-linked fragments and amplifying the unknown part of the 
ligation product by using primers going out from the fragment of interest. Open-
ended 3C (Wurtele and Chartrand, 2006) and circular 3C (4C (Zhao et al., 2006)) 
both identify the unknown cross-linked fragments by sequencing, whereas 3C-on-
chip (equally abbreviated 4C (Simonis et al., 2006)) uses microarrays. 
Although working in different systems, all three groups found extensive 
interactions between their gene of interest and sequences on the same and different 
chromosomes. Intrachromosomal associations were more frequent than 
interchromosomal ones, which can be seen as a consequence of the territorial 
arrangement of chromosomes and the cell-to-cell variability of relative CT positions. 
Interestingly, activation of Hoxbl and concomitant looping out of the gene from its 
CT (Chambeyron and Bickmore, 2004a; Chambeyron et al., 2005) correlates with an 
increase in the frequency of interchromosomal associations (Wurtele and Chartrand, 
2006). This suggests that looping out of a gene may lead to 'invasion' of 
neighbouring CTs and not necessarily to a relocation into an interchromosomal 
space. 
The functional significance of these interactions was highlighted by the 
similar properties of the interacting genomic regions. For example, the H19 
imprinting control region (ICR) interacts mainly with other imprinted domains (Zhao 
et al., 2006). Furthermore, the interactions are more frequent when the H19 ICR is 
maternally inherited, and the 'network' of interactions changes throughout stem cell 
maturation. In another example, the 13-globin locus was shown to preferentially 
interact with other active regions in murine foetal liver (Simonis et al., 2006). In the 
brain, however, the locus is inactive and is found interacting mainly with inactive 
regions of the genome. Whilst some of these interactions might be required for the 
proper expression or co-regulation of the genes involved, these results suggests that 
most of them are likely to be a consequence of compartmentalisation of active and 
inactive chromatin within the nuclear space. Nevertheless, long-range interactions 
are likely to have a role in the spatial organisation of the genome, and consequently 
carry regulatory potential. 
These different studies also show that interactions between CTs are more 
common than previously thought, and point towards a more extensive intermingling 
between CTs than suggested by the CT-IC model. 
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1.5 Objectives 
In this work I aimed to bring new insights into the organisation of the 
mammalian genome during interphase, focusing on functional interactions between 
CTs and the relationship between chromosome organisation, transcription, and gene 
regulation. 
Data on chromatin dynamics, frequency of translocations and 
interchromosomal associations suggested a higher degree of intermingling than 
predicted by the CT-IC model (see sections 1.3 and 1.4). Therefore, I first tested 
whether CTs intermingled significantly in the nucleus of human cells. A high-
resolution method was used to quantify CT intermingling in nuclei of human 
lymphocytes; the influence of different aspects of chromosome organisation on 
intermingling and its implications for genome stability were studied (Chapter 3). I 
also sought to test the effect of changes in the transcriptional profile of a cell on 
intermingling and chromosome organisation in general (Chapter 4). In particular, I 
asked whether transcription-dependent associations between chromatin segments or 
with nuclear landmarks could help dictate CT conformation and position in the 
nucleus. 
To gain insights into the organisation and mechanism of formation of 
interchromosomal associations, the previously reported TH2-Ifng association was 
studied in murine T cells (Spilianakis et al., 2005). Failure to detect the association 
led me to test whether the published data could be the result of an artefact. I asked 
whether instead the TH2-Ifng association could be indirect, occurring at larger 
distances than a direct association, but being yet non-random (Chapter 5). The 
functional significance of this interchromosomal association would then be quite 
different from what was previously proposed (Spilianakis et al., 2005). 
Finally, I studied the role of nuclear organisation in gene regulation. In 
collaboration with the laboratory of Dr. Wouter de Laat (Erasmus MC, Roterdam, 
Holland), the hierarchy of different levels of gene regulation was investigated in a 
murine gene-dense region, before and after the insertion of a strong enhancer element 
(Chapter 6). 
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2. Materials and Methods 
2.1 Introduction — on the use of cryosections 
The study of nuclear organisation requires methods of visualisation that are 
sensitive enough to detect most molecules of interest, and imaging devices that 
provide enough spatial resolution for subcellular localisation. Physical sectioning of 
frozen fixed cells (Tokuyasu cryosections (Tokuyasu, 1973, 1980)) can improve the 
axial resolution on the confocal light microscope (LM) from >500 nm to —150 nm 
(i.e., the section thickness), simplify patterns, and minimise chromatic aberration of 
fluorescence microscopes (Pombo et al., 1999a). Importantly, cryosections also 
improve probe accessibility to their targets (Branco et al., 2006) whilst using strong 
fixatives that do not compromise the preservation of cellular ultrastructure (Guillot et 
al., 2004). In my work, I have extensively used cryosections as a means to improve 
resolution and spatial preservation of nuclear structure. 
It is extremely difficult to obtain several consecutive intact cryosections that 
would allow 3D reconstruction. Therefore, sectioning is done randomly, such that 
each cell is normally only represented by one section. Nevertheless, the cryosection 
population includes sections from all planes (equatorial to polar and randomly 
oriented) and contains population information, thus accounting for cell-to-cell 
variability. Random sectioning imposes quantification challenges that are dealt with 
by a branch of mathematics named stereology (Weibel, 1979). Several stereological 
methods and principles have been used or developed in the current work. 
2.2 Cell culture and tissue preparation 
Human female PBMCs were purified by a Leuco-Sep Separation Media 
(human; Harlan Sera-Lab, Loughborough, UK) density gradient centrifugation (500 
g, 30 min) and grown in RPMI-1640 medium containing 5% heat-inactivated foetal 
calf serum (FCS), 5 mM sodium pyruvate, 2 mM glutamine, 50 IU/ml penicillin, 50 
µg/ml streptomycin (all from Life Technologies, Paisley, UK), 50 µg/ml (3- 
36 
CHAPTER 2 	 Materials and methods 
mercaptoethanol (Sigma-Aldrich, Dorset, UK), and 5 µg/ml phytohemagglutinin 
(PHA; Sigma) for 72 h. Cells were incubated ±50 µg/ml a-amanitin (Sigma) for 6.5 
h. 
MRCS human lung fibroblasts (ECACC, Salisbury, UK) were grown in 
RPMI-1640 medium containing 10% heat-inactivated FCS, 2 mM glutamine, 50 
IU/ml penicillin and 50 µg/ml streptomycin, and incubated ±500 U/ml recombinant 
human interferon-y (IFN-y; Roche Diagnostics, East Sussex, UK) for 20h; final 
confluency was 70-80%. IFN-y activation was confirmed by the increase in the 
number of PML bodies observed after immunolabelling on cryosections (not shown) 
(Lavau et al., 1995). 
HeLa cells were grown in DMEM medium (Life Technologies) supplemented 
with 10% heat-inactivated FCS, 2 mM glutamine, 50 IU/ml penicillin and 50 µg/ml 
streptomycin. 
Foetal liver and brain tissues from E14.5 mouse embryos were dissected and 
fixed for cryosectioning by Daan Noordermeer (Erasmus MC, Rotterdam, Holland). 
Mouse naïve T cells and polarised TH1 and TH2 cells were either prepared by 
Dr. Suzana Hadjur (MRC-CSC, Imperial College London, UK) or prepared and fixed 
for cryosectioning or 3D-FISH by Dr. Charalampos Spilianakis (Yale University 
School of Medicine, New Haven, CT, USA). 
2.3 Cryosectioning 
For the preparation of cell blocks for cryosectioning, cells were fixed in 4 and 
then 8% freshly depolymerised paraformaldehyde (PFA) in 250 mM HEPES pH 7.6 
(10 mM and 2 h, respectively). Cell pellets were embedded in 2.1 M sucrose in 
phosphate-buffered saline (PBS) for 2 h and frozen in liquid nitrogen as described 
previously (Branco et al., 2006). Cryosections (100-200 nm in thickness, deduced 
from interference color) were cut using an UltraCut UCT 52 ultracryomicrotome 
(Leica, Milton Keynes, UK), captured on sucrose drops, and transferred to coverslips 
(for LM) or nickel grids coated with 0.5% Formvar (for EM). Sections on sucrose 
drops were stored at -20°C. 
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24 Preparation of metaphase spreads 
Murine metaphase spreads were prepared from spleen. One murine spleen 
was dissected into 5 ml of air-buffered IMDM (Life Technologies) and passed 
through a cell strainer to obtain a single-cell suspension. Cells were ressuspended in 
DMEM at a concentration of 2x106 cells/ml and incubated with 20 µg/m1 LPS 
(Sigma) for 72 h, before adding 10 µg/m1 ethidium bromide and 0.1 1.1g/m1 colcemid 
and incubating for a further 2 h. After spinning down, cells were gently ressuspended 
in 10 ml of hypotonic solution (0.075 M KC1, 0.5 mM EGTA, 20 mM HEPES, pH 
7.4), and incubated for 30 min at 37°C. Cells were spun down, ressuspended in cold 
methanol:acetic acid (3:1) and incubated 5 mM on ice. After a second incubation 
with fresh methanol:acetic acid for 30 min, the solution was changed a further 5 
times. To obtain chromosome spreads, cell suspension were dropped onto glass 
coverslips in a humid atmosphere, and the coverslips were air dried. 
Human metaphase spreads were prepared from PHA-activated PBMCs by Dr. 
Ana Pombo. 
2.5 Transcription inhibition before G1 onset 
HeLa cells were grown in flasks to —70% confluency before incubation with 
50 ng/ml nocodazole for 1.5 h. Mitotic cells were then shaken off, spun down and 
ressuspended in medium containing nocodazole and either no transcription 
inhibitors, or one of the following inhibitors: a-amanitin (50 µg/ml), DRB (0.1 mM; 
Sigma), or flavopiridol (0.2 µM; a kind gift from Sanofi-Aventis). After a 1.5 h 
incubation under normal growing conditions, cells were released from metaphase 
arrest, by washing them with medium and ressuspending in medium without 
nocodazole but with transcription inhibitors (except for the untreated control). Cells 
were then plated over fibronectin-coated glass coverslips and incubated a further 2 h 
before fixation for immunolabelling or 3D-FISH. 
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2.6 Preparation of DNA probes 
Directly labelled (Rhodamine, Texas Red, or FITC) whole human 
chromosome paints and subchromosomal band probes were obtained from Qbiogene 
(Cambridge, UK); a biotin-labelled probe that paints all chromosomes except 
chromosome 3 (WG-3) was developed by Cambio (Cambridge, UK); a directly 
labelled paint for murine chromosome 6 was obtained from Applied Spectral 
Imaging (Israel). Whole chromosome paints were mixed with precipitated human or 
mouse Cott DNA (Roche; 0.8-3.3 ug,/µ1 final concentration) and, where appropriate, 
with a BAC probe. Excess Cott DNA minimises background levels detected on 
metaphase spreads and cryosections. 
For BAC probes (Table 2.1), BACs were purified after cesium chloride 
gradient centrifugation and labelled with biotin, FITC or rhodamine using a nick 
translation kit (Roche); unincorporated nucleotides were cleared using micro bio-spin 
P-30 chromatography columns (Bio-Rad, Hertfordshire, UK). Additional BAC 
probes were kindly provided by C. Spilianakis. BAC probes were co-precipitated 
with human or mouse Cotl DNA (Roche; 0.2-0.8 ug/i.t1 final concentration) and 
salmon sperm DNA (Sigma; 1.8 ug/µ1 final concentration) and ressuspended in 
hybridisation buffer (50% deionised formamide, 10% dextran sulfate, 2xSSC, 50 
mM phosphate buffer pH 7.0) with or without the appropriate chromosome paint. 
Before hybridisation, DNA probes were denatured at 70°C for 10 min and re-
annealed at 37°C for 30 min, with the exception of probes for the 3D-FISH protocol 
used by Spilinakis et al. (2005), which were co-denatured with the cells at 75°C for 5 
min. Probe specificity was confirmed on metaphase spreads. 
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Table 2.1 — List of BAC clones used. 
All BAC clones (except *) were obtained from BACPAC Resources (Oakland, CA, USA) and 
validated by PCR of specific sequences within the corresponding genomic region. BAC clones 
marked with an asterisk were kindly provided by C. Spilianakis. 
Clone Species Chromosome Genomic region/Gene 
RP 11-399L10 Human 6 MHC II cluster; covers HLA-DRB I 
RP24-352N22 Mouse 10 Ifng 
RP23-146C10 Mouse 11 TH2 cytokine locus; covers 114, Ill 3 and 115 
RP23-216N11 Mouse 6 Gapdh 
RP23-397C23 Mouse 11 Csf2 
RP23-352C15* Mouse 10 Fyn 
RP23-114D17* Mouse 11 Drgl 
RP23-370E12 Mouse 7 3-globin locus 
RP24-132K11 Mouse 7 Eraf 
RP24-132K17 Mouse 7 Uros 
RP24-319P23 Mouse 8 8C3/C4; covers Dand5 to Prdx2 
2.7 Cryo-FISH 
The cryo-FISH protocol was optimised to maximise signal-to-noise ratio of 
chromosome paint fluorescence (see Appendix I). Cryosections on glass coverslips 
or EM metal grids were washed in PBS, treated with RNAse A at 37°C (250 µg/ml, 1 
h), and with 0.1 M HC1 (10 min). After a series of ethanol dehydrations (30, 50, 70, 
90 and 100% ethanol, 3 min each), cryosections were denatured (8 min at 80°C) in 
70% deionised formamide in 2xSSC/50 mM phosphate buffer (pH 7.0). 
Dehydrations were carried out as above before DNA probe was added to the sections 
and left hybridising at 37°C for >40 h. Post-hybridisation washes were as follows: 
50% formamide in 2xSSC (42°C, 3x over 25 min), 0.1xSSC (60°C, 3x over 30 min), 
and 4xSSC with 0.1% Tween-20 (42°C, 10 min). Nuclei were counterstained with 2 
TOTO-3 or 20 ng/ml DAPI in PBS/0.1% Tween-20, and washed with PBS. 
Coverslips were mounted in Vectashield (Vector Laboratories, Peterborough, UK) 
and EM grids were mounted in PBS and overlaid with a glass coverslip. As the 
hybridisation signals were generally weaker in MRCS cells, an additional incubation 
with 0.1% Triton X-100/0.1% saponin (10 min) was included before the HC1 step, 
and denaturation time was increased to 12 min for these cells. 
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Mock-FISH was performed using hybridisation buffer (50% deionised 
formamide, 10% dextran sulfate, 2xSSC, 50 mM phosphate buffer pH 7.0) in the 
absence of DNA probe. 
2.8 3D-FISH 
HeLa cells were grown on glass coverslips and fixed with 4 and then 8% PFA 
(10 and 20 min, respectively) in 125 mM HEPES pH 7.6 containing 0.1% Triton X-
100. Mouse T cells were washed twice with PBS and allowed to attach to glass 
coverslips coated with poly-L-lysine for 5 min, before fixation with 4% PFA in PBS 
(15 min). 
2.8.1 Standard 3D-FISH protocol 
Fixed cells were permeabilised with 0.5% Triton X-100 containing 20 mM 
glycine in PBS (10 min). After incubating with 0.1 M HCl (10 min), cells were 
equilibrated in 20% glycerol in PBS (20 min), and subsequently subjected to 1-4 
freeze/thaw cycles using liquid nitrogen. Coverslips were stored at -80°C after the 
first cycle. Cells were post-fixed in 1% PFA in PBS (10 min) before being heat-
denatured (80°C, 2 min) in 70% formamide in 2xSSC/50 mM phosphate buffer (pH 
7.0). Cells were rinsed in 50% formamide in 2xSSC before hybridisation with the 
respective DNA probes for >40 h, at 37°C. Post-hybridisation washes were as for 
cryo-FISH. Nuclei were counterstained and coverslips mounted as before. 
2.8.2 3D-FISH protocol used by Spilianakis et al. (2005) 
To reproduce the FISH protocol used by Spilianakis et al. (2005), fixed cells 
were permeabilised with 0.5% Triton X-100 in PBS (10 min), equilibrated in 20% 
glycerol in PBS (30 min), and subjected to 3 freeze/thaw cycles using liquid 
nitrogen. Cells were then incubated in 0.1 M HC1 (5 min) and stored in 70% ethanol 
at 4°C, for >16 h, before further dehydration steps (70, 85 and 96% ethanol, 2 min 
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each). Denaturation was carried out at 73°C (5 min) in 70% formamide in 2x SSC 
(pH 7.2), after which cells were dehydrated (70, 85 and 96% ethanol, 2 min each). 
DNA probes in hybridisation buffer (as above) were added to each coverslip and 
cells were further denatured (75°C, 5 min), simultaneously with the probe. 
Hybridisation was carried out at 37°C for 16 h. Cells were then washed in 2xSSC (3x 
5 mM; RT, except for the second wash, in which the buffer was pre-warmed at 37°C) 
before nuclear counterstaining and coverslip mounting as before. 
2.9 Immunolabelling 
For immunolabelling of whole cells, HeLa cells were fixed as for 3D-FISH. 
Cryosections or whole cells were washed in PBS, permeabilised with Triton X-100 
in PBS (0.5%, 30 min, for whole cells; 0.1%, 10 mM, for cryosections), 20 mM 
glycine in PBS (20 min) and blocked for 1 h with PBS+ (1% BSA, 0.1% casein, 
0.2% fish skin gelatin, in PBS, pH 8.0). All washes and antibody dilutions were done 
with PBS+. Primary antibodies (Table 2.2) were incubated for 2 h, followed by a 1 h 
wash, and secondary antibodies (Table 2.3) were incubated for 1 h, followed by a 30-
45 mM wash (except for gold-conjugated antibodies, which were incubated overnight 
and washed for 3 h). For immuno-cryo-FISH, antibodies were fixed with 8% 
paraformaldehyde in 250 mM HEPES pH 7.6 (1 h), or with 2 mM EGS in PBS (30 
min, 37°C), prior to FISH. 
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Name/Clone Raised in 
Dilution 
Recognises 
Cryosections 
Whole 
cells 
Company 
H5 Monoclonal Mouse Ser2-phosphorylated CTD 
of RPB1 (Pol II) 
1/000 1/500 Covance, Berkeley, CA, 
USA 
4H8 Monoclonal Mouse Ser5-phosphorylated CTD 
of RPB1 (Pol II) 
1/1000 1/1000 Covance, Berkeley, CA, 
USA 
Anti-Sm Auto-immune 
serum 
Human Spliceosomal protein Sm 1/2000 - Centre for Disease Control, 
Atlanta, GA, USA 
Anti-SC35 Monoclonal Mouse Splicing factor SC35 1/1000 - Sigma-Aldrich, Dorset, UK 
Anti-H2B Polyclonal Rabbit Histone H2B 1/100 Chemicon International, 
Temecula, CA, USA 
Anti-PML (H- 
238) 
Polyclonal Rabbit PML protein 1/10 Santa Cruz Biotechnology, 
Santa Cruz, CA, USA 
Anti- 
H3K27me2,3 
Monoclonal Mouse di/trimethylated histone 
H3K27 
1/100 From Dr. Danny Reinberg, 
HHMI, New York, USA 
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Table 2.3 — List of secondary/tertiary antibodies and avidins used. 
Antibody/avidin Ligand Raised in Dilution Company 
Anti-avidin Biotin Goat 1/500 Vector Laboratories, Peterborough, 
UK 
Anti-biotin 5 nm gold Goat 1/30 British BioCell, Cardiff, UK 
Anti-FITC Biotin Mouse 1/1000 Jackson ImmunoResearch 
Laboratories, West Grove, PA, USA 
Anti-human Biotin Donkey 1/100 Jackson ImmunoResearch 
Laboratories, West Grove, PA, USA 
Anti-mouse AlexaFluor Goat 1/1000 Molecular Probes, Paisley, UK 
488 
Anti-mouse AlexaFluor Goat 1/100 Molecular Probes, Paisley, UK 
647 
Anti-mouse Biotin Donkey 1/100 Jackson ImmunoResearch 
Laboratories, West Grove, PA, USA 
Anti-mouse Cy3 Donkey 1/100 Jackson ImmunoResearch 
Laboratories, West Grove, PA, USA 
Anti-mouse FITC Donkey 1/100 Jackson ImmunoResearch 
Laboratories, West Grove, PA, USA 
Anti-mouse, 
IgG-specific 
FITC Donkey 1/250 Jackson ImmunoResearch 
Laboratories, West Grove, PA, USA 
Anti-mouse, 
IgM-specific 
Biotin Donkey 1/250 Jackson ImmunoResearch 
Laboratories, West Grove, PA, USA 
Anti-rabbit 5 nm gold Goat 1/50 British BioCell, Cardiff, UK 
Anti-rabbit 10 nm gold Goat 1/50 British BioCell, Cardiff, UK 
Anti-rabbit AlexaFluor Donkey 1/2000 Molecular Probes, Paisley, UK 
488 
Anti-rhodamine Rabbit 1/500 Molecular Probes, Paisley, UK 
Neutravidin AlexaFluor 1/100 Molecular Probes, Paisley, UK 
350 
Neutravidin AlexaFluor 1/100 Molecular Probes, Paisley, UK 
488 
Neutravidin Rhodamine 1/500 Molecular Probes, Paisley, UK 
Streptavidin FITC 1/500 Sigma-Aldrich, Dorset, UK 
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2.9.1 Immunolabelling for EM 
For EM detection of CTs, rhodamine-labelled probes were indirectly 
immunolabelled using a rabbit anti-rhodamine antibody, followed by an anti-rabbit 
antibody conjugated with 10 nm gold particles. FITC-labelled chromosome paints 
were detected using a biotin conjugated mouse anti-FITC antibody, followed by a 
biotin conjugated anti-mouse antibody, and an anti-biotin antibody conjugated with 5 
nm gold particles. Control experiments in the absence of one of the paints showed 
insignificant cross-reactivity between antibodies. For EM detection of histone H2B, 
cryosections on grids were immunolabelled with a rabbit anti-histone H2B antibody, 
followed by an anti-rabbit antibody conjugated with 5 nm gold particles. 
Metal grids were rinsed in PBS, fixed in 0.5% glutaraldehyde in PBS (10 
min), washed in distilled water (6x), and incubated in 2% methylcellulose (10 min). 
Excess liquid was blotted and grids were left to dry. Uranyl acetate was omitted for 
maximum contrast of gold particles. 
2.9.2 Immunolabelling strategies for LM 
The biotin-labelled WG-3 paint was detected with a FITC-conjugated or 
AlexaFluor350 conjugated avidin. Biotin-labelled BAC probes were detected using 
rhodamine-conjugated avidin, followed by a biotin-conjugated anti-avidin antibody 
and rhodamine-conjugated avidin. PML was detected with a rabbit anti-PML 
antibody, followed by an AlexaFluor 488-conjugated anti-rabbit antibody. Splicing 
speckles were detected with either a human anti-Sm autoimmune serum (followed by 
a biotin-conjugated anti-human antibody and an AlexaFluor488-conjugated avidin) 
or an anti-SC35 antibody (followed by a FITC-conjugated IgG-specific anti-mouse 
antibody). Ser2-phosphorylated Pol II was indirectly immunolabelled with H5 by one 
of the following strategies: a FITC-conjugated anti-mouse antibody, or a biotin-
conjugated IgM-specific anti-mouse antibody followed by AlexaFluor 488-
conjugated or AlexaFluor 647-conjugated avidin. SerS-phosphorylated Pol II was 
detected with 4H8 (Xie et al., 2006), followed by a biotin-conjugated anti-mouse 
antibody and an AlexaFluor 488-conjugated avidin. Histone H3 di/trimethylated on 
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lysine 27 was detected with a mouse anti-H3K27me2,3 antibody (Rougeulle et al., 
2004) followed by a Cy3-conjugated anti-mouse antibody. 
2.10 Microscopy 
For confocal laser scanning microscopy, images were collected sequentially 
on a Leica TCS SP2 (100X PL APO 1.40 Oil objective) equipped with Argon (488 
nm) and HeNe (543 nm; 633 nm) lasers; a Leica TCS SP1 (100X PL APO 1.35 Oil 
objective) equipped with a UV (351/364 nm), Argon (488 nm), Krypton (568 nm), 
and HeNe (633 nm) lasers; or a Leica TCS SP5 (63X PL APO 1.40 Oil objective) 
equipped with a 405 diode, Argon (488 nm), DPSS (561 nm) and HeNe (594 nm; 
633 nm) lasers. Imaging of whole cells was done using a z-step of 0.4 p.m between 
optical sections. 
For widefield LM, images were collected sequentially on a Delta-Vision 
Spectris system (Applied Precision, Issaquah, USA) equipped with an Olympus IX70 
widefield microscope (100X UPlanFl 1.3 Oil objective), a charge-coupled device 
camera, and the following filters: DAPI, FITC, RD-TR-PE, CY-5, CFP, YFP. No 
bleedthrough was detected in these conditions. The use of ultrathin cryosections 
allows for the use of wide-field microscopy with no reduction in axial resolution and 
only a small reduction in lateral resolution (Pombo et al., 1999a). 
For EM, images were collected on a JEOL 1011 transmission electron 
microscope (JEOL UK, Welwyn Garden City, Herts, UK) equipped with a cooled 
slow-scan KeenView charge-coupled device camera (1392X1024 pixels; Soft 
Imaging System, Miinster, Germany). 
2.11 Image analysis and measurements 
For LM experiments, images from separate colour channels (TIFF files) were 
automatically merged using a MatLab (The MathWorks, Inc., Natick, MA, USA) 
script (kindly provided by Dr. Tiago Branco, UCL, London, UK) or a custom Image) 
(Wayne Rasband, NIH, Bethesda, MD, USA) macro, and saved as new TIFF files. 
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After confocal imaging of whole cells, images from separate optical sections were 
converted into a stack and saved as a single file using a custom Image) macro. 
2.11.1 CT threshold and measurements 
To define masks for nuclei or CTs, images were empirically thresholded so 
that the entire CT was selected but no widespread nuclear background was included. 
Independent drawing of masks by four different people on 10 images with various 
signal-to-noise ratios were compared to test the reliability of this empirical method. 
The variability was 15% for CT volume measurements and 30% for intermingling 
volumes, in the same order of magnitude as the variability obtained across 
independent experiments. The values of the areas of these masks and the intersection 
between the masks for both CTs were extracted using a MatLab script (T. Branco). 
CT and intermingling volumes were calculated according to stereological 
methods (Weibel, 1979) after collecting random images of sections irrespective of 
their area and whether they contained CT signals (i.e., sections analysed represented 
the whole nucleus). CT or intermingling areas were averaged across all sections and 
divided by the average of the nuclear areas. This ratio (R) is equivalent to the ratio of 
the respective average volumes, as shown here: 
AROI  _  t x AROI _  V ROI  _ R  
ANUC t x ANUC  V NUC 
where AROI is the average CT or intermingling area, ANUC the average nuclear area, 
VRoi and VNuc the corresponding average volumes, and t the section thickness. 
Using average section volumes for R gives the same result as using average whole 
nuclear volumes if enough random sections from different cells are included in the 
calculation. 
To obtain several values for R within one hybridisation experiment (for 
statistical analysis), images were randomly grouped and R was calculated for each 
group. Standard deviations remained constant with increasing number of groups until 
a group size was reached at which R did not contain enough information and the 
standard deviation increased abruptly. The highest number of groups before this 
increase was used. Group size varied between different chromosome pairs and cell 
types, averaging 55 sections per group, and up to 4 groups were used in an 
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experiment (a total of 57 to 211 sections were analysed in individual experiments). 
Standard deviations obtained by this method were consistent with standard 
deviations between independent hybridisation experiments. The R values were used 
for statistical tests, and considered to have a normal distribution, as normality plots 
for the analysis of residuals were positive (Dr. Francisco Ramirez, Roche, Welwyn 
Garden City, UK). 
2.11.2 Manual distance measurements 
Distances between the 8C3/C4 locus and the edge of its CT were measured 
manually, as I found that automatic, threshold-based analysis led to incorrect 
measurements. Thin chromatin loops are sometimes labelled by chromosome paints, 
so that an automatic method will measure the distance between the locus and the tip 
of the chromatin loop. By measuring distances manually I ensured that the distance 
measured was that between the locus and the edge of the bulk of the CT. Distances 
for loci found inside the CT were taken as positive, whereas distances for loci outside 
the CT were taken as negative. To aid in the manual measurements, a custom ImageJ 
macro was used that automatically registers the distance values for successive 
measurements. 
2.11.3 Measuring 3D radial positions of CTs in cryosections 
To measure the 3D radial positions of CTs on cryosections, a stereological 
method was developed, which was implemented in MatLab by T. Branco. The 
method uses a measuring principle previously developed by Cremer et al., in which 
the nucleus is divided into concentric shells and the intensity of the respective 
chromosome paint is measured within each shell, thus obtaining a distribution of 
intensities along the nuclear radius (Cremer et al., 2001). Upon sectioning, the 
number of shells and area occupied by each of them depends on the axial position of 
the section, which is in turn reflected on the radius of the section (Figure 2.1A). For 
round cells such as lymphocytes, the axial position (z) of a given nuclear profile can 
be estimated from its radius (r), by using the average 3D nuclear radius (R): 
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z =1./R2 — r2 . Based on the estimated axial position, the distribution of the shells in 
each section can be obtained (Figure 2.1B). The average 3D nuclear radius for each 
cell type was obtained from cryosections using the sequential subtraction method 
(section 2.11.4). 
The MatLab script for measuring CT radial position first uses the threshold-
based masks of each nuclear section to calculate their radii. After estimating the axial 
position of each section, it predicts the area that each of ten concentric shells should 
occupy. Masks are then generated by an interpolation algorithm so that each shell has 
the same shape as the section, and occupies the predicted area (Figure 2.1B). 
Fluorescence intensities of the chromosome paints are then measured for each shell 
and plotted against the respective nuclear radius (Figure 2.1C). For a large enough 
group of sections, an average radial position can be obtained from this distribution, 
which allows for the calculation of standard deviations across groups of sections. 
The same groups of sections defined for intermingling analysis (section 
2.11.1) were used to obtain independent measurements of the average CT radial 
position. 
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Figure 2.1 — Measuring 3D radial position of CTs in cryosections. 
A, The nucleus was divided into ten concentric shells, whose distribution in each 
section (right) depends on its axial position in relation to the 3D nucleus (left). B, 
The MatLab script estimates the axial position of each section in a cryo-FISH 
experiment (top; chr 1 in green and chr 22 in red) and produces masks for each shell 
(bottom) in accordance with the axial position. Bar, 2 um. C, The fluorescence 
intensity of each CT in each shell is measured and compared with the total intensity 
across the nucleus. The example shows chromosome 22 in a more central position 
than chromosome 1. 
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2.11.4 Sequential subtraction method 
The sequential subtraction method was used to obtain a distribution of 3D 
nuclear radii from a population of random cryosections (Weibel, 1979). Upon 
sectioning, each nucleus gives rise to a series of differently sized sections such that a 
polar section from a larger nucleus can have the same size as an equatorial section 
from a smaller nucleus. The sequential subtraction method aims to discard the 
contribution of all polar sections from the distribution of section sizes, leaving only 
the equatorial sections, which represent the true size of the 3D population. From the 
distribution of section sizes, the histogram class corresponding to the largest sections 
is assumed to be from equatorial sections of the largest nuclei. The expected 
frequency of polar sections generated by the sectioning of these nuclei is then 
calculated (Figure 2.2) and subtracted from the distribution. The next largest size 
category can now be assumed to not contain any polar sections, and the same steps 
arc carried out sequentially for all size categories, after which only the sizes of 
equatorial sections will be represented in the final size distribution. 
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Figure 2.2 — Frequency of section radii upon random sectioning. 
A, Schematic representation of how to obtain the frequency (f) of a class of section 
sizes from their radii (r,) and the 3D nuclear radius (R), using the formula shown on 
the right (z, is the axial position of the section of radius r1). B, Relative frequency of 
the different section sizes obtained from the sectioning of a nucleus of radius 1. 
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2.11.5 Two-locus analysis in 3D cells 
For the analysis of 3D-FISH experiments involving two loci (Chapter 5), an 
Image) macro was developed that simultaneously measures nuclear volume, inter-
locus distances and radial position of each locus. The volume of each nucleus was 
taken from the sum of empirically thresholded voxels from the DAPI channel. Inter-
locus distances were calculated from the 3D position coordinates of the intensity-
based centre of mass of each locus. To calculate the radial position of a locus, the 
distance from the locus to both the geometrical centre of mass of the nucleus (Dc) 
and the nearest nuclear edge (De) were measured automatically, and the relative 
radial position was calculated as follows: %R -  Dc x100. 
Dc + De 
2.12 Statistical analyses 
Two-sample comparisons were performed by two-tailed unpaired t-test, 
Welch corrected. For multi-sample comparisons, ANOVA with Tukey post-test was 
used. Regression analyses using an F-test were performed to test the significance of 
variable correlations. Multiple regression analyses were either done using Graphpad 
Instat (GraphPad Software, San Diego, CA, USA), or carried out by F. Ramirez. For 
the analysis of 2x2 contingency tables, Fisher's exact test was used, whereas for 
larger tables the Chi-squared test with Yates' correction was applied. Comparisons of 
distributions were done using the Kolmogorov-Smirnov test. 
2.13 Virtual FISH 
A virtual FISH (V-FISH) computational model was developed in MatLab to 
simulate the position of two pairs of loci (with two alleles each) inside the nucleus. 
By V-FISH, the loci can be either randomly positioned within the nucleus or 
restricted by one or both of the following constraints: a radial position constraint, by 
which loci are forced to have preferential radial positions; an inter-locus distance 
constraint, which establishes a limit to how far from each other the loci can be found. 
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As an output, V-FISH can display the 'nearest neighbour' inter-locus distance 
distribution obtained for the simulated nuclei, the radial distribution of each locus, 
and can also score co-localisation (based on certain input parameters) in both 3D and 
after simulated cryosectioning. 
The radial distribution constraint is attained by setting up two exclusion limits 
for each allele in a nucleus: a central exclusion limit (minimum distance from the 
nuclear centre) and a peripheral exclusion limit (maximum distance from the centre) 
(Figure 2.3A). For each allele, the limits are randomly chosen based on a normal 
distribution whose mean and standard deviation are input by the user. A similar 
principle is applied to achieve the inter-locus distance constraint: after placing one 
locus inside the nucleus, the position of the second locus is limited by a maximum 
distance to the first locus (Figure 2.3B). This maximum distance is chosen randomly 
according to a normal distribution whose mean and standard deviation are input by 
the user. Scoring of co-localisation is based on a threshold inter-locus distance below 
which loci are classified as co-localised. For cryo-FISH, a section of defined 
thickness is taken from a randomly chosen axial position and the loci found within 
the section are scored for co-localisation. The size of the probe target has to be taken 
in account in this case, as larger targets are more likely to be detected within a 
random section. A user interface was created (Figure 2.3C) that contains the input 
and output options listed on table 2.4. 
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Figure 2.3 — Virtual FISH. 
A, The radial constraint of locus position is attained by establishing central and 
peripheral exclusion limits (dotted lines). The position of these limits vary from 
allele to allele according to a normal distribution with an average and standard 
deviation (represented by the error bars) defined by the user. B, The inter-locus 
distance limit is achieved in a similar way, by establishing a maximum distance from 
the first locus placed in the nucleus (dotted line). C, Overview of the V-FISH user 
interface panel, containing all the input variables and output options (Table 2.4). 
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Table 2.4 — Input and output options of V-FISH. 
Input/Output 	 Details 
Nuclear radius 	Input 
	
In gm 
Number of nuclei 
	
Input 
Display images 	Output 
	Displays images of simulated nuclei 
Enable scoring 
Distance threshold 
Mode 
Output 
Input 
Input 
Enables co-localisation scoring in whole cells 
For co-localisation scoring in whole cells; in gm 
Option to score co-localisation in either 3D (simulating 
confocal microscopy) or in z-projections (simulating 
widefield microscopy) 
Enable cryo-FISH 
	
Output 
	Enables co-localisation scoring in cryosections 
Section thickness 	Input 
	In gm 
Probe size 	 Input 
	Probe target diameter; in gm 
Distance threshold 
	
Input 	For co-localisation scoring in cryosections; in gm 
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3. Intermingling of Chromosome Territories 
3.1 Introduction 
When the interphase nucleus forms, chromosomes partially decondense but 
still occupy distinct territories, which have non-random radial positions that are 
conserved through evolution (Boyle et al., 2001; Cremer et al., 2001; Cremer and 
Cremer, 2001; Tanabe et al., 2002). Amongst the different models of chromosome 
organisation that have been proposed, one that has been widely accepted is the CT-
IC model (see Introduction, section 1.3.1). According to this model, CTs are 
organised into 1-Mbp chromatin domains that are separated by an ICD, rich in the 
nuclear machinery for nucleic acid metabolism. Consequently, active genes would be 
in direct contact with the ICD, whereas silent genes would be located deep inside the 
chromatin domains (Albiez et al., 2006; Cremer and Cremer, 2001; Cremer et al., 
2006). The ICD also creates a separation between CTs, providing little potential for 
interchromosomal associations, except for rare loops of chromosome fibres that 
extend into the ICD and may contact neighbouring CTs (Chambeyron and Bickmore, 
2004b; Cremer and Cremer, 2001; Kosak and Groudine, 2004; Visser and Aten, 
1999). However, data on translocation frequencies and chromatin dynamics is not 
compatible with a physical separation between CTs. Simulations of chromosome 
translocations based on different models of chromosome organisation have suggested 
the existence of a significant degree of intermingling between CTs (Hlatky et al., 
2002; Holley et al., 2002; Sachs et al., 2000). Furthermore, in vivo studies have 
shown that although chromatin domains are relatively stable, individual loci show 
diffusion dynamics within the range of —0.4 gm, and can exhibit movements as large 
as 1.5 gm (Abney et al., 1997; Chubb et al., 2002; Gasser, 2002; Zink et al., 1998). 
This argues against a strict localisation of chromatin within a CT, which would 
prevent extensive intermingling. 
Recent reports on specific associations between loci on different 
chromosomes (e.g., (Lomvardas et al., 2006)) suggest that interchromosomal 
associations may be essential for gene expression, similar to long-range interactions 
within the same chromosome (e.g., (Tolhuis et al., 2002)). It remained unclear 
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whether these were just a few examples of interchromosomal associations that occur 
via chromatin fibers that extend from their own CTs, or whether a greater potential 
exists for interactions through more extensive intermingling of chromosomes in 
interphase. Such interactions, if abundant, would be expected to determine 
chromosome organisation and thereby influence the range of translocations that 
occur in each cell type. 
3.1.1 Aims 
In this chapter, I used a new high-resolution FISH method to test whether 
CTs intermingle significantly within the nuclear space. Quantification of 
intermingling showed a high potential for interactions between CTs. I sought to 
correlate intermingling with the frequency of chromosome translocations induced by 
radiation, and to investigate which properties of chromosome organisation influence 
the amount of intermingling between specific chromosome pairs. By analysing the 
role of the size, compaction, and radial position of CTs, additional specificity in the 
intermingling of specific chromosome pairs could be highlighted. This specificity 
can be brought about by functional associations of genomic loci in different 
chromosomes, with implications in gene expression. 
The simulation experiments in sections 3.5.2 and 3.5.3 were performed by 
Dr. Gregor Kreth (University of Heidelberg, Germany). 
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3.2 Cryo-FISH 
Previous data on chromosome morphology and organisation has mainly 
originated from painting of whole chromosomes by FISH in 3D nuclei. However, 
3D-FISH is known to provide low spatial resolution and to compromise chromatin 
organisation at the local level (Solovei et al., 2002). To overcome this limitation, 
instead of whole cells, I used ultrathin cryosections (-150 nm thick) of well-fixed 
(Guillot et al., 2004), sucrose-embedded cells. Sectioning provides better spatial 
resolution when compared to imaging of whole cells by conventional confocal 
microscopy, and allows for probe accessibility after stringent fixation (Branco et al., 
2006). A FISH protocol for cryosections (cryo-FISH) was initially developed by Dr. 
Ana Pombo and Kate Liddiard (Oxford University, UK), which I further optimised to 
ensure maximisation of chromosome-painting efficiency (Appendix I). The resulting 
protocol provides good signal-to-noise ratio and higher resolution when compared to 
3D-FISH (Figure 3.1), but involves harsh treatments that would be expected to 
compromise nuclear structure if applied to whole cells (Hepperger et al., 2007). 
3D-FISH 
	
Cryo-FISH 
Figure 3.1 — Comparison between 3D-FISH and cryo-FISH. 
HeLa cells were hybridised with a chromosome 1 paint (green), using either 3D-
FISH on whole cells, or cryo-FISH on —150 mu thick cryosections; nuclei were 
couterstained with TOTO-3 (blue) and samples were imaged by confocal 
microscopy. Bars, 2 um. 
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3.2.1 Preservation of nuclear structure during cryo-FISH 
I tested whether the harsh cryo-FISH procedure could compromise the spatial 
organisation of the nucleus, in spite of the stringent fixation used. For this purpose, 
cryosections of PHA-activated human lymphocytes were stained with DAPI, and 
imaged before and after cryo-FISH. The fluorescence intensity distribution was 
found well preserved after cryo-FISH, although comparison of the images was 
slightly affected by an overall decrease in intensity (Figure 3.2A-C). Correlation 
analyses of pixel intensities before and after cryo-FISH revealed a tight correlation 
between the two sets of images (R2=0.833, n=34 nuclear profiles). In an independent 
control, performed by A. Pombo, transcription sites were labelled in HeLa cells by 
Br-UTP incorporation and visualised by indirect immunolabelling (Pombo et al., 
1999b). Imaging of the same sections before and after cryo-FISH showed good 
spatial preservation of sites of transcription (Figure 3.2D-F). 
Previous efforts for the optimisation of 3D-FISH methods have led to 
protocols that, similar to cryo-FISH, are successful in preserving nuclear structure at 
the LM level (-200 nm resolution) (Hepperger et al., 2007; Solovei et al., 2002). 
However, it has been shown that the local chromatin ultrastructure is affected when 
studied at higher resolution by EM (Solovei et al., 2002). To investigate whether 
cryo-FISH resulted in a similar disruption of chromatin structure at the nanometer 
scale, I indirectly labelled histone H2B using gold-conjugated antibodies and 
performed cryo-ISH on cryosections supported on EM metal grids. Images of the 
same nuclear areas were collected before and after the procedure. Visual analysis of 
the images reveals a surprisingly good preservation of the relative position of gold 
particles in areas of both compact and decondensed chromatin structures (Figure 
3.3). Therefore, cryo-FISH preserves the spatial organisation of chromatin better than 
previous 3D-FISH protocols, allowing for higher-resolution studies of chromosome 
organisation. 
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Figure 3.2 — Nuclear structure is preserved during cryo-FISH. 
A-C, Cryosections of PHA-activated lymphocytes were stained with DAPI and 
imaged on a confocal microscope before (A, pseudocoloured red in C) and after (B, 
pseudocoloured green in C) mock cryo-FISH. Chromatin is well preserved during 
the procedure. Pixel-wise analysis between images before and after FISH gave a 
correlation coefficient of 0.833+0.045 (n=34 nuclear profiles). D-F, Nascent 
transcripts were extended in the presence of Br-UTP, immunolabelled with 
AlexaFluor488 in sections of HeLa cells (as described in (Pombo et al., 1999b)), and 
imaged on a confocal microscope before (D, pseudocoloured red in F) and after (E, 
pseudocoloured green in F) mock cryo-FISH. The images show that the spatial 
organisation of transcription sites is preserved during cryo-FISH (images kindly 
provided by A. Pombo). Bars, 2 um. 
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Figure 3.3 — Chromatin ultrastructure is preserved during cryo-FISH. 
Histone H2B was indirectly immunolabelled with 5 nm gold particles and imaged on 
the EM before and after mock cryo-ISH, with no subsequent counterstaining. Two 
examples show that the relative position of the gold particles is spatially preserved in 
both compact (arrows) and decondensed (arrowheads) regions. Bars, 50 nm. 
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3.3 Detection and quantification of chromosome intermingling 
3.3.1 Visualising CT intermingling by LM 
To test whether intermingling of CTs was detected using cryo-FISH, I co-
hybridised pairs of whole chromosome paints to sections of PHA-activated human 
lymphocytes (Figure 3.4). Binary masks were obtained for each CT by empirical 
thresholding, and their intersections used to identify areas of co-localisation, or 
intermingling (Figure 3.4B-E). Clear areas of overlapping signals were detected, 
which occurred at different extents across the cell population. Intermingling was 
mainly visible at the edges of CTs (Figure 3.4D), but could occasionally extend deep 
into a CT (Figure 3.4C). Fluorescence intensity profiles confirm that the areas 
identified as intermingled contain fluorescence signals from both chromosomes 
(Figure 3.4F-I). Intermingling was detected for all chromosome pairs analysed in 
these primary cells, but also in other human cell types, including resting 
lymphocytes, HeLa cells, and primary fibroblasts (Figure 3.5). 
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Figure 3.4 — Chromosomes intermingle in the nucleus of human lymphocytes. 
Chromosomes were painted in cryosections of PHA-activated human lymphocytes 
and visualised by LM using a widefield microscope. A, Example of a nuclear section 
showing intermingling between chromosomes 5 and 7. B-E, Intermingling is best 
seen on grayscale images after the mask for one chromosome (white line) is overlaid 
on the image of the other chromosome. The intersection between masks for both 
chromosomes is shown on the merged images (yellow line), representing areas of 
intermingling. F-I, Respective fluorescence intensity profiles from the images B-E. 
The linescans used for the profiles are indicated on the merged images by * (start 
point) and + (end point). The threshold levels used for identifying areas of 
intermingling are indicated by the dotted lines, and the corresponding region of 
intermingling is highlighted by the yellow band (a.u. — arbitrary units). Bars: A, 1 
gm; B-E, 0.5 gm. 
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Figure 3.5 — Chromosome intermingling is detected in human resting 
lymphocytes, primary skin fibroblasts and HeLa cells. 
Cryosections of human resting lymphocytes, human skin fibroblasts, or HeLa cells, 
were hibridised with paints for the chromosomes indicated on the respective images 
and imaged on a confocal microscope. Binary masks for each CT were obtained as 
before (white line) and areas of intermingling identified (yellow line). Intermingling 
is observed in nuclei of all three human cell types. Bars, 1 [um 
M 
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3.3.2 Visualising CT intermingling by EM 
Due to the low resolution of the LM (at best 200 nm in the x and y axes), it 
remained possible that at least some of the intermingling observed was caused by 
optical 'flare' from the fluorochromes labelling CTs. Regions of intermingling could 
also be made up by interdigitating chromatin from neighbouring CTs, which would 
maintain their separation, but make them irresolvable by LM. If chromatin fibres 
within regions of intermingling were found far apart at higher resolution, molecular 
interactions between different CTs would become less likely. 
I tested by EM whether areas of intermingling contained DNA from different 
chromosomes in close proximity. Cryo-FISH was performed on sections supported 
on EM grids, which were then mounted on slides and imaged on the LM to locate 
areas of intermingling (Figure 3.6A). After recovery of the grids, the fluorochromes 
on the chromosome paints (FITC and rhodamine) were indirectly immunolabelled 
with 5 and 10 nm gold particles, respectively, and imaged on the EM (Figure 3.6B). 
The EM images obtained strongly correlate with the corresponding LM images. 
However, immunogold particles labelling CTs form clusters with large distances 
between them, contrasting with the more uniform labelling seen on the LM. This 
may reflect the organisation of chromatin into domains, but is also likely to be a 
result of incomplete coverage of the chromosome by the paint. Nevertheless, areas of 
intermingling identified on the LM were found to contain co-localised gold particles 
labelling different chromosomes (Figure 3.6E, arrows), showing that DNA from 
different CTs is sufficiently close to interact at the molecular level. Stereoviews of 
regions of intermingling show that gold particles of different sizes can be found in 
the same z-planes (Figure 3.6C,D), such that the intersection between CTs seen by 
LM cannot be simply explained by distant territories that overlap within the 
thickness (-150 nm) of the section, as suggested by Albiez et al. (2006). 
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Figure 3.6 — Intermingling is visible at high resolution by EM. 
Chromosomes 1 and 2 were painted in sections of human lymphocytes and imaged 
on a widefield LM (A) before indirectly immunolabelling the respective 
fluorochromes with gold particles and imaging on the EM (B-E). B, Five- and ten-
nm gold particles labelling chromosomes 1 and 2 (pseudocoloured green and red, 
respectively) are intermingled within the intersections identified on the LM in the 
same nuclear section (A). C, An amplified, uncoloured image of the box in B shows 
gold particles labelling different CTs in close proximity within areas of intermingling 
(arrows). D,E, Stereoviews of two regions of co-localisation (top and bottom) were 
obtained by collecting images tilted —6° (C) and +6° (D) relative to the z-axis; 3D 
visualisation shows that differently-sized particles lay adjacent in the same z planes. 
Bars: A,B, 1 pm; D, 50 nm; C, 100 nm. 
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3.3.3 Quantification of the total intermingling of one chromosome with the 
remaining genome 
To determine whether cryo-FISH had simply revealed rare interactions 
between looped chromatin or showed more extensive intermingling of CTs, I 
measured how much of one CT intermingles with all others. For this purpose, a 
probe that labels all human chromosomes except chromosome 3 was developed by 
Cambio (here named WG-3). Cambio reported difficulties in developing the WG-3 
probe and the one used here was the best out of two independent attempts (Cambio, 
personal communication). Hybridisation of the WG-3 probe to chromosome spreads 
showed that it labels chromosomes somewhat unevenly, and that low level 
background is detected on chromosome 3 (Figure 3.7A). The intermingling 
quantification result obtained with this probe is therefore an estimation, but is still 
the most direct measurement experimentally possible, and which was confirmed by 
other indirect approaches (see section 3.4). Sections of human lymphocytes were co-
hybridised with the WG-3 probe and a chromosome 3 paint, and visualised on the 
LM. Despite the background of the WG-3 probe, sections containing little or no 
staining of the WG-3 probe in areas occupied by chromosome 3 could be seen 
(Figure 3.7C). In other sections, large areas of intermingling were visible (Figure 
3.7B). Quantification using a simple stereological principle (Materials and Methods, 
section 2.11.1) revealed that 41% of the volume of chromosome 3 intermingles with 
the remaining chromosomes. 
This value is seemingly high and could at first sight question the territorial 
organisation of chromosomes. However, by simple geometrical reasons, the majority 
of the chromatin of a CT is located at its surface, such that 40% of the chromatin of a 
spherical CT with a 1 um diameter will lie within only 160 nm from its edge. 
Nevertheless, the extensive intermingling observed creates a high potential for 
interactions between neighbouring CTs. 
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Figure 3.7 — Chromosome 3 intermingles extensively with the remaining 
genome. 
A chromosome 3 paint and a probe that labels all remaining chromosomes (WG-3) 
were co-hybridised with human metaphase spreads (A) or cryosections of human 
lymphocytes (B,C) and imaged on a confocal microscope. A, Labelling of metaphase 
spreads shows that the WG-3 probe labels other chromosomes more brightly than 
chromosome 3, but displays uneven labelling and low-level background on 
chromosome 3. B,C, On cryosections, chromosome 3 can be seen intermingling 
extensively with neighbouring CTs (B), although in other instances chromosome 3 
territory is more distinct from the remaining genome, showing little intermingling 
(C) and thereby validating the WG-3 probe. Bars, 1 um. 
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3.3.4 DNA concentration in areas of intermingling 
The results above argue against the existence of a chromatin-devoid space 
that separates CTs. But it remained possible that intermingling occurred only in areas 
of less condensed chromatin that might preferentially locate at the periphery of CTs, 
implying that little DNA would be involved in intermingling. I asked whether DNA 
concentration within areas of intermingling is lower than that within non-
intermingled regions of a CT. The fluorescence intensity of DNA dyes (DAPI or 
TOTO-3 after RNAse treatment) was measured in intermingled regions of a CT and 
compared with that in non-intermingled regions, or the whole nucleoplasm. The 
ratios between the intensities were 1.12±0.20 for intermingled regions versus non-
intermingled regions, and 1.02±0.52 for intermingled regions versus the whole 
nucleoplasm (n=32 nuclear profiles). This shows that, on average, similar DNA 
concentrations are present in intermingled and non-intermingled regions. The fact 
that chromatin has similar average properties in both areas argues against an 
organisational distinction between the CT interior and intermingled regions at the 
periphery. In support of this, mixing of chromatin fibres was also observed within a 
CT ("intramingling"), for example, between both arms of chromosome 3 
(representing —10% of its volume), as reported before (Munkel et al., 1999). 
Therefore, euchromatin and regions of higher accessibility to transcription 
and pre-mRNA processing factors do not preferentially locate between CTs 
(Scheuermann et al., 2005), but are more uniformly distributed throughout the 
nucleoplasm, as shown previously (Abranches et al., 1998; Verschure et al., 1999). 
The similar DNA concentration found between intermingled and non-intermingled 
regions implies that, in areas of intermingling, roughly half of the chromatin belongs 
to each of the two CTs. Given that —40% of the volume of chromosome 3 is found 
intermingled with other CTs, this means that roughly --20% of its chromatin is found 
within that volume. 
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3.4 Intermingling across different pairs of chromosomes 
Differences in the size, gene density, DNA compaction, and position of CTs 
are likely to bring about differences in intermingling between specific pairs of 
chromosomes, which may have functional implications, namely at the level of tissue-
specific translocations. To investigate differences in intermingling between specific 
CTs, I measured the intermingling volumes for 24 pairs of chromosomes in PHA-
activated human lymphocytes. The pairs of CTs were selected to reflect a wide range 
of translocation frequencies in the same cell type (Table 3.1) (Arsuaga et al., 2004), 
and have every female human chromosome represented at least once. I found that the 
fraction of one chromosome (both homologues) that intermingles with another 
chromosome is, on average, 2.1±1.1% of its volume (ranging from 0.1% to 5.8%). 
This would correspond to 46% of the volume of each chromosome being 
intermingled with the rest of the genome (2.1% x 22 chromosomes), which is in 
agreement with the experimental value of 41% obtained for chromosome 3 (section 
3.3.3). To obtain absolute values that are independent of CT volume, I expressed 
intermingling as a percentage of the nuclear volume (Figure 3.8A). These values are 
representative of the average across the cell population, thus taking into account the 
frequency of CT association in the cell population and the extent of intermingling 
when CTs are associated. Intermingling volumes between individual chromosome 
pairs vary by 20-fold (Figure 3.8A), and show statistically significant differences 
(p<0.0001, ANOVA). 
3.4.1 Correlation between CT intermingling and translocations 
Chromosome intermingling had been suggested by computational modelling 
of translocation frequencies (Hlatky et al., 2002; Holley et al., 2002; Sachs et al., 
2000), but not previously visualised, except for rare interactions (Visser and Aten, 
1999). A prediction of such computational models is that the translocation potential 
between each pair of chromosomes reflects their spatial organisation in the nucleus. 
Previous studies have shown that cell-type specific translocations are associated with 
closer proximity between the CTs involved (Parada et al., 2004; Soutoglou et al., 
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2007). I therefore asked whether the extent of intermingling, rather than CT 
association alone, is predictive of chromosome rearrangements on a larger scale. 
Intermingling volumes determined above were plotted against the frequency of 
chromosome translocations measured in the same cell type after ex vivo exposure to 
ionising radiation (Table 3.1) (Arsuaga et al., 2004). I found a highly significant 
correlation between the extent of intermingling and translocation frequency 
(p<0.0001; Figure 3.8B), such that higher levels of CT intermingling increase the 
chances of DSBs being involved in rearrangements with other chromosomes. This 
result suggests that DSBs formed within areas of intermingling are more likely to 
yield translocations, although it does not exclude movement and clustering of DSBs 
formed elsewhere as a possible pathway for translocation genesis (Aten et al., 2004). 
Table 3.1 - Interchange yields in PHA-activated human lymphocytes. 
Arsuaga et al. measured interchange yields between all chromosomes in activated human lymphocytes 
after treatment with ionising radiation and M-FISH analysis (Arsuaga et al., 2004). Original values 
were recalculated here as a percentage of the total number of metaphases analysed (n=3585). 
Intermingling volumes were measured in the same cell type for pairs that span the range of 
frequencies (0.08%- .23%; highlighted in red). 
Chromosome 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 
1 1 23 1.06 1.17 0.81 0.73 0.81 0.50 1.09 0.81 0.70 0.50 0.42 0.50 0.95 0.86 0.61 0.33 0.39 0.61 0 2"_, 0 -,..-_, 
2 1 20 1.03 0.89 0.84 0.67 0.70 0.81 0.45 0.67 0.84 0.81 0.25 0.73 022 0.67 0.22 0.20 0.33 0.36 0.42 
3 0.59 0.86 0.89 0.67 0.59 0.73 0.64 0.70 0.64 0.59 0.50 0.50 0.53 0.59 0.31 0.47 0.31 0.33 0.28 
4 0.64 0.75 0.58 0.67 0.73 0.56 0.36 0.53 0.64 0.61 0.56 0.45 0.50 0.31 017 0.33 0.28 0.20 
5 0.47 0 t:6 0.73 0.70 0.67 0.84 0.70 0 70 0.42 0.53 0.22 0.53 0.36 0.20 0 45 0.20 0.11 
6 0 ;0 0.61 0.59 0.86 0.36 0 84 0.50 0 42 0.53 0.39 0.42 0.36 0.28 0.25 0.22 0.20 
7 0.56 0.56 0.47 0.78 0,70 0.36 0.50 0.22 0.50 0.64 0.31 0.25 0.'85 0.17 0.20 
8 0.36 0.33 0.67 0.31 0.70 0.42 0.45 0.33 0.45 0.47 0 	11 0.25 0.20 0.22 
9 0.59 0 70 0 20 0.64 0.64 0.75 0.56 0.42 0.61 0.22 0.25 0.20 0 28 
10 0.50 0.59 0.39 0 39 0.28 0.53 0.39 0.25 0.14 0 	:',1 0.20 0.08 
11 0.70 0.14 0.42 0.45 0.53 0.42 0.22 0.28 0.33 0 0:i 0.31 
12 0.25 0.45 0.25 0.33 0.45 0.22 0.36 0.28 0.14 0.14 
13 0.81 0.28 028 0.20 0.45 0.14 0.17 0.20 0.25 
14 0.61 0.36 0.17 0.28 0.06 0.17 0.36 0.31 
15 0.61 0.36 0.25 0.20 0.31 0.20 0.25 
16 0.33 0.42 0.33 0.56 0.22 0.36 
17 0 14 0.11 0.31 0.14 0.28 
18 0.06 0.31 0.25 0.08 
19 0.17 0.00 0.28 
20 0.20 0.28 
21 0.17 
71 
CHAPTER 3 	 CT intermingling 
d0.25 - A 
7., 
5 
•_ 
T3) 0.05- 
•- 
0) c 
c 
> 0.10 - 
aiI11111iliii11111111111, 
z 
c 0.20 -
6•Z 
0.15 - 
= 
13 0.00 
C N C \I ‘- N ,-,-NI-NN,-,-‘-‘- 05 `... ao N N- 
05 05 05 05 05 05 05 05 ea od oo 06 05 *5 co co co 0.5 05 
,- N. CO %-• Lc) ci) to CO 0 0) ,-- N. I*-- 0 	CO 	{.• 0) 
	
%. g, 	 r 	 r 	T'.. 
Chromosome pair 
B 
0 1.4 
0>1 1.2 
1.0 
0- 
0.8 
14— 	 0 	00 
0 0.6 
u  0.4 	8 	 R2=0.79 
0 
() 0.2 
H 0.0 	
8 
0.00 	0.05 	0.10 	0.15 	0.20 	0.25 
Intermingling volume (% nucleus) 
Figure 3.8 — CT intermingling correlates with translocation potential. 
Intermingling volumes were measured for 24 pairs of chromosomes in female human 
lymphocytes (A) and plotted against the respective translocation frequency in the 
same cell type (Table 3.1) (Arsuaga et al., 2004) (B), showing a highly significant 
correlation (p<0.0001). Error bars represent standard deviations. 
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3.4.2 Predicting the total CT intermingling in the nucleus 
Given the proportionality between intermingling and translocation frequency, 
and the fact that the existing data for translocation frequencies covers all autosomes 
(Table 3.1) (Arsuaga et al., 2004), it is possible to estimate the total intermingling for 
all CTs in the cell nucleus (see Appendix II). In short, the estimation was done by 
calculating an average intermingling volume per CT pair and making a 'weighed' 
extrapolation to the whole genome, by comparing the average translocation 
frequency of my sample of 24 CT pairs with that of all CT pairs in the genome. 
Using as a starting point either the intermingling volumes obtained for pairs of 
chromosomes or that between chromosome 3 and the remaining genome, it was 
estimated that intermingled regions account for 19% of the nuclear volume. As areas 
of intermingling contain sequences from at least two chromosomes, this value is 
strikingly consistent with an average of —40% of the volume of each chromosome 
being intermingled with the remaining genome. Although the existence of triple 
intermingling (not accounted for in the estimation) would decrease this value, 
measurements involving three chromosomes (1, 2 and 3) showed that it occurs only 
to a relatively small extent (0.01% of the nucleus; Figure 3.9). On the other hand, 
intermingling between homologues (also not accounted for) would increase the total 
chromosome intermingling. The contribution of repetitive sequences (unlabelled by 
chromosome painting), such as those present in centromeres, will depend on whether 
these sequences are depleted or enriched within areas of intermingling, although 
measurements of DAPI intensities suggest a more random distribution of 
heterochromatin throughout the CT (section 3.3.4). 
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Figure 3.9 — Regions of intermingling of three chromosomes are rare. 
Cryosections of human lymphocytes were hybridised with paints for chromosomes 3 
(B, blue in E,F,H), 1 (C, green in E,G,H), and 2 (D, red in F-H), counterstained 
with TOTO-3 (A) and imaged on a widefield LM. The triple labelling allows 
simultaneous visualisation of intermingling for CT pairs 1&3 (E), 2&3 (F) and 1&2 
(G). Intermingling between all three chromosomes (H) was rare (0.01% of the 
nucleus; n=90 nuclear profiles). 
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3.4.3 The influence of physical properties of CTs on intermingling 
Passive mixing of chromatin fibers from different chromosomes is likely to 
be determinant to intermingling, although functional interactions may also play a role 
in the intermingling of specific chromosome pairs (see Chapter 4). The volume of a 
CT is probably primary in determining the absolute amount of intermingling, but the 
physical properties of chromatin could make a CT generally more or less compact, 
which could also influence the likelihood of intermingling. 
I first measured the volumes for all CTs in female human lymphocytes 
(Figure 3.10A). As expected, CT volume correlates with both DNA content (Figure 
3.10B) and the number of genes in each chromosome (Figure 3.10C). In fact, 
multiple regression analysis shows that both DNA content and number of genes 
make statistically significant contributions to CT volume (p<0.0001 and p=0.013, 
respectively), such that for two chromosomes with the same DNA content, one with 
more genes is likely to occupy a larger volume. Therefore, gene-rich chromosomes 
occupy larger volumes, being on average less compact, as previously suggested 
(Gilbert et al., 2004). 
The effect of different variables on intermingling was tested by systematic 
multiple regression analyses (F. Ramirez), which showed that the best correlation 
model was that of intermingling depending solely on CT volume (Figure 3.11A). A 
model that included both DNA content and CT volume produced a correlation with 
no significant contribution from either variable (p=0.54 and p=0.08, respectively), 
suggesting that overall DNA compaction does not affect intermingling. This was 
confirmed by normalising intermingling to CT volumes and comparing it with DNA 
compaction, which produced no correlation (Figure 3.11B). It remains possible that 
the lack of correlation is due to the low variation in average DNA compaction 
observed between CTs. This does not exclude the possibility that DNA compaction 
influences intermingling at the local level, where larger variations in compaction are 
expected. In earlier analyses I had normalised intermingling to DNA content instead 
of CT volume, which produced a negative correlation with DNA compaction, leading 
to the misleading interpretation that intermingling is dependent on global CT 
compaction (Branco and Pombo, 2006). The plot represented here shows otherwise 
and provides an explanation for the previously observed correlation, i.e., given that 
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intermingling is independent of CT compaction, more compact CTs will have more 
DNA in each unit of intermingling volume; therefore, the intermingling volume that 
each Mbp of DNA occupies is smaller for more compact CTs. 
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Figure 3.10 — CT volumes and correlation with DNA content and number of 
genes. 
Volumes for all CTs in female human lymphocytes were measured by cryo-FISH (A) 
and plotted against their respective DNA content (B) or number of genes (C), 
showing strong correlations. Multiple regression analysis reveals that both DNA 
content and number of genes contribute to CT volume, with gene-rich chromosomes 
being larger and therefore less compact. 
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Figure 3.11 — Intermingling is influenced by CT volume but not by the overall 
DNA compaction. 
A, Intermingling volumes were plotted against the geometric mean of the CT 
volumes of each pair of chromosomes, revealing a strong correlation. Multiple 
regression analyses show that this single-variable correlation model is the most 
suitable one to explain intermingling (F. Ramirez, personal communication). B, 
Intermingling volumes were normalised to the geometric mean of the volumes of the 
corresponding CT pair, and plotted against the geometric mean of the DNA 
compaction for the same CT pair. No correlation between the variables is observed. 
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3.5 The effect of radial position of CTs on intermingling 
3.5.1 Analysing CT radial position in cryosections of human lymphocytes 
The non-random radial position of CTs during interphase may create 
particular chromosome neighbourhoods that could influence chromosome 
intermingling. Previous studies have reported a correlation between radial position 
and gene density in human lymphocytes (Boyle et al., 2001; Cremer et al., 2001). To 
test whether the same distribution of radial positions was observed after cryo-FISH, I 
measured the 3D radial position of all CTs in cryosections of human lymphocytes. 
The sections analysed were not consecutive sections of the same cells, but random 
sections of a large cell population, imposing a difficulty in the analysis of the radial 
position in 3D. To overcome this, I developed a new stereological method, which 
was implemented in MatLab by Dr. Tiago Branco (UCL, London, UK) (see 
Materials and Methods, section 2.11.3). In short, the method uses the average 3D 
nuclear size to predict the axial position of each section based on its radius (i.e., 
smaller sections are more polar, whereas larger sections are more equatorial), 
therefore allowing for a 3D analysis of radial position. 
When applied to images from cryo-FISH experiments, this method yielded a 
complete set of average radial positions for all chromosomes in female human 
lymphocytes (Figure 3.12A). As described previously, the average radial position 
shows a strong correlation with gene density, with gene-rich chromosomes 
preferentially located in the nuclear centre, and gene-poor chromosomes at the 
periphery (Figure 3.12B). Past studies have also shown a correlation with DNA 
content, which is probably a result of geometrical constraints, given that larger 
chromosomes are less likely to be located in the small nuclear interior (Cremer et al., 
2001). To test this correlation, I plotted the average radial position against the 
measured CT volumes directly, and not DNA content (Figure 3.12C). This shows a 
mild correlation, confirming previous results, and suggesting that the major 
determinant for the radial position of CTs is gene density. 
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Figure 3.12 — The radial position of CTs correlates with gene density in nuclei of 
human lymphocytes, after cryo-FISH. 
A stereological method (see Materials and Methods, section 2.11.3) was used on 
images from cryo-FISH experiments to obtain average 3D radial positions for all 
chromosomes in female human lymphocytes (A). The dotted line represents the 
average radial position for all chromatin, as stained by DAPI. Consistent with 
previous reports, radial position shows a strong correlation with gene density (B), 
and a mild correlation with chromosome volume (C). Error bars represent standard 
deviations. 
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3.5.2 Simulating CTs with preferential radial positions 
Whilst there are preferential radial positions, the 'side-by-side' arrangement 
of CTs may be random. This is supported by data from radiation biology that 
suggests that there are few clusters of CTs with non-random association frequencies 
in human lymphocytes (Arsuaga et al., 2004; Cornforth et al., 2002). It is therefore 
difficult to predict the isolated effect of preferential radial positions in intermingling 
without the aid of a computer model that allows measurements of chromosome 
intermingling based on their volume and position. 
For this purpose, Dr. Gregor Kreth (University of Heidelberg, Germany) 
kindly ran simulations to measure intermingling using different models of 
chromosome position, which have been described elsewhere (Kreth et al., 2004b). 
The starting point of each simulation is a nucleus (5 µm radius) containing mitotic 
chromosomes that are radially positioned according to two different models: a) a 
statistical model, in which chromosomes are randomly positioned, and b) a 
probabilistic model, in which each chromosome has a certain probability of being 
located at a given point, depending on its gene density; this probability favours the 
central positioning of gene-rich chromosomes. Upon the start of the simulation, 
mitotic chromosomes are allowed to expand according to a 'relaxation' algorithm 
that is based on the spherical 1-Mbp chromatin domain (SCD) model of chromatin 
structure. The latter means that each chromosome is simulated as a chain of 1-Mbp 
beads (500 nm diameter) linked by 120 kb of chromatin between each pair of beads, 
which makes CT volume directly proportional to DNA content. There are three main 
forces that regulate the behaviour of the beads: 1) a spring potential between 
neighbouring beads, mediated by the intervening chromatin; 2) an 'excluded volume' 
interaction potential between the beads, that allows for their partial intermingling; 3) 
a `tensegrity potential' around each CT that maintains the territorial conformation of 
chromosomes during interphase. 
After the relaxation process, a convolution algorithm is applied in order to 
simulate confocal microscopy images. The radial position is then measured from the 
distribution of the fluorescence intensity across concentric shells in the nucleus 
(similar to the analysis of the cryo-FISH data). Applying both statistical and 
probabilistic models, the radial positions of all chromosomes in interphase nuclei 
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were obtained (Figure 3.13A), as published previously (Kreth et al., 2004b). As 
expected, the statistical model yields no preferential radial positions, whereas the 
probabilistic model shows a preference for gene-rich chromosomes to be positioned 
within the nuclear interior. To test whether the probabilistic model reproduced the 
radial position data obtained by cryo-FISH, I compared the two sets of results and 
found that there was a difference in the range of values obtained (31-77% radius by 
simulation and 54-80% by cryo-FISH), which made comparison of the two datasets 
difficult (Figure 3.13B). It is likely that the absolute radial position values are 
influenced by the method used to measure them, but that the relative information is 
not. Therefore, I normalised the cryo-FISH data such that the radial positions of the 
most and least gene-dense chromosomes would match those obtained by simulations 
with the probabilistic model (Figure 3.13B). The probabilistic model shows some 
differences to the normalised cryo-FISH data (e.g., chromosomes 21 and 22 are 
found more centrally positioned by cryo-FISH than in the probabilistic model), but 
generally reproduces the trend observed experimentally for CT radial position. 
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Figure 3.13 — Two computational models of chromosome position and 
comparison with cryo-FISH data. 
A, The average radial positions for all chromosomes were obtained by computer 
simulation using two different models of chromosome position: probabilistic and 
statistical. The probabilistic model shows a correlation between radial position and 
gene density, whereas the statistical model yields mainly a random distribution. 
Adapted from (Kreth et al., 2004b); data kindly provided by G. Kreth. B, 
Comparison between the probabilistic model and the experimental data from cryo-
FISH. To allow for an easier comparison of relative radial positions between the data 
sets the experimental data was normalised to the positions of chromosomes 19 and 
13. 
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3.5.3 Measuring intermingling in simulated CTs 
In conjunction with the experimental data, the differences in CT radial 
position between the statistical and probabilistic models provided a useful tool to 
study the effect of radial position on intermingling. 
In computer simulations performed by G. Kreth, intermingling was measured 
for the pairs of CTs analysed experimentally using both statistical and probabilistic 
models (Figure 3.14). Interestingly, the intermingling values obtained by the two 
different computational models are similar and correlate well with each other (Figure 
3.14B), despite the differences in CT radial positions. For example, chromosome 16 
is more internal in the probabilistic model, yet it shows a similar amount of 
intermingling with chromosome 15 in both models. On the other hand, intermingling 
of chromosome 17 with 18 seems to be affected by the more internal position of 
chromosome 17 in the probabilistic model. Nevertheless, the similarity in the overall 
results between the two computational models suggests that CT radial position has 
only a small influence on the amount of intermingling between particular pairs of 
CTs. 
Comparison of the probabilistic model data with the experimental cryo-FISH 
results firstly revealed a similar range of intermingling values (Figure 3.14A). This 
was somewhat surprising, given that the SCD model is inspired on the CT-IC model, 
which predicts little or no intermingling between CTs. The amount of intermingling 
detected by simulation suggests that the results presented in this chapter and the CT-
IC model are not mutually exclusive. However, despite the similar CT radial 
positions obtained by the probabilistic model and cryo-FISH, several differences in 
the intermingling of individual CT pairs were observed, and the two data sets show a 
poor correlation (Figure 3.14C). The differences in intermingling are likely to be a 
result of differences in CT volumes, since in the simulated nuclei CT volumes are set 
in strict proportion to their DNA content, which is not always true; e.g., chromosome 
22 occupies a much larger volume than expected from its DNA content (Figure 
3.10A). Specific interactions between the CTs may also be involved (see Chapter 4). 
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Figure 3.14 — CT intermingling in two computational models of radial position 
and comparison with cryo-FISH results. 
A, The intermingling volume was measured in computer simulations using the 
probabilistic and statistical models of radial position (G. Kreth), and compared with 
the experimental data obtained by cryo-FISH. B, There is a good correlation between 
the two different computational models, suggesting that radial position alone has a 
small role in establishing intermingling. C, Correlation between the experimental 
data and the probabilistic model is poorer, probably due to differences in CT 
volumes and/or the existence of specific interactions between chromosomes. 
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3.6 Further specificity in CT intermingling 
3.6.1 Investigating differences between the active and inactive X chromosomes 
Female nuclei contain two X chromosomes, of which one is inactive to 
ensure dosage compensation. Inactivation of the X chromosome involves deposition 
of repressive epigenetic marks (e.g., trimethylated H3K27) and exclusion of Pol II 
from the interior of the respective CT (Chaumeil et al., 2006). I therefore sought to 
investigate whether in the inactive X chromosome there was also an exclusion of 
chromatin from neighbouring CTs that could prevent spreading of repressive 
epigenetic marks from the inactive X to other chromosomes. 
To test for differences in intermingling between the two X chromosomes, I 
immunolabelled di/trimethylated H3K27 (H3K27me2,3) in sections of female human 
lymphocytes before hybridising them with paints for chromosomes 3 and X. 
Although H3K27me2,3 is enriched in the inactive X chromosome (Plath et al., 
2003), this mark does not cover the whole CT (Chadwick and Willard, 2004). 
Therefore, an additional criterion for identification of the inactive X was used, and X 
chromosomes were classified as inactive if they were enriched for H3K27me2,3 
and/or were densely stained by DAPI (Barr body) (Figure 3.15). Measurements of 
CT volumes revealed no significant differences between the active and inactive 
versions of the X chromosome (2.6±0.7% and 3.1±0.4% of nuclear volume, 
respectively), as reported before (Eils et al., 1996). Similarly, no difference was 
detected in the respective intermingling volumes with chromosome 3 (0.05±0.01% 
and 0.07±0.01% of nuclear volume for the active and inactive X, respectively; n=137 
nuclear profiles). 
It was recently shown that genes that escape X inactivation are located at the 
periphery of the inactive X CT (Chaumeil et al., 2006; Clemson et al., 2006). It 
remains possible that these are the only regions of the inactive X CT that intermingle 
with neighbouring CTs, and that silent regions do not. Alternatively, a difference in 
intermingling may only be seen during the onset of X inactivation in ES cells, while 
deposition of stable epigenetic marks is taking place. 
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Figure 3.15 — Identification of the inactive X chromosome in cryosections. 
Cryosections of female human lymphocytes were immunolabelled against 
H3K27me2,3 before hybridisation to a X chromosome paint and counterstaining with 
DAPI. After imaging using a confocal microscope, signals were classified as being 
part of the inactive X chromosome (arrows) if they co-localised to areas of the 
nucleus enriched for H3K27me2,3 and/or containing brighter DAPI staining (Barr 
body). If none of the criteria were fulfilled, signals were classified as belonging to 
the active X chromosome (arrowhead). Bar, 
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3.6.2 Intermingling of specific subchromosomal regions 
To further investigate specificity in intermingling, I tested whether there was 
preferential intermingling of specific subchromosomal regions of a CT with another 
chromosome. If so, this would be indicative of a preferential conformation of the CT 
that could be brought about by specific intra- and inter-chromosomal associations, 
and/or interactions with nuclear landmarks, such as the lamina. 
I chose the pair of chromosomes that exhibited the highest intermingling 
volume out of the previously analysed pairs: chromosomes 2 and 3 (see Figure 3.8). 
Commercial paints that cover specific subchromosomal regions of chromosome 3 
were obtained. Due to technical limitations in the generation of the probes, different 
amounts of DNA content were covered by each paint, ranging between —13.5 and 
—48.5 Mbp (Figure 3.16A). I then measured the intermingling of each chromosome 3 
band with the whole of chromosome 2 (Figure 3.16B-D). To account for differences 
in subchromosomal band volume, the intermingling of each band with chromosome 
2 was normalised to the total intermingling of chromosome 3 with 2 (0.20% of 
nucleus), and compared with the normalised volume of each band (Figure 3.16C). If 
the CT conformation were random, intermingling would be expected to be 
proportional to the volume occupied by each band. One subchromosomal region 
(3q12-13) out of seven showed a statistically significant difference between the 
fraction of intermingling it contributed to, and the respective fraction of the CT 
volume it occupied (p<0.01, n=132 nuclear profiles) (Figure 3.16C,D). It remains to 
be seen whether this is a consequence of an internal positioning of the band within 
the CT, or whether it is specific to chromosome 2, in which case functional 
interchromosomal associations with other CTs may be involved. 
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Figure 3.16 — Specific intermingling along subchromosomal regions of 
chromosome 3. 
A, Different subchromosomal paints spanning the whole of chromosome 3 were 
pooled together and hybridised to human metaphase spreads to show their coverage. 
Three directly labelled red probes and four green probes (arrowheads) were used. 
The bottom panels have been differently contrast-stretched from the top panels to 
allow visualisation of weaker probes. B, Each subchromosomal probe was co-
hybridised in turn with a chromosome 2 paint to cryosections of human lymphocytes. 
Bars, 1 µm. C, For each probe, the percentage of the total intermingling between the 
two chromosomes was compared to the percentage of the total chromosomal volume 
that the probe occupied (n>97 nuclear profiles; "p<0.01, t-test). D, Ratio between 
the intermingling fraction and volume fraction for each band. Values above 1 
represent bands that intermingle more than expected from their volume, and values 
below 1 represent bands that intermingle less than expected. One band (3q12-13) 
intermingles significantly less than expected, suggesting either a particular CT 
conformation or a preferential association of this band with other chromosomes. All 
images were collected using a confocal microscope. 
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3.7 Discussion 
Models of chromosome organisation that predict a separation between CTs 
are not consistent with the high frequency of complex chromosomal aberrations 
(Hlatky et al., 2002; Holley et al., 2002; Sachs et al., 2000) or with the fact that 
chromatin is dynamic, showing diffusion-like movements (Abney et al., 1997; Chubb 
et al., 2002; Gasser, 2002; Zink et al., 1998). The results in this chapter reconcile 
these views. Using a new high-resolution FISH method, I have shown that 
chromosomes, despite occupying discrete territories during interphase, intermingle 
significantly at their boundaries. The amount of intermingling between specific pairs 
of chromosomes is influenced by different aspects of chromosome organisation, and 
has functional implications, namely at the level of chromosomal rearrangements. 
3.7.1 Visualising chromosome intermingling during interphase 
Chromosome intermingling was detected by cryo-FISH in PHA-activated 
human lymphocytes (Figure 3.4) and other cell types (Figure 3.5). Although the use 
of cryosections provides higher axial resolution than conventional confocal 
microscopy, it remained possible that the CT intermingling visualised on the LM was 
a result of the low lateral resolution (-200 nm) and/or of superimposition of 
chromatin fibers within the thickness of the section, as suggested by Albiez et al. 
(2006). However, indirect labelling of CTs using gold-conjugated antibodies showed 
that intermingling was also visible at high resolution by EM, and that mixing of 
chromatin fibres from different CTs occurred throughout the thickness of the sections 
(Figure 3.6). The concept of intermingling is nevertheless associated with the 
resolution considered, and if one uses high enough resolution, then individual 
chromatin fibres from different chromosomes will be distinct and separate from each 
other. Here, I have shown that CT intermingling occurs at least at a scale of 50-100 
nm. 
The observed intermingling is also unlikely to result from disruption of 
nuclear structure during cryo-FISH, as stringent controls at the level of both LM 
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(Figure 3.2) and EM (Figure 3.3) showed that chromatin is spatially well preserved 
during the procedure. 
3.7.2 Quantifying chromosome intermingling 
The quantification of CT intermingling involved empirical thresholding of 
images from cryo-FISH experiments, which makes measurements subjective to a 
certain extent, and potentially biased. However, the reliability of manual thresholding 
was tested across four different people, revealing a variability in quantification that is 
similar to that obtained across different experiments (see Materials and Methods, 
section 2.11.1). The amount of intermingling measured also depends on resolution, 
as discussed above. The absolute values obtained in this work should thus be 
regarded as estimates for the particular resolution of the system used. Nevertheless, 
the relative results between CT pairs are unlikely to be affected by small changes in 
the choice of threshold values or small differences in resolution. 
Estimations of the total amount of chromatin that is involved in intermingling 
with neighbouring chromosomes revealed a high potential for interactions between 
CTs. Three different methods for estimating this value resulted in surprisingly 
consistent results. Both the total intermingling of chromosome 3 with the remaining 
genome (Figure 3.7) and the average intermingling volume for several pairs of 
chromosomes suggested that 41-46% of the volume of a chromosome intermingles 
with neighbouring CTs. Given that regions of intermingling contain chromatin from 
two chromosomes, and that DNA concentration is similar in intermingled and non-
intermingled regions (section 3.3.4), this means that 20-23% of the chromatin of a 
CT is involved in intermingling. Extrapolation of the correlation between 
intermingling and translocation frequency supported this value (see Appendix II), 
resulting in an estimation that 19% of the nucleus contain regions with chromatin 
from at least two chromosomes. 
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3.7.3 Intermingling and translocations 
The proximity of chromatin fibres from different chromosomes, brought 
about by CT intermingling, is likely to influence the probability of chromosome 
translocations. In fact, I found a strong correlation between the intermingling 
volumes for several pairs of chromosomes and the respective translocation 
frequencies (Figure 3.8), suggesting that DSBs located within regions of 
intermingling are more likely to produce a translocation. The extensive intermingling 
observed by cryo-FISH creates a higher potential for complex aberrations than 
previously thought, solving inconsistencies between chromosome organisation 
models derived from imaging of CTs and radiation biology data (Hlatky et al., 2002). 
Values for the frequency of translocations were taken from a previous study, 
in which human lymphocytes were irradiated ex vivo and the number of 
translocations produced were counted by M-FISH analysis at the first metaphase 
after PHA stimulation (Arsuaga et al., 2004). This raises a question on the nature of 
the cells at the moment of DNA repair, given that before PHA activation 
lymphocytes are in a resting state, displaying smaller nuclei, a different 
transcriptional program, and thus potentially different CT arrangements. In fact, 
measurements of CT intermingling in resting lymphocytes show some differences 
when compared with PHA-activated lymphocytes (Chapter 4, section 4.3.2). 
However, it is unknown whether DNA repair in the non-proliferating resting cells 
would precede chromosome remodelling after PHA stimulation. Plotting of 
translocation frequencies versus intermingling volumes for the same set of 
chromosomes in both cell types reveals that the correlation is stronger in the case of 
PHA-activated lymphocytes (R2=0.56 and 0.86 for resting and activated cells, 
respectively). This suggests that the translocation frequencies obtained by Arsuaga et 
al. better reflect chromosome organisation in activated cells. Therefore, it seems that 
the proximity of damaged loci at the moment of DSB formation is not a requirement 
for misrepair, contradicting the 'contact-first' model of translocation formation 
(Soutoglou et al., 2007). The results agree better with the 'breakage-first' model, in 
which DSBs can move within the nucleus before being repaired (Aten et al., 2004). 
Previous computational models that suggested the existence of chromosome 
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intermingling have also used the 'breakage-first' model to reproduce experimental 
data on chromosome aberrations (Holley et al., 2002; Sachs et al., 2000). 
3.7.4 Factors influencing intermingling 
Chromosome intermingling may be a simple consequence of the physical 
properties of chromatin, which may lead to a passive mixing of chromatin fibres 
within the nucleus, or may involve additional functional interactions between 
genomic loci and/or with nuclear landmarks. Chromosome intermingling could then 
influence and be influenced by nuclear function. 
Primarily, intermingling is a function of the volume that the respective CT 
pair occupies in the nucleus (Figure 3.11). CT volume, in turn, depends on the DNA 
content of each chromosome and the number of genes it contains (Figure 3.10). The 
overall DNA compaction of a CT does not seem to contribute to intermingling 
(Figure 3.11), although differences in chromatin condensation within a CT may still 
influence intermingling at the local level. Investigations into the role of non-random 
radial positions in intermingling using computational models showed that there are 
few differences in intermingling between a random model of chromosome position 
and a gene density-correlated model (Figure 3.14). Larger differences were observed 
when comparing the simulation data from the gene density-correlated model with the 
experimental data. Whilst there could be several reasons for these differences, one 
possibility is that there are specific non-random CT neighbourhoods that are 
independent of the radial arrangement. These neighbourhoods could be brought 
about by common interactions with nuclear structures (e.g., NOR-bearing 
chromosomes that associate with nucleoli (Sullivan et al., 2001)), or by specific 
interchromosomal associations that may be relevant for gene expression (e.g., 
(Lomvardas et al., 2006)). The non-random level of intermingling observed for one 
of the bands in chromosome 3 can also be explained by such interactions (Figure 
3.16). A role for transcription-dependent interactions in CT intermingling is 
discussed in Chapter 4. 
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3.7.5 Revising chromosome organisation 
Two models of chromosome organisation (CT-IC model and lattice model) 
have been proposed which are contradictory in several points (see Introduction, 
section 1.3). Namely, the CT-IC model predicts little or no intermingling between 
CTs (Cremer and Cremer, 2001), whereas the lattice model suggests that CTs may 
intermingle significantly at their periphery (Dehghani et al., 2005). Therefore, the 
results presented here are more in agreement with the lattice model of chromosome 
organisation than with the CT-IC model. However, from my experiments little can be 
taken about chromatin folding within the chromosome. Intermingling could occur in 
a nucleus mainly composed of 10- and 30-nm fibres, as stated by the lattice model 
(Dehghani et al., 2005), but could also involve larger chromatin domains, such as the 
1-Mbp chromatin domain (Cremer and Cremer, 2001; Cremer et al., 2006). The 
similar range of intermingling values observed between simulations using these 
domains as a model and the cryo-FISH data are supportive of this possibility. 
In regards to the existence of an ICD, it is clear that there are nuclear areas 
weakly stained for DAPI (e.g., Figure 3.2), which contain little detectable chromatin. 
However, the fact that DNA concentration is similar between intermingled and non-
intermingled regions argues against a preferential distribution of an ICD at the 
surfaces of CTs. The extent to which large interchromatin spaces ramify into smaller 
channels is also another matter of controversy, as one could imagine increasingly 
smaller channels until they became simply the space between chromatin fibres. The 
unresolved question is whether at some point there is limited accessibility of large 
protein complexes, such that large channels within CTs would be necessary to enable 
gene transcription. Although there seems to be a spatial confinement of particular 
proteins and RNAs within the nucleus (Bridger et al., 2005; Scheuermann et al., 
2005), condensed chromatin is accessible to proteins up to several hundreds of 
kilodaltons (Verschure et al., 2003), and therefore it remains unknown whether large 
interchromatin channels are necessary for transcription. 
Further discussion into a revised view of chromatin organisation in interphase 
nuclei is included in Chapter 4 (section 4.7.5), which also brings together views from 
the interpretation of results presented therein. 
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4. The Role of Transcription in Chromosome Organisation 
4.1 Introduction 
The compartmentalisation of the nucleus into nuclear bodies and CTs, and 
their non-random position, suggest a tight relationship between nuclear form and 
function. Therefore, disrupting nuclear function should affect its structure and bring 
insights into the mechanisms that maintain nuclear organisation. 
The primary function of the nucleus is to store genetic information and carry 
out its selective transcription. This is reflected, for example, in the structural 
differences between euchromatin and heterochromatin, which may regulate the 
accessibility of the transcription machinery and therefore activate or silence genes 
(Dillon and Festenstein, 2002; Quina et al., 2006). Induction of specific genes has 
been shown in vivo to lead to rapid chromatin decondensation of the activated loci, 
demonstrating the highly dynamic nature of chromatin structure and its dependence 
on transcription (Nye et al., 2002; Tsukamoto et al., 2000; Tumbar et al., 1999). 
Gene activation may also have an impact on chromosome structure, as several genes 
are found to relocate away from their respective CTs upon activation (Chambeyron 
et al., 2005; Volpi et al., 2000; Williams et al., 2002). 
A tight relationship between transcription and chromatin organisation is 
further highlighted at the level of whole chromosomes by their non-random radial 
position during interphase, which correlates with gene density (Cremer et al., 2001; 
Croft et al., 1999). Moreover, CT position depends on cell type (Parada et al., 2004; 
Soutoglou et al., 2007) and global gene activity (Bridger et al., 2000), suggesting that 
the transcriptional status of particular sets of genes may directly influence 
chromosome organisation. 
Interestingly, a computational model that simulates chromosomes consisting 
of 1-Mbp chromatin domains requires a `tensegrity potential' in order to maintain the 
simulated chromosomes in territories (Kreth et al., 2004b) (see also Chapter 3, 
section 3.5.2). It is possible that transcription is the additional force that holds CT 
form, by promoting long-range interactions between distal chromatin segments, 
which could stabilise chromosome conformation. Extensive intra- and 
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interchromosomal associations have been detected across the genome, which are 
dependent on the transcripitional profile of the cell (Simonis et al., 2006; Wurtele 
and Chartrand, 2006; Zhao et al., 2006). Therefore, the balance of transcription-
dependent interactions within and across CTs could be key in shaping the genome 
during interphase. 
4.1.1 Aims 
I aimed to investigate the role of transcription in the spatial organisation of 
the genome. For this purpose, I tested for changes in chromosome organisation upon 
PHA-mediated activation of human lymphocytes and Pol II transcription inhibition 
of lymphocytes or HeLa cells. I first asked how differences in the transcriptional 
profile of a cell or transcription inhibition would affect CT intermingling in the 
nucleus. I also tested whether changes in transcription could lead to a large-scale 
disruption of chromosome organisation, namely their non-random radial position and 
territory-like conformation. This could provide insights into transcription-related 
mechanisms that may be involved in CT organisation, such as functional long-range 
associations between genomic loci. Finally, I tested whether looping of a gene out 
from its CT after activation could lead to an 'invasion' of neighbouring CTs, thus 
increasing the potential for interchromosomal associations. 
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4.2 Transcription factories in CT intermingling 
The extent to which CTs intermingle in the nucleus may result solely from 
passive mixing of chromatin fibres (see Chapter 3) or may also be influenced by 
specific interactions at the molecular level, which can result from local tethering of 
distant chromatin fibres. Expression-dependent, long-range DNA interactions 
between loci up to several Mbp apart (e.g., (Osborne et al., 2004)), and on different 
chromosomes (e.g., (Lomvardas et al., 2006)) may be involved, but little is known of 
the mechanism that brings these interactions about or whether they can influence 
chromosome organisation. One likely candidate to mediate or stabilise such 
interactions is transcription, via Pol II transcription factories (Iborra et al., 1996; 
Osborne et al., 2004; Pombo et al., 1999b), to which genes and probably distal 
regulatory elements could be tethered (Cook, 2003). 
4.2.1 Detection of active Pol II in areas of CT intermingling 
If DNA-tethering via transcription factories contributes to CT interactions, 
Pol II foci should be detected in areas of intermingling. To test this hypothesis, I 
labelled the Ser2-phosphorylated form of Pol II (i.e., the elongating form (Sims et al., 
2004)) in sections of PHA-activated human lymphocytes, before hybridisation with a 
chromosome 3 paint and a probe that labels all the remaining chromosomes (WG-3; 
see Chapter 3, section 3.3.3). Pol II was seen distributed in discrete foci throughout 
the nucleoplasm of human lymphocytes (Figure 4.1D and 4.3), as described for other 
cell types (Faro-Trindade and Cook, 2006; Iborra et al., 1996; Osborne et al., 2004; 
Pombo et al., 1999b). Areas of intermingling between chromosome 3 and all other 
CTs (Figure 4.1C) were identified as described in chapter 3 (section 3.3.1). 
Transcription factories were detected within areas of intermingling (Figure 4.1F), as 
well as within chromosome 3 (Figure 4.1D) and all other chromosomes (Figure 
4.1E). 
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Figure 4.1 — Foci of the elongating form of Pol II are found within areas of CT 
intermingling. 
A-F, Ser2-phosphorylated Pol II was indirectly immunolabelled before hybridisation 
with paints for chromosome 3 and all other chromosomes (WG-3), and imaging on a 
widefield LM. A magnified view of chromosome 3 (A) and the remaining chromatin 
(B) is shown, which contains a region of intermingling (C). Active Pol II is found 
within masks delineating the chromosome 3 territory (D), the remaining chromatin 
(E) and regions of intermingling (F). Bar, 1 gm. G,H, Pol II sites were counted for 
each nuclear section and the expected number of foci within the CT (G) or areas of 
intermingling (H) was calculated assuming an even distribution. The experimental 
and expected values have a good correlation (R2=0.83 and 0.60 for the whole CT and 
areas of intermingling, respectively), showing that Pol II foci are not enriched or 
diminished from areas of intermingling or CTs. The high variability in number of Pol 
II foci per region of interest stems mainly from the differently sized CT profiles that 
are obtained upon sectioning of the cells. 
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To test whether transcription factories were enriched or diminished in areas 
of intermingling when compared with the whole nucleus, I first measured the density 
of Pol II foci (number of foci per unit area) in each nuclear cryosection. This was 
used to calculate the expected number of foci to be found within areas of 
intermingling (assuming an even distribution), which was then compared with the 
actual number of foci detected in those areas (Figure 4.1H). A similar analysis was 
done to test the distribution of transcription factories within the territory of 
chromosome 3 (Figure 4.1G). These analyses show that Pol II sites are neither 
diminished or enriched within regions of intermingling in relation to the average site 
density for the whole nucleus, and confirm that active transcription factories are 
present within CTs, as shown previously (Abranches et al., 1998; Verschure et al., 
1999). Detection of Pol II in areas of intermingling creates the possibility that 
transcription mediates interchromosomal associations, and therefore changes in 
transcription could influence CT intermingling or even other aspects of chromosome 
organisation. 
4.3 Chromosome organisation in resting human lymphocytes 
Stimulation of resting human lymphocytes with PHA causes an increase in 
nuclear size and large-scale decondensation of chromatin, with concomitant 
transcriptional activation (Kysela et al., 2005), leading to distinct transcriptional 
profiles between resting and PHA-activated lymphocytes (Torelli et al., 1981). These 
changes that occur during lymphocyte activation are likely to have an impact on the 
spatial organisation of transcription and chromosomes. 
4.3.1 Nuclear enlargement during lymphocyte activation 
The nuclear enlargement that occurs upon activation of resting lymphocytes 
is an important morphological change that is likely to have an impact on 
chromosome organisation and that should be taken into consideration when 
interpreting cryo-FISH data. Therefore, I sought to quantify nuclear volume in 
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resting and PHA-activated cells. For each cell type, the radii of nuclear cryosections 
(n>309) were measured after staining with DAPI or TOTO-3 and a stereological 
method was applied (Weibel, 1979) to obtain the corresponding distribution of radii 
of the 3D cell population (see Materials and Methods, section 2.11.4) (Figure 4.2). 
As expected, PHA-activated cells have larger nuclei than resting cells, with average 
radii of 3.5±0.8 Rin and 2.7±0.3 p.m, respectively (p<0.001, Kolmogorov-Smirnov 
test). This is translated into a —2-fold increase in nuclear volume upon activation of 
resting lymphocytes (from 82 µm3 to 180 gm3). 
4.3.2 Pol 11 organisation in resting and activated lymphocytes 
I then asked whether the spatial organisation of transcription was different 
between resting and PHA-activated cells. Both the initiating (SerS-phosphorylated) 
and elongating (Ser2-phosphorylated) forms of Pol II were immunolabelled in 
cryosections of resting and PHA-activated lymphocytes (Figure 4.3). Both forms of 
Pol II were found in discrete foci in the two cell types, with activated cells containing 
a visibly higher number of foci relative to resting cells. Given the larger volume of 
activated nuclei, the increase in number of Pol H factories upon lymphocyte 
activation is consistent with the constant density of transcription sites that has been 
observed across differently sized cell types (Faro-Trindade and Cook, 2006). 
However, without quantification it cannot be confirmed that the focal Pol II densities 
are the same for both cell populations (note that the magnifications are different in 
the images on Figure 4.3). 
Differences in chromatin condensation are also visible in the images, with 
resting cells containing mostly large heterochromatic regions, whereas chromatin in 
activated cells has undergone large-scale decondensation (Figure 4.3). 
The increased transcriptional activity, which is reflected on the number of 
active Pol II factories, and chromatin decondensation of PHA-activated lymphocytes 
may bring about changes in different aspects of CT organisation, such as 
intermingling and radial position. 
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Figure 4.2 — Difference in nuclear volume between resting and PHA-activated 
lymphocytes. 
A,B, The radii of nuclear sections of resting (A) and PHA-activated (B) lymphocytes 
were measured after staining with DAPI or TOTO-3 (n>309 nuclear profiles). The 
sequential subtraction method (Weibel, 1979) was applied to account for the 
contribution of polar sections in the distribution (see Materials and Methods, section 
2.11.4). Solid bars represent the distribution of the measured nuclear profiles; open 
bars represent undetected polar sections, as predicted by the sequential subtraction 
method. The values on the x-axes represent the average class size (note that the x-
axes are different between the two histograms). 
C, From the frequencies of nuclear section radii, a distribution of 3D radii for both 
cell types was obtained, showing a difference that is translated into a —2-fold 
increase in volume upon PHA activation of resting lymphocytes. 
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Figure 4.3 — Resting lymphocytes contain fewer foci of active Pol it than their 
PHA-activated counterparts. 
The Ser2- (A,B) and Ser5-phosphorylated (C,D) forms of Pol II were 
immunolabelled in cryosections of human resting (A,C) and PHA-activated (B,D) 
lymphocytes, counterstained with TOTO-3, and imaged on a confocal microscope. 
Upon activation of resting cells, the number of foci of both Pol II forms increased 
concomitantly with the nuclear enlargement and transcriptional activation. Bar, I 
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4.3.3 CT intermingling in resting lymphocytes 
One possible consequence of the lower transcriptional activity of resting cells 
is that fewer functional interchromatin associations occur in this cell type. If a 
considerable number of intrachromosomal associations that stabilise CT integrity are 
absent, CT intermingling may be higher than in PHA-activated cells. On the other 
hand, intermingling may be lower if fewer interchromosomal associations exist. 
To test the effects of changes in transcriptional activity on CT intermingling, 
I measured the intermingling volumes for nine different pairs of chromosomes by 
cryo-FISH, in sections of resting and PHA-activated human lymphocytes (Figure 
4.4A). The stereological method used to measure intermingling volumes on 
cryosections implies that values are directly normalised to nuclear volume (see 
Materials and Methods, section 2.11.1). Several differences in the relative 
intermingling volumes were observed between the two cell types; statistical 
significance was obtained in two out of the nine pairs of chromosomes tested (1&21 
and 1&2), with three other pairs showing large, yet not statistically significant 
differences (1&22, 1&4, and 2&3; p=0.2-0.3). Interestingly, all observed differences 
involved a decrease in relative intermingling upon lymphocyte activation. The 
generalisation of this observation would benefit from further analyses on resting 
cells, involving larger data sets (average number of nuclear profiles analysed: 71 for 
resting cells, versus 101 for activated cells) and additional pairs of chromosomes. 
To test whether changes in relative CT volume (i.e., normalised to nuclear 
size) during lymphocyte activation had caused the observed differences in 
chromosome intermingling between the two cell types, I measured the volumes of 
the CTs tested for intermingling in resting and activated cells (Figure 4.4B). 
Chromosomes 2 and 5 had statistically significant smaller relative volumes in PHA-
activated cells then in resting lymphocytes. Two other chromosomes (4 and 21) 
showed large, yet not statistically significant differences (p=0.08). These changes in 
relative CT volumes are likely to contribute to the observed differences in 
intermingling, e.g., the decrease in the relative volume of chromosome 2 could 
justify the corresponding decrease in intermingling for the pair 1&2. On the other 
hand, the intermingling between chromosomes 5 and 13 did not change, despite the 
nearly two-fold decrease in the relative volume of chromosome 5. This may be due 
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to other concomitant changes that occur during activation, for example, at the level 
of CT position or functional associations with neighbouring CTs. 
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Figure 4.4 — Differences in CT intermingling and volume between resting and 
PHA-activated lymphocytes. 
After performing cryo-FISH in resting lymphocytes, intermingling (A) and CT (B) 
volumes were measured as before, and compared with values for PHA-activated cells 
(see Chapter 3, section 3.4). Note that the values are normalised to the respective 
nuclear volumes. Differences at the level of both relative intermingling and CT 
volumes are detected between the two cell types (* p<0.05; ** p<0.01). Error bars 
represent standard deviations. 
* 
** 
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Although the normalised values of chromosome and intermingling volumes 
are more informative when comparing the different cell types, the absolute values 
provide insights into the dynamic changes that occur during lymphocyte activation, 
namely at the level of decondensation of individual CTs. The fact that the relative CT 
volumes in PHA-activated cells are similar or smaller when compared to resting cells 
implies that, although most CTs accompany the nuclear enlargement during 
activation with a proportional increase in size, some do not decondense as much 
(e.g., chromosome 5). In relation to intermingling, the generally lower relative 
intermingling values observed in activated cells might imply that less chromatin is 
involved in intermingling in PHA-activated cells. This preliminary analysis suggests 
that upon stimulation of resting lymphocytes there is a nuclear expansion that is 
larger than the overall expansion of the chromosomes contained within, leading to a 
smaller amount chromatin being involved in CT intermingling. 
4.3.4 CT radial position in resting lymphocytes 
Another important aspect of chromosome organisation is their position within 
the nucleus. PHA-activated lymphocytes exhibit a correlation between gene-density 
and radial position of CTs (Cremer et al., 2001; Croft et al., 1999) (see also Chapter 
3, section 3.5.1), which could be driven by the organisation of transcription in the 
nucleus. Different transcriptional programs could then lead to different chromosome 
arrangements (Bridger et al., 2000; Parada et al., 2004). I sought to investigate 
whether chromosomes in resting and PHA-activated lymphocytes have different 
radial positions. The 3D radial positions of the 11 chromosomes analysed before 
were obtained from cryosections of resting cells, by application of the same 
stereological method used to measure the positions of all female chromosomes in 
activated cells (Chapter 3, section 3.5.1). The profile of CT radial positions shows a 
few differences between resting and PHA-activated lymphocytes (Figure 4.5). 
Although CT position also correlates with gene density in resting lymphocytes 
(R2=0.66, versus R2=0.54 for the same chromosomes on activated cells), two 
chromosomes (1 and 5) are significantly more central in these cells than in stimulated 
cells. Other large, yet not statistically significant changes involved chromosomes 3 
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and 21 (p=0.1-0.2), which could be confirmed by future analyses with larger sample 
sizes. 
The different radial CT positions may be a consequence of a different 
network of interactions of chromosomes with nuclear landmarks and/or other 
chromosomes between the two cell types. Differences in radial position may also 
affect the amount of intermingling between specific pairs of CTs, although computer 
simulations suggest that this effect is small (Chapter 3, section 3.5.2). Interestingly, 
chromosome 5 showed a significantly different position between the two cell 
populations. This could be related to the fact that its relative intermingling with 
chromosome 13 did not decrease upon lymphocyte activation despite the decrease in 
relative CT volume (Figure 4.3). 
• Resting PHA-activated 
Figure 4.5 — Differences in CT radial position between resting and PHA-
activated lymphocytes. 
The 3D radial position of CTs tested for intermingling was measured in nuclear 
sections of resting lymphocytes as before, and compared with the radial distribution 
in PHA-activated cells (see Chapter 3, section 3.5.1). In activated cells, two 
chromosomes (1 and 5) show a significant shift towards a more peripheral position in 
the nucleus when compared with resting cells (** p<0.01). Error bars represent 
standard deviations. 
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4.4 The effect of transcription inhibition in chromosome organisation 
of human lymphocytes 
The comparison between resting and PHA-activated lymphocytes revealed 
differences in chromosome organisation that may be due to changes in transcriptional 
activity between the two cell types. However, other differences between resting and 
stimulated cells, such as nuclear morphology, may have indirect effects on 
chromosome structure, making the interpretation of the results complex. 
To study the role of transcription on chromosome organisation in a more 
`controlled' system, transcription was inhibited in PHA-activated human 
lymphocytes by treating cells with a-amanitin. This drug binds to Pol II, causing it to 
stall on the DNA template, and leading to the degradation of the stalled Pol II (P.V. 
Guillot, S. Martin, F. Antunes, D.L. Bentley, A. Pombo, in preparation; see also 
(Nguyen et al., 1996)). 
4.4.1 Pol II organisation in cells treated with a-amanitin 
It has been shown before that treating HeLa cells with a-amanitin causes a 
depletion of the elongating form of Pol II throughout most of the cytoplasm, except 
in splicing speckles (Xie et al., 2006). To test whether a-amanitin had a similar 
effect in PHA-activated lymphocytes, nuclear sections of cells treated with the 50 
µg/ml of a-amanitin for 6.5 h were immunolabelled for Pol II (Figure 4.6). After a-
amanitin treatment, fewer foci of Ser2-phosphorylated Pol II were visible in each 
section (Figure 4.6B). One co-labelling experiment with an antibody against the 
splicing factor SC-35 showed that the remaining foci are predominantly within 
splicing speckles (not shown). Foci of SerS-phosphorylated Pol II are still present, 
but exhibit a marked reduction in fluorescence intensity (Figure 4.6D). The results 
show that the majority of transcription factories are made inactive and may even be 
disassembled upon a-amanitin treatment, potentially breaking up intra- and 
interchromosomal associations. The presence of Ser5-phosphorylated Pol II suggests 
106 
TOTO-3 Merge Pol II 
• • 
• • 
S 
-s 
CD 
cD 
O. 
Cn 
CD 
N 
ug
lu
eL
ue
-D
 
A 
B 
C 
CD 
°CT) 
CD 
ug
lu
ew
e-
70 
CHAPTER 4 
	
Transcription and CT organisation 
that some initiation events may still be taking place, but it is unknown whether this is 
sufficient to establish long-range interactions. 
Figure 4.6 — Transcription inhibition by a-amanitin leads to a decrease in the 
number of active transcription factories. 
The Ser2- (A,B) and Ser5-phosphorylated (C,D) forms of Pol II were 
immunolabelled in cryosections of untreated (A,C) and ct-amanitin-treated (B,D) 
PHA-activated lymphocytes, counterstained with TOTO-3, and imaged on a confocal 
microscope. After transcription inhibition, only a few foci of Ser2-phosphorylated 
Pol II are detected. Ser5-phosphorylated Pol 11 is also less abundant and shows a 
reduction in fluorescence intensity. 
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4.4.2 CT intermingling in cells treated with a-amanitin 
I next tested the effect of a-amanitin treatment on the amount of 
intermingling between specific pairs of chromosomes in PHA-activated human 
lymphocytes (Figure 4.7A). Four out of ten pairs of chromosomes showed significant 
differences in intermingling volumes when compared to untreated cells. These 
changes could be due to the breaking up of specific transcription-dependent 
interactions between chromosomes, but may also be an indirect product of other 
structural changes occurring in the cell. In particular, one study has suggested that 
chromosomes dramatically decondense after a-amanitin treatment (Haaf and Ward, 
1996), which might be expected to lead to an increase in chromosomal volume. 
I measured the volumes of the chromosomes tested for intermingling in a-
amanitin-treated cells, and compared them with untreated cells (Figure 4.7B). Out of 
the thirteen CTs measured, only one showed a statistically significant, yet small 
increase in volume (from 1.4 to 1.7% of the nuclear volume, p=0.047); this 
chromosome was not involved in any of the significant changes in intermingling. 
Furthermore, measurements of the nuclear size revealed no differences between 
untreated and a-amanitin-treated cells (Figure 4.8). The absence of indirect effects is 
further validated by the fact that, even though the intermingling of chromosome 3 
with 2 decreased after a-amanitin treatment, the total intermingling of chromosome 3 
with all other CTs remained constant: 40% of chromosome 3 in a-amanitin-treated 
cells (n=88 nuclear profiles) versus 41% in untreated cells (see Chapter 3, section 
3.3.3). 
These results suggest that transcription-dependent chromatin interactions 
influence chromosome arrangements, determining specific intermingling 'partners' 
according to the cell's repertoire of active genes. 
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Figure 4.7 — Effect of a-amanitin treatment on CT intermingling and volumes. 
Intermingling (A) and CT volumes (B) were measured in untreated and cc-amanitin-
treated cells as before. Transcription inhibition induced changes in intermingling for 
four out of ten pairs of CTs, in the absence of changes in the respective CT volumes 
(* p<0.05; ** p<0.01). Error bars represent standard deviations. 
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Figure 4.8 — There is no change in nuclear size after a-amanitin treatment. 
A,B, The radius of nuclear sections of untreated (A) and cc-amanitin-treated (B) 
lymphocytes were measured and the sequential subtraction method was applied as 
before (n>279 nuclear profiles). Solid bars represent the distribution of the measured 
nuclear profiles; open bars represent undetected polar caps, as predicted by the 
sequential subtraction method. The values on the x-axes represent the average class 
size. C, The distribution of 3D radii obtained shows that after transcription inhibition 
there is no change in nuclear size. 
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4.4.3 CT radial positions after a-amanitin treatment 
The observed changes in intermingling after a-amanitin treatment could 
result from local rearrangements of chromosome conformation, or involve larger 
movements at the level of CT radial position. If transcription-dependent tethering of 
chromatin to other CTs and nuclear landmarks (e.g., nucleoli) plays a role in 
positioning CTs within the nucleus, then transcription inhibition could induce 
changes in CT radial position. 
I measured the radial distribution of the chromosomes analysed above in a-
amanitin-treated cells and compared them with the respective distribution in 
untreated cells (Figure 4.9). No significant changes were visible, with the exception 
of chromosome 1, which assumed a slightly more internal position within the nucleus 
after a-amanitin treatment. 
Chromosome position may involve other, more stable attachments that are 
not affected by transcription inhibition, namely interactions with the nuclear lamina. 
However, the lack of changes in CT position may also reflect a spatial hindrance that 
prevents bulk movements of whole CTs within the crowded nuclear environment. 
Individual loci and subchromosomal foci have been shown to diffuse within confined 
spaces in vivo (Chubb et al., 2002; Zink et al., 1998), but it remains to be seen 
whether this could ever lead to large movements of whole CTs in the time scale of 
the a-amanitin treatment (6.5 h). It is also unknown whether the dynamics of 
chromatin would change after transcription inhibition. 
The results suggest that differences in CT intermingling between untreated 
and a-amanitin-treated cells are a product of local changes in chromatin 
conformation. It also remains possible that these differences involve some 
chromosomal movement without affecting radial position, but still promoting 
different chromosome neighbourhoods. The balance between long-range intra- and 
interchromosomal associations may be the driving force behind the changes in 
chromosome conformation. 
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Figure 4.9 — There are no changes in CT radial position after a-amanitin 
treatment. 
The 3D radial position of CTs tested for intermingling was measured in nuclear 
sections of untreated and a-amanitin-treated lymphocytes as before. After 
transcription inhibition only one chromosome (1) showed a small shift in radial 
position (* p<0.05). Error bars represent standard deviations. 
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4.5 The effect of transcription inhibition before G1 on chromosome 
organisation 
The experiments with transcription inhibition in unsynchronised human 
lymphocytes (section 4.4) revealed a role for transcription in organising the genome. 
Yet changes occurred only at the local level, affecting interactions between CTs. It 
remained possible that the conditions of inhibition used did not allow for the 
observation of effects on global chromosome organisation, namely changes in CT 
radial positions and disruption of whole territories. Previous studies have shown 
differences in radial position only across different cell types (Cremer et al., 2001), or 
upon quiescence or senescence (Bridger et al., 2000). This suggests that cell division 
might be required to attain a global remodelling of chromosome organisation. In fact, 
upon exit from mitosis, the chromosome arrangement of mother nuclei is temporarily 
lost and is regained during the G1 phase of the cell cycle of the daughter cells (Essers 
et al., 2005; Gerlich et al., 2003; Walter et al., 2003). 
I reasoned that if transcription plays a role in determining chromosome 
structure and position, then this may occur during early Gl. Preventing Pol II from 
re-establishing transcription, and consequently transcription-dependent interactions, 
after mitosis could then lead to large effects on chromosome organisation. 
4.5.1 Inhibiting transcription before G1 onset 
To inhibit transcription before G1 onset, I first synchronised HeLa cells by 
metaphase arrest using nocodazole (see Materials and Methods, section 2.5). The use 
of a cell line, rather than primary cells, provided higher flexibility for establishing 
synchronisation and transcription inhibition conditions. Furthermore, the effects of 
several transcription inhibitors on unsynchronised HeLa cells had previously been 
characterised in the laboratory ((Xie et al., 2006) and P.V. Guillot and A. Pombo, 
personal communication). All of the inhibitors used here act on the elongation phase 
of transcription, carrying the caveat that abortive initiation cycles can still occur. 
However, to the best of my knowledge, there are no specific inhibitors of 
transcription initiation. 
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Figure 4.10 — Pol II distribution in HeLa cells, after transcription inhibition 
before Gl. 
HeLa cells were arrested in metaphase by incubation with nocodazole for 1.5 h, and 
either untreated (A,B) or incubated with a-amanitin (C,D), DRB (E,F), or 
flavopiridol (G,H) for 1.5 h before being allowed to progress into G1 in the presence 
of the drugs. After 2 h from metaphase release, cells were fixed, stained for Ser2-
(A,C,E,G) or Ser5-phosphorylated (B,D,F,H) Pol II, and imaged on a confocal 
microscope. All three drugs caused a marked decrease in Ser2-phosphorylated Pol II 
throughout the nucleoplasm, except in areas resembling splicing speckles. Ser5-
phosphorylated Pol II also showed a decrease in fluorescence intensity, with the 
largest effect occurring in cells treated with a-amanitin. Bars, 5 µtn. 
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Cells arrested in metaphase were incubated with one of three different 
transcription inhibitors for 1.5 h before release from mitosis, and allowed to enter G1 
in the presence of the inhibitors. Two hours after release from metaphase, cells were 
stained for Pol II, showing that all three inhibitors had similar effects on transcription 
(Figure 4.10). The elongating form of Pol II (Ser2-phosphorylated) was depleted 
from most of the nucleoplasm, with the exception of areas resembling splicing 
speckles, as previously observed for HeLa cells (Xie et al., 2006). Untreated cells 
showed variable staining for the initiating form of Pol II (Ser5-phosphorylated) 
(Figure 4.10B); this variability was not observed in transcription-arrested cells, 
which showed similar reduced levels of fluorescence intensity across each cell 
population. The reduction in intensity was most visible in a-amanitin-treated cells 
(Figure 4.10D). Some cells failed to exit mitosis, maybe due to unspecific effects of 
the transcription inhibitors. 
4.5.2 Effects on chromosome organisation 
To test the effect of transcription inhibition during entry into G1 on 
chromosome organisation, I first asked whether the territorial conformation of 
chromosomes was compromised by the absence of transcription. As argued before 
(section 4.1), a computational model of chromosome organisation requires a 
`tensegrity potential' to maintain chromosomes in territories upon decondensation 
from mitosis (Kreth et al., 2004b), which may be due to the lack of functional 
interactions in the model. If transcription-dependent chromatin interactions are 
involved, it is possible that the territorial organisation of chromosomes would be 
disrupted by inhibiting transcription before G 1 . I labelled different CTs by 3D-FISH 
on whole HeLa cells after exit from mitosis, with or without transcription inhibitors. 
The example on Figure 4.11A shows that chromosomes maintained a territory-like 
appearance after treatment with any of the three drugs. These results are in contrast 
with those obtained by Haaf et al. (1996), in which large-scale disruption of CT 
structure was observed after transcription inhibition. 
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Figure 4.11 — Transcription inhibition before G1 had no effects on chromosome 
organisation. 
HeLa cells were arrested in metaphase and treated with drug inhibitors before 
entering GI, as described before. Whole chromosomes were painted by 3D-FISH in 
fixed cells and imaged on a confocal microscope. A, Single optical sections of HeLa 
nuclei (blue) hybridised with a chromosome 1 paint (red), showing that 
chromosomes still form territories after transcription inhibition before G1 onset. B,C, 
Fixed HeLa nuclei were hybridised with a chromosome 19 paint (B), confocal stacks 
were collected, and the radial position of the CT was measured in two-dimensional 
maximum intensity projections (C). No change in radial position was observed after 
transcription inhibition before G I onset. Bars, 2 um. 
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I next asked whether transcription inhibition before G1 would cause major 
reposition of a gene-dense chromosome. HeLa cells from the same experiment were 
hybridised to a chromosome 19 paint, and radial position was measured in 
projections from confocal stacks using a similar method as before (see Materials and 
Methods, section 2.11.3), but in which concentric shells were two-dimensional 
(Figure 4.11B,C). No significant changes were observed, suggesting that 
transcription alone does not define the position of gene-dense chromosomes. It 
remains possible that the fraction of initiating Pol II left after transcription inhibition 
in these experiments is enough to establish preferential neighbourhoods between 
chromosomes, and therefore define CT position. 
4.6 Gene repositioning and intermingling 
The location of active genes relative to their CTs has been a main focus in the 
study of chromosome organisation (see Introduction, section 1.3.1). Early reports 
looking at a small number of genes suggested that they preferentially locate at the 
chromosome periphery (Dietzel et al., 1999; Kurz et al., 1996) whereas analysis of 
nuclear transcription after labelling of nascent transcripts with Br-UTP showed 
incorporation throughout the CT (Abranches et al., 1998; Verschure et al., 1999). 
Upon activation, a few genes undergo relocation to a more external position in 
relation to their own CT (Chambeyron et al., 2005; Volpi et al., 2000). It is possible 
that this relocation increases the probability of interaction with neighbouring CTs by 
intermingling of chromatin fibres. 
4.6.1 Looping of the MHC II gene cluster out of its CT 
To study the effect of gene activation on intermingling, the MHC class II 
gene cluster was chosen, as it is known to become more externally positioned 
relative to its CT upon activation by IFN-y (Volpi et al., 2000). Cryosections from 
control and IFN-y activated MRCS human lung fibroblasts were hybridised with a 
chromosome 6 paint and a BAC probe that covers part of the MHC class II gene 
117 
CHAPTER 4 	 Transcription and CT organisation 
cluster, and the position of the MHC II signal was scored relative to the CT signal 
(Figure 4.12). In untreated cells, 22% of loci were already present away from the 
main body of chromosome 6 territory, versus 13% reported by Volpi et al. (2000), 
probably due to the improved resolution of the cryo-FISH approach. As described 
before, IFN-y activation promoted repositioning of the MHC II locus towards a more 
external position in relation to chromosome 6 (Figure 4.12B) (Volpi et al., 2000). It 
is worthwhile noting that only one in four of the 'looped out' MHC II loci were 
painted by the chromosome 6 probe, in spite of the improved cryo-FISH procedure; 
this suggests that the estimation of chromosome intermingling by this procedure may 
still be conservative (see Chapter 3). 
4.6.2 Intermingling of the MHC II gene cluster with other CTs 
To test whether the MHC II locus can be found within other CTs, I co-
hybridised the MHC II BAC probe with chromosome paints for four other 
chromosomes (1, 2, 8 and 9; Figure 4.13). In non-activated cells, the gene was 
seldom found within other CTs, as expected from the more internal position relative 
to its own territory. However, after IFN-y activation, and concomitant with the 
externalisation of the locus from chromosome 6 territory, I detected an increase in 
association with three out of the four chromosomes analysed (Figure 4.13C). The 
preferential association with some chromosomes (1, 2 and possibly 9) but not others 
(chromosome 8) suggests some specificity that may result from preferential CT 
neighbourhoods and/or reflect an association with particular loci in some 
chromosomes. 
The location of active genes within other CTs creates a potential for 
interchromosomal associations that are dependent on transcription, further supporting 
the conclusions from transcription inhibition experiments (section 4.4). 
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Figure 4.12 — The MHC II gene cluster loops out of its CT after activation by 
IFN-y. 
A BAC probe for the MHC II locus (red) was co-hybridised with a chromosome 6 
paint (green) in cryosections of control and IFN-y activated MRCS human lung 
fibroblasts (nuclear edge outlined by dotted line), and imaged on a confocal 
microscope. Insets show the position of the MHC II locus (arrows) in relation to its 
CT (in grayscale) (A). The positions of the MHC II loci were scored into four 
different categories. Loci found 'inside' or 'looped out' were easily classified; loci 
near the edge of the CT were divided into 'inner edge' and 'outer edge', depending 
on whether they appeared more internal or external in relation to the remainder of the 
CT. Upon IFN-y activation, the MHC II locus relocates to a more external position in 
relation to its CT when compared with control cells (B, p=0.02, two-tailed chi-
squared test, n=118 and 117 loci for control and IFN-y activated cells, respectively), 
as described before (Volpi et al., 2000). Note that due to the flatness of fibroblast 
cells, nuclear profiles from random sections are often elongated. 
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C 
MHC loci inside CT [% (n)] 
- IFN-y 	+ IFN-y 
1 5 (86) 10 (102) 
2 1 (84) 4 (70) 
8 2 (44) 2 (56) 
9 0 (35) 5 (44) 
CT 
Figure 4.13 — Looping out of the MHC II gene cluster increases co-localisation 
with neighbouring CTs. 
The MHC II BAC probe (red) was co-hybridised with paints for chromosomes 1 (A, 
green), 2 (B, green), 8 or 9 (not shown) and imaged on a confocal microscope. The 
number of MHC II loci found within each of these CTs was scored in both control 
and IFN-y activated cells (C). Upon activation, the MHC II locus is more likely to be 
found within one of chromosomes 1, 2 or 9, when compared with control cells 
(p=0.038, two-tailed Fisher's exact test using pooled data from the three 
chromosomes), whereas no difference in association is detected if chromosome 8 is 
included in the analysis (p=0.052, two-tailed Fisher's exact test using pooled data 
from all four chromosomes). 
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4.7 Discussion 
In this chapter, I have investigated the role of transcription in the organisation 
of chromosomes in human nuclei. Chromosome organisation was studied before and 
after activation of resting lymphocytes, transcription inhibition of lymphocytes or 
early G1 HeLa cells, and induction of MHC II expression by IFN-y in fibroblasts. 
These different approaches revealed the spatial plasticity of the genome upon 
changes in the cell's transcriptional status. Although relative chromosomal volumes 
and radial positions were mostly conserved in the different systems, CT 
intermingling suffered large changes. The work highlights how interactions between 
different chromosomes can help shape chromosome organisation. 
4.7.1 Chromosome organisation in resting and activated lymphocytes 
Activation of resting human lymphocytes by PHA leads to a reprogramming 
of the transcriptional repertoire (Torelli et al., 1981). This generalised activation has 
dramatic consequences on nuclear organisation, including chromatin decondensation 
and concomitant nuclear enlargement (Kysela et al., 2005) (Figure 4.2). I found that 
lymphocyte activation also results in changes in the organisation of individual CTs, 
at the level of intermingling, relative CT volumes and radial positions, which may 
reflect an adaptation to the different transcriptional program (Figures 4.4 and 4.5). It 
is possible that at least some of the differences observed upon PHA activation 
(namely at the level of intermingling) involve changes in intra- and 
interchromosomal associations, similar to what seems to occur upon transcription 
inhibition of activated lymphocytes (section 4.4). However, the nuclear enlargement, 
overall chromatin decondensation, and changes in individual CT volumes and radial 
positions that are observed upon lymphocyte activation probably also contribute to 
changes in intermingling. 
The total amount of intermingling observed in PHA-activated cells seems to 
involve a lower amount of chromatin than that in resting cells, given that the relative 
intermingling (i.e., normalised to nuclear volume) generally decreased upon 
activation (section 4.3.3). It is tempting to attribute a functional significance to this 
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observation, since a decrease in intermingling can be seen as a protective mechanism 
to prevent chromosome translocations. Interestingly, DNA damage increases during 
T lymphocyte activation as part of a mechanism for controlled cell death 
(Gabdoulkhakova et al., 2007). The decrease in CT intermingling could therefore 
reduce the risk of translocation formation in a high DNA damage environment that 
could otherwise lead to cancer. 
4.7.2 Chromosome organisation in transcriptionally inactive cells 
Short-term inhibition of transcription by a-amanitin in PHA-activated human 
lymphocytes induced changes in chromosome intermingling without affecting 
chromosomal volumes, radial positions, or nuclear size (section 4.4). One possible 
explanation for this effect is that the marked decrease in number of active 
transcription factories seen after a-amanitin treatment breaks up long-range intra-
and interchromosomal associations, affecting chromosome conformation. For 
example, a decrease in intermingling between two CTs (e.g., chromosome pair 2&3; 
Figure 4.7A) can reflect a decrease in interactions between loci in those 
chromosomes. On the other hand, breaking up of interactions with one CT may allow 
increased intermingling with other CTs, by matter of diffusion (e.g., chromosome 
pair 1&2; Figure 4.7A), without necessarily affecting the total amount of 
intermingling of a given CT. Changes in CT conformation may also come from 
decreased transcription-dependent associations with nuclear bodies, such as splicing 
speckles. The balance of all these forces will be the determinant in establishing 
chromosome neighbourhoods. 
4.7.3 Attempts at disrupting global chromosome structure 
After transcription inhibition by a-amanitin, no major changes were observed 
at the level of chromosomal volumes or radial positions. This questioned the role of 
transcription in global chromosome organisation. However, changes in chromosome 
position have been reported within the same cell type after transcriptional 
reprogramming (Bridger et al., 2000), similar to what I observed between resting and 
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PHA-activated lymphocytes. Therefore, it remained possible that cell division was 
necessary to induce more striking changes in chromosome position or even to disrupt 
the CT structure, in accordance with studies in inheritance of chromosome position 
(Essers et al., 2005; Gerlich et al., 2003; Walter et al., 2003). However, initial studies 
of transcription inhibition before G1 onset in HeLa cells, using three different drugs 
that inhibit Pol II elongation, showed no apparent differences in CT radial position 
nor disruption of CT structure (section 4.5). This is in contrast with a previous study 
that showed major changes in chromosome structure and nuclear organisation after 
transcription inhibition (Haaf and Ward, 1996). One pitfall of the latter study is that 
cells were hypotonically swollen and dehydrated for FISH, which does not preserve 
nuclear structure well (Hepperger et al., 2007). It remains possible that hypotonic 
swelling after transcription inhibition actually reveals a breakage in long-range 
interactions that is not detected by 3D-FISH protocols that preserve nuclear structure. 
Establishment of chromosome positions and maintenance of CT structure is 
likely to involve attachments to other structures, independently of transcription. For 
example, the nuclear lamina binds heterochromatic regions of the genome 
(Pickersgill et al., 2006), suggesting that it plays a role in maintaining gene-poor CTs 
at the nuclear periphery. So far, mutations of components of the nuclear lamina have 
revealed only a few changes in chromosome position when compared with wild-type 
cells (Boyle et al., 2001; Meaburn et al., 2007; Meaburn et al., 2005). 
It also remains possible that transcription inhibition in my experiments was 
incomplete. Although the elongating form of Pol II was only detected in areas 
resembling splicing speckles after transcriptional arrest, where it is known to be 
inactive (Xie et al., 2006), the initiating form was detected throughout the 
nucleoplasm, albeit with reduced levels. These remnants may still catalyse initiation 
reactions on gene promoters, and thus impose some spatial restrictions. To test this 
hypothesis, one would have to efficiently inhibit transcription initiation, as none of 
the drugs used in this study are direct inhibitors of initiation. One possible candidate 
is roscovitine, an inhibitor of CDK7 (the kinase that phosphorylates the CTD on 
Ser5), which has been tested on embryonic stem cells, showing promising results 
(Emily Brookes, personal communication). 
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4.7.4 Intermingling and interchromosomal associations 
The work presented in this chapter suggests that interchromatin associations 
are frequent enough to influence chromosome organisation. Recent genome-wide 
studies of long-range interactions support this view (Simonis et al., 2006; Wurtele 
and Chartrand, 2006; Zhao et al., 2006). Intrachromosomal associations are in 
general more common than interchromosomal ones (Simonis et al., 2006; Wurtele 
and Chartrand, 2006; Zhao et al., 2006), given the higher probability of interaction 
that stems from the territorial organisation of chromosomes, and the fact that an 
interchromosomal association is likely to require a particular arrangement of CT 
neighbourhoods. Nevertheless, interchromosomal associations are extensive across 
the whole genome (Simonis et al., 2006; Wurtele and Chartrand, 2006; Zhao et al., 
2006), such that, if two CTs establish enough interactions between them, this could 
drive their relative position within the nucleus. Nearby loci that are not involved in 
the functional association are passively brought into proximity with the neighbouring 
CT. Therefore, passive associations can occur that do not drive chromosome 
organisation and are non-functional. Current methods for detection of long-range 
associations do not distinguish between these two situations. For example, when the 
MHC II locus loops out from its CT (section 4.6), it is unknown whether the 
increased association with neighbouring CTs reflects the establishment of functional 
associations across chromosomes, or whether it is a passive consequence of the 
preferential position of the locus outside the CT. Nevertheless, the increased 
potential for interchromosomal associations induced by repositioning of the locus is 
supported by a genome-wide study on the Hoxbl locus (Wurtele and Chartrand, 
2006). 
4.7.5 The interchromosomal network (ICN) model of chromosome 
organisation 
The results from Chapter 3 and the present chapter bring new structural and 
functional insights into the organisation of mammalian chromosomes during 
interphase. The conclusions from these experiments have been put together in a new 
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model of chromosome organisation, named the interchromosomal network (ICN) 
model (Figure 4.14) (Branco and Pombo, 2006, 2007). 
According to the ICN, chromosomes occupy territories that intermingle with 
one another, mostly at their boundaries. These interactions have direct consequences 
for chromosome stability, as the proximity of DSBs in regions of intermingling will 
inevitably facilitate interchromosomal rearrangements. Although the physical 
properties of chromatin are major determinants of chromosome intermingling, 
ongoing transcription also influences the degree of intermingling between specific 
chromosomes, probably by stabilising associations between particular loci. 
Intrachromosomal associations will favor chromosome discreteness whereas 
interchromosomal ones will favor intermingling. Such interactions are likely to 
depend on the transcriptional activity of the loci, and therefore be cell type specific, 
as it has been shown for both intra- (e.g., (Osborne et al., 2004)) and 
interchromosomal associations (e.g., (Lomvardas et al., 2006)). Given the fact that a 
significant fraction of chromatin is found intermingled in the interphase nucleus, 
many more interchromosomal associations are likely to exist. It is proposed that such 
a network of interactions, in conjunction with associations with nuclear landmarks 
(e.g., lamina), contains epigenetic information that will at the same time result from 
and influence the specific transcriptome and sets of chromatin modifications present 
in each cell type, and determine the range of potential chromosome rearrangements. 
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A. CT-IC model 
nuclear 
envelope , 	chromosome 
territory 
splicing 
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1. Structural attachments (e.g. nuclear lamina, nucleoli) 
2. Intrachromosomal contacts maintained by tethering 
3. Interchromatin domain (ICD) 
4. Intrachromosomal channel 
5. Chromatin loop extends out of its territory into the ICD 
6. Rare interchromosomal interactions 
B. ICN model 
1. Structural attachments (e.g. nuclear lamina, nucleoli) 
2. Intrachromosomal contacts maintained by tethering 
3. Intrachromosomal mixing by constrained diffusion 
4. Interchromosomal contacts maintained by tethering 
5. Interchromosomal mixing by constrained diffusion 
6. Chromatin loop extends deeper into another territory 
Figure 4.14 — The ICN model of chromosome organisation. 
A, In the CT-IC model, chromatin from different chromosomes is separated by an ICD, rich 
in nuclear machinery. Active genes are in direct contact with the ICD, as they lay at the 
surface of chromatin domains. Rare chromatin loops extending from CTs may invade the 
ICD, which is predicted to contain little or no chromatin. Misrejoining between open ends 
from DSBs on different chromosomes is less likely as broken ends must travel significant 
distances. B, In the ICN model, chromatin from different chromosomes is not separated by a 
compartment, but is allowed to intermingle with surrounding CTs; the presence of adjacent 
chromosomes, the nuclear membrane, and larger nuclear compartments restricts the amount 
of intermingling. Despite the different local levels of compaction (not represented), the 
average properties of chromatin in areas of intermingling are similar to those found within a 
CT. Rare chromatin loops extending from a CT can invade neighbouring CTs. Functional 
intra- and interchromosomal associations, including those involving transcription factories, 
determine local arrangements within and between chromosomes that influence the large-
scale organisation of chromosomes in each cell type. In the ICN model, DSBs formed in 
regions of intermingling are more likely to produce interchromosomal rearrangements 
whereas DSBs elsewhere in the chromosome are more likely to produce intrachromosomal 
rearrangements. 
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5. Investigating the TH2-Ifng interaction in mouse T cells 
5.1 Introduction 
Resting naive T cells can be differentiated (or polarised) into effector T-
helper cells 1 and 2 (TH1 and TH2) by stimulation in the presence of the cytokines IL-
12 and IL-4, respectively (reviewed in (Murphy and Reiner, 2002)). TH1 cells have a 
role in the cellular immune system, whereas TH2 cells are involved in the humoral 
response. Upon polarisation into the TH2 lineage, cells start expressing specific 
cytokine-encoding genes (e.g., 11-4) located within the TH2 cytokine locus on murine 
chromosome 11. Intrachromosomal associations within this locus have been shown 
to be important for the correct expression of the TH2 cytokines (Lee et al., 2005; 
Spilianakis and Flavell, 2004). Similar interactions are suggested to occur within the 
Ifng locus (located on chromosome 10), which is specifically expressed in TH1 cells 
(Spilianakis et al., 2005). Both the TH2 cytokine genes and Ifng are silent in the 
parental naive T cells. 
An interchromosomal association between the TH2 locus and Ifng has been 
described in naive cells, which is broken up upon polarisation into TH1 and TH2 cells 
(Spilianakis et al., 2005). The authors suggest that the interaction forms a 'poised 
chromatin hub' which favours the location of both the TH2 cytokine locus and Ifng in 
an active region of the nucleus, thereby leading to a faster response to polarising 
stimuli by quick activation of the respective genes (Spilianakis et al., 2005). An 
alternative hypothesis is that the loci are located in a transcriptionally silent nuclear 
region in naive cells, and that upon differentiation one of the two loci is repositioned 
to an active region in order to be activated. Insights into the mechanism that brings 
together the TH2 locus and Ifng in the nucleus may be gained from studying their 
position in relation to their respective CTs and other nuclear landmarks, and testing 
how this organisation changes upon differentiation into the TH1 and TH2 lineages. 
Spilianakis and colleagues presented 3C and FISH evidence for the T H2-Ifng 
interaction in naive T cells, and showed by both procedures that neither the TH2 
locus or Ifng interact with Gapdh, a control locus located on chromosome 6 
(Spilianakis et al., 2005). In differentiated TH1 and TH2 cells, the authors found a 
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decreased T H2-Ifng interaction frequency, although by 3C this association still 
appears more frequent than the interaction of either locus with Gapdh. Given that the 
nuclear volume increases significantly upon differentiation of naive cells into 
effector cells, with concomitant chromatin decondensation, the decreased TH2-Ifng 
interaction frequency in effector cells could result from an increase in chromatin 
mobility. The results presented by Spilianakis et al. may also be compromised by the 
FISH protocol used, which involves harsh treatments, such as dehydration (C. 
Spilianakis, personal communication), that compromise nuclear structure on whole 
cells (Hepperger et al., 2007). 
5.1.1 Aims 
I initially aimed to use the T H2-Ifng interaction as a model system to 
investigate the conformation and dynamics of interchromosomal associations in 
relation to CTs and other nuclear landmarks. Failure to reproduce the results of 
Spilianakis et al. (2005) by cryo-FISH led me to further test the validity of the 
previously described results. I therefore sought to clarify whether the detected 
frequency of association between the TH2 locus and Ifng was random, and thus non-
functional. 
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5.2 Testing the TH2-Ifng interaction by cryo-FISH 
To test whether an interchromosomal association between the TH2 locus and 
Ifng could be detected by a high-resolution FISH method that preserves chromatin 
structure, I performed cryo-FISH on murine naive T cells, as well as on polarised 
TH2 cells (Figure 5.1). Two naive cell preparations were used: cells from 'prep A' 
were kindly provided by Dr. Suzana Hadjur (MRC-CSC, Imperial College London, 
UK), and were obtained by CD4+ cell sorting from spleen; cells from 'prep B' were 
kindly provided by Dr. Charalampos Spilianakis (Yale University School of 
Medicine, New Haven, CT, USA) and involved further sorting of CD4+ cells for 
CD25-, NK1.1-, CD26Lhigh and CD441', to ensure the naïve phenotype of the cell 
population. The specificity of the BAC probes used was confirmed by both PCR and 
hybridisation to metaphase spreads (not shown). After cryo-FISH, signals from the 
BAC probes were scored as co-localised if they 'touched', having no signal-free 
pixels in between. Very low co-localisation frequencies (<1% of alleles) were 
detected between the TH2 locus and Ifng in both naive cell preparations, and in TH2 
cells differentiated from 'prep B' (Figure 5.1A,B). Similar low co-localisation 
frequencies were seen between the TH2 locus and the control locus Gapdh (Figure 
5.1C). 
This suggested that the TH2-Ifng association did not occur at short distances 
and was non-specific, or that cryo-FISH was unsuitable for detecting long-range 
interactions. To validate the cryo-FISH results, I first measured the co-localisation 
frequencies between two proximal genomic segments, using BAC probes for the TH2 
locus and Csf2, a gene located —620 kb upstream of I1-4 (Figure 5.2A). The loci were 
seen co-localised for 55% of the alleles, showing that cryo-FISH was successful in 
detecting their close proximity, but also revealing the resolving power of the method 
(by 3D-FISH, 89% of the alleles were found co-localised). I next tested whether 
cryo-FISH could detect previously reported intrachromosomal associations in murine 
erythroid cells, between the (3-globin gene Hbb-b 1 and two other erythroid-specific 
genes, Eraf and Uros (located —25 and —30 Mbp away from Hbb-bl , respectively) 
(Osborne et al., 2004). Co-localisation frequencies of —15% were detected between 
Hbb-bl and both Eraf and Uros in foetal liver (Figure 5.2B,C), whereas preliminary 
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experiments did not reveal an interaction between Hbb-b I and Uros in foetal brain 
(not shown). 
Separate Co-localised 
A 1 / 129 
Naive 
Separate Co-localised 
TH2 
Separate Co-localised 
Figure 5.1 — The TH2 locus and Ifng rarely co-localise after cryo-FISH. 
A, The TH2 locus and Ifng  were labelled in sections of naïve T cells from 'prep A' by 
cryo-FISH, and co-localisation was scored after imaging on a confocal microscope. 
B,C, Sections of naïve and TH2-differentiated cells from 'prep B' were labelled with 
BAC probes for the TH2 locus and Ifng (B) or the TH2 locus and Gapdh (C), and co-
localisation scored. The values within the images indicate the number of co-
localisation events observed and the total number of TH2 loci scored. Bars, 1 Kn. 
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Figure 5.2 — Positive co-localisation controls for cryo-FISH. 
A, Sections of naïve T cells from 'prep A' were hybridised to probes for the Th2 
locus and Csfl, a proximal gene lying —620 kb away from 11-4. As expected, a high 
co-localisation frequency was observed, but with many loci being resolved by cryo-
FISH (n=64 loci). B,C, Sections of E14.5 murine foetal liver cells were labelled with 
BAC probes for Hbb-bl and Uros (B, n=195 loci) or Hbb-bl and Eraf (C, n=142 
loci). In accordance with previous reports, cryo-FISH detected long-range (>25 Mbp) 
intrachromosomal associations between these loci (Osborne et al., 2004), which were 
not seen in foetal brain (not shown). Bars, 1 rim. All images were collected using a 
confocal microscope. 
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Although a comparison with the results obtained by Osborne et al. (2004) is 
complex due to various experimental differences, their data suggests co-localisation 
frequencies in the order of 10-30%, which agrees well with my results. The co-
localisation frequencies obtained here by cryo-FISH can also be compared with 
results for other intra- and interchromosomal associations (Simonis et al., 2006), in 
which genome-wide interactions with the P-globin locus were first detected by 4C 
(see Introduction, section 1.4.3) before performing cryo-FISH for selected loci. Loci 
negative for 4C interactions co-localised with 0.6-4.1% of the p-globin alleles, 
whereas loci positive for interactions co-localised with 4.9-12.9% of the alleles 
(Simonis et al., 2006). Together with the results presented in figure 5.2, this shows 
that cryo-FISH can detect intra- and interchromosomal associations, suggesting that 
the TH2 locus and Ifng are not closely associated, which contradicts previously 
reported results (Spilianakis et al., 2005). 
5.3 Testing the TH2-Ifng interaction by 3D-FISH 
5.3.1 Analysis of naïve cells from 'prep A' 
To investigate the differences between the results reported here and by 
Spilianakis et al. (2005), I performed 3D-FISH on naive T cells from 'prep A' 
(Figure 5.3). I adapted a 3D-FISH protocol similar to that developed by Solovei and 
colleagues, which was shown to preserve nuclear structure at the LM level (Solovei 
et al., 2002). After imaging by confocal microscopy, over 95% of homologous alleles 
could be detected and resolved from each other. Heterologous loci were scored for 
co-localisation as before; only mono-allelic associations were detected in the cell 
population, and this occurred at the same frequency for TH2-Ifng as for the controls 
T H2-Gapdh and Ifng-Gapdh (-15% of the cells; Figure 5.3B). In contrast, the co-
localisation frequencies obtained by Spilianakis et al. (2005) were 35-40% of the 
cells for T H2-Ifng and 15-20% for the control pairs. Differences in experimental 
methods or scoring criteria may be at the basis of the contrasting results. 
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Figure 5.3 — 3D-FISH on naive cells from 'prep A'. 
Whole naive T cells from 'prep A' were hybridised with the indicated BAC probes 
by 3D-FISH, and imaged by confocal microscopy. A, Maximum intensity projections 
from confocal stacks. Bars, 1 p.m. B, Co-localisation frequencies scored in 3D 
confocal stacks. Co-localisation was mono-allelic, and therefore the bars represent 
the fraction of cells containing one co-localised allele. C, 'Nearest neighbour' 
distances were measured in 3D. The distribution obtained shows no difference 
between TH2-/Ag and the two control pairs (p=0.88 and p=0.80 for TH2-ffizg versus 
T H2-Gapdh and Ifng-Gapdh, respectively; Kolmogorov-Smirnov test). N=76, 48 and 
50 cells, for TH2-//i/g, T H 2-Gapdh and Ifilg-Gapdh, respectively. 
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To obtain an objective measurement of the proximity between the loci, I 
measured the 3D distance from each allele of one locus to the nearest allele of the 
other locus, thus obtaining a profile of the 'nearest neighbour' distance distribution in 
the cell population (Figure 5.3C). The results show that the distance profiles are the 
same for all three pairs of loci (TH2-Ifng vs. T H2-Gapdh, p=0.88; TH2-Ifng vs. Ifng-
Gapdh, p=0.80; Kolmogorov-Smirnov test), which strongly argues against a 
preferred association of the TH2 locus with Ifng when compared with the association 
of either locus with Gapdh (Figure 5.3C). 
5.3.2 Analysis of naïve cells from 'prep B' 
The population of CD4+ cells (`prep A') is heterogeneous, containing various 
T cell subsets other than naive cells, namely memory cells (Ramirez and Mason, 
2000). In fact, the fraction of naive cells within the CD4+ population can be as low 
as 30% in rats, depending on age and immunological tissue analysed (Ramirez and 
Mason, 2000). Therefore, I repeated the 3D-FISH analysis above in cells from 'prep 
B', which were further sorted to ensure a naïve T cell phenotype in the majority of 
the population. As for 'prep A', co-localisation scoring showed similar values across 
TH2-Ifng, TH 2-Gapdh and Ifng-Gapdh (Figure 5.4B). However, lower association 
frequencies were detected in the 'prep B' population when compared to 'prep A' 
(-8% and —15%, respectively). Measurements of nuclear size revealed differences 
between the two cell preparations (average radii of 3.15 gm and 4.05 gm for 'prep 
A' and 'prep B', respectively), which could explain the difference in association 
frequencies, as a larger nuclear size leads to a lower probability of finding two loci 
co-localised. 
Distance measurements showed a similar distribution between T H2-Ifng and 
TH 2-Gapdh (p=0.90, Kolmogorov-Smirnov test), but a different profile for Ifng-
Gapdh (p=0.005) (Figure 5.4C). Nevertheless, for distances <2 gm, all distributions 
were similar, showing no preferential proximity between the TH2 locus and Ifng 
when compared to the control locus Gapdh. 
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Figure 5.4 — 3D-FISH on naïve cells from 'prep B'. 
Whole naïve T cells from 'prep B' were hybridised with the indicated BAC probes 
by 3D-FISH, and imaged by confocal microscopy. A, Maximum intensity projections 
from confocal stacks. Bars, 1 1.tm. B, Co-localisation frequencies scored in 3D 
confocal stacks. C, Distribution of inter-locus 3D distances, showing a difference 
only between TH2-/Ing and Ifng-Gapdh and for distances >2 wn (p=0.90 and 
p=0.005 for TH2-Ifng versus T H2-Gapdh and Ifng-Gapdh, respectively; Kolmogorov-
Smirnov test). N=62, 50 and 52 cells, for T H 2-ffiig, T H 2-Gapdh and Ifng-Gapdh, 
respectively. 
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5.3.3 Differences between FISH protocols 
The failure to reproduce the previously published results (Spilianakis et al., 
2005) could be attributed to differences between FISH protocols. Spilianakis et al. 
used a FISH protocol for whole cells that includes a dehydration step, amongst other 
harsh treatments (see Materials and Methods, section 2.8.2), which compromise 
nuclear structure (Figure 5.5A) and may lead to artefacts (Hepperger et al., 2007). To 
test whether the reported interaction between the TH2 locus and Ifng was an artefact 
of the FISH procedure, I applied the protocol used by Spilianakis et al. in naive cells 
from 'prep B' (Figure 5.5). As before, the TH2 locus co-localises with the same 
frequency with either Ifng or Gapdh (p=1.0, Fisher's test) (Figure 5.5C), showing 
that differences between FISH protocols do not justify the different results between 
the laboratories. 
In an attempt to clarify the reason for the discrepant results, parallel 
experiment were performed in the same laboratory by C. Spilianakis (with his FISH 
protocol) and myself (with my protocol), using the same naive cell preparation (`prep 
B') and BAC probes. After FISH, cells were imaged on the confocal microscope and 
independently scored for co-localisation by both of us. In the experiment performed 
by C. Spilianakis, I obtained the results reported here, whereas C. Spilianakis 
obtained a higher co-localisation frequency for T H2-Ifng versus control loci (not 
shown). Distance measurements on the same images supported my results. Scoring 
of images from my experiment was therefore done 'blindly', which yielded similar 
qualitative results between us, with the T H2-Ifng interaction not being more frequent 
than that between control loci (not shown). Therefore, although another unknown 
factor may be causing the differences in results between both laboratories, this 
exercise showed that unbiased scoring or distance measurements are of the utmost 
importance for rigorous detection of interactions. 
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Figure 5.5 — Differences in the FISH protocol do not justify the contrasting 
results between laboratories. 
The FISH protocol used by Spilianakis et al. (2005) was applied to whole naïve T 
cells from 'prep B' to label the indicated loci, and imaged by confocal microscopy. 
A, Orthogonal views of DAPI-stained nuclei after FISH using my standard protocol 
(left) and the one used by Spilianakis et al. (right), showing that the latter leads to 
flattened nuclei with compromised 3D structure. B, Maximum intensity projections 
from confocal stacks. C, Co-localisation frequencies scored in 3D confocal stacks, 
showing no difference between T H 2-Ifng and T H 2-Gapdh (p=1.0, Fisher's test; n=56 
and 39 cells, for T H 2-Ifng and T H 2-Gapdh, respectively). Bars, 1 um. 
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5.4 Experimental clues for the non-randomness of the associations 
The results presented here strongly argue against a preferred association of 
the TH2 locus with Ifng, relative to the association of either locus with Gapdh. 
Moreover, high-resolution cryo-FISH experiments showed that the three loci are very 
infrequently close enough to interact at the molecular level (Figure 5.1). 
Nevertheless, it remained possible that the average distances between the TH2 locus, 
Ifng and Gapdh were shorter than what would be expected by randomness, which 
could involve a functional mechanism. I therefore compared different cell types and 
other control loci to gain further insights into the potentially non-random nature of 
the inter-locus distance distributions. 
I first tested for differences in the T H2-Ifng distance distribution between the 
two different preparations of naive cells (Figure 5.6A,B). In absolute terms, cells 
from 'prep A' contained loci generally closer than in cells from 'prep B' (p=0.034, 
Kolmogorov-Smirnov test) (Figure 5.6A). However, this distribution is affected by 
differences in nuclear size, and cells from 'prep A' were smaller than cells from 
`prep B'. I therefore normalised the data to the respective nuclear radii, showing that 
the relative T H2-Ifng distances in 'prep B' are shorter than the ones for 'prep A' 
(p=0.012), although there are no differences for distances <0.4R (Figure 5.6.B). This 
suggests that at least in 'prep B' a degree of non-randomness in the TH2-Ifng 
distances exists, which might be relevant, given that this cell preparation contains a 
purer population of naïve cells than 'prep A'. 
I then tested whether loci in the same chromosomes as the TH2 locus 
(chromosome 11) and Ifng (chromosome 10) could have a different distance 
distribution. Distances were measured as before between Drgl (chromosome 11) and 
Fyn (chromosome 10), both located >50 Mbp away from the TH2 locus or Ifng. The 
relative average distance for Drgl-Fyn was larger than that for T H2-/frig, but the 
difference was not statistically significant (p=0.19); no differences were detected for 
distances <0.4R (Figure 5.6C). 
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Figure 5.6 — Different inter-locus distances suggest non-random behaviour of 
T H 2-Ifng. 
Previously obtained data (Figures 5.3 and 5.4) were compared with results from 
other 3D-FISH experiments in naïve and effector TH1 and TH2 cells from 'prep B'. 
A, Comparison of TH2-gng absolute distances from the two different naïve cell 
preparations. Loci from 'prep A' cells are closer than those from 'prep B' (p=0.034, 
Kolmogorov-Smirnov test) due to the larger nuclear volume of the latter. B, 
Normalisation of the distances to the respective nuclear radius reveals that loci from 
`prep B' are closer in relative terms than those from 'prep A' (p=0.012). C, Inter-
locus distances in 'prep B' naïve cells for Drgl-Fyn (n=54 cells), a pair of loci in the 
same chromosomes as the T H 2-Ifng pair (p=0.19). D, T H 2-Ifng distance distribution 
in 'prep B' naive cells and effector cells (n=49 and 51 cells for TH1 and TH2, 
respectively), showing closer relative distances involved in the naïve population 
(p<0.001 for both TH 1 and TH2). 
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Finally, I compared the T H2-Ifng distance distribution between naive cells 
from 'prep B', TH1 and TH2 cells (Figure 5.6D). As before, the distances were 
normalised to the respective nuclear radius. The results show that in effector cells the 
TH2 locus is much further apart from Ifng than in naive cells (p<0.001), although 
there are no differences for distances <0.4R (Figure 5.6D). It is worth noting that at 
least in TH2 cells, the TH2 locus is also further apart from Gapdh than in naive cells 
(not shown). The results raise the possibility that differences in chromatin 
organisation between naive and effector cells may bring the TH2 locus, Ifng and 
Gapdh into closer proximity in naive cells, without necessarily implying a functional 
interaction. 
5.5 Testing non-randomness by virtual FISH (V-FISH) 
Although differences in relative distance distributions were observed, it 
remained unclear how they compared to the distance distribution of two randomly 
located loci. For this purpose, I developed a computational model that simulates 
nuclei containing two loci (with two alleles each), which was named virtual FISH, or 
V-FISH (see Materials and Methods, section 2.13). V-FISH can generate nuclei with 
completely randomly located loci for a given nuclear radius, but it can also impose 
two kinds of spatial restriction: one involves a restriction in radial position, in order 
to mimic the non-random position of CTs (Cremer et al., 2001; Croft et al., 1999); 
the other imposes a distance limit between the loci, which would reflect a direct or 
indirect interaction between them. As an output, V-FISH yields the distances 
between the loci, but it can also score co-localisation for simulated 3D-FISH or cryo-
FISH, given certain input parameters. 
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5.5.1 Setting the co-localisation parameters 
To score co-localisation by V-FISH, distance thresholds had to be set, below 
which loci would be considered as co-localised. For the simulation of cryo-FISH, 
sections of 150 nm were virtually cut (similar to the experimental thickness); an 
independent distance threshold was set for cryo-FISH due to the increased resolution, 
and the probe target size had to be taken into consideration (see Materials and 
Methods, section 2.13). To empirically set the co-localisation parameters, I simulated 
nuclei from 'prep A' (i.e., with a radius of 3.15 gm) containing the TH2 locus and the 
proximal Csf2 gene (Figure 5.7A). Distance restrictions were imposed between the 
loci to generate a distance distribution similar to the one obtained experimentally 
(Figure 5.7B). I next empirically set the co-localisation parameters to obtain the same 
values as those observed by 3D-FISH and cryo-FISH (Figure 5.7C). The set of co-
localisation parameters that best reproduced the experimental results were distance 
thresholds of 0.9 gm and 0.7 gm for 3D-FISH and cryo-FISH, respectively, and a 
probe target diameter of 0.4 gm. 
5.5.2 The random model 
I next simulated loci randomly located in the nucleus, with no spatial 
restrictions, and compared the results with the T H2-Ifng experimental data (Figure 
5.8). The distance distribution of the randomly located loci is highly skewed to larger 
distances when compared to the experimental data (p=0.001 and p<0.001 for 'prep 
A' and 'prep B', respectively) (Figure 5.8B). Accordingly, 3D-FISH co-localisation 
frequencies are lower in the simulated data than in the experimental data (Figure 
5.9C). For cryo-FISH, however, V-FISH predicts a random co-localisation of <2% of 
the alleles, which is similar to what was obtained experimentally (section 5.2). This 
suggests that any non-randomness of the T H2-Ifng distances does not involve close 
interactions (<0.5 gm or <0.15R for naive cells). Nevertheless, the simulations with 
the random model suggest that the T H2-Ifng distances are non-random in nave cells, 
probably being restricted by nuclear organisation, which may or may not have 
functional relevance. 
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Figure 5.7 — Determination of co-localisation parameters for V-FISH. 
Inter-locus distance restrictions were imposed in loci generated by V-FISH to 
simulate TH2-CsI2 distances obtained by 3D-FISH, and co-localisation parameters 
were empirically adjusted to match the experimental results. A, Examples of nuclei 
generated by V-FISH, containing the two simulated loci in close proximity. B, T H 2-
Csf2 inter-locus distances obtained experimentally (n=46 cells), and by V-FISH 
(n=1000 cells). C, Co-localisation results from 3D- and cryo-FISH experiments 
(n=64 loci for cryo-FISH) and simulations (n=188 loci for cryo-FISH). 
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in naïve T cells. 
A, Examples of nuclei simulated by the random V-FISH model for 'prep A' naïve 
cells. B, T H 2-Ifng distances from experiments and simulation with the random model 
(n=1000 cells), showing non-random behaviour of the experimental data (p=0.001 
and p<0.001 for 'prep A' and 'prep B', respectively; Kolmogorov-Smirnov test using 
the first 60 cells of the simulation to compare similar sample sizes). C, Co-
localisation results from 3D-FISH experiments and simulations with the random 
model. 
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To test whether any experimental results could be reproduced by the random 
V-FISH model, I further compared the distance distribution from the random model 
with experimental data for Drgl -Fyn in naïve cells and T H 2-Ifng in effector TH1 and 
TH2 cells (Figure 5.9). Although the Drgl -Fyn distances are closer to the random 
model than the T H2-Ifng distances, there are still differences (p=0.003) (Figure 
5.9A). In effector cells, the distance distribution of T H 2-Ifng was the same as in the 
computational model (p=0.98 and p=0.72 for TH1 and TH2 cells, respectively) 
(Figure 5.9B). Therefore, in effector cells, the T H 2-Ifng distance can be explained by 
a simple random model, although more complex models could yield similar results. 
This further supports the non-random nature of inter-locus distances observed in 
naïve T cells. 
5.5.3 The radial model 
One type of spatial restriction that may influence the distance between two 
given loci is preferential radial position. For example, exclusion of both loci from the 
heterochromatic nuclear periphery would decrease the available nuclear volume, 
leading to an increased probability for co-localisation, without necessarily implying a 
functional interaction. Chromosomes occupy non-random positions within the 
nucleus (Cremer et al., 2001; Croft et al., 1999), which could also promote inter-
locus associations. To test the effect of constrained radial positions on inter-locus 
distances, I simulated radially restricted loci by V-FISH. 
I first measured the 3D radial positions of the TH2 locus and Ifng in confocal 
stacks from experiments using naive cells from both preparations, as well as TH1 and 
TH2 cells (Figure 5.10). Both naïve cell preparations showed similar radial 
distributions, in which both loci were excluded from the nuclear periphery, with the 
TH2 locus being slightly more internal than Ifng (Figure 5.10A). Upon differentiation 
into effector cells, the loci repositioned to a more peripheral position, especially in 
the case of Ifng, which showed a very strict radial location (Figure 5.10B). 
Interestingly, the radial positions of both loci were similar between the TH 1 and TH2 
cell populations, despite differences in expression of the TH2 cytokines and Ifng. 
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Figure 5.9 — Further comparison of the random model with experimental data. 
Previously obtained experimental and simulation data was compared to assess the 
random behaviour of the loci. The TH2-/fig distances in naive cells from 'prep B' are 
shown for comparison. A, The random model does not reproduce the distances 
between Drgl and Fyn in naïve cells from 'prep B' (p=0.003, Kolmogorov-Smirnov 
test). B, The experimental T H2-Ifng distances in effector TH1 and TH2 cells can be 
explained by the simple random model (p=0.98 and p=0.72 for TH1 and TH2 cells, 
respectively). 
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Figure 5.10 - Experimental and simulated preferential radial positions of the 
TH2 locus and Ifng. 
The 3D radial position relative to the nuclear radius was measured for the TH2 locus 
(left) and Ifng (right) from experiments in naïve (A) and effector (B) cells. The 
dashed black line represents the expected distribution of a randomly positioned 
locus. To test the effect of preferential radial positions on inter-locus distances, 
simulation parameters were empirically adjusted (Table 5.1) to reproduce the radial 
positions of the two loci in both groups of cell populations (n=1000 cells). 
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I next empirically found simulation parameters for V-FISH that would yield 
loci with the radial distributions observed experimentally. The final set of radial 
restriction parameters for each locus (Table 5.1) generated radial distributions that 
correlate well with those obtained experimentally (Figure 5.10). I used this 'radial' 
V-FISH model to predict the distance distributions for T H 2-Ifng in both naïve and 
effector cells (Figure 5.11). 
In naïve cells, the simulation data shows a close reproduction of the 
experimental data from 'prep A', with the 'prep B' data being only slightly skewed 
to closer distances (p=0.53 and p=0.14 for 'prep A' and 'prep B', respectively) 
(Figure 5.11A). Moreover, co-localisation scoring in 3D by V-FISH, using the same 
parameters as before, also yielded similar results to the experiments (14% vs. 16% in 
`prep A' and 7% vs. 7% in 'prep B', for simulations and experiments, respectively). 
In other simulations, the results for T H2-Gapdh and Drgl-Fyn were also reproduced 
by the radial model (not shown). 
In effector cells, although the radial model yielded a slightly worse fit to the 
experimental T H2-Ifng data than the random model, the experimental and radial 
model distance distributions were still statistically indistinguishable (p=0.53 and 
p=0.58 for TH1 and TH2 cells, respectively) (Figure 5.11B). In conclusion, 
preferential radial positions of the loci are enough to largely explain the distances 
observed between them in all cell populations. 
Table 5.1 — Radial V-FISH parameters for the TH2 locus and Ifng. 
Radial V-FISH parameters were set empirically to simulate the radial distribution of the TH2 locus and 
Ifng in naïve and effector cells (Figure 5.10). The table shows the mean and standard deviation for 
each set of central and peripheral exclusion parameters (see Materials and Methods, section 2.13). 
TH2 	 Ifng 
Central exclusion 	0.00±0.10 0.10±0.10 
Naïve cells 
Peripheral exclusion 	0.75±0.15 
	
0.95±0.20 
Central exclusion 	0.10±0.10 
	
0.55+0.25 
Effector cells 
Peripheral exclusion 	1.20±0.25 
	
0.85±0.05 
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Figure 5.11 — TH2-Ifng distances are explained by preferential radial positions. 
The radial V-FISH model was used to simulate loci with the experimentally observed 
radial positions, and the distances obtained from simulations were compared with 
experimental data. A, The radial model reproduces the TH2-Ifng distances in naïve 
cells, but with a worse fit in 'prep B' cells (p=0.53 and p=0.14 for 'prep A' and 'prep 
B', respectively; Kolmogorov-Smirnov test). B, Although the random model already 
reproduces the TH2-/fiig data from effector cells, the radial model also fits the data 
well (p=0.53 and p=0.58 for TH1 and TH2 cells, respectively). 
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5.6 Discussion 
I studied the previously reported interchromosomal association between the 
TH2 locus and Ifng in murine naive T cells (Spilianakis et al., 2005). In my hands, the 
level of association found between the two loci was lower than reported and as 
frequent as their association with control locus Gapdh. Although the inter-locus 
distances measured were non-random, this could be largely justified by preferential 
radial positions, which may reflect the respective CT positions and do not necessarily 
carry direct functional implications for the loci involved. 
5.6.1 Differences in results between laboratories 
The basic difference between the results presented here and those obtained by 
Spilianakis et al. (2005) relates to the comparison of TH2-Ifng with TH 2-Gapdh or 
Ifng-Gapdh. Whereas Spilianakis et al. reported increased co-localisation in nave 
cells for TH2-Ifng when compared to the TH 2-Gapdh or Ifng-Gapdh controls, I did 
not find a difference between the different pairs of loci (Figures 5.1,5.3,5.4). 
Reproduction of the same FISH protocol and on the same cells used by Spilianakis et 
al. also failed to detect a difference between TH 2-Ifng and TH2-Gapdh (Figure 5.5). 
The best indications of a reason for the contrasting results between laboratories came 
from blind scoring of the same images by both myself and C. Spilinakis, which 
yielded similar results to those reported here (see section 5.33). Therefore, either a 
bias in scoring or a puzzling unknown factor caused the differences in results. 
Nevertheless, I argue that the experiments performed in the present study involved 
more robust methods and a thorough analysis, making them more reliable than those 
previously reported (Spilianakis et al., 2005). Importantly, and irrespective of their 
non-random relative position, the TH2 locus and Ifng are very seldom located in close 
enough proximity to be involved in molecular interactions, as was seen by cryo-FISH 
(Figure 5.1). 
In their study, Spilianakis et al. (2005) also presented 3C evidence for the 
interaction, which further supports their data. However, a different laboratory has 
failed to detect the interaction by 4C (Dr. Wouter de Laat, personal communication). 
149 
CHAPTER 5 	 TH2-Ifng interaction 
Alternatively, one could argue that the TH2-Ifng association is very dynamic, making 
it indistinguishable from T H2-Gapdh by FISH, but that it can be detected by 3C. 
5.6.2 Non-randomness of the TH2-Ifng distances in naïve cells 
Although distant (90-95% of loci >1 gm away), the TH2 locus and Ifng were 
found to be non-randomly located in relation to each other in naive cells, but not in 
effector TH1 and TH2 cells (Figures 5.8,5.9). The random V-FISH model could 
reproduce experimental data from effector cells, but not from any pairs of loci 
analysed in naïve cells. This could imply that loci are more spatially restricted in 
naive cells (already accounting for differences in nuclear size), preventing any loci 
from behaving in a random fashion. Low chromatin mobility and preferential relative 
CT positions could contribute to the higher spatial restriction in naive cells. 
The radial model successfully reproduced the majority of the data in both 
naïve and effector cells (Figure 5.11 and not shown), showing that radial restriction 
of the analysed loci is enough to explain the non-random distances in naïve cells. The 
only observed deviation of the simulation data from the experimental results 
occurred in the case of TH2-Ifng in 'prep B' naive cells, and this difference was not 
statistically significant (Figure 5.11A). However, it is still possible that other factors 
may be bringing the loci closer together in this case, although it is worth noting that 
the differences between simulation and experiment only occurred for distances larger 
than 1.5 gm. 
One could consider more complex computational models to simulate FISH 
data by including other features of nuclear organisation, such as murine centromeric 
clusters, which could further restrict the relative positioning of the loci. To simulate 
murine centromeric clusters, one would have to measure the number and size 
distributions of the clusters in the different cell types, and to determine whether they 
are non-randomly positioned in the nucleus. As working hypotheses are built from 
previous models and experiments, more complex models such as this one could 
prove useful, bringing further mechanistic insights. 
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5.6.3 Functional views on the non-random TH2-Ifng distances 
Given that the preferential radial positions of the TH2 locus and Ifng are 
sufficient to explain their non-random inter-locus distances, one possibility is that 
this is a passive consequence of preferential CT positions (Cremer et al., 2001; Croft 
et al., 1999). However, it is also possible that the preferential radial positions of the 
loci are driven by functional interactions, which may contribute to CT position or be 
independent from it. In this view, upon differentiation into effector cells, functional 
interactions could be broken up and/or new ones established, thus driving the 
relocation of the loci within the nucleus. 
If functional associations are involved, they are likely to be of an indirect 
nature, as the distances involved are large (>1.5 gm). One hypothesis is that the 
silent TH2 and Ifng loci are associated with large centromeric clusters in naive cells 
(Brown et al., 1997), and could therefore often share the same cluster. Although this 
hypothesis was not tested thoroughly, visual analysis of the position of the TH2 locus 
and Ifng in relation to intensely DAPI-stained regions in the nucleus suggests that the 
loci do not often associate with centromeric clusters (not shown). An alternative 
explanation is that the loci share associations with large active domains in the 
nucleus, such as splicing speckles (Brown et al., 2006). Associations with active 
regions of the nucleus could be established through active sequences lying nearby the 
TH2 locus and Ifng in the respective chromosomes, or involve a pre-poised status of 
the two silent loci, as suggested by Spilianakis et al. (2005). This 'active association' 
hypothesis would also explain the similar non-random nature of the T H2-Gapdh and 
Ifng-Gapdh distances. 
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6. The Role of Chromatin Organisation in the Regulation of 
a Gene-Dense Cluster 
6.1 Introduction 
One of the main aims in the post-genomic era has been to understand how 
genes are regulated at the level of transcription and consequently give rise to cell 
type-specific transcriptional profiles. However, knowledge on the regulation of gene 
transcription is strongly biased towards studies of a small number of atypical genes 
that have highly restricted expression patterns. Expression of these tissue-specific 
genes is often controlled by distant regulatory DNA elements; the P-globin locus 
control region (LCR) is a prototype of such an element in mammals. At its 
endogenous position, the LCR enhances the expression of the mouse P-globin-like 
genes 25-100 fold (Epner et al., 1998). LCR-mediated transcriptional enhancement 
has been correlated with chromatin opening (Grosveld et al., 1987), histone 
acetylation of the locus (in case of the LCR of the human growth hormone cluster) 
(Ho et al., 2002), the initiation of intergenic transcripts (Ling et al., 2004; Routledge 
and Proudfoot, 2002) and intrachromosomal associations with active genes via 
chromatin looping (Carter et al., 2002; Tolhuis et al., 2002). At the level of nuclear 
organisation, LCR activity has been correlated with the repositioning of the p-globin 
locus away from its CT (Ragoczy et al., 2003) and increased association with 
transcription factories (Ragoczy et al., 2006). However, the relative importance of 
these events for the enhancement of gene transcription is currently unclear. 
Remarkably little is known about the regulation of more ubiquitously 
expressed genes, which comprise the major part of the coding genome. Unlike their 
tissue-specific counterparts, these housekeeping genes are rarely studied at the single 
gene level, and insight into the genetic and epigenetic parameters that influence their 
expression patterns relies mostly on genome-wide approaches. High-throughput 
expression studies revealed that housekeeping genes often cluster in large gene-dense 
regions on murine and human chromosomes (Caron et al., 2001; Lercher et al., 
2002). Breakpoints of synteny were shown to be under-represented in these regions, 
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suggesting that this organisation is under natural selection (Singer et al., 2005). 
Although these clustered genes often encode for proteins involved in different 
metabolic pathways, clustering may promote their transcriptional co-regulation. 
The functional compartmentalisation of the nucleus could contribute to the 
co-regulation of clustered genes (Chakalova et al., 2005; Lercher et al., 2002). For 
example, relocation of subchromosomal regions away from their respective CTs has 
been correlated with activation of gene clusters contained within those regions 
(Chambeyron et al., 2005; Mahy et al., 2002a; Volpi et al., 2000). Furthermore, 
transcription occurs in discrete foci, or transcription factories (Iborra et al., 1996; 
Pombo et al., 1999b), such that genes lying adjacent to an active sequence on the 
linear DNA template could have an increased probability of associating with 
transcription factories, thus facilitating their expression and co-regulation (Osborne 
et al., 2004). Similar mechanisms may underlie the association of genomic regions 
with splicing speckles, which has also been found to correlate with increased 
expression (Brown et al., 2006; Shopland et al., 2003). While a relationship between 
gene expression and nuclear organisation exists, it is not clear to what extent the 
nuclear position of a locus may drive co-regulation of closely juxtaposed genes. For 
example, it has not been tested whether different cues driving repositioning of a 
locus always cause the same genes within that locus to change expression, which 
might be expected if repositioning per se drives gene expression levels. 
6.1.1 Aims 
The work presented in this chapter was done in collaboration with the 
laboratory of Dr. Wouter de Laat (Erasmus MC, Rotterdam, Holland). We 
investigated the hierarchy and importance of different levels of gene regulation by 
analysing in detail gene expression, chromatin structure and nuclear position of an 
gene-dense region in the mouse genome. To gain further insights into the regulation 
of transcription and test for the co-regulation of clustered genes, transgenic mice 
were created in which the human 13-globin LCR was inserted into the gene-dense 
region. Genes as far as 150 kb were found upregulated by the LCR, which allowed 
studies on the contribution of chromatin structure and nuclear position to the 
regulation of the locus as a whole and of individual genes in the locus. 
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The data relative to gene expression (sections 6.2.1 and 6.3.2), ChIP 
experiments (sections 6.2.2 and 6.3.3), LCR tagetting (section 6.3.1) and 3C (section 
6.3.6) were generated and analysed by members of the group of W. de Laat 
(individual contributions are highlighted throughout the text). 
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6.2 Characterising a gene-dense region on mouse chromosome 8 
To study the expression, chromatin organisation and nuclear position of a 
gene dense region, a —300 kb genomic region that contains 18 genes and which 
resides in the middle of mouse chromosome 8 at the transition of band C3 and C4 
was chosen (Figure 6.1A). This extremely gene dense area is located within a 3 Mb 
gene cluster that contains 79 genes. The syntenic region in the human genome was 
previously classified as a RIDGE (region of increased gene expression), indicating 
that the majority of its genes are expressed in a large number of tissues and are 
therefore considered housekeeping genes (Caron et al., 2001). The genes do not share 
sequence homology and encode for proteins that function in very diverse cellular 
processes, suggesting that gene clustering at this genomic location is not the result of 
sequence duplication during evolution. The 300 kb gene-dense region is hereafter 
referred to as 8C3/C4. 
6.2.1 Gene expression at 8C3/C4 
The expression of the individual genes clustered at 8C3/C4 was analysed by 
comparing their transcription profile in 61 different tissues. For this, a publicly 
available gene expression database (http://symatlas.gnf.org/SymAtlas/) was used that 
provides Affymetrix microarray measurements of steady-state mRNA levels in many 
tissues (Su et al., 2002). Additional Affymetrix expression array experiments were 
performed (Daan Noordermeer, Marieke Simonis and George Garinis, Erasmus MC) 
in order to understand expression in tissues relevant for the present study, such as 
E14.5 foetal liver and brain (Figure 6.1B). Genes were classified as belonging to one 
of three categories: (1) genes that are expressed in most tissues and at levels 
comparable between the tissues, (2) genes that are expressed in most tissues but at 
levels that differed significantly between the tissues, and (3) tissue-specific genes 
that are expressed in only one or a few tissues. Genes belonging to each category 
were found at 8C3/C4 and were distributed along the chromosome in a seemingly 
random order (Figure 6.1B). 
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Figure 6.1 — Gene expression at a gene-dense region of the mouse genome 
A, The gene-dense region 8C3/C4 on mouse chromosome 8. Genes are numbered 
relative to the central gene Rad23a (gene 0). Human synteny and cytogenetic bands 
are depicted on top. B, Expression levels at 8C3/C4 of genes represented on the 
murine Affymetrix 430 2.0 Microarray. Different expression categories are indicated 
by shaded boxes. The term 'housekeeping' refers to genes expressed in most tissues. 
For differentially expressed genes, it is indicated in which tissue the gene is more 
highly expressed. NP: not present on the microarray. Figures kindly provided by D. 
Noordermeer. 
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Absolute mRNA levels measured by microarrays are also influenced by post-
transcriptional events and microarray hybridisation efficiencies. However, analysis 
of primary transcript levels by quantitative reverse transcriptase PCR (qRT-PCR) 
using intron-specific primers, indicated that the measured differences in mRNA 
levels of a given gene across tissues mainly reflect a difference in transcriptional 
activity (Figure 6.2). Therefore, the expression data reveal that knowledge of the 
expression profile in one tissue has little, if any, predictive value for the expression 
profile in a different tissue. For example, Klfl (gene +5), which is highly expressed 
in E14.5 liver and at a low level in adult liver, lies less than 10 kb from Gcdh (gene 
+4), a gene with an opposite expression pattern in these tissues. The data suggests 
that there is little transcriptional co-regulation between the genes, although this does 
not exclude that clustering of genes may contribute to the establishment of active 
states. 
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primary transcript levels messenger RNA levels 
(qRT-PCR) 	(Affymetrix) 
CaIR 	o.5- 	 0.5- 
10- 	 10- 
Klfl 0.5- 0 5- 
ND 0 0 
Prdx2 0 5- 0.5 
0 
❑ E14.5 Fetal liver 
• E14.5 Fetal brain 
Figure 6.2 — Differences in mRNA levels across tissues reflect differences in 
transcriptional activity. 
Expression levels of a subset of genes at 8C3/C4 were measured by qRT-PCR in 
three independent DNAseI-treated RNA samples from E14.5 liver and brain tissues, 
and a minimum of two PCR reactions per sample. Primary transcript levels measured 
for Nfix, Rad23a, Klfl and Prdx2 were normalised to the primary transcript levels of 
CaIR, taking into account the difference in CaIR expression as measured by 
microarray analysis between foetal liver and brain. ND: not detected. Both the 
microarray and the primary transcript analyses measured by qRT-PCR show a very 
similar relative pattern of expression for each gene, indicating that the measured 
differences in mRNA levels are the result of altered transcriptional activity. Error 
bars represent standard deviations. Figure kindly provided by D. Noordermeer. 
158 
CHAPTER 6 	 Chromatin organisation and regulation 
6.2.2 Histone acetylation at 8C3/C4 
Acetylation of histone H3 is normally associated with active chromatin and 
often co-localises with other active marks such as di- and trimethylated H3K4 
(Bernstein et al., 2005). ChIP experiments were performed on E14.5 foetal liver and 
foetal brain to analyse the distribution of this epigenetic mark across 8C3/C4 (D. 
Noordermeer and Petra Klous). A region-wide analysis in both tissues revealed 
enrichment of hyperacetylated histone H3 at the promoters of the actively transcribed 
genes, but not at inactive promoters or intergenic areas present in the region (Figure 
6.3A,B). Such a punctuated, rather than domain-wide pattern of hyperacetylation was 
previously observed at gene-rich regions in a genome-wide mapping study (Roh et 
al., 2005). To analyse whether the data was influenced by differences in histone H3 
occupancy at these sites, ChIP was performed with an antibody against the C-
terminus of histone H3 (Figure 6.3C). Considerable differences in H3 enrichment 
were observed in a pattern generally opposite to that found with the antibody against 
acetylated H3. Thus, H3 was most abundantly present at intergenic regions and at 
inactive promoters and relatively depleted from active promoters. 
One possible mechanism by which genes could benefit from clustering is by 
stabilising active epigenetic marks across the locus, which would be reflected in a 
more or less even distribution of active marks along the gene cluster. However, the 
punctuated pattern of H3 depletion and acetyl deposition at 8C3/C4 reflects the 
tissue-dependent expression status of the individual genes present in this gene-dense 
region. Therefore, histone H3 acetylation does not seem to contribute to the potential 
co-regulation of genes within 8C3/C4, but instead may help modulate expression at 
the single-gene level across different tissues. 
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Figure 6.3 — Histone H3 acetylation and occupancy at 8C3/C4. 
A,B, Histone H3 acetylation was measured at promoters (•) and other regions (*) of 
the 8C3/C4 locus in E14.5 foetal liver (A) and brain (B) by Ch1P. Enrichments were 
normalised to the amylase promoter. C, Similar experiments were performed to 
measure histone H3 occupancy at 8C3/C4 in E14.5 foetal liver. Enrichments were 
normalised to the endogenous 13-major promoter. Error bars represent SEM of at least 
two independent experiments. Figures kindly provided by D. Noordermeer. 
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6.2.3 Position of 8C3/C4 relative to its CT 
The even distribution of transcription sites throughout CTs suggests that the 
position of a gene in relation to its CT could be independent of the transcription 
status of the gene (Abranches et al., 1998; Verschure et al., 1999) (see also Chapter 
4, section 4.2). Accordingly, there seems to be no general distinction between the 
distributions of active and inactive sequences relative to their CTs (Mahy et al., 
2002b; Scheuermann et al., 2004). However, there are examples of genes that 
reposition towards the outside of their respective CT upon activation, although the 
mechanism and functional significance of this relocation remain unclear 
(Chambeyron et al., 2005; Mahy et al., 2002a; Volpi et al., 2000). 
I asked whether the gene-dense, housekeeping character of the 8C3/C4 
cluster could lead to a preferential positioning of the locus in relation to its CT. 
Cryosections of E14.5 mouse foetal liver were hybridised with a BAC probe 
covering part of the 8C3/C4 locus and to a whole chromosome 8 paint, by cryo-FISH 
(Figure 6.4B). Distances between the centre of each locus and the nearest CT edge 
were measured, showing that 8C3/C4 is found mostly near the edge of its CT (61% 
within 0.2 µm of the edge), and 7% is >0.4 pm away from the edge, looping out from 
the CT (Figure 6.4A). It is worth noting that due to the sectioning, the distances 
measured here do not reflect the actual distances in 3D. However, even if this causes 
a bias, the error will only occur for loci located away from the CT edge (whether 
inside or outside the CT), whereas 8C3/C4 was mostly found near the edge of its CT. 
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Distance to CT edge (pm) 
Figure 6.4 — 8C3/C4 is often positioned at the edge of its CT. 
A, Cryosections of foetal liver nuclei were hybridised with a BAC probe containing 
the 8C3/C4 locus (red) and a chromosome 8 specific paint (green), and imaged on a 
widefield LM. B, The distances from the centre of each locus to the nearest CT edge 
were measured (n=240 loci). Bars, 1 um. 
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6.2.4 Position of 8C3/C4 relative to speckles and Pol II foci 
The peripheral position of 8C3/C4 in relation to its CT may have no 
functional significance, or reflect an association with nuclear structures that are 
external to CTs, such as splicing speckles. For example, R-bands and some actively 
expressed genes have been shown to preferentially associate with speckles (Shopland 
et al., 2003). I immunolabelled splicing speckles using an antibody raised against the 
Sm antigen, a spliceosomal factor, before labelling 8C3/C4 by cryo-FISH (Figure 
6.5A). The 8C3/C4 locus was often found adjacent to (63%) or overlapping with 
(21%) splicing speckles, as reported before for regions containing many active genes 
(Shopland et al., 2003). As splicing speckles are located outside CTs, the preferred 
association of 8C3/C4 with these domains is consistent with the favoured position of 
the locus towards the periphery of its CT. 
I next investigated the association of 8C3/C4 with the elongating form (Ser2-
phosphorylated) of Pol II. Labelling of 8C3/C4 by cryo-FISH after immunostaining 
of the elongating form of Pol II revealed that 51% of 8C3/C4 alleles overlapped with 
Pol II foci and 29% were adjacent to these; loci classified as 'adjacent' were on 
average 0.46±0.09 µin away from the centre of a Pol. II focus, whereas 'overlapped' 
loci were 0.23±0.10 um away. Although a certain degree of spurious, non-functional 
association of 8C3/C4 with Pol II foci is expected, the frequent association of 
8C3/C4 with the transcription machinery most likely reflects the high density of 
actively transcribed genes at 8C3/C4. 
Although transcription sites are seen within CTs in several cell types 
(Abranches et al., 1998; Verschure et al., 1999) (see also Chapter 4, section 4.2), it 
was possible that in mouse foetal liver Pol II had a different spatial organisation 
relative to CTs, and that Pol II association could help drive the preferential location 
of 8C3/C4 at the periphery of its CT. To test this hypothesis, I simultaneously 
labelled 8C3/C4, the territory of chromosome 8 and the active form of Pol II in 
cryosections (Figure 6.6A-E). Distances between 8C3/C4 and the CT edge were 
measured for both Pol II-free (pool of 'separate' and 'adjacent' categories above) and 
Pol II-associated (`overlapped' category above) populations (Figure 6.6F), showing 
no significant difference between both distributions (p=0.73; Kolmogorov-Smirnov 
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test). These results suggest that transcription of the genes at 8C3/C4 takes place 
regardless of the position of the locus relative to its CT. 
Figure 6.5 — 8C3/C4 is frequently associated with splicing speckles and foci of 
active Pol II. 
Nuclear cryosections (pseudocoloured blue) were immunolabelled with antibodies 
against the Sm antigen (A, green) or the Ser2-phosphorylated form of Pol II (B, 
green), hybridised to the 8C3/C4 BAC probe (red), and the locus position scored in 
relation to either nuclear structure (see text; n=56 and 231 loci for Sm and Pol II, 
respectively). All images were collected using a confocal microscope. Bars, 1 um. 
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Figure 6.6 — Association of 8C3/C4 with Pol II foci is independent of its position 
relative to the CT. 
A-E, The active form of Pol II (blue or grayscale), 8C3/C4 (red; arrowheads) and 
chromosome 8 (green) were labelled as before and imaged on a widefield LM. The 
nucleus is outlined by a white line. Loci were classified as Pol II-free or Pol II-
associated (see text). Association of 8C3/C4 with Pol II foci occurs both outside (B) 
and inside (D) the CT, and Pol II-free loci can also be found in both positions (C,E). 
Bars, 1 	F, The distances of both Pol 11-free (n=89) and Pol 11-associated (n=98) 
loci relative to the CT edge were measured. No significant difference between the 
distributions was detected (p=0.73; Kolmogorov-Smirnov test). 
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6.3 Effects of introducing the 13-globin LCR into 8C3/C4 
In order to gain additional insights into the relationship between chromatin 
structure, nuclear organisation and transcription regulation at 8C3/C4, the system 
was modified by introducing the human P-globin LCR into this region. The p-globin 
LCR is a strong, erythroid-specific regulatory DNA element of —20 kb that confers 
position-independent and copy-number dependent expression to transgenes in mice 
(Grosveld et al., 1987). At its endogenous genomic location, the LCR is required for 
high expression levels of the P-globin-like genes (Epner et al., 1998). Furthermore, 
the LCR has been implicated in the relocation of the P-globin locus away from its CT 
(Ragoczy et al., 2003) and the nuclear periphery, and increased association with 
transcription factories (Ragoczy et al., 2006). 
6.3.1 Targeting the I3-globin LCR into 8C3/C4 
The full, —20 kb, human LCR was targeted in a sense (S) and anti-sense (AS) 
orientation into the Rad23a gene (gene 0, Figure 6.1A) using homologous 
recombination in ES cells (W. de Laat) (Figure 6.7A,B). Rad23a is located centrally 
in 8C3/C4 and both alleles can be knocked out without leading to an abnormal 
phenotype, due to the redundant presence of the homologous Rad23b gene in the 
mouse genome (Ng, 2003). Mice homozygous for the integrated LCR in either 
orientation also did not show an abnormal phenotype. To test for functionality of the 
integrated LCR, DNaseI hypersensitivity assays were performed (Erik Splinter, 
Erasmus MC). Each of the 5 hypersensitive sites (HSs) characteristic for the human 
p-globin LCR were found to be present in E14.5 liver cells of LCR-S+1± and LCR-
AS44 fetuses, indicating that the integrated LCR binds its normal repertoire of 
transcription factors (Figure 6.7C). 
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Figure 6.7 — Targeting of the Vglobin LCR into the Rad23a gene. 
A, The full-length human 13-globin LCR, linked to a puromycin selection marker, 
was integrated in sense (LCR-S, blue) and anti-sense (LCR-AS, red) orientation 
relative to Rad23a, removing exons II-VII from the Rad23a gene. HSs in the LCR 
are numbered and represented by shaded boxes. B, E14.5 foetal liver DNA was 
digested with increasing amounts of DNaseI and DNA fragments containing the 
respective HSs were visualised by Southern blotting. Hypersensitive DNA fragments 
are indicated by arrows. Figures kindly provided by D. Noordermeer. 
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6.3.2 Gene expression at 8C3/C4 in the presence of an integrated LCR 
To test whether insertion of the LCR in the 8C3/C4 locus led to changes in 
transcriptional activity at 8C3/C4, the expression levels of genes in this region was 
systematically analysed by qRT-PCR, in cells with and without the two oppositely 
oriented LCRs (W. de Laat and D. Noordermeer). A complex pattern of 
transcriptional upregulation around the integration site was observed with both LCR 
orientations in E14.5 livers (Figure 6.8A). To exclude that integration per se, or the 
disruption of the Rad23a gene, had an effect on gene expression at 8C3/C4, the 
transcription of several genes was also analysed in E14.5 brain cells, which do not 
contain LCR activity (Figure 6.8B). No upregulation of genes in the region was 
observed in brain cells, demonstrating that enhanced gene expression in foetal liver is 
dependent on the erythroid-specific LCR activity. 
In E14.5 liver cells, each oppositely oriented LCR enhanced the expression of 
at least seven genes surrounding the integration site, the most distal one (Ier2, gene -
7) being over 150 kb away from the integrated LCR. Each LCR activated genes on 
the plus and minus strands, as well as upstream and downstream of the integration 
site, demonstrating bi-directional activity of the LCR. The latter observation was 
somewhat surprising given that the LCR is thought to function in a unidirectional 
manner in the (3-globin locus (Tanimoto et al., 1999). However, this finding was in 
agreement with results showing that a marked (3-globin gene placed upstream of the 
LCR competes with downstream genes for activation by the LCR (Wai et al., 2003). 
Upstream gene activation occurred despite the binding of the insulator protein CTCF 
to the outer HS5 of the LCR (Figure 6.8C; D. Noordermeer), confirming that binding 
of CTCF does not necessarily lead to enhancer-blocking (Defossez et al., 2005). 
Genes present at 8C3/C4 responded very differently to the integration of the 
two LCRs. Genes at positions -1 (Gadd45gipl), +4 (Gcdh), and +6 (Dnase2a) 
relative to the integration site were upregulated to levels that were similar between 
both LCRs. Genes at positions -2 (Dandy) and +1 (Ca1R) also responded to both 
LCRs, but reached significantly different levels of mRNA. Interspersed at positions -
6 (Btbdl4b), -5 (D8Ertd812e), -3 (Nfix), +2 (Farsla) and +5 (KIM were genes that 
did not respond to the LCR in either orientation. Structural constraints or a lack of 
certain cis-regulatory elements may prevent these genes from communicating with 
168 
hHS5 mHS5 pmajor 
Its 
0 
   
 
2 
	0  
   
   
     
-3 	 I 11  LZI 
CHAPTER 6 	 Chromatin organisation and regulation 
the LCR, or they may have been transcribing already at a maximum rate in wild-type 
cells. Finally, genes at positions -7 (ler2) and -4 (Lyll) were upregulated only by the 
LCR integrated in the sense (S) orientation, whereas genes at positions +3 (Syce2) 
and +7 (Mastl) responded exclusively to LCR-AS. Thus, although both LCRs 
induced a generalised upregulation at 8C3/C4, individual genes responded differently 
to the integration of each of the LCRs. 
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Figure 6.8 — Gene expression at 8C3/C4 in the presence of the LCR. 
A,B, Expression levels were determined in wild-type, LCR-S and LCR-AS E14.5 
foetal liver (A) or brain (B) using qRT-PCR. Insertion of the human p-globin LCR at 
the Rad23a gene (orange) caused a tissue-specific upregulation of gene expression in 
foetal liver relative to wild-type levels (set at 1 for each gene). Error bars represent 
95% confidence intervals obtained from a Student's t-test, Welch corrected. P-values 
of significant differences in expression levels measured between the two oppositely 
LCRs are shown above the relevant genes. C, Binding of CTCF to HS5 of the human 
3-globin LCR (hHS5) was determined by ChIP in E14.5 foetal liver. Enrichments 
were normalised to the endogenous P-major promoter. Levels for the endogenous 13-
globin HS5 (mHS5) are shown as a control. Binding of CTCF to the transgenic LCR 
was similar to that of the endogenous murine LCR, and did not lead to enhancer-
blocking activity of genes located upstream of the integration site. Error bars 
represent SEM of at least two independent experiments. Figures kindly provided by 
D. Noordermeer. 
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6.3.3 Histone acetylation at 8C3/C4 in the presence of an integrated LCR 
One possible mechanism for the LCR-mediated upregulation of genes at 
8C3/C4 was the spreading of an epigenetic signal from the LCR to the neighbouring 
genes. In the human growth hormone cluster, the spreading of histone H3 acetylation 
from its LCR towards the target genes has been suggested to underlie the 
enhancement of their expression (Elefant et al., 2000; Ho et al., 2002) and to be 
responsible for the bystander activation of an unrelated gene present in the region 
(Cajiao et al., 2004). 
ChIP experiments were performed to investigate the distribution of histone 
H3 acetylation across 8C3/C4 in E14.5 transgenic livers, which was compared with 
the acetylation pattern observed in wild-type foetal liver cells (Figure 6.9A; D. 
Noordermeer and P. Klous). Only one marked change in level of acetylation was 
found, at a site immediately downstream of the integrated LCR-S, whereas 
acetylation levels at 12 other positions in the locus were essentially the same between 
wild-type, LCR-S and LCR-AS cells. H3 occupancy at sites across 8C3/C4 was also 
not markedly influenced by the presence of the LCRs (Figure 6.9B). Therefore, the 
data does not provide evidence for spreading of histone H3 acetylation from the 
integrated LCRs. This is in agreement with the observation that deletion of the 
endogenous 13-globin LCR has little effect on histone H3 acetylation patterns 
elsewhere in the P-globin locus (Schubeler et al., 2000). Moreover, the finding that 
genes distant to the LCR are upregulated, while more proximal genes are not, is 
difficult to explain by a mechanism involving the spreading of a signal from the LCR 
along the linear DNA template. 
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Figure 6.9 — Histone H3 acetylation and occupancy does not change after the 
insertion of the LCR. 
A,B, Histone H3 acetylation (A) and occupancy (B) were measured by ChIP as 
before, at promoters (A) and other regions (*) of the 8C3/C4 locus in LCR-S and 
LCR-AS E14.5 foetal livers, and compared with wild-type levels. Integration of the 
LCR did not cause changes in H3 acetylation or occupancy, despite the increase in 
gene expression. Error bars represent SEM of at least two independent experiments. 
Figures kindly provided by D. Noordermeer. 
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6.3.4 Position of 8C3/C4 relative to its CT after LCR integration 
Gene activation has previously been correlated with spatial repositioning of 
loci away from their corresponding CT (Chambeyron et al., 2005; Mahy et al., 
2002a; Volpi et al., 2000). I therefore analysed whether the LCR-mediated increase 
in gene expression at 8C3/C4 was accompanied by a repositioning of the locus 
relative to its CT. 
Cryo-FISH experiments were performed as before to measure the position of 
the locus relative to the edge of chromosome 8 territory in LCR-S and LCR-AS 
E14.5 liver and brain cells (Figure 6.10). In nuclei carrying the inserted LCR in 
either orientation, the BAC signal had a dot-like appearance similar to wild-type 
cells, despite the insertion of a —20kb transgenic fragment (Figure 6.10A). In E14.5 
liver cells, where the LCR is active, there was a highly significant shift of the 
distribution of distances between 8C3/C4 and the CT edge towards a more external 
position (p<0.001; Kolmogorov-Smirnov test). The percentage of loci found looped 
out >0.4 gm away from the CT increased from 7% in wild-type to 19% and 17% in 
LCR-S and LCR-AS mice, respectively (Figure 6.10B). Thus, independent of its 
orientation in the locus, the LCR induced relocation of 8C3/C4 away from its CT. In 
brain cells, where the LCR is not active, 8C3/C4 is also found at the periphery of its 
CT, but this localisation is not altered after LCR insertion, showing that the 
repositioning of the locus in liver cells is dependent on LCR activity (Figure 6.10C). 
Repositioning of the locus within the nucleus can also involve a shift in radial 
position. The nuclear periphery is enriched for heterochromatic regions that may 
promote silencing of nearby genes, such that movement away from the lamina has 
been associated with gene activation (Chambeyron and Bickmore, 2004a; Chuang et 
al., 2006). To test whether looping out of 8C3/C4 from its CT also involved a 
movement relative to the nuclear periphery, I measured distances from the 8C3/C4 
locus to the nuclear edge in sections of wild-type, LCR-S and LCR-AS E14.5 liver 
sections (Figure 6.11). There was no significant difference between all three 
distributions, and the majority of the loci were located >1 gm away from the nuclear 
lamina, in accordance with the active state of this gene-dense region. 
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Figure 6.10 — Tissue-specific repositioning of 8C3/C4 in relation to its CT upon 
insertion of the LCR. 
A,B, 8C3/C4 (red) and chromosome 8 (green) were labelled as before in cryosections 
of wild-type, LCR-S and LCR-AS foetal liver nuclei (A) and their distance to the CT 
edge was measured (n>237 loci) (B). Statistically significant differences were found 
between the wild-type and both LCR orientations (p<0.001; Kolmogorov-Smirnov 
test), such that the locus was found more towards the outside of its CT after insertion 
of the LCR. C, The same experiment on sections of foetal brain revealed no 
significant difference between wild-type and LCR-AS nuclei (p=0.45; n>59), 
showing that repositioning was dependent on LCR activity in foetal liver. Images 
were collected using a confocal (A) or a widefield (C) microscope. Bars, 1 um. 
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Figure 6.11 — There is no change in the radial position of 8C3/C4 after insertion 
of the LCR. 
The distance of 8C3/C4 to the nuclear periphery was measured in sections of wild-
type (n=48 loci), LCR-S (n=50 loci) and LCR-AS (n=49 loci) foetal liver nuclei after 
cryo-FISH experiments and imaging on a confocal microscope (A), revealing no 
differences between the three strains (B) (p=1.0 and 0.89 for wild-type versus LCR-S 
and LCR-AS, respectively; Kolmogorov-Smirnov test). The average nuclear radius is 
3.2 p.m, as obtained by the sequential subtraction method (Materials and Methods, 
section 2.11.4). 
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6.3.5 Association of 8C3/C4 with speckles and Pol II foci after LCR 
integration 
I next analysed whether insertion of the LCR and repositioning away from 
the CT influenced the association of 8C3/C4 with splicing speckles. Simultaneous 
labelling of speckles and 8C3/C4 was performed as before on cryosections of LCR-
AS E14.5 liver cells, showing no difference in the association of the locus with 
speckles after insertion of the LCR (Figure 6.12A,B). Therefore, the relocation of the 
locus relative to the CT is not related with an increased association with splicing 
speckles. 
To test whether the increase in gene expression at 8C3/C4 after LCR 
insertion was reflected in the association with active Pol II foci, I labelled Pol II and 
8C3/C4 as before on LCR-S and LCR-AS livers (Figure 6.12C). In LCR-S cells, 
integration of the 13-globin LCR had a small positive effect on the frequency of 
association of 8C3/C4 with Pol II foci (Figure 6.12D), increasing from 51% to 61% 
in wild-type versus LCR-S foetal liver sections (p=0.03; Fisher's test using pooled 
data from two independent hybridisations). In LCR-AS cells, the effect was larger, 
with Pol II association being as high as 77% (p=0.001). However, visual examination 
of Pol II distribution revealed that most nuclear profiles from LCR-AS sections had 
more Pol II foci than those from wild-type and LCR-S sections, which could explain 
the sharp increase in association of 8C3/C4 with Pol II in these cells (Figure 6.12C). 
Increased Pol II density in LCR-AS livers was also observed across independent 
embryos, and was not due to differences in section thickness between wild-type and 
LCR-AS samples, as this parameter was tightly controlled during sectioning (140 
nm). Determination of the number of total Pol II foci confirmed that in LCR-AS liver 
sections there is a higher density of foci than in liver sections from the other two 
mice (Figure 6.13). The reason for this increase in Pol II density remains unclear. 
LCR-S cells, on the other hand, contain a similar density of Pol II foci to wild-type 
cells (Figure 6.13), providing support that the increase in association of 8C3/C4 with 
Pol II in these cells is not spurious. 
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Figure 6.12 — Association of 8C3/C4 with splicing speckles and Pol II after 
insertion of the LCR. 
A,B, Splicing speckles (green) and 8C3/C4 (red) were labelled as before in sections 
of wild-type and LCR-AS foetal liver nuclei (blue) (A); after imaging by confocal 
microscopy association was scored (B), showing no difference between the two 
populations. C,D, The active form of Pol II (green) and 8C3/C4 (red) were labelled 
in nuclei (blue) of wild-type and LCR-S foetal liver cells (C); after imaging by 
widefield microscopy their association frequency was scored (n>231 loci) (D). After 
the insertion of the LCR there is a significant increase in association of 8C3/C4 with 
transcription factories (p=0.03 and 0.001 for LCR-S and LCR-AS, respectively; 
Fisher's test using pooled data from two independent hybridisations). Error bars 
represent standard deviations of two independent experiments. 
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Figure 6.13 — LCR-AS foetal liver cells have a higher density of Pol II foci. 
After immunolabelling of Pol II in sections of wild-type, LCR-S and LCR-AS liver 
(n>101 nuclear profiles), the number of Pol II foci were counted and the area of the 
respective nuclear sections measured. Dividing the number of sites by the nuclear 
area shows that LCR-AS nuclei have a higher density of Pol II foci than wild-type 
and LCR-S cells (p=0.42 and p<0.001 for WT versus LCR-S and LCR-AS, 
respectively; Kolmogorov-Smirnov test). 
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Given the concomitant relocation of the locus and increased association with 
Pol II foci in LCR-S liver cells, I tested whether LCR-mediated looping out of the 
CT was driving the increased association with Pol II. For this purpose, I 
simultaneously labelled elongating Pol II, chromosome 8 and 8C3/C4, before 
measuring distances between 8C3/C4 loci and the CT edge for both Pol II-free and 
Pol II-associated populations (Figure 6.14). No significant difference between the 
distance distributions of both populations was found (p=0.47; Kolmogorov-Smirnov 
test), revealing that Pol II association in the presence of the LCR remains 
independent of position relative to the CT, despite the relocation of 8C3/C4 away 
from its CT. This suggests that the LCR-induced relocation of the locus away from 
the CT is not necessary for the increased engagement with the transcription 
machinery. 
Pol II-'Free' 	Pol II-Associated 
Distance to CT edge (pm) 
Figure 6.14 — The increase in association with Pol Ills independent of the 
position of 8C3/C4 relative to its CT. 
Pol II, 8C3/C4 and chromosome 8 were labelled in LCR-S nuclei and the distances 
between 8C3/C4 loci and the CT edge were measured for both populations of Pol II-
free (n=65) and Pol II-associated (n=119) loci. There is no significant difference 
between both distributions (p=0.47; Kolmogorov-Smirnov test), showing that loci 
that have moved outside the CT after LCR insertion do not have preferred 
association with Pol II. 
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6.3.6 Chromatin looping at 8C3/C4 
Long-range interactions via chromatin looping were previously observed at 
the human and mouse 13-globin loci, where the LCR was found to specifically contact 
the actively transcribed (3-globin genes (Carter et al., 2002; Palstra et al., 2003; 
Tolhuis et al., 2002). If the enhancer action of the LCR depends on long-range 
contacts, it was possible that such interactions also occurred within 8C3/C4 after 
insertion of the LCR, thus mediating the upregulation of specific genes within the 
cluster. 
To investigate whether increased expression levels were due to looping of the 
integrated LCR towards specific genes at 8C3/C4, 3C technology was applied 
(Dekker et al., 2002) using a recently developed Taqman approach for a more 
accurate detection of crosslinked ligation products (Splinter et al., 2006). Interactions 
between the integration site at Rad23a and other genes at 8C3/C4 were tested by 
designing a primer/probe combination that could be used for the analysis of 
interactions with the Rad23a gene in wild-type foetal liver cells, as well as for the 
analysis of interactions with the integrated LCR in transgenic cells (Figure 6.15A; D. 
Noordermeer). Upon introduction of the LCR, interaction frequencies increased 
specifically between the integration site and the two genes that were most activated 
by the integrated LCRs, suggesting that the LCR-dependent upregulation of these 
genes is mediated by chromatin looping (Figure 6.15B). For more than ten other 
restriction fragments analysed across 8C3/C4 there was no significant difference in 
interaction frequencies between the wild-type and transgenic loci (Figure 6.15B and 
not shown). It remains possible that interactions with other less upregulated genes 
were undetectable, as the LCR probably contacts only one gene at a time (Wijgerde 
et al., 1995), such that increased contacts with a large number of target genes will 
average out in the population of cells analysed. The 3C results suggest that physical 
interactions between the LCR and genes within 8C3/C4 may contribute to their 
transcriptional enhancement. 
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Figure 6.15 — LCR-gene contacts mediate upregulation of specific genes. 
A, Detail of the 300 kb region containing the two most upregulated genes (genes +6, 
Dnase2a and -2, Dand5), showing below the restriction fragments used for 3C 
analysis. The 'fixed' BglII fragment containing either the wild-type Rad23a gene or 
the integrated human P-globin LCR is depicted by a black box. The remaining 
analysed fragments are shown as gray boxes. B, 3C was performed in wild-type, 
LCR-S and LCR-AS foetal liver cells, and the relative crosslinking frequencies 
between the fixed fragment and other fragments were quantified by qPCR. There is a 
specific increase in the cross-linking frequencies between the integration site and the 
two most upregulated genes (fragments I and IV). Error bars represent SEM of at 
least three independent experiments. Figures kindly provided by D. Noordermeer. 
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6.4 Discussion 
In this chapter, insights into the role of different levels of gene regulation 
were gained by the detailed analysis of gene expression, chromatin structure and 
nuclear positioning of a gene-dense locus, before and after the insertion of an 
enhancer element. The results suggest that nuclear position of a gene-dense cluster 
help to promote active states of closely juxtaposed genes, but is not sufficient to 
ensure their expression, and mechanisms acting at the single-gene level further 
regulate the activity of individual genes. 
6.4.1 Characterisation of a gene-dense cluster 
Clustering of genes within the linear DNA template is likely to promote their 
co-regulation by proximity effects. However, at 8C3/C4, analysis of expression 
levels of individual genes across different tissues revealed that little co-regulation 
appears to exist between neighbouring genes (Figure 6.1). The differences in 
expression levels across the locus reflect the punctuated pattern of histone H3 
occupancy and acetylation observed (Figure 6.3), arguing against a large domain of 
H3 acetylation that would result from spreading of this mark and contribute to gene 
co-regulation across 8C3/C4. Therefore, deposition of epigenetic marks, and most 
likely other mechanisms such as transcription factor binding control the 
transcriptional activity of individual genes within a gene-dense cluster. 
The 8C3/C4 locus was found frequently at the periphery of its CT, often 
associating with splicing speckles and active transcription factories (Figure 6.4 and 
6.5). Whilst the association with Pol II foci was found to be independent of the 
position of the locus relative to its CT, an active association with speckles could 
drive the position of 8C3/C4 to the periphery of the CT. However, it remains 
possible that both events are unrelated, and that the association with splicing speckles 
is a passive consequence of the peripheral position of the locus relative to its CT. 
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6.4.2 Gene expression after the insertion of an enhancer element 
Introduction of the p-globin LCR into 8C3/C4 caused an increase in 
expression levels of multiple genes surrounding the integration site (Figure 6.8), 
which was accompanied by the repositioning of the locus away from its CT and an 
increased association frequency with transcription factories (Figure 6.10 and 6.12). 
Interestingly, no changes in the pattern of H3 occupancy and acetylation were 
observed (Figure 6.9), suggesting that changes in nuclear position were key to the 
general upregulation of genes at 8C3/C4. However, activation of individual genes 
was found to be further regulated, given that not all genes responded to the insertion 
of the LCR. Furthermore, an oppositely oriented LCR integrated at the same 
genomic position had an identical impact on the positioning of 8C3/C4 relative to its 
CT, yet a partially overlapping but distinct set of genes was found to be upregulated. 
Previous studies have shown other examples where, upon repositioning of a locus 
away from its CT, not all genes in the locus suffered changes in expression (Brown 
et al., 2006; Morey et al., 2007). It is possible that in the latter studies the absence of 
specific transcription factors in the tissues analysed or intrinsic gene properties may 
have been limiting to the upregulation of the analysed genes. In the present study, on 
the other hand, genes at 8C3/C4 that clearly have the capacity to be upregulated (e.g., 
Lyll, Syce2) responded exclusively to only one orientation of the LCR. 
Investigations into the conformation of the locus by 3C showed that the LCR 
contacts some of the genes at 8C3/C4 via chromatin looping, and that the frequency 
of association correlates with the increase in expression of the two most upregulated 
genes (Figure 6.15). This suggests that orientation-specific LCR-gene contacts 
contribute to the activation of individual genes within 8C3/C4. 
6.4.3 Nuclear repositioning after insertion of the LCR 
Although repositioning of 8C3/C4 away from its CT was concomitant with 
the LCR-induced gene upregulation, it remains unclear whether repositioning is a 
causal event that drives gene activation, or whether it is a consequence of the 
increased transcription in the locus. Upon looping of the locus away from its CT after 
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LCR insertion there was no increased association with splicing speckles, no changes 
in the distance to the nuclear periphery, and the increased association with Pol II foci 
was independent of the position of the locus relative to the CT. Therefore, these 
nuclear landmarks are unlikely to have driven the repositioning of 8C3/C4 away 
from its CT. 
One possible explanation for the looping out of the locus is that it reflects 
local decondensation of chromatin, which results in increased mobility, as suggested 
before (Gilbert et al., 2004; Volpi et al., 2000). This does not imply that loci located 
away from the CT are more decondensed than those inside the CT, as has been 
shown recently (Morey et al., 2007). The increased dynamics would simply lead to a 
larger range of movements of the locus, making it less likely for the locus to be 
found within the small volume of the CT interior. The introduction of five additional 
(erythroid-specific) DNaseI HSs that together form the LCR may promote the 
decondensation of the locus. Regulatory DNA elements serve as binding platforms 
for trans-acting factors that locally disrupt the nucleosome fibre and cause 
decondensation of the region. Indeed, live cell imaging studies that measured the 
compaction of a transgene array demonstrated that decondensation was not 
dependent on transcription, but was dictated by the binding of transcriptional 
activator proteins (Tumbar et al., 1999). A region-wide increase in accessibility may 
facilitate the regulation of individual genes and the simultaneous increase in mobility 
of the locus may promote more frequent collisions with active Pol II foci. The 
collective stabilisation of a decondensed chromatin state could explain why 
housekeeping genes tend to cluster in the genome. 
The lack of an increased association of 8C3/C4 with splicing speckles upon 
looping out of the locus from the CT further suggests that this movement is not 
directed towards an interchromosomal space, but that the locus may diffuse into the 
territories of neighbouring chromosomes (see Chapter 4, section 4.6). If so, it is 
possible that the repositioning of the locus could promote the establishment of 
functional interchromosomal associations (Simonis et al., 2006). In fact, 
interchromosomal associations involving 8C3/C4 have been found in wild-type cells 
(Simonis et al., 2006), and the LCR-mediated repositioning of the locus could 
increase the frequency of such interactions, or lead to the establishment of new ones. 
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6.4.4 Gene regulation by an LCR 
The (3-globin LCR is the prototype of a strong mammalian regulatory DNA 
element and LCR-mediated transcriptional enhancement has been associated with 
many activities, such as chromatin opening (Grosveld et al., 1987), spreading of 
histone acetylation (in case of the LCR of the human growth hormone cluster) (Ho et 
al., 2002), intrachromosomal looping towards active genes (Carter et al., 2002; 
Tolhuis et al., 2002), repositioning away from the CT (Ragoczy et al., 2003), and 
increased association with transcription factories (Ragoczy et al., 2006). The current 
study provides interesting insights into the relative importance of these events for the 
enhancement of gene transcription. Insertion of the LCR into 8C3/C4 has no effect 
on histone H3 acetylation, but may promote decondensation of the locus and increase 
its mobility, which in turn will be reflected in a more frequent localisation outside its 
CT and a higher probability of associating with an active Pol II factory. Both the 
decondensation of the locus (providing higher accessibility to transcription factors) 
and the increased association with Pol II are likely to contribute to the generalised 
upregulation observed at 8C3/C4 after insertion of the LCR. 
Finally, determination of which individual genes are found upregulated by 
each LCR orientation may be dictated by LCR-gene contacts, similar to what 
happens at the endogenous location of the 13-globin LCR (Palstra et al., 2003; Tolhuis 
et al., 2002). Spatial proximity of the LCR probably increases the local concentration 
of transcription factors at the contacting gene, which allows for more efficient 
transcription (de Laat and Grosveld, 2003). Productive loop formation is predicted to 
depend on affinities between trans-acting factors bound to the LCR and to the gene. 
Thus, genes at 8C3/C4 that are not upregulated in the presence of an LCR could lack 
proteins that can interact with LCR-associated factors. Furthermore, physical 
constraints intrinsic to the chromatin fibre may allow one, but not the other LCR to 
correctly juxtapose itself relative to a given gene. Interestingly, genes that respond to 
only a single orientation of the LCR are always located downstream of that particular 
LCR. It has been recently shown that CTCF bound to the outer HS5 mediates 
chromatin looping in the (3-globin locus (Splinter et al., 2006), such that it is possible 
that CTCF-mediated loops can block contacts between the LCR and genes located 
upstream. Yet, despite CTCF being bound to HS5 of the LCR integrated at 8C3/C4, 
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some genes upstream of the LCR were also upregulated, which confirms that 
enhancer blocking activity of CTCF is not absolute (Defossez et al., 2005). There 
may be a dynamic competition between CTCF-mediated loops and other LCR-gene 
contacts, where relative affinities between the chromatin-bound proteins determine 
which loop is formed in a given cell at a given time. Accordingly, genes that are 
upregulated irrespective of the orientation of the LCR would form loops with the 
LCR that would be stable enough to out-compete loops formed by CTCF. 
6.4.5 Implications for gene therapy approaches 
LCRs and other potent regulatory DNA elements are used in gene therapy 
vectors to ensure full expression of rescue genes. These elements can cause the 
inadvertent enhancement of host genes surrounding the viral integration site, as was 
illustrated in two patients suffering from severe combined immunodeficiency that 
received gene therapy and developed leukaemia as a consequence of proviral 
activation of the LMO2 oncogene (Aiuti et al., 2002; Hacein-Bey-Abina et al., 2003). 
Retroviruses and retroviral vectors do not integrate randomly into the host genome, 
but seem to preferentially target transcription start sites (murine leukaemia virus) and 
gene-dense regions (simian immunodeficiency virus) (Hematti et al., 2004). The data 
presented here provide a detailed analysis of gene expression and chromatin 
organisation at a gene-dense region of the genome into which a strong regulatory 
element has been inserted. The data show altered expression of many genes upon 
integration of the 13-globin LCR, even at a long distance away from the integration 
site. CTCF, often considered as a factor that can insulate the integration cassette from 
surrounding host chromatin (Recillas-Targa et al., 2004), was unable to block the 
activation of multiple genes even though it was bound at a site between the LCR and 
the surrounding genes. The data presented here should be relevant for the design of 
safe gene therapy vectors. 
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7. Summary and Discussion 
In this work, I have investigated the spatial organisation of the genome at the 
level of whole chromosomes and individual loci, with a particular focus on 
functional long-range interactions and the role of transcription. I have shown that 
chromosomes intermingle significantly in human nuclei and that this has an impact 
on the frequency of chromosome aberrations, and potentially cancer (Chapter 3). A 
role for transcription in intermingling is suggested, highlighting the importance of 
intra- and interchromosomal associations (as well as interactions with nuclear 
landmarks, such as the lamina) in shaping chromosome organisation (Chapter 4). 
Detailed investigation of a previously reported interchromosomal association 
between the TH2 locus and Ifng in murine naive T cells (Spilianakis et al., 2005) 
revealed that these loci do not establish close interactions between them, but may 
share associations with a common large structure within the nucleus, such as splicing 
speckles (Chapter 5). Finally, I have shown that the role of nuclear organisation in 
the regulation of a gene-dense locus is likely to be one of promoting and maintaining 
active states, whilst histone modifications and long-range interactions regulate the 
expression of individual genes further downstream (Chapter 6). 
7.1 Chromosomes intermingle in human nuclei 
Previous models of chromosome organisation have suggested that there is 
little or no intermingling between CTs (Cremer and Cremer, 2001; Kosak and 
Groudine, 2004). In fact, the CT-IC model predicts the existence of an ICD that 
separates chromatin domains and whole chromosomes (Cremer and Cremer, 2001; 
Cremer et al., 2006), thus decreasing the potential for functional interactions between 
loci on different CTs. However, data on chromosome dynamics, frequency of 
translocations and interchromosomal associations suggest that there is significant 
intermingling between CTs (Chubb et al., 2002; Sachs et al., 2000; Wurtele and 
Chartrand, 2006; Zink et al., 1998). Therefore, I used cryo-FISH to study 
intermingling at high resolution. Significant CT intermingling could be detected in 
PHA-activated human lymphocytes and in other human cell types (Figures 3.4 and 
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3.5). Using EM, I have shown that chromatin from different CTs can be found in 
close proximity within areas of intermingling, creating a potential for functional 
interactions (Figure 3.6). Quantification of the amount of intermingling between 
specific pairs of CTs, or of the total intermingling for one CT, revealed that 
chromosomes are frequently in contact with their neighbours during interphase, with 
an estimated —20% of the nucleus containing intermingled CTs. Measurements of 
local average DAPI intensity showed that areas of intermingling do not contain 
exclusively decondensed chromatin, arguing against a preferential distribution of an 
ICD at the borders of CTs. CT volume appears to be the major passive determinant 
of intermingling, whereas the average chromatin compaction of each CT and radial 
position have little effect on the amount of intermingling between chromosomes 
(Figures 3.11 and 3.14). 
Interestingly, the amount of intermingling correlates with the translocation 
frequency of each pair of chromosomes, as measured by Arsuaga et al. (2004) 
(Figure 3.8). Therefore, CT intermingling has implications at the level of 
chromosome aberrations, as it creates a potential for the genesis of chromosome 
translocations by increasing the likelihood of having two DSBs close enough to be 
misrepaired. It will be interesting to see whether this correlation holds true for other 
cell types with distinct chromosome arrangements, such as fibroblasts. Translocation 
points are found clustered in the genome, which primarily reflects local chromatin 
properties that make DNA more or less liable to breakage (Zhang and Rowley, 
2006). It remains to be tested how much preferential interactions between 
subchromosomal regions contribute to the clustering of translocation points (Neves 
et al., 1999; Roix et al., 2003). A more extensive study on the intermingling of 
subchromosomal regions with other chromosomes (Figure 3.16), in conjunction with 
detailed analysis of radiation biology data, could help answer this question. 
7.2 Chromosomes form a transcription-dependent interaction network 
Intermingling of CTs not only creates the potential for translocations, but also 
for the establishment of functional interactions between loci on different 
chromosomes (e.g., (Lomvardas et al., 2006)). In fact, extensive interchromosomal 
associations have been detected in different genome-wide studies (Simonis et al., 
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2006; Wurtele and Chartrand, 2006; Zhao et al., 2006), and at least part of these is 
likely to be functional and may be dependent on transcription. One possibility is that 
genes share transcription factories (Osborne et al., 2004), and thus inhibiting 
transcription could break up the interactions and change the amount of intermingling 
observed between CTs. Treatment of PHA-activated lymphocytes with a-amanitin 
did indeed change the amount of intermingling between specific chromosome pairs, 
without affecting CT volumes or radial positions (Figures 4.7 and 4.9). These results 
suggest that a balance between transcription-dependent intra- and interchromosomal 
associations may help establish chromosome neighbourhoods, which will eventually 
dictate tissue-specific translocations. It would be interesting to see whether the 
observed intermingling profile of subchromosomal bands along chromosome 3 with 
chromosome 2 (Figure 3.16) would be affected by a-amanitin treatment, which 
could reveal more specific functional interactions. 
If transcription can mediate intra- and interchromosomal associations, and 
possibly interactions of loci with nuclear structures such as the lamina and the 
nucleolus, then it could help shape the genome on a large scale. I sought to analyse 
the role of transcription not only in intermingling, but also on CT volumes, radial 
positions, and even maintenance of the territorial conformation of chromosomes. 
Differences in CT position had previously been observed for cells with different 
transcriptional programs (Bridger et al., 2000; Parada et al., 2004; Soutoglou et al., 
2007). By comparing resting and PHA-activated human lymphocytes, I found that 
differences in the transcriptional activities and profiles between the two cell types 
were accompanied by some differences at the level of CT volume, intermingling and 
radial position (Figures 4.4 and 4.5). These changes are likely to reflect differential 
chromosome decondensation during lymphocyte activation, alongside with 
rearrangements at the level of genomic interactions and associations with nuclear 
compartments. Large-scale changes at the level of CT position, for example, may 
require cell division and re-establishment of new functional associations during early 
G1. Preventing transcription-dependent associations from forming at this point could 
then change CT position or even disrupt the CT structure. However, preliminary 
studies with transcription inhibition during entry into G1 did not reveal any 
differences on CT structure or position (Figures 4.11). Therefore, other factors may 
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be at play, although it remains possible that transcription inhibition was incomplete 
under the experimental conditions used. 
The above studies on intermingling and the role of transcription on 
chromosome organisation led to a new model of chromosome organisation, the ICN 
model (Figure 4.14) (Branco and Pombo, 2006, 2007). The ICN model proposes that 
chromatin has similar average properties across a CT, and therefore the edges of CTs 
are not physically distinct from their interior. CTs intermingle significantly according 
to their physical properties and functional associations. The balance of intra- and 
interchromosomal associations, as well as interactions with nuclear landmarks, helps 
to dictate CT radial positions and neighbourhoods, and is dependent on the 
transcriptional profile of each cell. Ultimately, each network of interactions creates 
the potential for tissue-specific translocations. The ICN puts forward several 
hypotheses to be tested in future experiments, which will then provide refined views 
on the functional organisation of the genome. 
7.3 A distant non-random interchromosomal association 
Whilst several examples of interchromosomal associations now exist (see 
Introduction, section 1.4.2), mechanistic insights are required, namely in relation to 
the dynamics of the associations and spatial relationships between the interacting 
loci, their respective CTs, and nuclear compartments. It is possible that some of the 
previously reported associations are not direct and may not be required for correct 
expression of the involved genes. For example, the interaction between a- and (3-
globin genes (Osborne et al., 2004) has been shown to be an indirect effect of a 
common association of both loci with splicing speckles, such that they frequently 
share the same nuclear domain (Brown et al., 2006). 
To gain mechanistic insights into the origin and consequences of 
interchromosomal associations, I investigated a previously reported 
interchromosomal association between the TH2 cytokine locus and Ifng (Spilianakis 
et al., 2005). The association was reported to occur in murine naive T cells, but not in 
polarised TH1 and TH2 effector cells, and in naive cells it was found to be more 
frequent than the interaction of either locus with a control locus, Gapdh (Spilianakis 
et al., 2005). Using cryo-FISH or a robust 3D-FISH method and unbiased 
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measurements of inter-locus distances, I have found no evidence for a close 
interaction between the TH2 locus and Ifng (Figures 5.1 and 5.4). Furthermore, the 
frequency of association and distance distribution between the TH2 locus and Ifng 
were no different than those measured between either locus and Gapdh. However, 
the normalised T H2-Ifng distances in naive cells were closer than those observed in 
TH1 and TH2 effector cells (Figure 5.6) or in simulations of randomly positioned loci 
by V-FISH (Figure 5.8). This suggests that, although the TH2 locus and Ifng do not 
directly interact, they may be brought closer together in the nucleus than expected by 
randomness through an indirect mechanism. Simulation of the radial positions of 
each locus by V-FISH reproduced all the experimental inter-locus distances, with no 
statistically significant differences between simulation and experiments (Figure 5.11 
and not shown). Therefore, it is possible that the loci are non-randomly positioned in 
relation to each other due solely to a non-random position of their CTs; this remains 
to be determined experimentally. Other hypotheses include a common association of 
the loci with centromeres in naive cells, promoting their silencing, or a common 
association with splicing speckles, which could put the genes in a 'poised' state for 
activation after stimuli from environmental cytokines. It is also possible that a direct 
interchromosomal association lies elsewhere on the chromosomes, making the TH2-
Ifng proximity a passive effect of a nearby functional interaction. 
7.3.1 Interchromosomal associations — discussion and future directions 
One of the biggest challenges that follows the identification of long-range 
interactions is to distinguish functional from passive interactions, direct from 
indirect, essential from non-essential. As the number of 'positive interactors' 
increases with the development of genome-wide approaches, detailed analyses of 
each of these examples will have to be undertaken. These studies should aim to 
specifically disrupt the interaction, thus showing its functionality and bringing 
mechanistical insights at the same time. Thus far, the elements involved in 
interchromosomal associations still elude us, although several clues can be taken 
from previous work on intrachromosomal associations. For example, several 
transcription factors have been shown to be necessary for the correct formation of the 
active chromatin hub in the 13-globin locus (Drissen et al., 2004; Splinter et al., 2006; 
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Vakoc et al., 2005). Transcription factories have also been suggested to mediate 
long-range interactions (Osborne et al., 2004), and my work supports the notion that 
transcription is necessary for at least some of these interactions (Chapter 4). 
One question that begs asking regards the evolutionary reasoning for the 
existence of interchromosomal associations. It would be natural to assume that if an 
interaction between two loci is essential for gene expression, then their proximity in 
the linear genome would be selected for, increasing the chances of the interaction to 
occur. One possibility is that some interactions may be beneficial only if kept at low 
frequencies. The stochasticity of gene expression is now a given fact, and high 
variability of gene expression profiles is common and may be advantageous (Levsky 
et al., 2002; Levsky and Singer, 2003). A perfect example to highlight this situation 
is the association between one of —1300 OR genes that are found spread throughout 
several chromosomes and the enhancer element H, in olfactory neurons (Lomvardas 
et al., 2006). Each neuron expresses one and only one of the OR genes, and this 
correlates with an association (intra- or interchromosomal) between the H element 
and the respective gene (Lomvardas et al., 2006). Given the obvious advantage for 
expressing as many OR genes as possible within a cell population, the dispersal of 
the genes throughout the genome and the need for a long-range interaction provides 
the means by which a stochastic behaviour is attained and variability in expression is 
maximised. 
7.4 Nuclear organisation and gene regulation 
Several studies have put into evidence correlations between gene activity and 
nuclear organisation. For example, associations of loci with transcription factories or 
with splicing speckles have been correlated with gene activity (Osborne et al., 2004; 
Shopland et al., 2003). Similarly, a relocation of subchromosomal regions towards 
the outside of their CT has been shown to occur upon activation of gene contained in 
them (Chambeyron et al., 2005; Mahy et al., 2002a; Volpi et al., 2000). The 
importance of these events relative to other levels of gene regulation remained 
unclear. Here, I have investigated the hierarchy of different levels of gene regulation 
on a gene-dense locus, before and after the insertion of a strong enhancer element, 
the P-globin LCR. The results show that insertion of the LCR causes a relocation of 
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the locus away from its CT, with a concomitant, yet position-independent increase in 
the association with transcription factories (Figures 6.10, 6.12 and 6.14). However, 
although the effects at the level of nuclear organisation were similar for two 
oppositely oriented LCRs, the pattern of gene upregulation observed was quite 
distinct, suggesting that other mechanisms further regulate the activity of individual 
genes. Namely, long-range interactions between the LCR and the gene may play a 
role (Figure 6.15). Therefore, nuclear positioning creates a potential for expression, 
which is then further controlled downstream by mechanisms acting at higher 
`resolution', at the level of individual genes. 
7.4.1 Looping out of CTs 
Despite many studies focusing on gene position relative to their CTs, the 
reason for the looping out of genes towards the exterior of their CTs remains 
speculative. Furthermore, it is unknown whether relocation per se is necessary for 
gene expression. The general consensus is that looping out of CTs is a reflection of 
the decondensation that occurs after activation of the locus (Morey et al., 2007; Volpi 
et al., 2000). Decondensation probably leads to increased mobility of the locus, 
making it more likely to be found within the larger volume surrounding CTs. This is 
in agreement with decondensed loci being found both inside and outside CTs (Morey 
et al., 2007). Other authors have suggested that genes actively loop out of their CTs 
into the ICD to establish interactions with active or silent regions in the nucleus 
(Kosak and Groudine, 2004). Although transcription can occur throughout the CT 
(Abranches et al., 1998; Verschure et al., 1999), there may be more favourable 
regions for gene activity outside CTs (e.g., splicing speckles), which could promote 
looping out (Heard and Bicicmore, 2007). I have shown that looping out of the MHC 
II gene cluster after IFN-y activation correlates with increased co-localisation of the 
locus with other CTs (Figures 4.12 and 4.13). Therefore, relocation may occur 
towards a neighbouring CT and is not necessarily directed towards chromatin-free 
spaces between CTs; in this context, looping out may create the potential and be 
necessary for the formation of specific interchromosomal associations. 
The main functional difference between the 'passive' decondensation 
hypothesis and the 'active' association one is that the latter implies that looping out 
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per se is necessary for activation, whereas the 'passive' hypothesis does not. To 
distinguish between the two, one would have to uncouple decondensation from 
looping out, for example, by inserting an element that promotes stable tethering of 
the locus to a nuclear region (e.g., the lamina), but maintains its capacity to 
decondense after induction. The tether should keep the position of the locus relative 
to its CT constant, and therefore, if the 'passive' hypothesis is correct, gene 
activation should occur just due to decondensation of the locus. 
7.5 Perspective 
Great advances have been made in recent years regarding the functional 
organisation of the nucleus. Scientists have realised that the spatial arrangement of 
DNA and proteins within the nucleus adds a whole new layer of regulatory potential, 
and is proving to be involved in all aspects of nuclear function. Future research will 
certainly unravel many of the new questions in the field and help bridge the 
`resolution' gap between molecular mechanisms and spatial organisation. 
193 
A 
0 	10 	20 	30 	40 
40 
30 
20 
10 
	 0 
0 	10 	20 	30 	40 
B 
In
te
ns
ity
  ( a
.u
.)  50 
40 
ca 
30 -- Z^  
20 
a) 
10 "C 
0 
C 
T 
- 60 
- 50 
- 40 
- 30 
- 20 
- 10 
	 0 
In
te
ns
ity
  (a
.u
.)  
Appendix I 
Appendix I — Cryo-FISH optimisation 
TX-100 treatment time (min) 	 HCI treatment time (min) 
D 	 40 
35 
30 a 
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Dehydration 	No dehydration 
Denaturation time (min) 
E 	 20 
15 
10 P 
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C 
	  0 
0 50 	100 	150 
Hybridisation time (h) 
Several steps of the cryo-FISH protocol were titrated to provide optimum 
fluorescence intensity of chromosome paints versus nuclear background. 
Cryosections of HeLa cells or PHA-activated human lymphocytes were hybridised 
with a chromosome paint by cryo-FISH, varying each step of the protocol in turn. 
The fluorescence intensity of the paints was measured and the nuclear background 
subtracted. The conditions selected for the cryo-FISH protocol are indicated by the 
arrows (see Materials and Methods, section 2.7). Time titrations were performed for 
Triton X-100 treatment (A), HCl treatment (B), heat denaturation (D), and 
hybridisation (E); the effect of the dehydration steps was also tested (C). 
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Appendix II — Estimation of total nuclear CT intermingling 
To estimate the total extent of CT intermingling in the nucleus I made use of 
the correlation observed between chromosome translocations and intermingling 
volumes (Figure 3.8), and used two independent calculations starting from either the 
intermingling volumes measured between pairs of chromosomes or the intermingling 
volume between chromosome 3 and all others. 
In the first approach, the intermingling volume for each autosome pair was 
extrapolated from the regression curve (Figure 3.8) using the translocation 
frequencies in Table 3.1 (these data do not include translocations involving the sex 
chromosomes). After summing the extrapolated values one finds that 17% of the 
nuclear volume contains intermingled sequences from different autosomal CTs. To 
include the contribution of two X chromosomes in female lymphocytes, I calculated 
an average intermingling volume and extrapolated it for the whole genome, as 
follows: 
1. For the sample of chromosome pairs that I analysed, the average 
intermingling volume per pair was calculated (0.091% of the nuclear volume); 
2. To include the X chromosomes, this value was multiplied by all of the 
pair-wise combinations between 23 homologues (i.e., 253), resulting in a value of 
total intermingling of 23% of the nuclear volume; 
3. As my sample may under or over-represent the average for the whole 
genome, I next estimated a 'correction factor' by assuming that my sample has a 
similar bias in terms of translocation frequencies. Therefore, the data on translocation 
frequencies (Table 3.1) was used to calculate the average translocation frequency for 
my sample of autosome pairs (0.54%), and multiplied by the 231 combinations of 22 
autosomes, resulting in a frequency of 125.6%. As the real total frequency of 
translocation is 104.2% (calculated from Table 3.1), my sample of autosome pairs 
overestimates the total frequency by a factor of 1.2; 
4. This factor was used to estimate the true intermingling volume in the 
whole nucleus, assuming that the inclusion of data on translocations involving the X 
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chromosome on the latter step would not significantly affect the correction factor. 
Dividing 23% (obtained in step 2) by the correction factor 1.2 gives 19%. 
In the second approach, similar calculations were done using the 
intermingling volume of chromosome 3 with all others (2.41% of the nuclear 
volume). Since all CTs potentially intermingle with chromosome 3 in the cell 
population, an average intermingling volume of chromosome 3 with any other CT 
was calculated (0.105% of the nuclear volume), and steps 2 to 4 were followed. The 
uncorrected value was 26.5%, which after dividing by the respective correction 
factor (1.4) also results in a value of 19% for the total intermingling in the nucleus. 
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