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Abstract
Currently the semantics of stochastic process algebras are dened using (an exten-
sion) of labelled transition systems. This usually results in a semantics based on the
interleaving of causally independent actions. The advantage is that the structure
of transition systems closely resembles that of Markov chains, enabling the use of
standard solution techniques for analytical and numerical performance assessment
of formal specications. The main drawback is that distributions are restricted to
be exponential. In [2] we proposed to use a partial-order semantics for stochastic
process algebras. This allows the support of non-exponential distributions in the
process algebra in a perspicuous way, but the direct resemblance with Markov chains
is lost. This paper proposes to exploit discrete-event simulation techniques for an-
alyzing our partial-order model, called stochastic event structures. The key idea
is to obtain from event structures so-called (time-homogeneous) generalized semi-
Markov processes. Such processes allow for the generation of simulation runs and
are amenable to fast simulation techniques.
1 Introduction
Nowadays, performance analysis has a well-recognized position in the design of complex
distributed systems. Usually, performance models like queueing networks and Markov
chains are developed by abstracting from the system specication that is being used
for the qualitative analysis and functional design. In this way, obtaining performance
models from system specications is largely based on human ingenuity and experience.
The increasing complexity and magnitude of systems complicates this task considerably.
Therefore, it is suggested to obtain performance models in a compositional way by ex-
ploiting the structure of the system specication at hand. Since process algebras are
typically characterized by the presence of a number of powerful composition operators
that facilitate the development of well-structured specications, these needs resulted in
the investigation of stochastic process algebras. These formalisms are extensions of stan-
dard process algebras, such as CSP, CCS, and LOTOS, where the time of occurrence of
actions is determined by stochastic variables.
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Traditionally, the semantics of process algebras is based on the interleaving of causally
independent actions. This means that parallel composition (denoted jjj ) is interpreted
as a combination of alternative composition (denoted +) and sequencing (denoted ;),
e.g.,
a ; P jjj b ; Q = a ; (P jjj b ; Q) + b ; (a ; P jjjQ) (1)
where a and b denote actions and P and Q processes. This principle|in its full form
known as the expansion theorem|is naturally supported by labelled transition systems,
the most popular semantical model for interleaving semantics.
The semantics of stochastic|usually Markovian|process algebras such as PEPA [8],
MTIPP [4, 7], and EMPA [1] are dened using an extension of labelled transition systems.
The structure of transition systems closely resembles that of standard Markov chains,
which is an advantage when trying to obtain a performance model directly from the
formal specication. In this way the standard techniques and tools for obtaining e.g.
steady state probabilities for ergodic Markov chains can be adopted for performance
assessment of the formal specication. In addition, the elegant|memoryless|property
of exponential distributions enables a smooth incorporation of such distributions into an
interleaving setting, since
a

; P jjj b

; Q = a

; (P jjj b

; Q) + b

; (a

; P jjjQ) (2)
Here, a

denotes that a occurs after a delay determined by an exponentially distributed
random variable with rate  (and similar for b). The reason that this law holds is that
the time until the occurrence of b after the occurrence of a is still distributed according
to  irrespective of how much time has elapsed until a occurred. (By symmetry, a similar
reasoning applies when b occurs before a.)
The interleaving of causally independent actions, however, complicates the incorporation
of more general (non-memoryless) distributions in transition systems considerably. If we,
for instance, generalize the above idea by equipping actions with generally distributed
random variables (denoted a
U
for random variable U) we obtain that
a
U
; P jjj b
V
; Q 6= a
U
; (P jjj b
V
; Q) + b
V
; (a
U
; P jjjQ) (3)
In case the memoryless property is not satised the residual lifetime of V after the occur-
rence of a must be computed in order to correctly deduce the time until b's occurrence
(and, by symmetry, an analogous procedure must be carried out for the residual lifetime
of U if b occurs rst).
We may thus conclude that exponential distributions and interleaving semantics t well
together, but that general distributions and interleaving semantics do not. From a prac-
tical point of view, however, the incorporation of general distributions is considered to be
essential in order to faithfully model, for instance, high-speed communication networks
and workow management systems.
In [2] we showed that using an alternative|noninterleaving|semantics general distri-
butions can be incorporated in a perspicuous and elegant way. For this purpose we
used stochastic event structures, a generalization of bundle event structures where events
and bundles, i.e., causal relations between events, are decorated with random variables.
The (non-severe) condition obtained from our approach is that the class of distribution
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functions must be closed under product and have a unit element for this operation.
For example, phase-type distributions [14] and distributions of exponential polynomial
form [16] satisfy these conditions. Both classes include frequently used distributions such
as hyper- and hypo-exponential, Erlang and Coxian distributions and are widely used in
the performance analysis community.
Unfortunately, while moving to a noninterleaving semantics the convenient direct rela-
tionship between the semantical model of stochastic process algebras and Markov-like
models (such as semi-Markov chains where we would be able to deal with arbitrary dis-
tributions) is lost. This paper, therefore, proposes a recipe to construct discrete-event
systems from stochastic event structures, such that discrete-event simulation techniques
can be exploited for performance assessment. Discrete-event systems are characterized
by the fact that the state of the model only changes at discrete moments in time. More-
over, the behaviour of such model is completely determined by the state changes and the
points at which they occur.
This paper presents a recipe for obtaining (time{homogeneous) generalized semi-Markov
processes (GSMPs) starting from stochastic event structures. GSMPs constitute a mathe-
matical framework for the study of discrete-event systems [3, 19]. A mapping of stochastic
event structures onto GSMPs enables the generation of simulation runs from which|
using the standard simulation techniques for discrete-event systems|performance results
can be obtained. A large class of time-homogeneous GSMPs is amenable to fast simula-
tion techniques, in particular so-called regenerative simulation.
This paper is organized as follows. In Section 2 we recapture the notion of stochastic event
structures, the noninterleaving semantical model that we proposed in [2]. Generalized
semi-Markov processes are briey explained in Section 3. The core of the paper is Sec-
tion 4 that presents our recipe for mapping stochastic event structures onto GSMPs and
that presents a simulation algorithm based on this mapping. Section 5 is a prospective
view on using regenerative simulation techniques for innite stochastic event structures.
Section 6 introduces our (non-Markovian) stochastic process algebra and shows by means
of example how to obtain event structures for process algebra expressions in a compo-
sitional way. Section 7 shows which implications this semantical mapping has for the
generation of GSMPs. Section 8 concludes the paper and proposes some ideas for further
research.
2 Stochastic event structures
Event structures are a prominent noninterleaving model for concurrency. We use Lan-
gerak's bundle event structures [12], an adaptation of Winskel's event structures [22] to
t the specic requirements of multi-party synchronization. Bundle event structures (or,
simply: event structures) consist of events labelled with actions|an event modelling the
occurrence of its action|together with relations of causality and conict between events.
System runs can be modelled as partial orders of events satisfying certain constraints
posed by the causality and conict relations between the events.
4 J-P. Katoen, E. Brinksma, D. Latella & R. Langerak
Conict is a symmetric binary relation, denoted #, between events. The intended mean-
ing of e# e
0
is that either e or e
0
can appear in a system run but not both.
1
Causality
is represented by a relation, denoted 7!, between a set X of events, that are pairwise in
conict, and an event e. The interpretation is that if e happens in a system run, exactly
one event in X has happened before (and caused e). This enables us to uniquely dene
a causal ordering between the events in a system run. When there is neither a conict
nor a causal relation between events they are independent.
1. Denition. (Bundle event structure)
A bundle event structure E is a quadruple (E;#;7!;l) with E a set of events, # 
EE the (irreexive and symmetric) conict relation, 7! P(E)E the causality
relation, and l : E ! L the action-labelling function, where L is a set of action labels,
such that E satises 8X  E;e 2 E :
X 7! e ) (8 e
i
;e
j
2 X : e
i
6= e
j
) e
i
# e
j
) .

We usually denote bundle (X;e) by X 7! e and an event labelled a by e
a
. The constraint
species that for bundle X 7! e all events in X are in mutual conict. Bundle event
structures are graphically represented in the following way. Events are denoted as dots;
near the dot the action label is given. Conicts are indicated by dotted lines between
representations of events. Bundle X 7! e is indicated by drawing an arrow from each
event in X to e and connecting all arrows by small lines.
2. Example. Figure 1(a) has bundles f e
a
g 7! e
c
, f e
b
g 7! e
c
, f e
b
g 7! e
d
, and
a conict between e
c
and e
d
. In Figure 1(b) we have f e
a
;e
0
a
g 7! e
b
, f e
a
g 7! e
x
and
f e
0
a
g 7! e
y
. In Figure 1(a) event e
c
can happen after both e
a
and e
b
have occurred and
if e
d
has not yet appeared. e
d
is enabled once e
b
occurs. In Figure 1(b) e
b
is enabled if
either e
a
or e
0
a
has appeared. 
a
a b
c d
b
a
(a) (b)
x
y
Figure 1 Some example event structures.
Stochastic event structures are obtained from event structures by decorating events and
bundles with random variables. To specify the relative delay between causally dependent
1
In order to support disruption (denoted [>) in LOTOS the symmetric conict can be considered
being constructed from an asymmetric conict relation. It is shown in [9, Chapter 8] how to deal with
this construct in the stochastic case; for simplicity we consider # in this paper.
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events a random variable is associated to a bundle, and in order to facilitate the specica-
tion of timing constraints on events that have no bundle pointing to them (i.e., the initial
events), a random variable is also associated to an event. Though it seems sucient to
only have random variables for initial events, synchronization of events makes it neces-
sary to allow for equipping all events with random variables, including the non-initial
ones (see [2, 9]).
We assume mappings A and R to associate a random variable to events and bundles,
respectively. A bundleX 7! e withR((X;e)) = U is denoted byX
U
7! e; its interpretation
is that if an event in X has happened at a certain time t, then the time of enabling of e
is determined by t+U . E.g., the interpretation of f e
a
g
U
7! e
b
is that if e
a
has happened
at time t
a
then the time at which e
b
is enabled is determined by t
a
+U . If more than
one bundle points to an event the following interpretation is chosen. E.g., let f e
a
g
U
7! e
c
and f e
b
g
V
7! e
c
. Now, if e
a
happens at t
a
and e
b
at t
b
then the time of enabling of e
c
is
determined by the random variable max(t
a
+U;t
b
+V ). This corresponds to the principle
that an event can happen once all timing constraints on it have been met.
The interpretation of event e with A(e) = U is that e can happen at any t from the
beginning of the system|usually assumed to be time 0|where t is a realization of U .
E.g., in case f e
a
g
U
7! e
b
with A(e
b
) = V we have that the random variable max(V;t
a
+U)
determines the time of enabling of e
b
given that e
a
happens at time t
a
.
So, the random variables associated to bundles specify the relative delay between causally
dependent events, while the event random variables specify the absolute delay of events
(i.e., the delay relative to the start of the system).
In the sequel we assume that RV is a class of random variables that is closed under max,
i.e., for U;V 2 RV we have max(U;V ) 2 RV, and that has a unit element, I say, for
max, i.e., max(U;I) = max(I;U) = U , for all U 2 RV. Later on we will justify these
requirements on RV.
3. Denition. (Stochastic event structure)
A stochastic event structure  over RV is a triple hE ;A;Ri with E a bundle event
structure (E;#;7!;l), and A : E  ! RV and R : 7!  ! RV, associating a random
variable of class RV to events and bundles, respectively. 
For depicting stochastic event structures we use the same conventions as for event struc-
tures; the random variable associated with a bundle (event) is depicted near to the bundle
(event). Random variables equal to I are usually omitted.
4. Denition. (Stochastic determinism)
A stochastic event structure hE ;A;Ri is said to be stochastically deterministic (s-
deterministic) if (i) R is injective, (ii) ran(A) \ ran(R) = ?, and
(iii) 8 e;e
0
2 E : (A(e) 6= I ^ A(e
0
) 6= I ^ A(e) = A(e
0
)) ) e = e
0

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Here, for function f : A  ! B let ran(f) denote f f(a) j a 2 A g. The constraints ensure
that a random variable (apart from I) can be assigned to a single event or bundle only.
Since stochastic variants of Petri nets are widely used in the performance community
we conclude this section by briey addressing the relationship between stochastic event
structures and Petri nets. Event structures were originally intended to better understand
the (partial-order) behaviour of Petri nets. Events correspond to transitions (the main
dierence being that transitions can re more than once, while an event can occur at
most once) and bundles correspond|roughly speaking|to ow relations. The random
variables associated to events and bundles can be interpreted as being attached to places.
The interpretation of place p with random variable U is that when a token arrives in p
at time t then this token is available for consumption by one of p's output transitions
after a delay (since t) determined by U . It thus appears that stochastic event structures
resemble a stochastic generalization of timed-place Petri nets by Sifakis [20]. Figure 2
illustrates this for some small examples.
b
c
a
U V
WX
Z
a
U
ba
U V
I
a b
c
U V
WX
U
a
Z
ba
VU
(a) (b) (c)
Figure 2 Stochastic event structures versus stochastic timed-place Petri nets.
3 Discrete-event simulation
In this section we introduce the basic notions of discrete-event simulation. In particular
we will focus our attention on a mathematical framework for the study of discrete-event
systems, the so-called generalized semi-Markov processes (GSMPs). While doing so, we
restrict our attention to those notions that are relevant and sucient for our purposes;
thorough treatments of discrete-event simulation and GSMPs are, for instance, given by
Shedler [19] and Glynn [3]. The introduction in Nicola et. al [13] is more intuitive.
A discrete-event system consists of a (countable) output state space S and a nite set of
stochastic events (s-events) Ev. Usually these s-events are simply called events, but in
order to distinguish between these events and the events occurring in event structures,
we refer to them as s-events. Let Ev = f 
1
; : : : ;
M
g be the set of s-events. For output
state s 2 S, Ev(s) is the set of scheduled s-events, i.e., Ev() : S  ! P(Ev). Ev(s) is
the set of possible s-events that can happen in output state s. If 
i
2 Ev(s) then 
i
is
said to be active in state s, otherwise it is called inactive. The system moves from s to
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s
0
by the execution of a single s-event  2 Ev(s). Ev(s) is thus the set of s-events that
can trigger a state transition outgoing from s. (In general, the next state of a GSMP is
probabilistically determined and may depend on the entire history of the system; for the
sake of convenience we do not consider this possibility here). What is considered to be
state and s-event depends heavily on the application at hand and the amount of detail
that one wants to consider, see e.g., the examples in [19].
Each s-event 
i
is accompanied by a clock c
i
that indicates the amount of time to elapse
until 
i
can happen. That is to say, c
i
indicates the \remaining lifetime" of 
i
. For

i
62 Ev(s) we have c
i
=1. An internal state of the discrete-event system is determined
by its output state s, the clock values of the s-events in Ev(s), and the current time t
since the start of the system. Let c be a vector of clock values, for each s-event 
i
a clock
value c
i
. The set of possible clock vectors of s, denoted C(s), has to satisfy
f (c
1
; : : : ;c
M
) j 8 i : (c
i
=1, 
i
62 Ev(s)) ^ (8 j : c
i
6=1 ^ c
j
6=1 ) c
i
6= c
j
) g
The conditions ensure that (i) the clock of s-event 
i
has the value1 i 
i
is inactive (in
s), and (ii) that active s-events have dierent clock values. The internal state space of a
GSMP is now given by
f (s;c;t) j s 2 S ^ c 2 C(s) ^ t 2 IR
+
g
where t denotes the time at which the GSMP is considered, assuming that the system
starts at time 0.
The value of s is changed explicitly by the state transitions of the system, i.e., by ex-
ecuting one of its active s-events. The value of each clock decreases implicitly as time
advances. In this paper we assume that all clocks decrease their value at the same
rate, although in the general theory of GSMPs dierent clock rates can be dealt with.
Notice that the value of s does remain the same inbetween state transitions. Given
that the discrete-event system is in state (s;c;t) it moves to (s
0
;c
0
;t
0
) with s 6= s
0
by
the execution of the active s-event 

= 
j
2 Ev(s) with minimal clock value, i.e.,
c
j
= Minf c
i
j 
i
2 Ev(s) g. According to constraint (ii) of above this s-event is always
uniquely dened. t
0
equals t+ c
j
. The clock values c
0
are now determined as follows:
c
0
i
,
8
<
:
c
i
  c
j
if 
i
2 Ev(s
0
) \ (Ev(s)  f 

g)
F
i
() if 
i
2 Ev(s
0
)  (Ev(s)  f 

g)
1 otherwise
For each active s-event 
i
in s that remains to be active in s
0
the clock is equal to c
i
, the
value of the clock at the previous transition instant, minus the elapsed time c
j
. Notice
that for these s-events the clocks remain running and are not reset. For each newly active
s-event 
i
the clock value is determined by a clock-setting distribution function F
i
. (In
general, this distribution function may depend on the entire history of the GSMP up to
s
0
and on 

, the trigger s-event). This means that a sample is taken from a stochastic
variable with distribution F
i
to generate the value c
i
. Finally, for all other s-events the
clock is set to 1. Notice that this includes the clocks of active s-events in s that have
become inactive in s
0
.
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The reader should keep in mind that transitions from (s;c;t) to (s
0
;c
0
;t
0
) with s
0
= s, c
0
6= c
and t
0
6= t are not considered since time ows implicitly. The only (relevant) transitions
a GSMP can take are for s
0
6= s.
Since the states s of the discrete-event system do only change at transition instants it
suces to consider the state sequence
(s
0
;c
0
;t
0
);(s
1
;c
1
;t
1
); : : : ;(s
n
;c
n
;t
n
)
where (s
i
;c
i
;t
i
) denotes the internal state of the GSMP at the i-th transition (i > 0),
where t
i
denotes the time at which the i-th transition takes place (t
0
= 0). For our
purposes it suces to assume that there is a unique initial state. The next internal state
(s
i+1
;c
i+1
;t
i+1
) may depend on the complete history of the system (s
0
;c
0
;t
0
); : : : ;(s
i
;c
i
;t
i
);
not only on the current state (as in Markov chains).
The GSMPs considered in this paper are time-homogeneous, since the clock-setting dis-
tribution functions do only depend on the current state s, and not on the entire history
of the system at hand, and since we do not consider state transition probabilities (and
so, these probabilities do not depend on the history of the system). This entails that
the internal state sequence (s
0
;c
0
;t
0
); : : : ;(s
n
;c
n
;t
n
) is a time-homogeneous semi-Markov
chain [3]. (If, in addition, all clock-setting distribution functions are exponential, then
the internal state sequence is a continuous-time Markov chain.)
In the second part of this section we briey address how we can calculate, for instance,
the likelihood that a particular state sequence (or, sample path) is generated. Let T
i
=
t
i+1
 t
i
be the time between the i-th and (i+1)-th transition and letW
i
j
be the stochastic
variable that determines the remaining lifetime of s-event 
j
in internal state (s
i
;c
i
;t
i
)
with 
j
2 Ev(s
i
). Dene for 
j
2 Ev(s
i+1
) \ (Ev(s
i
)  

)
F
i+1
j
(x) , PrfW
i+1
j
6 x jW
i
j
> T
i
g
and let F
i+1
j
= 1  F
i+1
j
, the complementary distribution function of W
i+1
j
. The super-
script i+1 indicates the dependency of F
j
on the history of the system (s
0
;c
0
;t
0
); : : : ;
(s
i
;c
i
;t
i
). Let f
i
j
denote the probability density function of F
i
j
. The following lemma
stems from [13]:
5. Lemma. For all 
j
2 Ev(s
i+1
) \ (Ev(s
i
)  

) we have:
1. F
i+1
j
(x) = F
i
j
(x + T
i
)=F
i
j
(T
i
) and
2. f
i
j
(x) = f
i+1
j
(x + T
i
)=F
i
j
(T
i
).
Proof. We only consider the rst part of the lemma.
F
i+1
j
(x)
= f denition of F
j
g
PrfW
i+1
j
6 x jW
i
j
> T
i
g
= f W
i
= W
i+1
+ T
i
g
PrfW
i
j
6 x+ T
i
j W
i
j
> T
i
g
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= f de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(PrfW
i
j
6 x+ T
i
g   PrfW
i
j
6 T
i
g)=PrfW
i
j
> T
i
g
= f calculus g
(1  PrfW
i
j
> x+ T
i
g   (1  PrfW
i
j
> T
i
g))=PrfW
i
j
> T
i
g
= f calculus g
1  PrfW
i
j
> x+ T
i
g=PrfW
i
j
> T
i
g
= f denition of F
j
; 
j
2 Ev(s
i+1
) \ (Ev(s
i
)  

) g
1  F
i
j
(x+ T
i
)=F
i
j
(T
i
) . 
Notice that this lemma is not needed to determine the clock values c
i+1
. Instead, this
lemma is useful in characterizing the probability density of a sample path of the GSMP,
see below.
The probability density P
i;i+1
(
j
) of the discrete-event system going from internal state
(s
i
;c
i
;t
i
) to (s
i+1
;c
i+1
;t
i+1
) by executing 
j
is given by:
P
i;i+1
(
j
) , f
i
j
(T
i
) 
Y

k
2Ev(s
i
) f 
j
g
(1  F
i
k
(T
i
))
P
i;i+1
(
j
) is the probability that c
j
has the minimum clock value of all active s-events in
s
i
. The likelihood P
0;n
of a sample path (s
0
;c
0
;t
0
); : : : ;(s
n
;c
n
;t
n
) now equals
Q
n 1
i=0
P
i;i+1
.
4 Event structures and GSMPs
This section describes a recipe for generating a discrete-event system (in particular, a
GSMP) starting from an s-deterministic stochastic event structure. This enables the
generation of sample paths for this class of stochastic event structures, and constitutes
the starting-point for performing simulation runs. If, in addition, the resulting GSMP
satises certain restrictions such that it reduces to a (semi-) Markov chain (see previous
section) standard analytical techniques for assessing such models can be applied.
How do we obtain a GSMP from an (s-deterministic) stochastic event structure? The
basic idea is to let stochastic events (s-events) correspond to bundles and to let output
states be stochastic event structures. Consider, for example, X 7! e. This bundle is
`activated' as soon as an event e
i
in the set X appears. Suppose that e
i
happens at
time t
i
. At that moment we schedule a new s-event that models the satisfaction of
X 7! e, and initialize its clock value with a sample of R((X;e)), the random variable
associated with X 7! e. Random variables associated with bundles thus act like clock-
setting distributions of the GSMP. Once the s-event happens, bundle X 7! e is satised,
and is discarded from the event structure at hand. (If it happens to be the only bundle
pointing to e, then in addition, e is recorded to have happened.) In this way, stochastic
event structures evolve in time by executing bundles (and events).
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We now describe the recipe for obtaining a GSMP from a stochastic event structure by
discussing the components of the GSMP|output states, initial state, stochastic events,
and state transition relation|one by one.
Output states
An output state consists of three components: an event structure E = (E;#;7!;l), a
function R that associates to each bundle in E a random variable, and a set H  E that
records the events that have happened so far. Remark that we do not have a function
associating a random variable to events in E.
Initial state
For s-deterministic stochastic event structure  = h(E;#;7!;l);A;Ri the initial state
s
0
= (E
0
;R
0
;H
0
) of the discrete-event system is dened as follows: E
0
= (E
0
;#
0
;7!
0
;l
0
)
with E
0
= E [ f g, #
0
= #, 7!
0
= 7! [ f (f g;e) j e 2 E ^ A(e) 6= I g, l
0
=
l [ f (;start) g, R
0
= R [ f ((f g;e);A(e)) j e 2 E ^ A(e) 6= I g, and H
0
= f g.
Stated in words, a ctitious start event  is introduced modelling the start of the system,
from which a bundle is pointing to any event e in E with a stochastic variable dierent
from I. (In our case this includes all initial events in , since these events have been
assigned a random variable dierent from I at language level.) A(e), the random variable
of e in , is associated with this new bundle f g 7! e. As an eect, all (non-I) event
random variables are turned into bundle random variables. We assume that the system
is initially just started, so H
0
= f g.
Since  is s-deterministic it follows immediately that R
0
is injective.
6. Example. Consider  as depicted in Figure 3(a). The corresponding initial state
of its discrete-event system is depicted in Figure 3(b). (We adopt the convention that
happened events are indicated as open dots, whereas events that have not yet happened
are drawn as closed dots, like before.) 
a
b c
c f
g
U7
U2
U1
U3
U4
U5
U6 U8
(a) (b)
a
b c
c f
g
U7
U2
U1
U3
U4
U5
U6 U8
start
Figure 3 A (a) stochastic event structure  and (b) its initial GSMP state (E
0
;R
0
;H
0
).
Stochastic events
The s-events of the discrete-event system are bundles (rather than events!). Since the
set of s-events needs to be nite we require the stochastic event structure to have a nite
set of bundles. (This means that for recursive processes we use a nite approximation of
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the xpoint semantics, in case this is innite; see Section 6.)
For s = (E ;R;H) the set of activated s-events Ev(s) is dened as follows:
Ev(s) , f (X;e) 2 7!j X \ H 6= ? ^ : (9 e
0
2 H : e# e
0
) g
So, bundle (X;e) is `activated' in output state s, if some event in X has appeared, and if
it is not pointing to event e which is permanently disabled (due to some other conicting
event that has already appeared). Remark that we could equally well omit the last
conjunct, allowing all bundles to expire. It is, however, not necessary to consider those
bundles that point to events that can never happen anyway.
In case a new s-event 
i
= X 7! e becomes activated in output state s then c
i
is
assigned a randomly drawn realization (i.e., a sample) of R((X;e)). In this way, the
distribution functions of the random variables associated to bundles in s act like clock-
setting distribution functions. Notice that clocks of activated s-events can never be
identical in our case, since component R of s is injective. This entails that all continuous
random variables in s are unique and statistically independent, so the probability that
two clocks have the same value is 0.
7. Example. Let s be the output state of Figure 3(b) and let s-event 
i
correspond to
the bundle with distribution U
i
. Then Ev(s) = f 
1
;
2
g, with c
1
= F
U
1
() and c
2
= F
U
2
(),
i.e., the clocks of 
1
and 
2
are assigned a random sample of U
1
and U
2
, respectively. The
clocks of all other s-events equal 1. (In the sequel we omit mentioning clocks equal to
1.) 
State transitions
Suppose the discrete-event system is in state (s;c;t) and moves to (s
0
;c
0
;t
0
) by executing
s-event 

2 Ev(s). Let s = (E ;R;H) and s
0
= (E
0
;R
0
;H
0
). Assume that 

corresponds
to bundle X 7! e in E . Then E
0
is determined as follows: E
0
= E, #
0
= #, l
0
= l
and 7!
0
= 7! nf (X;e) g. Bundle X 7! e is eliminated since this bundle `appeared'. The
random variables associated with the retained bundles are unchanged, i.e., R
0
= R  7!
0
.
Finally, if X 7! e is the only bundle pointing to e then e is added to the set of happened
events, since all bundles pointed to it have disappeared and their corresponding timings
have elapsed. So, we obtain
H
0
, H [ f e j 8Y : Y 7! e ) Y = X g
This completely denes the next state s
0
. The clock values c
0
in the next state are
determined according to the recipe in Section 3. The time t
0
equals t plus the clock
value of the s-event 

that triggered the transition from s to s
0
. It is not dicult to
check that the above described discrete-event system for stochastic event structure  is
a time-homogeneous GSMP.
The complete simulation algorithm for stochastic event structure hE ;A;Ri with E =
(E;#;7!;l) is presented in Table 1. For random variable U with distribution F
U
let F
U
()
denote a sample of U ; output state s
i
= (E
i
;R
i
;H
i
), for i > 0. It is assumed that the
function Ev() is given.
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E
0
:= (E [ f g;#; 7! [ f (f g;e) j e 2 E ^ A(e) 6= I g;l [ f (;start) g);
R
0
:= R [ f ((f g;e);A(e)) j e 2 E ^ A(e) 6= I g;
H
0
:= f g;
for all X
k
7! e
k
2 7!
0
do if X
k
7! e
k
2 Ev(s
0
)  ! c
0
k
:= F
R
0
((X
k
;e
k
))
()
[]X
k
7! e
k
62 Ev(s
0
)  ! c
0
k
:=1
 od;
t
0
:= 0;
i := 0;
while Ev(s
i
) 6= ?
do choose X
j
7! e
j
2 Ev(s
i
) such that c
i
j
= Minf c
i
k
j U
k
2 Ev(s
i
) g;
E
i+1
:= (E
i
;#
i
; 7!
i
nf (X
j
;e
j
) g;l
i
);
R
i+1
:= R
i
 7!
i+1
;
H
i+1
:= H
i
[ f e j 8Y : Y 7!
i
e ) X
j
= Y ) g;
for all X
k
7! e
k
2 7!
i+1
do case
[]X
k
7! e
k
2 Ev(s
i+1
) \ (Ev(s
i
)  f (X
j
;e
j
) g)  ! c
i+1
k
:= c
i
k
  c
i
j
[]X
k
7! e
k
2 Ev(s
i+1
)  (Ev(s
i
)  f (X
j
;e
j
) g)  ! c
i+1
k
:= F
R
i+1
((X
k
;e
k
))
()
[]X
k
7! e
k
62 Ev(s
i+1
)  ! c
i+1
k
:=1
esac od;
t
i+1
:= t
i
+ c
i
j
;
i := i+ 1;
od
Table 1 Discrete-event simulation algorithm for stochastic event structures.
8. Example. Consider our running example of this section. Figure 4 illustrates a
possible state sequence, starting from (0) s
0
to (5) s
5
. E.g., consider s
0
with t
0
= 0.
Recall that its active s-events are 
1
and 
2
, with clocks c
0
1
= F
U
1
() and c
0
2
= F
U
2
().
Assume c
0
1
< c
0
2
. Then 
1
will trigger a state transition from s
0
to s
1
, with c
1
2
= c
0
2
  c
0
1
=
F
U
2
()  F
U
1
() and t
1
= t
0
+ c
0
1
= F
U
1
(). The new s-events 
3
, 
4
and 
5
are scheduled
in s
1
with c
1
3
= F
U
3
(), c
1
4
= F
U
4
() and c
1
5
= F
U
5
(). Assuming that c
1
2
is the minimum
clock value in s
1
the system moves to s
2
with t
2
= t
1
+ c
1
2
= F
U
2
(). In s
2
no new s-events
are scheduled, and the clocks of 
3
, 
4
and 
5
remain running. Notice that in s
2
s-event

2
has appeared, but event e
c
has not happened, because 
3
has not yet appeared. The
other steps are left to the reader. It should be noted that 
4
62 Ev(s
3
), since this bundle
points to e
c
, which is disabled by a happened event. 
Remark that it is not dicult to adapt the above denitions such that events that have
happened nally disappear from the evolving event structure: remove events from E
once they are happened and do not belong to some bundle set X, X 7! e
0
, and introduce
an empty bundle ? 7! e
0
to all events e
0
for which e
0
# e, once e happens. These empty
bundles reect the fact that e
0
is disabled (by e).
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U4 U4 U4
a
b c
c f
g
U7
U2
U1 U3
U4
U5
U6 U8
a
b c
c f
g
U7
U2
U3
U4
U5
U6 U8
a
b c
c f
g
U7
U3
U4
U5
U6 U8
a
b c
c f
g
U7
U5
U6 U8
a
b c
c f
g
U5
U6 U8
a
b c
c f
gU6 U8
(1) (2)
(3) (4) (5)
(0)
start
start start
start start start
Figure 4 Possible state sequence s
0
;s
1
; : : : ;s
5
for GSMP of .
5 Recursion and regenerative simulation
The mapping of stochastic event structures onto GSMPs presented above enables the
generation of simulation runs (often called sample paths). As a next step, of course,
simulation data should be gathered and analyzed. In a nutshell this works in general as
follows. Suppose we are interested in the (unknown) value  of the desired performance
measure. Since  is obtained as a function of stochastic variables,  is a realization (or
sample) of a stochastic variable, U say. For a simulation run random variable U
i
|called
an observation|is dened that is supposed to `represent' U . Given a set of observations
U
1
; : : : ;U
n
, an estimator
^
U = f(U
1
; : : : ;U
n
) is dened. Given the samples 
1
; : : : ;
n
of
U
1
; : : : ;U
n
this estimator obtains an estimate
^
 of . In principle dierent estimators can
be dened, but not all functions are equally suitable. Interesting estimators are, e.g.,
those that are unbiased, i.e., for which the expected value of
^
U equals E[U ], or that are
strongly consistent, i.e.,
^
 reaches  for n approaching 1.
Now one obtains an estimate
^
 of the performance result from the samples of the stochas-
tic variables U
1
; : : : ;U
n
. These samples are obtained from simulation runs of the system.
Finally, the reliability of the obtained estimate is assessed. This is usually done by con-
structing condence intervals. A condence interval is an interval around the estimate in
which the actual value E[U ] lies, with a certain|and preferably high|probability. There
are dierent ways to obtain the right estimators and corresponding (narrow) condence
intervals, see [21].
Usually, dierent simulation runs have to be carried out in order to obtain results of a
sucient condence level. However, for a specic class of models, the so-called regenera-
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tive models, a single simulation run may be sucient to obtain condent statistics. The
evolution of a regenerative stochastic process can be divided into cycles, where between
any two successive regeneration points, the behaviour of the process is a probabilistic
replica of the process in any other cycle.
Under certain conditions (cf. [19]) a GSMP can be considered as a regenerative stochastic
process. In particular this is the case when the GSMP is (1) irreducible, i.e., for each
s;s
0
2 S state s
0
should be `reachable' from s, (2) the state space S and s-event set
Ev are nite, (3) all clock-setting distribution functions have nite means and a density
function that is continuous and positive on [0;1), and (4) there exists a pair of states
s;s
0
2 S such that s can go to s
0
for which Ev(s)\Ev(s
0
) = ?, and Ev(s
0
) and the clock-
setting distributions in s
0
are independent of the trigger event for entering s
0
. Notice
that (4) requires that only new s-events are active in state s
0
. Under these conditions the
GSMP probabilistically restarts when going from s to s
0
, and the expected time between
regeneration points is nite.
Given that a GSMP is regenerative there are standard ways in which to obtain (strongly
consistent) estimators, and (asymptotic) condence intervals by observing a nite part of
a single simulation run of the GSMP, see for details [19, Chapter 3]. An interesting ques-
tion therefore is whether stochastic event structures can give rise to regenerative GSMPs.
As will be indicated in Section 6 recursive processes give rise to innite stochastic event
structures. Under a regularity assumption, which applies e.g., for tail recursion, such in-
nite event structures can be nitely represented and can considered to be `regenerative',
since they exhibit repetitive behaviour. For example, the event structure of Figure 7(c)
satises such regularity principle: after the occurrence of an event labelled a the event
structure repeats its behaviour. For such processes regenerative simulation is considered
to be a useful technique.
6 A non-Markovian stochastic process algebra
In this paper we use a stochastic process algebra in which the delay of actions is specied
by continuous stochastic variables:
9. Denition. (Syntax of stochastic process algebra)
B ::= 0 j a
U
; B j B +B j B jj
G
B j B[H] j B nG j P

We assume a given set of observable actions Act and an additional invisible action  ;
 62 Act. 0 denotes inaction, i.e., a process that cannot perform any action. a
U
; B
denotes the action-prex of a 2 Act [ f  g and B where the time from which a is
enabled is determined by a continuous random variable U , U 2 RV with U 6= I. (This
constraint avoids to have pure non-deterministic choices like a
I
+ a
I
.) All actions are
assumed to have zero duration; i.e., they occur instantaneously. The choice between B
1
and B
2
is denoted B
1
+ B
2
. B
1
jj
G
B
2
denotes parallel composition where actions in G
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(G  Act) are synchronization actions; B
1
and B
2
can perform actions that are not in
G independently of each other. jjj abbreviates jj
?
, i.e., parallel composition without
synchronization. B[H] denotes the relabelling of B according to H where H() =  , and
H(a) 6=  for a 2 Act. B n G denotes hiding; in B n G all actions in G (G  Act) are
turned into invisible actions. Finally, P denotes a process instantiation where a behaviour
is considered in the context of a set of process denitions of the form P := B where B
possibly contains occurrences of P .
The precedences of the composition operators are, in decreasing binding order: ; , +, jj ,
n and [ ]. Trailing 0s are usually omitted.
The synchronization principle is that an action can only occur when all participants are
ready to engage in it. Thus, for instance, in a
W
; b
U
jj
fa;b g
a
Z
; b
V
, the enabling time of
a is determined by max(W;Z) assuming that the system starts at time 0. t
a
+max(U;V )
determines the enabling time of b given that a occurs at time t
a
.
b
ba ba||
 {a,b} =
ba
a ||
 a
a
=
a
a ; =
ba
VU max(U,V)
U V max(U,V)
U V U
V
I
(a)
(b)
(c)
Figure 5 Examples of composing stochastic event structures.
The semantics of our process algebra is dened using stochastic event structures. A
mapping [[ ]] is dened that maps each expression B onto a stochastic event structure
[[B ]] in a compositional way. This mapping is completely described in [2, 9]. Let us start
by considering some simple examples (cf. Figure 5). According to our synchronization
principle the resulting random variable of e
a
in Figure 5(a) equals max(U;V ). A similar
reasoning applies to (b) (where, for simplicity, irrelevant random variables are omitted).
Finally, in (c) the main issue is what the random variable, W say, associated with e
b
will
be. Intuitively, this random variable should not impose an additional constraint on the
timing of e
b
. Therefore, we let W = I. Then e
b
is enabled after the occurrence of e
a
(at
time t
a
) at time max(t
a
+V;I) = t
a
+V , what one would expect.
This motivates that we require the class RV of random variables to be closed under max
and to have a unit element I for max, as presented on page 5. (Notice that for statis-
tically independent random variables U and V the distribution function of max(U;V )
corresponds to the product of their distribution functions, i.e., F
U
 F
V
.)
10. Example. For the purpose of this paper it suces to present the semantics
by example. The expressions corresponding to Figure 6 are as follows: (a) (a
U
; d
V
+
b
W
; e
R
) jjj c
Z
, (b) a
U
; b
V
jj
b
b
W
, and (c) a
U
; c
V
jj
c
b
W
; c
Z
. 
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a b c
d e
a
b
c
U
V
W
R
Z U
W
V
Z
U WV
a b
(a) (b) (c)
I
Figure 6 Some examples of noninterleaving semantics.
Finally we explain the semantics of process instantiation P , for P := B. [[P ]] is dened
in the following way by using standard xed point theory [17]. A complete partial
order (c.p.o.) E is dened on stochastic event structures with the empty event structure
(i.e., [[ 0 ]]) as the least element ?. Then for each denition P := B a function F
B
is dened that substitutes a stochastic event structure for each occurrence of P in B,
interpreting all operators in B as operators on stochastic event structures. F
B
is shown
to be continuous, which means that [[P ]] can be dened as the least upper bound (l.u.b.)
of the chain (under E) ?, F
B
(?), F
B
(F
B
(?)); : : :. It is beyond the scope of this paper
to treat all details here; [9, Chapter 10] treats the recursive case extensively.
11. Example. As an example of a recursive process denition we consider
P := a
U
; P jjj b
V
.
The rst approximation is ?. The second and third approximations F
B
(?) resp. F
2
B
(?)
are depicted in Figure 7(a) and (b), respectively. By repeated substitution we obtain the
stochastic event structure of Figure 7(c). 
V
b
U a
V
b
U a
(a) (b)
V
b
U
a
V
b
U
a
V
b
U a
V
b
U
a
V
b
U a
(c)
Figure 7 Example of semantics for a recursive process denition.
An interesting feature of [[ ]] is that removing the parts concerning the random variables
of events and bundles in the denition of [[ ]] leads to the event structure semantics
of ordinary LOTOS given in [12]; so, [[ ]] is an orthogonal extension of the plain event
structure semantics. That is, stochastic information is not aecting the other semantic
components like causality and conict.
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7 Simulating behaviour expressions
In this section we show how the recipe of obtaining GSMPs can be applied to behaviour
expressions. Recall that the recipe of Section 4 considers s-deterministic stochastic event
structures. In order to avoid that several random variables occur more than once in
an expression (and thus will lead to a non s-deterministic event structure) we start by
decorating each random variable associated to an action-prex with an arbitrary but
unique occurrence identier, denoted by a natural number. For instance, an expression
like a
U
; b
V
+a
U
becomes a
U
1
; b
V
2
+a
U
3
. To enforce that for recursive behaviours unique
identiers are generated we label each process occurrence with a globally unique id as
well. Thus, P := a
U
; P becomes P := a
U
1
; P
2
. Each unfolding of P generates unique
ids for random variables by prexing with the id of the process instantiation. So, P
contains random variables U
1
;U
21
;U
221
; : : :.
Unfortunately, when this procedure is applied to expression B this does not imply that
[[B ]] is s-deterministic. For instance, for B = a ; d
U
jj
d
(b ; d
V
jjj c ; d
W
) where irrelevant
distributions are omitted we obtain two bundles in [[B ]] with random variable U (see
Figure 8). This is caused by the fact that there are two possible candidates with which
d
U
can synchronize|a form of pure nondeterminism|and this results in copying bundle
f e
a
g
U
7! e
d
.
d
a
db
||
 d =
U
V
dc W
d
b
V
dc W
a U
U
Figure 8 Copying of bundles (and random variables).
When we apply the recipe of Section 4 to [[B ]] we obtain an output state (i.e., an
event structure) in the GSMP with two `activated' bundles equipped with the same
random variable U . The use of this random variable as a clock-setting distribution
function would now violate the clock constraint of GSMPs, see Section 3: we would
obtain two s-events|one per bundle f e
a
g 7! e
d
|with the same clock value F
U
()
(dierent from 1). A possible solution to avoid this form of pure nondeterminism
(which is not a concept present in GSMPs) is to perform a renaming of random variables
in [[B ]], while keeping the same distributions of course, such that all random variables
become unique and can be treated as statistical independent. An alternative to resolve
this form of pure nondeterminism is to consider the process at hand in the context of
an adversary, or scheduler. An adversary is an entity that schedules the next event
(probably probabilistically) based on the past execution of the event structure so far.
Such adversaries are, for instance, also used in [18].
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8 Discussion and concluding remarks
The main contribution of this paper is an algorithm for obtaining generalized semi-
Markov processes (GSMPs) from (s-deterministic) stochastic event structures, a causality-
based semantical model suited for stochastic process algebras that include general dis-
tributions. In this way standard simulation techniques can be adopted to obtain per-
formance statistics from (s-deterministic) stochastic event structures, and consequently,
from a large class of expressions in our stochastic process algebra. To our knowledge this
constitutes the rst attempt to obtain stochastic simulation models from event structures
and stochastic process algebras in a systematic way.
Apart from the fact that we allow general distributions our approach contrasts the in-
terleaving approaches (such as [8, 4, 7, 1]) which obtain performance statistics either
analytically or numerically by linking the semantical model to continuous-time Markov
chains (CTMCs). Harrison and Strulo [6] use a stochastic process algebra to formally
describe discrete-event simulation. In line with our work they do not restrict time delays
to be specied by exponential random variables. They indicate (as we do in Section 7),
however, that nondeterminism gives rise to invalid simulations. This is a serious problem
in their approach since an interleaving semantics is used, i.e., parallelism is `resolved'
by nondeterminism. This type of `articial' nondeterminism is absent in our causality-
based approach (and only pure nondeterminism causes some problems). Another impor-
tant dierence is that we obtain GSMPs from an arbitrary stochastic event structure,
while Harrison and Strulo show that their formalism is powerful enough to describe the
behaviour of GSMPs.
There are several paths along which we can extend our approach. Firstly, it would be
interesting to identify a class of innite stochastic event structures that can be nitely
represented, since this would allow the use of regenerative simulation techniques (in a
similar way as for stochastic Petri nets [5]). In order to support probabilistic branching
at the language level it would be interesting to incorporate probabilities into our model.
In particular, we plan to adjust our preliminary work on probabilistic extensions of
non-stochastic event structures [10, 9] to the stochastic case, e.g., in accordance to the
elegant proposal of Rettelbach [15] for the interleaving case. Concerning the mapping
onto GSMPs we do not foresee serious problems, since state transitions in GSMPs are
in general probabilistic. An alternative direction would be to investigate to what extent
numerical techniques can be used to analyze stochastic event structures, for instance, by
using discrete approximation of continuous distribution functions, see e.g., [11].
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