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NONUNIQUENESS FOR THE KINETIC FOKKER-PLANCK EQUATION WITH
INELASTIC BOUNDARY CONDITIONS.
HYUNG JU HWANG, JUHI JANG, AND JUAN J. L. VELA´ZQUEZ
Abstract. We describe the structure of solutions of the kinetic Fokker-Planck equations in domains
with boundaries near the singular set in one-space dimension. We study in particular the behaviour of
the solutions of this equation for inelastic boundary conditions which are characterized by means of a
coefficient r describing the amount of energy lost in the collisions of the particles with the boundaries
of the domain. A peculiar feature of this problem is the onset of a critical exponent rc which
follows from the analysis of McKean (cf. [26]) of the properties of the stochastic process associated
to the Fokker-Planck equation under consideration. In this paper, we prove rigorously that the
solutions of the considered problem are nonunique if r < rc and unique if rc < r ≤ 1. In particular,
this nonuniqueness explains the different behaviours found in the physics literature for numerical
simulations of the stochastic differential equation associated to the Fokker-Planck equation. In
the proof of the results of this paper we use several asymptotic formulas and computations in the
companion paper [16].
1. Introduction
A general feature of several kinetic equations is the fact that their solutions in a domain Ω with
boundaries cannot be infinitely differentiable at the points of the phase space (x, v) for which x ∈ ∂Ω
and v is tangent to ∂Ω, even if the initial data are arbitrarily smooth. This set of points is denoted
as the singular set. This property of the solutions of kinetic equations was found by Guo in his study
of the Vlasov-Poisson system (cf. [8]).
In the case of the one-species Vlasov-Poisson system in 3-dimensional bounded domains with spec-
ular reflection boundary conditions, the convexity of the boundary plays a crucial role in determining
the regularity of solutions (cf. [11], [12]). If the boundary of the domain is flat or convex, then one
can show that a trajectory on the singular set is separated from regular one in the interior, so that
classical solutions exist globally in time and are C1 in phase space variables except on the singular set.
However, if a domain is nonconvex, then even in the Vlasov equation without interactions between
the particles and with inflow boundary condition, a classical C1 solution fails to exist in general (cf.
[7]). Similar singular behaviours near the singular set have been found in the Boltzmann equation (cf.
[18]).
This paper is devoted to the analysis of the kinetic Fokker-Planck equation, in which some interest-
ing phenomena related to the presence of the singular set appear. More precisely, we will be concerned
with the analysis of the following equation:
(1.1) ∂tP + v∂xP = ∂vvP , P = P (x, v, t) , x > 0, v ∈ R , t > 0
with the so-called inelastic boundary condition:
(1.2) P (0,−v, t) = r2P (0, rv, t) , v > 0 , t > 0
where 0 < r <∞. We are particularly interested in the case in which r ≤ 1. The physical meaning of
(1.2) is that the particles arriving to the wall {x = 0} with a velocity −v bounce back to the domain
{x > 0} with a new velocity v. Notice that in the case r = 1 the particles bounce elastically, but for
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r < 1, the collisions are inelastic and the particles lose a fraction of their energy in the collisions. We
will solve (1.1), (1.2) with the initial condition:
(1.3) P (x, v, 0) = P0 (x, v)
where P0 is a probability measure in (x, v) ∈ R+ × R.
The singular set reduces in the case of the problem (1.1), (1.2) to the point (x, v) = (0, 0) .
In this paper, we will prove that for r < rc where
(1.4) rc = exp
(
− π√
3
)
there exist different measure valued solutions of the boundary value problem (1.1)-(1.3). These so-
lutions differ in their asymptotics near the singular point (x, v) = (0, 0) . Roughly speaking, these solu-
tions differ in the precise interaction between the singular set and the domain {(x, v) 6= (0, 0) , x ≥ 0, v ∈ R} .
The resulting solutions are C∞ functions in {(x, v) 6= (0, 0)} , but near the singular point it is only
possible to obtain uniform estimates in suitable Ho¨lder norms. Some of the solutions obtained satisfy∫
{(0,0)} P (dxdv, t) > 0 for t > 0 while for some of them
∫
{(0,0)} P (dxdv, t) = 0.
Different solutions of the problem (1.1)-(1.3) obtained in this paper have different natural inter-
pretations in terms of particles evolving by means of a differential stochastic equation. This has been
discussed in detail in the companion paper [16]. In that paper, the asymptotic behaviour of the so-
lutions constructed in this paper was described by means of formal computations. In fact, several
formulas derived in [16] will be used in this paper.
The exponent rc in (1.4) was first found by McKean (cf. [26]) and it can be interpreted as the critical
value of the recovery coefficient in the inelastic collisions taking place at the wall {x = 0} below which
Brownian particles described by the Uhlenbeck-Ornstein processes reach the point (x, v) = (0, 0) in
finite time. See a more detailed discussion in [16]. Intuitively, if r > rc we do not need additional
information to define a unique evolution for the solutions of (1.1)-(1.3) because the trajectories asso-
ciated to the Uhlenbeck-Ornstein processes do not reach the singular point in finite time, while for
r < rc the singular point is reached in finite time and additional information is required to determine
uniquely the behaviour of the solutions of (1.1)-(1.3). This information is encoded in the different
asymptotic behaviours which can be imposed to the solutions of (1.1) near the singular set (cf. [16]).
The dynamics of Brownian particles bouncing inelastically at one wall has been also considered in
the physical literature. We refer also to [16] for details about the relation between the results of the
physical literature and the results in [16] and this paper.
The main result of this paper can be formulated in the following form:
Theorem 1.1. Let X be the space of functions C∞ (R+ × R× (0,∞))∩C ([0,∞) :M+ (R+ × R)) ∩
C
(
R+ × R× (0,∞)
)
. Suppose that 0 < r < rc. For any Radon measure P0 ∈ M+ (R+ × R) , such
that
∫
R+×R P0 <∞, there exist infinitely many different solutions of the problem (1.1)-(1.3). The so-
lutions P = P (x, v, t) ∈ X satisfy (1.1), (1.2) in classical sense and (1.3) in the sense of distributions.
If rc < r ≤ 1 there exists a unique weak solution of (1.1)-(1.3) with initial data P0.
Remark 1.1. We have denoted as M+ (B) the set of Radon measures in a given Borel set B ⊂
Rn, n ≥ 1.
Precise definitions of solutions of (1.1)-(1.3) as well as more detailed information about the solu-
tions described in Theorem 1.1 will be given later (cf. Proposition 4.1 in Section 4, as well as the
Definitions 4.2-4.5). Roughly speaking, the solutions obtained for 0 < r < rc differ in the bound-
ary condition imposed at the singular point (x, v) = (0, 0) . Intuitively, in the case of the solution
satisfying
∫
R+×R P (·, ·, t) =
∫
R+×R P0 we assume that the particles arriving to the origin continue in-
stantaneously their motion. In all the other solutions, particles arriving to the singular point remain
trapped there for all later times or during some characteristic time before resuming their motion in
the region R+ × R. The existence and uniqueness of solutions for r > rc will be also proved in this
paper, although in this case we do not need any additional information about the solutions near the
singular set.
3The main tool used in the proof of the results of this paper is the classical Hille-Yosida Theorem.
Most of the technical difficulties in this paper arise from the fact that we need to prove that the
operators involved in our problem satisfy the assumptions which allow to apply the Hille-Yosida The-
orem. In particular, the application of this Theorem requires to prove the solvability of some problems
of Partial Differential Equations which encode information about the behaviour of the solutions of
(1.1)-(1.3) near the singular set {(x, v) = (0, 0)} . Due to the fact that we are interested in Measure
Valued solutions of (1.1)-(1.3) it will be convenient to work instead with the solutions of some suitable
adjoint problems of (1.1)-(1.3) which encode the different types of boundary conditions mentioned
above if r < rc. In order to apply Hille-Yosida’s Theorem we need to prove the solvability of some
elliptic problems. This will be made by means of a suitable generalization of the classical Perron’s
method which is able to deal with the singular behaviour of the solutions near the singular point. It
is well known that Perron’s method allows us to obtain the solution of some elliptic equations as the
supremum of the subsolutions associated to such equations. However, the application of such ideas to
this problem yields to several technical difficulties. The main ones are the following ones. Since the
operator D2v + vDx contains only the first order derivative in x instead of the second order ones, it is
possible to construct subsolutions for this problem which are discontinuous and have discontinuities
along subsets of lines {x = x0} for x0 ∈ R. Moreover, such discontinuous subsolutions arise naturally
applying Perron’s method to this class of equations. This fact will yield several technical difficul-
ties which will be considered in Section 3. On the other hand the nonuniqueness of the solutions of
(1.1)-(1.3) will be related to the different asymptotic behaviours of the solutions near the singular
point. The application of Perron’s method to the problem under consideration will require to study
the properties of suitably defined sub and supersolutions with different behaviours near the singular
point.
We remark that the Fokker-Planck equation for a general class of boundary conditions but different
from the ones considered in this paper has been considered in [27], and the connection between the
methods of that paper and this one has been made in the companion paper [16]. In the case of the
absorbing boundary condition, Ho¨lder continuity of solutions of the Fokker-Planck equation near the
singular set has been shown by the authors in [13], [14], [15].
The plan of this paper is the following. In section 2, we present the adjoint problem of the original
problem (1.1), (1.2) with boundary conditions. The well-possedness of the adjoint problems will be
obtained in Section 3. This section is the most technical part of the paper and it requires some detailed
study of the asymptotics of the solutions of the adjoint problem near the singular point (x, v) = (0, 0) .
In Section 4, we prove the existence of measure valued solutions for the problem (1.1)-(1.3), which
gives nonuniqueness for subcritical case and uniqueness for supercritical case.
2. Adjoint problem of our original equation
2.1. Definition of some differential operators. Our goal now is to obtain suitable adjoint
operators for (1.1), (1.2) with one of the trapping, nontrapping, and partially trapping boundary
conditions, which will be defined in Section 2.3. These operators will act over the class of continuous
functions on a topological space X. The action of the operators will be given by a differential operator
L with suitable boundary conditions. In this Section we give the precise definitions of X and L.
Definition 2.1. We define as X0 the set obtained identifying the subset of points [0,∞)× (−∞,∞)
such that (x, v) = (0,−v) and (x, v) = (0, rv), v > 0. We then define X = X0∪{∞} , and we endowed
it with the natural topology inherited from R2 complemented with the following set of neighbourhoods
of the point ∞ :
OM = {(x, v) ∈ [0,∞)× (−∞,∞) : v < −M or v > rM or x > M} , M > 0
The set X is a topological compact set. The continuous functions of this space can be identified
with the bounded continuous functions ϕ in [0,∞)× (−∞,∞) such that
(2.1) ϕ (0,−v) = ϕ (0, rv) , v > 0
and such that the limit limx+|v|→∞ ϕ (x, v) exists. We will denote this set of functions as C (X) .
We denote as U the set:
U = {(x, v) : x ≥ 0, v ∈ R, (x, v) 6= (0, 0)}
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Notice that a function ϕ ∈ C (X) defines a function in C (U) satisfying (2.1). We will use the same
notation ϕ to refer to both functions for the sake of simplicity.
We need to introduce some local directionality in a neighbourhood of each point of X {(0, 0) ,∞}
in order to compute directional limits.
Definition 2.2. Given two points (x1, v1) , (x2, v2) ∈ X [{(x, 0) : x ≥ 0} ∪ {∞}] . We will say that
(x1, v1) is to the left of (x2, v2) and we will write (x1, v1)≪ (x2, v2) if x1 sgn (v1) < x2 sgn (v2) .
Notice that the previous definition just means that (x1, v1)≪ (x2, v2) in one of the following three
cases: (i) If v1 > 0 and v2 > 0 we have x1 < x2. (ii) v1 < 0 < v2. (iii) If v1 < 0 and v2 < 0 we have
x1 > x2.
Definition 2.3. Given a point (x0, v0) ∈ X \{(x, 0) : x ≥ 0}∪{∞} and a neighbourhood B of (x0, v0)
in the topological space X we define the left neighbourhood B− (x0, v0) as:
B− (x0, v0) = {(x, v) ∈ B : (x, v)≪ (x0, v0)}
Remark 2.1. Notice that the neighbourhood B must be understood as a neighbourhood of the topo-
logical space X. In particular, if (x0, v0) = (0, v0) any neighbourhood of (x0, v0) contains points (x, v)
with v > 0 and v < 0.
Definition 2.4. We will say that L ⊂ X is a vertical segment if it has the form {(x0, v) ∈ X : v ∈ (α, β)}
for some x0 ≥ 0, α, β ∈ R with α·β > 0, α < β. Given two vertical segments L1, L2 we will say that L1
is to the left of L2 if for any (xk, vk) ∈ Lk with k = 1, 2 we have (x1, v1)≪ (x2, v2) . We will then write
L1 ≪ L2. We will say that L ⊂ X is a horizontal segment if it has the form {(x, v0) ∈ X : x ∈ (α, β)}
for some v0 ∈ R α, β ∈ R with 0 ≤ α < β.
It will be convenient to define a suitable concept of convergence in the set of segments.
Definition 2.5. Given two segments L1, L2 in X we define a distance between them as:
(2.2) distH (L1, L2) = inf {dist ((x, v) , L2) : (x, v) ∈ L1}
The action of the operators Ωσ on smooth functions supported in U is given by the differential
operator
(2.3) L = D2v + vDx
where the operator L will be defined in the sense of distributions as indicated later. Nevertheless,
the operators Ωσ will differ in the different cases (cf. trapping, nontrapping, partially trapping) in
its domain of definition which will encode the asymptotic behaviour of ϕ near the singular point
(x, v) = (0, 0) .
We endow the set C (X) with a Banach space structure using the norm:
(2.4) ‖ϕ‖ = sup
(x,v)∈X
|ϕ(x, v)|
We need to impose suitable regularity and compatibility conditions in the class of test functions in
order to take into account the compatibility conditions imposed in X. Let V be an open subset of U .
We will consider functions ζ ∈ C (V¯ ) satisfying:
(2.5) ζ (0,−v) = r2ζ (0, rv) ; v > 0 , if (0,−v) , (0, rv) ∈ V¯
(2.6) There exist ζx, ζvv ∈ C
(
V¯
)
(2.7) ζx (0,−v) = r2ζx (0, rv) ; v > 0 if (0,−v) , (0, rv) ∈ V¯
(2.8) supp (ζ) ∩ [{x+ |v| ≥ R} ∪ {0, 0}] = ∅ for some R > 0
We can define a set of functions
(2.9) F (V )={ζ ∈ C (V¯ ) : (2.5), (2.6), (2.7), (2.8) hold}
We now define the action of the operator L in a subset of C (X) .
5Definition 2.6. Suppose that W is any open subset of X. Given ϕ ∈ C (W ) , we will say that Lϕ is
defined if there exists w ∈M (W ) such that for any ζ ∈ F (U ∩W ) we have:
(2.10)
∫
U∩W
ϕL∗ (ζ) dxdv =
∫
U∩W
wζdxdv
where L∗ = D2v − vDx. We will then write w = Lϕ. Given V ⊂ U , we will say that Lϕ is defined in V
if there exists w ∈ C (V ) satisfying (2.1) such that for any ζ ∈ F (U) such that supp (ζ) ∩ (∂V ) = ∅,
(2.10) holds.
2.2. Regularity properties of the solutions: Hypoellipticity. In this Subsection we will
formulate some regularity results associated to PDEs containing the operator L which will be used
repeatedly in the following.
One of the key features of the solutions of equations like (1.1) is that their solutions are smooth in
spite of the fact that they contain only second derivatives in the direction of v and not in the direction
of x. This smoothness can be proved for a large class of initial data using the fundamental solution
associated to this equation in the whole space, which was first computed by Kolmogorov (cf. [20]).
On the other hand, hypoellipticity properties for equations with the form (1.1) have been known
for a long time and they have been formulated in different functional spaces in several papers (cf.
[2], [9], [10], [23], [29], [31]). Hypoellipticity properties for the evolution problem associated to the
equation (1.1) with absorbing boundary conditions have been proved in [15]. In this paper, we will
need regularizing effects only for the stationary problem. We collect in this Section some regularity
results used in this paper. We first need some notation to denote a portion of the boundaries of a
class of domains which will be used repeatedly in this paper. More precisely, we will restrict ourselves
to the following class of domains contained in [0,∞)× (−∞,∞)r {(0, 0)} :
Definition 2.7. Ξ ⊂ [0,∞)×(−∞,∞)r{(0, 0)} is an admissible domain if it has one of the following
forms:
(a) It is a cartesian product (x1, x2)× (v1, v2) with (x1, x2) ⊂ (0,∞) , (v1, v2) ⊂ R and 0 /∈ [v1, v2] .
(b) It has the form (0, x2)× (v1, v2) (0, x1)× (v¯1, v¯2) with 0 < x1 < x2, v1 < v¯1 < 0 < v¯2 < v2.
In the case (a), we will denote as ∂aΞ and term as admissible boundary the subset of the boundary
∂Ξ defined by means of:
∂aΞ = ∂a,hΞ ∪ ∂a,vΞ
∂a,hΞ = ([x1, x2]× {v1}) ∪ ([x1, x2]× {v2})
∂a,vΞ = (([v1, v2] ∩ (0,∞))× {x2}) ∪ (([v1, v2] ∩ (−∞, 0))× {x1}) .
and we will denote as ∂∗aΞ the adjoint admissible boundary given by:
∂∗aΞ = ∂a,hΞ ∪ ∂∗a,vΞ
∂∗a,vΞ = (([v1, v2] ∩ (−∞, 0))× {x2}) ∪ (([v1, v2] ∩ (0,∞))× {x1}) .
In the case (b) we will denote as ∂aΞ the set:
∂aΞ = ∂a,hΞ ∪ ∂a,vΞ
∂a,hΞ = ([0, x2]× {v1}) ∪ ([0, x2]× {v2}) ∪ ([0, x1]× {v¯1}) ∪ ([0, x1]× {v¯2})
∂a,vΞ = ([v¯1, 0]× {x1}) ∪ ([0, v2]× {x2})
and the adjoint admissible boundary ∂∗aΞ as:
∂∗aΞ = ∂a,hΞ ∪ ∂∗a,vΞ
∂∗a,vΞ = ([0, v¯2]× {x1}) ∪ ([v1, 0]× {x2}) .
Theorem 2.1. Let W ⊂ X be one admissible domain in the sense of Definition 2.7 and ϕ ∈ C (W ) .
Suppose that Lϕ = w ∈ C (W ) in the sense of Definition 2.6. Then Dvϕ ∈ C (W ) . Moreover, if Wδ
denotes the subset of W such that dist ((x, v) , ∂aW ) ≥ δ > 0 we have:
‖Dvϕ‖L∞(Wδ) ≤ Cδ,W ‖ϕ‖L∞(W )
where Cδ,W > 0 depends only on W, δ.
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Figure 1. Admissible domains in Definition 2.7
Proof. The regularity at the interior points of U ∩W is a consequence of the hypoellipticity results in
[9]. The regularity in the sets {x = 0, v > 0}∩W follows from classical parabolic theory [5], assuming
that x is the time variable. We then obtain the desired continuity in {x = 0, v < 0} ∩W using (2.1).
The uniform regularity in {v < 0} ∩W then follows from parabolic theory [5]. 
We define a family of domains as follows:
Definition 2.8. For any given r > 0, we define:
(2.11) Rδ =
{
(x, v) : 0 ≤ x 13 ≤ δ, −δ ≤ v ≤ rδ
}
We will use also the following result for the solutions of the evolution problem (1.1), (1.2).
Theorem 2.2. Let W = R2R 1
2
with Rδ as in Definition 2.8. Suppose that P, Pt, Pxx, Pv ∈
C ([0, 1]×W ) and that P solves (1.1), (1.2) in (0, 1)×W. Then:
‖DvP‖
L∞
(
[ 12 ,1]×
(
R 3
2
R 2
3
)) ≤ C ‖P‖L∞([0,1]×W )
Proof. It is just a consequence of the results in [9], [31] as well as the boundary condition (1.2). 
We will use also the following hypoellipticity property.
Theorem 2.3. Suppose that W ⊂ X and ϕ ∈ C (W ) , with (0, 0) /∈ W.
(i) Suppose that Lϕ = w ∈ C (W ) in the sense of Definition 2.6. Then Dxϕ,Dvϕ,D2vϕ ∈ Lploc (W )
and these norms can be estimated by ‖w‖∞ .
(ii) Suppose that Lϕ = ν ∈ M (W ) . Then the Lp norm of ϕ and Dvϕ in each open set, or in any
horizontal curve can be estimated by the sum of the L1 norm of ϕ and the M (W ) norm of ν.
Proof. The result (i) follows from [31]. The result (ii) can be proved by duality, using (i) for the
adjoint operator of L. 
2.3. Definition of the operators Ωσ. Domains D(Ωσ). We now define some operators Ωσ for
the different boundary conditions described in Section 2.4, where σ is the subindex labelling each set
of boundary conditions. In all the cases the operator Ωσ acts over continuous functions defined on a
compact topological space X in Definition 2.1.
We will assume that the functions ϕ ∈ D(Ωσ) have the following asymptotic behaviour near the
singular set:
(2.12) ϕ (x, v) = ϕ (0, 0) +A (ϕ)Fβ (x, v) + ψ (x, v) , lim
R→0
supx+|v|3=R |ψ (x, v)|
Rβ
= 0
where A (ϕ) ∈ R and
(2.13) Fβ (x, v) = x
βΦβ (y) with Φβ (y) = U(−β, 2
3
; y) , y =
v3
9x
7with the asymptotics of Φβ (y) given by:
Φβ (y) ∼ |y|β as y →∞,(2.14)
Φβ (y) ∼ K |y|β as y → −∞(2.15)
where K = r3β .
2.3.1. The case r < rc. Trapping boundary conditions. In this case we will define Ωt,subϕ as follows.
We consider the domain:
(2.16) D(Ωt,sub) = {ϕ,Lϕ ∈ C (X) : ϕ satisfies (2.12), lim
(x,v)→(0,0)
(Lϕ) (x, v) = 0}
We then define:
(Ωt,subϕ) (x, v) = (Lϕ) (x, v) , if (x, v) 6= (0, 0) ,∞(2.17)
(Ωt,subϕ) (0, 0) = lim
(x,v)→(0,0)
(Lϕ) (x, v) = 0 , (Ωt,subϕ) (∞) = (Lϕ) (∞)
with Lϕ as in Definition 2.6. We remark that in this case as well as in the following three cases, we
have that Lϕ ∈ C (X) for the functions ϕ in the domains and then the limit lim(x,v)→(0,0) (Lϕ) (x, v)
exists.
2.3.2. The case r < rc. Nontrapping boundary conditions. We define Ωnt,subϕ by means of (2.3) in
the domain:
(2.18) D(Ωnt,sub) = {ϕ,Lϕ ∈ C (X) : ϕ satisfies (2.12) and A (ϕ) = 0}
We then define:
(Ωnt,subϕ) (x, v) = (Lϕ) (x, v) , if (x, v) 6= (0, 0) , ∞(2.19)
(Ωnt,subϕ) (0, 0) = lim
(x,v)→(0,0)
(Lϕ) (x, v) , (Ωnt,subϕ) (∞) = (Lϕ) (∞)
with Lϕ as in Definition 2.6.
2.3.3. The case r < rc. Partially trapping boundary conditions. Given any µ∗ > 0, we define
Ωpt,subϕ by means of (2.3) in the domain:
(2.20)
D(Ωpt,sub) =
{
ϕ,Lϕ ∈ C (X) : ϕ satisfies (2.12), there exists lim
(x,v)→(0,0)
(Lϕ) (x, v) = µ∗ |C∗| A (ϕ)
}
Here
(2.21) C∗ = lim
δ→0
∫
∂Rδ
[Gα (nvDvFβ + nxvFβ)− FβDvGαnv] ds
where Rδ is as in (2.11), Fβ is as in (2.13), and n = (nx, nv) is the normal vector to ∂Rδ pointing
towards Rδ.
(2.22) Gα (x, v) = x
αΛα (ζ) , ζ =
v
(9x)
1
3
with
(2.23) Λα (ζ) = U
(
−α, 2
3
;−ζ3
)
> 0 for ζ ∈ R
where we denote as U(a, b; z) the classical Tricomi confluent hypergeometric functions (cf. [1]).
Note that from Proposition 4.3 in [16]
(2.24)
C∗
9
2
3
=
π
3
(
sin (πα) +
√
3 cos (πα)
)
− 2 cos
(
π
(
β +
1
3
))
log (r)
.
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We will denote from now on lim(x,v)→(0,0) (Lϕ) (x, v) = (Lϕ) (0, 0) . We then define:
(Ωpt,subϕ) (x, v) = (Lϕ) (x, v) , if (x, v) 6= (0, 0) , ∞(2.25)
(Ωpt,subϕ) (0, 0) = (Lϕ) (0, 0) = µ∗ |C∗| A (ϕ) , (Ωpt,subϕ) (∞) = (Lϕ) (∞)
We will not make explicit the dependence of the operators Ωpt,sub in µ∗ for the sake of simplic-
ity. Notice that trapping boundary conditions reduce formally to the case µ∗ = 0 and nontrapping
boundary conditions to the case µ∗ =∞.
2.3.4. The case r > rc. In this case we only consider the case of nontrapping boundary conditions.
We then define Ωsupϕ by means of (2.3) in the domain:
(2.26) D(Ωsup) =
{
ϕ,Lϕ ∈ C (X) : there exists lim
(x,v)→(0,0)
(Lϕ) (x, v)
}
Notice that in this case the condition (2.12) does not make sense if ϕ ∈ C (X) because β < 0.
We then define
(Ωsupϕ) (x, v) = (Lϕ) (x, v) , if (x, v) 6= (0, 0) , ∞(2.27)
(Ωsupϕ) (0, 0) = lim
(x,v)→(0,0)
(Lϕ) (x, v) , (Ωsupϕ) (∞) = (Lϕ) (∞)
2.4. Adjoint problems to be considered. Given the problem (1.1), (1.2) with any of the trapping,
non-trapping, and mixed boundary conditions we define the adjoint problem as:
(2.28) ϕt + A (ϕ) = 0 , t ∈ (0, T ) , ϕ (·, T ) = ϕ0 (·)
where ϕ (·, t) ∈ D (A) for any t ∈ (0, T ) . We change the time as t → (T − t) in order to obtain a
forward parabolic problem. Therefore (2.28) becomes:
(2.29) ϕt − A (ϕ) = 0 , t ∈ (0, T ) , ϕ (·, 0) = ϕ0 (·)
with ϕ (·, t) ∈ D (A) for any t ∈ (0, T ) . We will say that (2.29) is the adjoint problem of (1.1), (1.2)
with the corresponding boundary condition-trapping, nontrapping, partially trapping. Notice that
the characterizations of the adjoint operators A make it possible to reformulate the problem (2.29)
as a PDE problem with suitable boundary conditions along the line ∂U = {(x, v) = (0, v) : v ∈ R } as
well as near the singular point (x, v) = (0, 0) . We now describe in detail this set of PDE problems for
the different cases for further reference.
2.4.1. The case r < rc. In this case we need to distinguish the cases of the three boundary conditions-
trapping, nontrapping, partially trapping. Using the definitions of the operators Ωt,sub, Ωnt,sub, Ωpt,sub
in Sections 2.3.1, 2.3.2, 2.3.3 we obtain the following:
The adjoint problem of (1.1), (1.2) with the nontrapping boundary condition
∂tϕ− v∂xϕ− ∂vvϕ = 0, x > 0, v ∈ R(2.30)
ϕ(0,−v, t) = ϕ(0, rv, t), v > 0(2.31)
(2.32) ϕ (x, v, t) = ϕ (0, 0, t) + ψ (x, v, t) , lim
R→0
supx+|v|3=R |ψ (x, v, t)|
Rβ
= 0, t ∈ (0, T )
which must be complemented with the initial condition:
(2.33) ϕ (x, v, 0) = ϕ0 (x, v)
The adjoint problem of (1.1), (1.2) with the trapping boundary condition is:
∂tϕ− v∂xϕ− ∂vvϕ = 0, x > 0, v ∈ R(2.34)
ϕ(0,−v, t) = ϕ(0, rv, t), v > 0(2.35)
(2.36) lim
(x,v)→(0,0)
(Lϕ) (x, v, t) = 0, t ∈ (0, T )
9with L as in (2.3). A natural initial condition for this problem is:
(2.37) ϕ (x, v, 0) = ϕ0 (x, v)
The adjoint problem of (1.1), (1.2) with the partially trapping boundary condition is:
∂tϕ− v∂xϕ− ∂vvϕ = 0, x > 0 , v ∈ R(2.38)
ϕ(0,−v, t) = ϕ(0, rv, t) , v > 0(2.39)
(2.40) lim
(x,v)→(0,0)
(Lϕ) (x, v, t) = µ∗ |C∗| A (ϕ) , t ∈ (0, T )
with L as in (2.3) and A (ϕ) defined by means of:
(2.41) ϕ (x, v, t) = ϕ (0, 0, t) +A (ϕ)Fβ (x, v) + ψ (x, v, t) , lim
R→0
supx+|v|3=R |ψ (x, v)|
Rβ
= 0
We will obtain a well defined initial-boundary value problem with:
(2.42) ϕ (x, v, 0) = ϕ0 (x, v)
2.4.2. The case r > rc. In the case r > rc we only need to consider the case in which the boundary
condition is the nontrapping. Due to the definition of Ωsup in Section 2.3.4 we obtain that the adjoint
of the problem (1.1), (1.2) with the nontrapping boundary condition can be formulated as:
∂tϕ− v∂xϕ− ∂vvϕ = 0 , x > 0, v ∈ R(2.43)
ϕ(0,−v, t) = ϕ(0, rv, t), v > 0(2.44)
(2.45) ϕ (x, v, t) = ϕ (0, 0, t) + ψ (x, v, t) , lim
R→0
sup
x+|v|3=R
|ψ (x, v, t)| = 0, t ∈ (0, T )
complemented with:
(2.46) ϕ (x, v, 0) = ϕ0 (x, v)
As a next step we will prove that the problems (2.43)-(2.46), (2.30)-(2.33), (2.34)-(2.37), (2.38)-
(2.42) can be solved for suitable choices of initial data ϕ0. These solvability results will be used to
define a suitable concept of solution for the boundary value problems (1.1), (1.2) with one of the
boundary conditions-trapping, nontrapping, partially trapping.
3. Well-posedness of the adjoint problems.
In this section we will prove the solvability of the adjoint problems in Subsection 2.4. Using the
Hille-Yoshida theorem will reduce the problem of solving the adjoint problems to the solvability of
some suitable elliptic equations with some boundary conditions imposed at the singular set. These
equations have good maximum principle properties and they will be solved using a generalization of
the well known Perron’s method for the solution of Laplace’s equation in general bounded domains.
We state in the following Theorem the solvability of the adjoint problems described in Section 2.4.
Theorem 3.1. Suppose that Ωσ is one of the operators Ωt,sub, Ωnt,sub, Ωpt,sub, Ωsup defined in
(2.16)-(2.17), (2.18)-(2.19), (2.20)-(2.25), (2.26)-(2.27) respectively. We can define Markov semi-
groups Sσ (t) having as generator the operator Ωσ. For any ϕ ∈ D (Ωσ) we can define a function
u ∈ C1 ([0,∞) : C (X)) such that:
∂tu = Ωσu , t ∈ [0,∞) , u (t, ·) ∈ D (Ωσ) if t ≥ 0 , u (0, ·) = ϕ
Moreover, u is a classical solution of the equation ∂tu (x, v, t) = Lu (x, v, t) for (x, v) 6= (0, 0) , t > 0.
We will prove the theorem above at the end of the section.
Remark 3.1. Notice that the boundary condition (2.1) is a consequence of the fact that u (·, t) ∈ C (X)
for any t ≥ 0.
In order to prove the well-posedness of the problems (2.43)-(2.46), (2.30)-(2.33), (2.34)-(2.37),
(2.38)-(2.42) we will use the version of Hille-Yosida Theorem that we recall in the next Subsection.
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3.1. Hille-Yosida Theorem. We will follow closely the formulation of the Hille-Yosida Theorem
in [22], which is particularly well suited for the study of the adjoint problems summarized in Section
2.4 of Section 2.
The following results are Definition 2.1 and Proposition 2.2, Section 1 of [22].
Definition 3.1. Let Ω be a linear operator on the Banach space C (X) and D (Ω) its domain. We
will say that Ω is a Markov pregenerator if:
(i): 1 ∈ D (Ω) , Ω1 = 0.
(ii): D (Ω) is dense in C (X) .
(iii): If f ∈ D (Ω) , λ ≥ 0, and f − λΩf = g, then minζ∈X f (ζ) ≥ minζ∈X g (ζ) .
Lemma 3.1. Suppose that the linear operator Ω on C (X) satisfies that for any f ∈ D (Ω) such that
f (η) = minζ∈C(X) f (ζ) , we have Ωf (η) ≥ 0. Then Ω satisfies the property (iii) in the Definition 3.1.
We recall that an operator Ω in a Banach space E is closed if its graph is closed in E ×E (cf. [3]).
In our specific setting this just means the following:
Definition 3.2. Ω is a closed operator if {(ϕ,Ωϕ) : ϕ ∈ D (Ω)} is a closed set in C (X) × C (X) .
That is, if ϕn → ϕ∗ and Ωϕn → ψ in C (X) , then ϕ∗ ∈ D (Ω) and ψ = Ωϕ∗.
The following results are just a reformulation of Proposition 2.6, Definition 2.7 and Proposition 1.3
of [22].
Lemma 3.2. Suppose Ω is a closed Markov pregenerator. Then R (I − λΩ) is a closed subset of
C (X) for λ > 0.
Definition 3.3. Ω is a Markov generator if it is a closed Markov pregenerator such that R (I − λΩ) =
C (X) for all sufficiently small positive λ.
Definition 3.4. {S (t) | t ≥ 0} is a Markov semigroup if it is a family of operators on C (X) satisfying
the following:
(i): S (0) = I.
(ii): π : [0,∞)→ C (X) defined by π (t) = S (t) f is right-continuous for every f ∈ C (X) .
(iii): S (t+ s) f = S (t)S (s) f for all f ∈ C (X) , s, t ≥ 0.
(iv): S (t) 1 ≥ 0, t ≥ 0.
(v): S (t) f ≥ 0 for all nonnegative f ∈ C (X) .
The Hille-Yosida Theorem provides a connection between Markov generators and Markov semi-
groups. The following version of this Theorem is the one in Theorem 2.9 of [22].
Theorem 3.2. (Hille-Yosida Theorem) There is a one-to-one correspondence between Markov gen-
erators on C (X) and Markov semigroups on C (X) . The correspondence is given by the following:
D (Ω) =
{
f ∈ C (X) | lim
t→0+
S (t) f − f
t
exists
}
and
Ωf = lim
t→0+
S (t) f − f
t
, f ∈ D (Ω)
If f ∈ D (Ω) , then S (t) f ∈ D (Ω) and
d
dt
(S (t)) f = ΩS (t) f
3.2. Comparison Principles and Trace Properties. In this Subsection we collect several Max-
imum Principle properties of the operator L.
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3.2.1. Basic Definitions. Due to the directionality of the transport terms in the operator L we do not
need to impose conditions in all the boundary of the domain where the problem is satisfied in order
to obtain comparison results. In order to keep the statements simple we will formulate the Maximum
Principle only for the particular class of domains in Definition 2.7.
The purpose of the following Definition is to have a suitable unified notation for the spaces which
will be needed to formulate comparison principles both for the whole space X and the admissible
domains Ξ.
Definition 3.5. We will define as L∞b (X) the space of functions ϕ such that, for any compact set
K ⊂ [0,∞)× (−∞,∞) there exists a constant C = C (K) such that ‖ϕ‖L∞(K) ≤ C (K) . In the case
of the domains Ξ in Definition 2.7 we will define as L∞b (Ξ) just the space L
∞ (Ξ) .
We now define a suitable concept of sub/supersolutions in the domains Ξ and X. We recall that
the class of functions F (Y ) is as in (2.9).
Definition 3.6. Suppose that Y is either the space X, or one of the admissible domains Ξ defined in
Definition 2.7. We will say that ϕ ∈ L∞b (Y ) is a supersolution for the operator L (·) + κ, with κ ∈ R,
if, for any ψ ∈ F (Y ) , ψ ≥ 0 the following inequality holds:
(3.1) −
∫
X
ϕ (L∗ψ + κψ) dxdv ≥ 0
where in the case of domains containing all or part of the line {x = 0} we assume in addition that
ψ (0,−v) = r2ψ (0, rv) , v > 0.
We will say that ϕ ∈ L∞b (Y ) is a subsolution for the operator L+ κ if (−ϕ) is a supersolution for
the operator L+ κ.
3.2.2. Traces and their properties. We will need to use sub and supersolutions having discontinuities
in some vertical lines. This is the main reason to assume only L∞b regularity in Definition 3.6. Notice
that this Definition does not make any reference to boundary conditions. This is just due to the fact
that it is not possible to define boundary values for a function ϕ which is only in L∞. However, it
turns out to be possible to define a suitable concept of trace for the supersolutions and subsolutions
in Definition 3.6. This fact will play a crucial role in the rest of the paper.
Proposition 3.1. Suppose that Y is as in Definition 3.6 and ϕ ∈ L∞b (Y ) is a supersolution for the
operator L (·) + κI for some κ ∈ R. Let ω ∈ F (Y ) . It is possible to modify the function ϕ in a set of
zero measure in Y to obtain a function ϕ (also denoted as ϕ) with the following properties:
(i) Let L∗ ⊂ Y¯ be any horizontal segment in the sense of Definition 2.4. Then there exists
ℓL∗ (ϕ, ω) ∈ R such that
lim
ε→0+
(
sup
{∣∣∣∣
∫
L
ωϕds− ℓL∗ (ϕ, ω)
∣∣∣∣ : L ⊂ Y horizontal segment with distH (L,L∗) ≤ ε
})
(3.2)
= 0
with distH (L,L∗) as in (2.2). There exists a function ψL∗ ∈ L∞ (L∗) such that ℓL∗ (ϕ, ω) =∫
L∗
ψL∗ωds. Moreover, (3.2) holds also for any function ω with the form ω (x, v) = ζ (x)χL∗ (v) ,
with ζ ∈ L1 (L∗) and where χL∗ is the characteristic function of the set L∗.
Moreover, there exist also m+L∗ (ϕ, ω) ,m
−
L∗
(ϕ, ω) ∈ R such that, for any v0 ∈ L∗ we have:
lim
ε→0+
1
ε
∫
L∗×(v0,v0+ε)
ω∂vϕdxdv = m
+
L∗
(ϕ, ω)(3.3)
lim
ε→0+
1
ε
∫
L∗×(−ε+v0,v0)
ω∂vϕdxdv = m
−
L∗
(ϕ, ω)(3.4)
There exist Radon measures Q+L∗ , Q
−
L∗
∈ M (L∗) such that m±L∗ (ϕ, ω) =
∫
L∗
Q±L∗ωds.
(ii) Let L∗ ⊂ Y¯ be any vertical segment in the sense of Definition 2.4 with x0 ∈ L∗. Then there
exists ℓ+L∗ (ϕ, ω) , ℓ
−
L∗
(ϕ, ω) ∈ R such that
(3.5) lim
ε→0+
1
ε
∫
L∗×(x0,x0+ε)
ωϕdxdv = ℓ+L∗ (ϕ, ω)
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(3.6) lim
ε→0+
1
ε
∫
L∗×(−ε+x0,x0)
ωϕdxdv = ℓ−L∗ (ϕ, ω)
There exist functions ϕ+L∗ , ϕ
−
L∗
∈ L∞ (L∗) such that ℓ±L∗ (ϕ, ω) =
∫
L∗
ϕ±L∗ωds. Moreover (3.5), (3.6)
hold for any function ω with the form ω (x, v) = χL∗ (x) ζ (v) , with ζ ∈ L1 (L∗) and where χL∗ is the
characteristic function of the set L∗.
The same results hold for subsolutions.
Remark 3.2. Notice that in principle, for a function in L∞, the integrals in (3.2) cannot be expected
to be defined. One of the results obtained in Proposition 3.1 is that the functions φ satisfying the
assumptions of Proposition 3.1, have enough regularity, modifying them if needed in a measure zero
set, to make the integrals computed in (3.2) well defined.
Proof. Suppose that L∗ is a vertical line as in the statement of the Proposition and ω ∈ F (Y ) . Let
us denote as ζ = ζ (v) the restriction of ω to the line L∗. Due to the continuity of ω, to prove (3.5) is
equivalent to prove:
(3.7) lim
ε→0+
1
ε
∫
L∗×(x0,x0+ε)
ζϕdxdv = ℓ+L∗ (ϕ, ω)
where we assume that ζ is extended from L∗ to L∗×(0, ε) assuming that ζx = 0.Due to the smoothness
of ζ we can write ζ = ζ+ − ζ− + R where ζ+ and ζ− are nonnegative and smooth and R is small
in L1 (L∗) . Due to the boundedness of ϕ the contribution of R to the left-hand side of (3.7) can be
bounded by ‖R‖L1(L∗) . Therefore,∣∣∣∣∣ limε→0+ 1ε
∫
L∗×(x0,x0+ε)
ζϕdxdv − lim
ε→0+
1
ε
∫
L∗×(x0,x0+ε)
(ζ+ − ζ−)ϕdxdv
∣∣∣∣∣ ≤ C ‖R‖L1(L∗)
Then, proving formulas like (3.7) for ζ+ and ζ− for a functional ℓ+L∗ (ϕ, ω) =
∫
L∗
ψL∗ωds with ψL∗ as
in the statement of the Proposition, we would obtain (3.7) with a little remainder C ‖R‖L1(L∗) which
can be made arbitrarily small and the result would follow for ζ. We can then restrict ourselves to the
case of ζ ≥ 0.
We define an auxiliary test function ω¯ by means of:
ω¯ (x, v) =


2
ε
(
x− x0 − ε2
) ζ(v)
v if
ε
2 ≤ x− x0 ≤ ε
1
ε (2ε− x+ x0) ζ(v)v if ε ≤ x− x0 ≤ 2ε
0 otherwise
A density argument shows that (3.1) holds for the test function ω¯ in spite of the fact that this function
is not in F (Y ) . Therefore, using (3.1), we obtain that
2
ε
∫
L∗×(x0+ ε2 ,x0+ε)
ϕζ − 1
ε
∫
(x0+ε,x0+2ε)
ϕζ ≥ −Cε
where C is a constant depending of ‖ϕ‖L∞ , ‖ζv‖L∞ , ‖ζvv‖L∞ , supp (ζ) , L∗ and κ. It then follows
that for any ε0 > 0 small the sequence
{
2n
ε0
∫
L∗×(x0+2−nε0,x0+2−n+1ε0) ϕζ − C2−n+1ε0
}
is an increasing
bounded sequence. Therefore, the limit
lim
n→∞
2n
ε0
∫
L∗×(x0+2−nε0,x0+2−n+1ε0)
ϕζ = ℓ0
exists. This implies the existence of the limit limn→∞ 2
n
ε0
∫
L∗×(x0,x0+2−nε0) ϕζ, since we can write:
2n
ε0
∫
L∗×(x0,x0+2−nε0)
ϕζ =
2n
ε0
∞∑
k=0
∫
L∗×(x0+2−n−k−1ε0,x0+2−n−kε0)
ϕζ
Using then the approximation∫
L∗×(x0+2−n−k−1ε0,x0+2−n−kε0)
ϕζ = 2−n−k−1ε0 (ℓ0 + o (1)) as n→∞
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we obtain limn→∞
(
2n
ε0
∫
L∗×(x0,x0+2−nε0) ϕζ
)
= ℓ0. It only remains to show that the limit is indepen-
dent of ε0 for any ε0 ∈ (0, 1) . Let us take ε1 6= ε0. Let ℓ1 be limn→∞ 2nε1
∫
L∗×(x0,x0+2−nε1) ϕζ = ℓ1.
Suppose that n is any large integer. For any such n, we select another integer m such that ε02
−m <
ε12
−n−1. We consider a new test function ω¯ given by:
ω¯ (x, v) =


2n
ε0
(x− x0) ζ(v)v if 0 ≤ x− x0 ≤ ε02−n
ζ(v)
v if ε02
−m ≤ x− x0 ≤ ε12−n−1
2n+1
ε1
(ε12
−n − x+ x0) ζ(v)v if ε12−n−1 ≤ x− x0 ≤ ε12−n
0 otherwise
Using (3.1) we obtain:
2m
ε0
∫
L∗×(x0,x0+ε02−m)
ϕζ − 2
n+1
ε1
∫
L∗×(x0+ε12−n−1,x0+ε12−n)
ϕζ ≥ −Cε12−n
for some constant C independent of n,m. Taking the limit n → ∞ we obtain ℓ0 ≥ ℓ1. Reversing the
role of ε0, ε1 we would obtain ℓ1 ≥ ℓ0 and the independence of the limit on the choice of ε0 follows.
Notice that the functional which assigns the function ζ to the limit
lim
n→∞
2n
ε0
∫
L∗×(x0,x0+2−nε0)
ϕζ
can be extended to linear functional in L1 (ρ,R) for any 0 < ρ < R <∞. Since the dual of L1 (ρ,R) is
L∞ (ρ,R) we obtain the representation formula ℓ+L∗ (ϕ, ω) =
∫
L∗
ϕ+L∗ωds. The proof of (3.6) is similar.
Suppose now that L∗ ⊂ Y¯ is a horizontal line and ω ∈ F (Y ) . Suppose that v = v0 in L∗.We denote
as ζ = ζ (x) the restriction of ω to the line L∗ The continuity of ω implies that (3.2) is equivalent to:
lim
ε→0+
∫
L
ζϕds = ℓL∗ (ϕ, ω)
where distH (L,L∗) = ε. We can assume, arguing as in the case of vertical lines, that ζ ≥ 0. We
label the lines L by means of the value of v on them, i.e L = L (v). We can define a function
v → Φ (v) = ∫L(v) ζϕds. We then consider a test function ω (x, v) = ζ (x) β (v) for some smooth β ≥ 0.
Inequality (3.1) with ψ = ω yields: ∫
Φ (v)βvvdv ≤ C
∫
βdv
where the constant C depends on ζ and its derivatives and ϕ. This implies that the function Φ−Cv2
is concave and the limit limv→v0 Φ (v) exists. This limit defines a linear functional in the set of
functions ζ which can be continuously extended to L1 (L∗) due to the boundedness of ϕ. Therefore
ℓL∗ (ϕ, ω) =
∫
L∗
ϕ+L∗ωds and (3.2) follows.
Moreover, the concavity of Φ − Cv2 implies that Φ′ (v) exists except at a countable set. Then
limε→0+ 1ε
∫ v0+ε
v0
Φ′ (v) dv exists and we have:
Φ′ (v) = βv (v)
∫
L(v)
ζ (x)ϕds+ β (v)
∫
L(v)
ζ (x)ϕvds a.e. v ∈ (v0 − ε, v0 + ε)
where we use the fact that
∫
L(v) ζ (x)ϕ (x, v) ds =
∫
I ζ (x)β (v)ϕ (x, v) ds for a fixed interval I for
each v. Using (3.2) we obtain the existence of the limit on the left-hand side of (3.3). This gives
(3.3). The proof of (3.4) is similar. The existence of the measures Q±L∗ is a consequence of the Riesz
representation Theorem.
The proof of the results for subsolutions can be obtained in a similar way with minor changes. 
Remark 3.3. We will denote the function ϕL∗ in the case (i) as the trace of ϕ in the horizontal line
L∗. We will denote the functions ϕ+L∗ , ϕ
−
L∗
in the case (ii) as the right-side trace and left-side traces
of ϕ respectively. Given a domain Ξ we will use also the terminology ”interior traces” to denote the
trace from the domain Ξ. We will denote the functions Q+L∗ , Q
−
L∗
as the right-side trace and left-side
traces of ∂vϕ respectively.
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We remark that Proposition 3.1 allows us to obtain a suitable definition of boundary data for
arbitrary supersolutions of L (·) + κ in the sense of Definition 3.6 defined in an admissible domain Ξ.
Definition 3.7. Suppose that Ξ is one admissible domain in the sense of Definition 2.7 and ϕ is a
supersolution of L (·) + κ in the sense of Definition 3.6. The admissible boundary ∂aΞ consists in the
union of some horizontal and vertical segments contained in Y¯ . The function ϕ¯ ∈ L∞ (∂aΞ) obtained
patching the horizontal and vertical traces will be termed the boundary value of ϕ in ∂aΞ.
We will use the following notation. Given any open set Z ⊂ {(x, v) : x > 0, v ∈ R}
Z+ = {(x, v) ∈ Z : v > −x}
Z− = {(x, v) ∈ Z : v < x}(3.8)
We will denote as Z± one of the sets Z+ or Z−. Given that one of the main ideas used later
is an adaptation of the classical Perron’s method for harmonic functions, we need to prove that
the maximum of subsolutions is a subsolution. Since the subsolutions considered here might have
discontinuities, this requires to understand the traces of functions that are obtained by means of
maxima of subsolutions. This will be achieved in the following Lemmas.
The following technical Lemma yields a general property of L∞ functions with traces. They are
not required to be sub or supersolutions.
Lemma 3.3. Suppose that ϕ1, ϕ2 are respectively two functions in L
∞ defined respectively in the
open sets W±1 , W±2 with W±1 ∩ W±2 ∩ {x = 0} 6= ∅. Let us assume that the boundary values of
ϕ1, ϕ2,max {ϕ1, ϕ2} at W±1 ∩ W±2 ∩ {x = 0} can be defined in the sense of traces, i.e. there exist
functions ϕ±1 , ϕ
±
2 , (max {ϕ1, ϕ2})± ∈ L∞
(W±1 ∩W±2 ∩ {x = 0}) such that
lim
ε→0+
1
ε
∫
[W±1 ∩W±2 ∩{x=0}]×(0,ε)
ϕkζ =
∫
W±1 ∩W±2 ∩{x=0}
ϕ±k ζ , k = 1, 2(3.9)
lim
ε→0+
1
ε
∫
[W±1 ∩W±2 ∩{x=0}]×(0,ε)
max {ϕ1, ϕ2} ζ =
∫
W±1 ∩W±2 ∩{x=0}
(max {ϕ1, ϕ2})± ζ(3.10)
for any function ζ ∈ L1loc
(W±1 ∩W±2 ∩ {x = 0}). Then:
(3.11) (max {ϕ1, ϕ2})± ≥ max
{
ϕ±1 , ϕ
±
2
}
Remark 3.4. Due to the nonlinearity of the operator max (·) , we cannot hope to replace the sign
≥ by = in (3.11), because the convergence in (3.9) is only a weak convergence. Indeed, if we define
the functions ϕ1 (x, v) = sgn (cos (2
nv)) for 2−n−1 ≤ x < 2−n and ϕ2 = 0 and we denote as (·)+ the
traces at x = 0, we have ϕ+1 = ϕ
+
2 = 0, but (max {ϕ1, ϕ2})+ = 12 .
Remark 3.5. Proposition 3.1 implies (3.9) for sub and supersolutions for any function ζ ∈ L1 ((±ρ,±R) ∩W±1 ∩W±2 )
and k = 1, 2 and 0 < ρ < R <∞ arbitrary.
Proof. Our goal is to show that
lim
ε→0+
1
ε
∫
[W±1 ∩W±2 ∩{x=0}]×(0,ε)
max {ϕ1, ϕ2} ζ ≥
∫
W±1 ∩W±2 ∩{x=0}
max
{
ϕ±1 , ϕ
±
2
}
ζ
for any test function ζ ≥ 0. In order to simplify the argument we define F = ϕ1 − ϕ2. Then (3.9)
becomes:
(3.12) lim
ε→0+
1
ε
∫
[W±1 ∩W±2 ∩{x=0}]×(0,ε)
Fζ =
∫
W±1 ∩W±2 ∩{x=0}
F±ζ
for any ζ ∈ L1 ((±ρ,±R) ∩W±1 ∩W±2 ∩ {x = 0}) , 0 < ρ < R <∞ with F± ∈ L∞ (v ≷ 0) . We then
need to prove:
lim
ε→0+
1
ε
∫
[W±1 ∩W±2 ∩{x=0}]×(0,ε)
max {F, 0} ζ ≥
∫
W±1 ∩W±2 ∩{x=0}
max
{
F±, 0
}
ζ
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or equivalently max {F±, 0} ≤ (max {F, 0})± . To this end we argue as follows. We will restrict all
the analysis to arbitrary compact sets of {v ≷ 0} , say [±ρ,±R] , with 0 < ρ < R <∞, although this
restriction will not be made explicit in the formulas for simplicity. Then, using (3.12):∫
W±1 ∩W±2 ∩{x=0}
F±ζ = lim
ε→0+
1
ε
∫
[W±1 ∩W±2 ∩{x=0}]×(0,ε)
Fζ
≤ lim
ε→0+
1
ε
∫
[W±1 ∩W±2 ∩{x=0}]×(0,ε)
max {F, 0} ζ
=
∫
W±1 ∩W±2 ∩{x=0}
(max {F, 0})± ζ
and similarly:
0 ≤ lim
ε→0+
1
ε
∫
[W±1 ∩W±2 ∩{x=0}]×(0,ε)
max {F, 0} ζ =
∫
W±1 ∩W±2 ∩{x=0}
(max {F, 0})± ζ
for any test function ζ ≥ 0, whence (max {F, 0})± ≥ max {F±, 0} . Then
(max {ϕ1 − ϕ2, 0})± ≥ max
{
ϕ±1 − ϕ±2 , 0
}
.
Therefore
(max {ϕ1, ϕ2})± = (ϕ2 +max {ϕ1 − ϕ2, 0})±
= ϕ±2 + (max {ϕ1 − ϕ2, 0})±
≥ ϕ±2 +max
{
ϕ±1 − ϕ±2 , 0
}
= max
{
ϕ±1 , ϕ
±
2
}
whence the result follows. 
In order to prove that the maximum of subsolutions is a subsolution we need to be able to replace
the inequality in (3.11) by an equality sign in the case of the trace operator (·)− defined in the domains
W±. It turns out that this is possible for the subsolutions defined in Definition 3.9. The key point
is the fact that it is possible to derive some regularity estimates for subsolutions of (3.94), (3.95).
More precisely, the following Lemma shows that for domains contained in {v < 0} the traces in some
vertical lines can be defined not just in the weak topology but in L1.
Lemma 3.4. Suppose that Ξ is an admissible domain as in Definition 2.7 with Ξ ⊂ {v < 0} . Suppose
that ϕ ∈ L∞ (Ξ) satisfies in the sense of distributions:
(3.13) Lϕ = ν − F
where ν ≥ 0 is a Radon measure in Ξ and F ∈ L∞ (Ξ) . We assume that ∫
Ξ
ν <∞. Suppose that the
admissible boundary of Ξ is:
∂aΞ = ({x1} × [−β,−α]) ∪ ({−β} × [x1, x2]) ∪ ({−α} × [x1, x2])
for some 0 < α < β, 0 ≤ x1 < x2. Then, it is possible to define ϕ (x1, ·) in the sense of trace as in
Proposition 3.1 and we have:
(3.14) ϕ (x, ·)→ ϕ (x1, ·) as x→ (x1)+ in L1 (−β,−α)
Proof. Equation (3.13) is a forward parabolic equation for increasing x, due to the fact that v is
negative. Moreover, the variable Φ = vϕ satisfies a parabolic equation with the form of conservation
law, more precisely we have:
(3.15) ∂xΦ + ∂
2
v
(
Φ
v
)
= −F + ν
where F is bounded and
∫
(x1,x1+δ0)×K ν (dxdv) ≤ C0. Let us denote as G (v, w, x, y) the fundamental
solution associated to the left-hand side of (3.15) in the domain (x1, x1 + δ0)×K, whereK = [−β,−α]
Notice that the function Φ is well defined in (x1, x1 + δ0)× ∂K and in {x1}×K in the sense of traces
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due to Proposition 3.1. We can derive a representation formula for Φ using the fundamental solution
G (cf. [5]):
(3.16) Φ (x, v) =
∫
∂a((x1,x)×K)
G (v, w, x, y)Φ (y, w) +
∫
(x1,x)×K
G (v, w, x, y) [−F + ν]
Due to the boundedness of Φ, it is enough to prove that ϕ (x, ·)→ ϕ (x1, ·) as x→ (x1)+ in L1
(
K¯
)
for any K˜ ⊂⊂ K. The convergence of the first term on the right-hand side of (3.16) follows from
classical results for parabolic equations, as well as the convergence of
∫
(x1,x)×K G (v, w, x, y)F to zero
as x→ (x1)+ . It only remains to prove the convergence of
∫
(x1,x1+δ0)×K G (v, w, x, y) ν (w, y) to zero
as x→ (x1)+ . The contribution to the trace of this term is given by the limit of:
(3.17)
1
ε
∫
(x1,x1+ε]
dx
∫
(x1,x]
dy
∫
K
dwν (w, y)
∫
K¯
dvG (v, w, x, y)
as ε→ 0+. Using Fubini’s Theorem it is possible to rewrite this integral as:
(3.18)
∫
(x1,x1+ε]
dy
∫
K
dwν (w, y)
1
ε
∫
(y,x1+ε]
dx
∫
K˜
dvG (v, w, x, y)
Standard regularity properties for Radon measures yield
(3.19)
∫
(x1,x1+ε]
dy
∫
K˜
dwν (w, y)→ 0 as ε→ 0+
whence the integral in (3.18) converges to zero as ε→ 0 due to the boundedness of ∫
K˜
dvG (v, w, x, y) .
Moreover, using the representation formula (3.16) with K replaced by K˜ as well as the fact that∫
G (v, w, x, y) dv is uniformly bounded for x, y ∈ (x1, x1 + ε) and w ∈ K˜ we then obtain, taking into
account also (3.19) that ∫
K˜
dv
∫
(x1,x)×K¯
G (v, w, x, y)F → 0
and ∫
K¯
dv
∫
(x1,x)×K¯
G (v, w, x, y) ν (w, y)→ 0 as x→ x+1 .
Then the result follows. 
3.3. Well-posedness of the Dirichlet problem in admissible domains. We now prove the
solvability of the Dirichlet problem:
(ϕ− λLϕ) = g in Ξ , ϕ ∈ C (Ξ) , ϕ (0, rv) = ϕ (0,−v) , v > 0, (0, v) ∈ Ξ¯(3.20)
ϕ = h on ∂aΞ(3.21)
where λ > 0, Ξ is any of the admissible domains given in Definition 2.7, ∂aΞ is the corresponding
admissible boundary and h ∈ L∞ (∂aΞ). Notice that, if Ξ¯∩{x = 0} = ∅ the condition on the boundary
values (0, v) ∈ Ξ¯ is empty. We will derive a representation formula for the solutions of (3.20), (3.21)
by means of the stochastic process associated to the operator L. To this end, we first introduce some
notation for the solutions of some stochastic differential equations. We will write in the following
ξ = (X,V ) for brevity.
Definition 3.8. We will denote as ξt = (X,V ) the unique strong solution of the Stochastic Differential
Equation:
(3.22) dξ = d
(
X
V
)
=
( −V
0
)
dt+
√
2
(
0
dBt
)
where Bt is the Brownian motion. We will denote as P
(x,v), E(x,v) the probability and the mean value
associated to the solution of (3.22) with initial value ξ (0) = (X,V ) (0) = (x, v) .
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The existence of the stochastic process ξ in Definition 3.8 is a standard consequence of the theory
of Stochastic Differential Equations (cf. [28]). Given an admissible domain Ξ as in Definition 2.7, we
will denote as τ (Ξ) the stopping time associated to the process ξ in Definition 3.8 defined as:
(3.23) τ (Ξ) = inf {t ≥ 0 : ξ (t) /∈ Ξ}
We will prove the following result:
Proposition 3.2. Suppose that g ∈ C (Ξ¯) , Ξ is one of the admissible domains in Definition 2.7 and
h ∈ L∞ (∂aΞ) where ∂aΞ is the corresponding admissible boundary of Ξ. Then, there exists a unique
solution of the problem (3.20), (3.21) where the boundary condition (3.21) is achieved in the sense of
trace defined in Remark 3.3. Moreover, the solution is given by the following representation formula:
(3.24) ϕ (x, v) = E(x,v)
(
e−
τ(Ξ)
λ h
(
ξ
(x,v)
τ(Ξ)
))
+
1
λ
E(x,v)
(∫ τ(Ξ)
0
e−
t
λ g
(
ξ
(x,v)
t
)
dt
)
,
where τ (Ξ) is as in (3.23).
Proof. The representation formula (3.24) is standard in the Theory of Diffusion Processes. It might
be found, for instance in [33], Theorem 5.1. We assume that h has been extended as zero at the set
∂Ξ∂aΞ. Notice that the stochastic differential equation (3.22) implies that P
(x,v)
({
ξ
(x,v)
τ(Ξ) ∈ ∂Ξ∂aΞ
})
=
0. Indeed, this follows from the continuity of the paths associated to the process ξt as well as the fact
that (3.22) implies that with probability one X (·) is differentiable and X ′ (t) < 0 if V (t) > 0 and
X ′ (t) > 0 if V (t) < 0. Notice that in order to obtain (3.21) in the sense of traces it is enough to prove
that the boundary values are taken in the L1 sense. On the other hand, the formula (3.24) yields a
solution of the boundary value problem (3.20), (3.21) for h ∈ C (∂aΞ) . Therefore, the fact that (3.24)
yields the solution of (3.20), (3.21) in the sense of traces follows from the density of the continuous
functions in L∞ (∂aΞ) using the norm L1 (∂aΞ) .
Uniqueness of solutions follows from the maximum principle. Indeed, the difference of two solutions
of (3.20), (3.21) satisfies ϕ−λLϕ = 0 in Ξ, ϕ = 0 on ∂aΞ. Using classical regularity theory for parabolic
equations we can prove that ϕ ∈ C∞ at all the points of the boundary of Ξ, except at the singular
points (i.e. the points of the boundary where v = 0, namely ∂Ξ ∩ {v = 0}) and at the points of
the boundary of ∂Ξ where the boundary is not C∞ (i.e. the corner-like points of ∂Ξ). Notice that
ψ = e
t
λϕ is a bounded solution of ψt = Lψ satisfying ψ = 0 on ∂aΞ. We can then argue exactly as in
the proof of Lemma 3.13 of [15] to show that for any ε > 0 we have |ψ| ≤ ε in a small neighbourhood
of the singular points ∂Ξ ∩ {v = 0} and 0 ≤ t ≤ 1. Similarly, classical regularity theory for parabolic
equations yields also the inequality |ψ| ≤ ε in a neighbourhood small enough of the corner-like points
of ∂Ξ. Therefore |ϕ| ≤ ε in a neighbourhood of the singular point and the corner like points of ∂Ξ.
Using the regularity properties of the function ϕ it turns out that we apply the classical argument
yielding the maximum principle (including a regularizing factor ±δv2 ± δx with δ > 0 small if the
derivatives do not satisfy strict inequalities at the points where they reach maximum or minimum
values. It then follows that |ϕ| is bounded by its values in ∂aΞ or at the neighbourhoods indicated
above of the singular point or the corner-like points. Since we have ϕ = 0 on ∂aΞ it then follows that
|ϕ| ≤ ε in Ξ. Since ε is arbitrarily small it then follows that ϕ = 0 and the uniqueness of (3.20), (3.21)
follows. 
Remark 3.6. In the case of admissible domains contained in one of the half-planes {v > 0} or {v < 0}
we can prove the existence and uniqueness of solutions using the classical theory of parabolic equations.
We will use a similar representation formula to the one obtained in Proposition 3.2 for the adjoint
problem ψ − λL∗ (ψ) = g. Notice that in the case of the adjoint problem the admissible boundary of
the domains Ξ is not ∂aΞ but the adjoint admissible boundary ∂
∗
aΞ defined in Definition 2.7.
Lemma 3.5. Suppose
(3.25) ϕ− λL (ϕ) = ν in Ξ , ϕ = 0 on ∂aΞ,
where λ > 0, Ξ is any of the admissible domains given in Definition 2.7, ∂aΞ is the corresponding
admissible boundary and ν ≥ 0 is a Radon measure, and satisfies ∫
S
ν > 0 for some compact set S ⊂ Ξ
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with dist (S, ∂Ξ) ≥ d(Ξ)4 , where d (Ξ) is defined as
(3.26) d (Ξ) = min {dist (L1, L2) : L1, L2 are parallel lines and Ξ is contained between them}
Then there exists a constant C∗ > 0 depending only on diam (Ξ), d (Ξ) , and max(x,v)∈Ξ |v| such that:
ϕ ≥ C∗
∫
S
ν > 0
in the set D =
{
(x, v) ∈ Ξ : dist ((x, v) , ∂aΞ) ≥ d(Ξ)4
}
.
Remark 3.7. Notice that we assume dist (S, ∂Ξ) ≥ d(Ξ)4 where ∂Ξ is the whole topological boundary
of Ξ and we obtain estimates for ϕ in the set D, which is separated from the admissible boundary of
Ξ at least the distance d(Ξ)4 .
Proof. We prove the result by duality. To this end we define a test function ψ by means of the solution
of the problem:
(3.27) ψ − λL∗ (ψ) = ζ in Ξ , ψ = 0 on ∂∗aΞ
where ζ ∈ C∞, ζ = 0 if (x, v) /∈ ΞD, 0 ≤ ζ ≤ 1, ζ = 1 in an admissible domain Dˆ ⊂ Ξ with
dist
(
Dˆ, ∂aΞ
)
= 3d(Ξ)8 and Dˆ ⊂⊂ D. We can obtain a representation formula for ψ analogous to
(3.24) in which we just replace the stochastic process ξt = (X,V ) by one solving the Stochastic
Differential Equation:
dξ = d
(
X
V
)
=
(
V
0
)
dt+
√
2
(
0
dBt
)
Notice that in this case we have P(x,v)
({
ξ
(x,v)
τ(Ξ) ∈ ∂Ξ∂∗aΞ
})
= 0. Therefore, since ψ = 0 at ∂∗aΞ
we have:
(3.28) ψ (x, v) =
1
λ
E(x,v)
(∫ τ(Ξ)
0
e−
t
λ ζ
(
ξ
(x,v)
t
)
dt
)
On the other hand, we denote by χS the characteristic function of S and we define ϕ¯ as the unique
solution of:
(3.29) ϕ¯− λL (ϕ¯) = νχS in Ξ , ϕ¯ = 0 on ∂aΞ
Existence of solutions of this problem can be obtained approximating the nonnegative measure ν
by a sequence of C∞ functions νn such that νn ⇀ ν as n→∞.We denote the corresponding solutions
of (3.29) with source term νnχS as ϕ¯n. We have ϕ¯n ≥ 0, ϕ¯n is a C∞ function at the interior of the
domain ΞS¯. Integrating the corresponding equations (3.29) in Ξ we obtain:
(3.30)
∫
Ξ
ϕ¯ndxdv =
∫
S
νndxdv + λ
∫
∂hΞ
∂nϕ¯nds+ λ
∫
∂vΞ∂aΞ
vϕ¯nnxds
where we denote as ∂hΞ, ∂vΞ the horizontal and vertical parts of the boundary of Ξ respectively.
We remark that deriving this formula we need some careful estimates near the singular points.
More precisely, the results of [15] imply that the functions ϕ¯n are Ho¨lder continuous. A rescaling
argument analogous to the one used in [15] implies an estimate with the form:
(3.31) |ϕ¯n|+
(
|x− x0|+ |v|3
) 1
3 |∂vϕ¯n| ≤ C
(
|x− x0|+ |v|3
)a
for some a > 0, where (x0, 0) is one of the singular points. In order to compute
∫
Ξ
ϕ¯ndxdv we then
approximate the integrals by domains with the form
∫
ΞR¯δ ϕ¯ndxdv, where the domains R¯δ are just
translated or reflected versions of the domains Rδ (cf. (2.8)) and they are choosen in order to exclude
the integral near the singular points. Using Gauss’s Theorem we obtain boundary terms with the
form
∫
∂R¯δ [nv∂vϕ¯n + nxvϕ¯n] ds which converge to zero as δ → 0 due to (3.31). On the other hand
∂nϕ¯n ≤ 0 on ∂hΞ, and the definition of ∂aΞ implies also that vϕ¯nnx ≤ 0 on ∂vΞ∂aΞ. Therefore,
(3.30) yields: ∫
Ξ
ϕ¯ndxdv ≤
∫
S
νndxdv
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A standard compactness argument then yields that, for a suitable subsequence ϕ¯n ⇀ ϕ¯ where ϕ¯ is
a weak solution of (3.29). Moreover, ϕ¯ is smooth in a neighbourhood of ∂Ξ, except near the singular
points where we have that ϕ¯ is Ho¨lder due to the results of [15]. Multiplying (3.29) by ψ we obtain,
using again Gauss’s Theorem: ∫
Ξ
(ψ − λL∗ψ) ϕ¯ =
∫
S
νψ
where we use the fact that the contribution near the singular points is zero due to the ho¨lderianity
of ψ, ϕ¯ and arguing as in the derivation of (3.30). Using (3.27) we obtain
∫
Ξ ζϕ¯ =
∫
S νψ, whence∫
D
ϕ¯ ≥ ∫
S
νψ. On the other hand, we can estimate a lower estimate of ψ using (3.28). Indeed, we
have:
(3.32) P(x,v)
({
ξ
(x,v)
t ∈ Dˆ, for T ⊂ [0, 1] , t ∈ T, τ (Ξ) ≥ 1
})
≥ b∗ > 0 , (x, v) ∈ S
This inequality can be proved as follows. Suppose that we denote as G (x, v, t) the solution of the
problem:
∂tG+ v¯∂x¯G = Gv¯v¯ for t ≥ 0 , (x¯, v¯) ∈ Ξ , G = 0 on ∂∗aΞ(3.33)
G (x¯, v¯, 0) = δ(x,v)(3.34)
Then:
P(x,v)
({
ξ
(x,v)
t∗ ∈ A, ξ(x,v)t ∈ Ξ for t ∈ [0, t∗]
})
=
∫
A
G (x¯, v¯, t∗) dx¯dv¯
for any measurable A ⊂ Ξ and t∗ > 0. The solvability of (3.33), (3.34) can be proved with some
suitable modification of the proof in [15] of the existence of solutions for the Kolmogorov equation in
bounded domains with absorbing boundary conditions, or, alternatively, adapting the representation
formula (3.28) to this case.
We can obtain a subsolution for (3.33), (3.34) as follows. Suppose that we denote the fundamental
solution of the Kolmogorov operator in the plane as Q (x¯, v¯, t) .We then obtain a family of subsolutions
for (3.33), (3.34) as
G− (x¯, v¯, t;M) = max {Q (x¯, v¯, t)−M, 0} , for any M > 0
if 0 ≤ t ≤ t¯1 for a suitable t¯1 > 0. More precisely, we will choose M and t¯1 as follows. We fix
t¯1 > 0 arbitrarily small. We then choose M > 0 small enough to obtain Q (x¯, v¯, t) < M in ∂Ξ for
0 ≤ t ≤ t¯1. Notice that, since the distance between (x, v) and ∂Ξ is positive and fixed and Q (x¯, v¯, t) =
C
t2 exp
(
− 3|x¯−x−(
v+v¯
2 )t|2
t3 − (v¯−v)
2
4t
)
, we have that, if we assume that t¯1 is sufficiently small, there
exists a ball Bρ (x, v) ⊂ Ξ such that G− (x¯, v¯, t1;M) ≥ δM > 0 if (x¯, v¯) ∈ Bρ (x, v) . Moreover, the ball
can be chosen independent of t¯1 (even if t¯1 is arbitrarily small), reducing the value ofM, δM if needed.
We can construct now a new subsolution with the form λ1G− (x¯, v¯, t+ t¯1;M1) with λ1 > 0, M1 > 0
and satisfying λ1G− (x¯, v¯, t+ t¯1;M1) ≤ G− (x¯, v¯, t1;M) in a suitable ball Bρ1 (x1, v1) ⊂ Ξ with (x1, v1)
closer to the set Dˆ than (x, v) . Iterating the argument, and using the fact that the size of the balls
where the subsolutions are positive can be chosen independent on the times t¯1, t¯2, ... we obtain
that there exists t∗ ∈
[
0, 12
]
and a ball Bρ ⊂ Dˆ > 0 such that G (x¯, v¯, t∗) > δ > 0. Therefore
P
({
ξ
(x,v)
t∗ ∈ Bρ
})
> δ > 0. We can now estimate P
({
ξ
(x,v)
t ∈ Dˆ for t ∈ [t∗, t∗ + ε0]
} ∣∣∣ξ(x,v)t∗ ∈ Bρ)
for some ε0 > 0. To this end we define a function G˜ (x, v, t) solving:
∂tG˜+ v¯∂x¯G˜ = G˜v¯v¯ for t ≥ 0 , (x¯, v¯) ∈ Ξ , G˜ = 0 on ∂∗aDˆ(3.35)
G˜ (x¯, v¯, t∗) =
1
|Bρ|χBρ(3.36)
Therefore P
({
ξ
(x,v)
t ∈ Dˆ for t ∈ [t∗, t∗ + ε0]
} ∣∣∣ξ(x,v)t∗ ∈ Bρ) = G˜ (x¯, v¯, t∗ + ε0) . Using subsolutions
with the form G− (x¯, v¯, t;M) it then follows that
P
({
ξ
(x,v)
t ∈ Dˆ for t ∈ [t∗, t∗ + ε0]
} ∣∣∣ξ(x,v)t∗ ∈ Bρ) ≥ δ∗ > 0
Then (3.32) follows.
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Then ψ (x, v) ≥ e−
1
λ
λ b∗ for (x, v) ∈ S. Therefore
∫
D ϕ¯ ≥ c∗
∫
S ν. Finally the pointwise estimate
ϕ ≥ c∗
∫
S
ν in the domain Dˆ ⊂⊂ D follows from Harnack inequality for Kolmogorov operators (cf.
for instance the results in [4], [19]). 
3.3.1. Comparison Theorems. We will use the following version of the weak Maximum Principle.
Proposition 3.3. Suppose that Ξ is one of the admissible domains in Definition 2.7 and that ϕ ∈
L∞b (Ξ) is a supersolution for the operator L (·) + κ for some κ ≥ 0. Suppose also that ϕ ≥ 0 in ∂aΞ,
where ϕ is defined in ∂aΞ in the sense of Definition 3.7.
Then, we have ϕ (x, v) ≥ 0 for a.e. (x, v) ∈ Ξ. Moreover, there exists C∗ = C∗ (Ξ) , such that
ϕ (x, v) ≥ C∗κ for any (x, v) ∈ D
where d (Ξ) is as in (3.26) and D =
{
(x, v) : dist ((x, v) , ∂aΞ) ≥ d(Ξ)4
}
Moreover, the constant C∗ can be chosen uniformly for sets Ξ contained in a compact set of [0,∞)×
(−∞,∞) and have 0 < c1 ≤ d (Ξ) ≤ c2 <∞, 0 < c1 ≤ diam (Ξ) ≤ c2 <∞.
Proof. The proof can be made along the same lines as the proof of Lemma 3.5. The problem is linear
in κ. Then, we can assume that κ = 1. We then assume that ϕ ∈ L∞b (Ξ) is a supersolution for the
operator L (·) + 1. We consider any test function ζ ≥ 0, ζ ∈ C∞ supported in the set D. We then
define ψ as the solution of −L∗ (ψ) = ζ in Ξ, ψ = 0 on ∂∗aΞ. We have the representation formula:
ψ (x, v) = E(x,v)
(
ψ
(
ξ
(x,v)
τ(Ξ)
)
dt
)
+ E(x,v)
(∫ τ(Ξ)
0
ζ
(
ξ
(x,v)
t
)
dt
)
, (x, v) ∈ Ξ
with ξ
(x,v)
t as in the Proof of Lemma 3.5. Since the trajectories of the process ξ
(x,v)
t leave the domain
across ∂∗aΞ we obtain the first term vanishes. Therefore:
ψ (x, v) = E(x,v)
(∫ τ(Ξ)
0
ζ
(
ξ
(x,v)
t
)
dt
)
≥ 0
Using ψ as a test function in the definition of supersolution in Definition 3.6 we obtain− ∫ L∗ (ψ)ϕ ≥∫
ψ, whence
∫
ζϕ ≥ ∫ ψ. We now claim that ∫ ψ ≥ c∗ ∫ ζ. To this end we first notice that
ψ (x, v) ≥ E(x,v)
(
1A(x,v)
∫ 1
0
ζ
(
ξ
(x,v)
t
)
dt
)
where A(x,v) is the set of realizations of the Markov process ξ
(x,v)
t satisfying τ (Ξ) > 1 and 1A(x,v) is
the characteristic function of such a set. Then:
ψ (x, v) ≥
∫ 1
0
E(x,v)
(
1A(x,v)ζ
(
ξ
(x,v)
t
))
dt
Notice that we can then obtain the lower estimate
E(x,v)
(
1A(x,v)ζ
(
ξ
(x,v)
t
))
≥ G (x, v, t) , 0 ≤ t ≤ 1
and where G is the solution of the problem:
∂tG+ v¯∂x¯G = Gv¯v¯ for t ≥ 0 , (x¯, v¯) ∈ Ξ , G = 0 on ∂∗aΞ
G (x¯, v¯, 0) = ζ (x¯, v¯)
Using then that ζ is supported in D we can argue as in the Proof of Lemma 3.5, using suitable
subsolutions for the fundamental solution of the problem above to obtain ψ (x, v) ≥ G (x, v, 0) ≥ c0
∫
ζ.
Then
∫
ζϕ ≥ c∗
∫
ζ and since ζ is arbitrary it follows that ϕ ≥ c∗. Using the linearity of the problem
the result would follow. 
We will need also the following version of the strong maximum principle.
Proposition 3.4. (Strong maximum principle) Suppose that Ξ is one admissible domain in the sense
of Definition 2.7. Let Φ ∈ C (Ξ) , Φ ≥ 0 and and let LΦ = 0 on Φ ∈ C (Ξ) with Φ satisfying
(2.1) if Ξ ∩ {(x, v) = (0, v) , v ∈ R} 6= ∅. Suppose that there exists a point (xˆ, vˆ) ∈ Ξ¯∂aΞ such that
Φ (xˆ, vˆ) = 0. Then Φ ≡ 0.
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In order to prove Proposition 3.4 we will use the following Lemma.
Lemma 3.6. Let the function G (v, x) ∈ C ([1, 2]× [0,∞)) satisfy the equation
vGx = Gvv, 1 ≤ v ≤ 2, x > 0,
G (v, 0) ≥ 1 for 7/4 ≤ v ≤ 2.
G (7/4, x) ≥ 0 for x ≥ 0
Then there exists β > 0 not depending on G, such that G (v, x) ≥ β > 0 for 5/4 ≤ v ≤ 7/4, 1 ≤
x ≤ 2.
Proof. We prove this lemma by constructing a sub-solution G¯. Let G¯ (v, x) = e−θx sin (4π (v − 7/4)) .
Then for 7/4 ≤ v ≤ 2, G¯ is a sub-solution of G if we choose θ > 0 in such a way that θ ≥ 64π2/7.
Since G (v, 0) ≥ 1 ≥ G¯ (v, 0) , for 7/4 ≤ v ≤ 2 and G (v, x) ≥ 0 = G¯ (v, x) at v = 7/4, 2 for all x > 0.
Thus we have G (v, x) ≥ G¯ (v, x) for 7/4 ≤ v ≤ 2. Let Q = [1, 2]× [0, 1] and Q˜ = [5/4, 7/4]× [1, 2],
then we get
sup
Q
G (v, x) ≥ e−θ > 0.
We then apply the classical Harnack inequality for parabolic equations (cf. for instance [5]) to obtain
inf
Q˜
G (v, x) ≥ C sup
Q
G (v, x) ≥ Ce−θ ≡ β > 0.
This completes the proof. 
Proof of Proposition 3.4. We prove by contradiction that if there exists a point at which Φ is positive,
then Φ is positive everywhere. This implies the Proposition. Suppose that there exists (x∗, v∗) ∈
[0,∞)× (−∞,∞)r (0, 0) with Φ (x∗, v∗) > 0. LΦ = 0 reads
(3.37) − vΦx = Φvv
We may assume that v∗ > 0 since the cases v∗ < 0 can be treated similarly and if v∗ = 0, then
we can find v∗∗ > 0 such that Φ (x∗, v∗∗) > 0 due to the continuity of Φ. Our goal is to show that
Φ (x, v) > 0 for all (x, v) ∈ [0,∞)× (−∞,∞)r (0, 0) .
First we prove the positivity of Φ for 0 ≤ x < x∗, v > 0. The equation (3.37) is a parabolic equation
for v ≥ ρ > 0, ρ arbitrary and thus Φ (x, v) > 0 for 0 ≤ x < x∗, v > 0 due to the strong maximum
principle for non-degenerate parabolic equations (cf. [5]).
Next we prove the positivity for 0 ≤ x < x∗, v = 0.We rescale as follows. For x ∈ [x0, x0 + 2−n] , v ∈
[2−(n+1)/3, 2(2−n)/3], define for some x0 ∈ (0, x∗) ,
x¯ = −2(n+1) [x− (x0 + 2−n)] , v¯ = 2(n+1)/3v,
Gn (v¯, x¯) =
Φ (x, v)
Mn
, Mn = inf
v∈In
Φ
(
x0 + 2
−n, v
)
, In =
[
7
4
2−(n+1)/3, 2 · 2−(n+1)/3
]
Then the following holds
v¯∂x¯Gn = ∂
2
v¯Gn, x¯ ∈ [0, 2] , v¯ ∈ [1, 2] ,
Gn (v¯, 0) ≥ 1 for 7/4 ≤ v¯ ≤ 2.
If we let Jn =
[
5
42
−(n+1)/3, 742
−(n+1)/3] , then In+1 ⊂ Jn for each n. We now apply Lemma 3.6 to
get
Gn (v¯, x¯) ≥ β > 0, for v¯ ∈ [5/4, 7/5] , x¯ ∈ [1, 2] ,
or equivalently,
(3.38) Φ (x, v) ≥ βMn, for (x, v) ∈
[
x0, x0 + 2
−(n+1)
]
× Jn.
In particular, at x¯ = 1,
Φ
(
x0 + 2
−(n+1), v
)
Mn
≥ β, for v ∈ Jn.
Thus we get, since In+1 ⊂ Jn,
Mn+1 = inf
v∈In+1
Φ
(
x0 + 2
−(n+1), v
)
≥ βMn,
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which yields
Mn ≥ Cβn, 0 < β < 1
Then from (3.38), we have for each n,
(3.39) Φ (x0, v) ≥ Cβn+1, for v ∈ Jn+1.
We can rewrite (3.39) as
Φ (x0, v) ≥ Cβn+1 = C exp
(
− log (2)
3
(n+ 1)
)− 3 log(β)
log(2)
≥ Cvγ , γ = −3 log (β)
log (2)
> 0, for v ∈ Jn+1.
Now let 0 < x˜ < x∗, then the argument above yields, for x0 ∈ (x˜, x˜+ δ) with δ > 0 small,
Φ (x0, v) ≥ Cvγ , for γ > 0.
We first construct a sub-solution G (v¯, x¯) = (x¯)γ/3H
(
v¯
(x¯)1/3
)
satisfying
(3.40) v¯Gx = Gv¯v¯, G (v¯, 0) = (v¯)
γ
where H (ξ) , ξ = v¯
(x¯)1/3
satisfy:
(3.41)
γ
3
ξH − ξ
2
3
Hξ = Hξξ, H (0) = 0, Hξ (0) > 0, H (ξ) ∼ ξγ , as ξ →∞.
The existence of a solution H¯ of the differential equation in (3.41) with H¯ (0) = 0, H¯ξ (0) = 1 follows
from standard ODE theory. Then we can show that H¯ξ (ξ) > 0, for all ξ ≥ 0, because otherwise, let
ξ∗ be the first value where H¯ξ (ξ∗) = 0, then H¯ (ξ∗) > 0 and H¯ξξ (ξ∗) = γ3 ξ
∗H¯ (ξ∗) > 0, which leads
to a contradiction. The asymptotic behaviors of the solutions of the differential equation in (3.41) can
be computed using the results in Chapter 13 of [1], whence:
H¯ (ξ) ∼ Cξγ , ξ →∞ with C > 0
Then G (v¯, x¯) = (x¯)
γ/3
H
(
v¯
(x¯)1/3
)
satisfies (3.40) and for all x¯ > 0,
Gv¯
(
0+, x¯
)
= (x¯)
γ/3−1/3
Hξ (0) > 0.
By a comparison principle and Taylor expansion, there exist constant C0 and C1 satisfying, for
x ∈ [x˜, x˜+ δ),
Φ (x, v) ≥ C0G (v, x− (x˜+ δ)) ≥ C1 (x˜+ δ − x)
γ−1
3 v, for v small.
This implies Φ (x, 0) > 0 for x ∈ [x˜, x˜ + δ), since otherwise, Φ (x, v) < 0 for some v < 0, a
contradiction. In particular, we obtain Φ (x˜, 0) > 0 for any 0 < x˜ < x∗. Finally, the boundary condition
(2.1) for Φ and similar arguments applying the forward parabolic equation −vΦx = Φvv, v < 0 yield
that Φ (x, v) > 0 for all (x, v) 6= (0, 0) . This contradicts the assumption Φ (xˆ, vˆ) = 0 and the result
follows. 
We will use also comparison arguments in a class of domains whose boundary contains the singular
point. We define the following class of domains:
(3.42) ΛR =
{
(x, v) : 0 < x < R , −R 13 < v < rR 13
}
, R > 0
as well as the admissible boundary:
∂aΛR =
(
(0, R)×
{
−R 13
})
∪
(
(0, R)×
{
rR
1
3
})
∪
(
{R} ×
(
0, rR
1
3
))
We have the following result.
Proposition 3.5. Suppose that ϕ ∈ C (ΛR) satisfies Lϕ = 0 in Y in the sense of Definition 2.6
as well as the boundary condition (2.1), ϕ ≥ 0 on ∂aΛR. If r < rc we will assume in addition that
ϕ (0, 0) = 0. Then ϕ ≥ 0 in ΛR
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Proof. We can apply the comparison result Proposition 3.3 in the domain ΛRRδ. Applying then
Proposition 3.3 to the function ϕ˜+ ε we obtain ϕ ≥ −ε in ΛRRδ. Taking the limit ε→ 0 and δ → 0
we obtain the result. 
3.3.2. Asymptotic behaviour of the solutions of some PDEs near the singular point. In several of the
arguments we will need detailed information about the asymptotics of the solutions of the problem
Lϕ = h, where ϕ, h ∈ C (X) and Lϕ is as in Definition 2.6. We now prove several results which will
be used later in order to derive such information.
Lemma 3.7. Suppose that 0 < r ≤ 1. There exists a function S ∈ C2 (U) ∩ C (U) such that
LS = 1 in U(3.43)
S (0,−v) = S (0, rv) for all v > 0(3.44)
S = O
(
x
2
3 + |v|2
)
as (x, v)→ 0(3.45)
Moreover, if r = 1 we have S (x, v) = v
2
2 . If r < 1, the function S (x, v) takes positive and negative
values in R+ × R.
Proof. We look for S of the following form
(3.46) S = x2/3Q(
v
x1/3
)
Since ∂xS =
2
3x
−1/3Q− 13vx−2/3Q′ and ∂vvS = Q′′, ∂2vS + v∂xS = 1, the equation (3.43) yields:
(3.47) Q′′ − 1
3
z2Q′ +
2
3
zQ = 1.
This equation has an explicit solution:
Qp (z) =
z2
2
On the other hand we recall that the homogeneous solution of (3.47) can be obtained by means of
Kummer functions. We write Ψ (z) = Q (z)−Qp (z) . Then:
(3.48) Ψ′′ − 1
3
z2Ψ′ +
2
3
zΨ = 0
It is readily seen that the solution of (3.48) is given by:
Ψ (z) = c1M
(
−2
3
,
2
3
;
z3
9
)
+ c2U
(
−2
3
,
2
3
;
z3
9
)
with c1, c2 ∈ R. In order to obtain (3.45) we must choose c1 = 0, in order to avoid the exponential
growth of Ψ (z) . We notice that, since U
(
− 23 , 23 ; z
3
9
)
solves (3.48), it is analytic in the complex plane
z ∈ C. Using Proposition 3.1, and more precisely Remark 3.3 in [16], we obtain:
S (0, v) =
(
1
2
+ c2
)
v2 , v > 0
S (0, v) =
(
1
2
− 2c2
)
v2 , v < 0
where we use that K 2
3
= 2 cos (π) = −2. We then impose the boundary condition S(0,−v) = S(0, rv)
for v > 0 (cf. (3.44)), whence: (
1
2
− 2c2
)
=
(
1
2
+ c2
)
r2
Therefore c2 =
(1−r2)
2(2+r2) . It then follows that
Q (z) =
z2
2
+
(
1− r2)
2 (2 + r2)
U
(
−2
3
,
2
3
;
z3
9
)
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Notice that, if r = 1 we obtain Q (z) = z
2
2 . If r 6= 1 we obtain, using 13.5.10 in [1] that:
(3.49) Q (0) =
(
1− r2)Γ (13)
2 (2 + r2) Γ
(− 13)
Then Q (0) < 0 if r < 1. On the other hand, using that U
(− 23 , 23 ; ξ) ∼ ξ 23 as ξ →∞ it follows that
Q (z) ∼
(
1
2 +
(1−r2)
2(2+r2)9
2
3
)
z2 as z → ∞. Therefore Q (z) > 0 for large values of |z| and there exists a
range of values for which Q (z) < 0. 
We now prove some Liouville’s type Theorems which will be useful deriving asymptotic formulas
near the singular point of the solutions of equations like λψ − Lψ = g with boundary conditions
ψ (0, rv) = ψ (0,−v) , v > 0.
Theorem 3.3. (i) Let 0 < r < rc. Suppose that ψ is a classical solution of Lψ = 0 in {x > 0, v ∈ R}
satisfying ψ (0, rv) = ψ (0,−v) , v > 0 as well as the estimate |ψ (x, v)| ≤ C
(
|x|+ |v|3
)b
for some
b ∈ (0, β) ∪ (β, 23] and (x, v) ∈ {x > 0, v ∈ R} . Then ψ = 0.
(ii) There is not any bounded function ψ defined in R2 which satisfies also one equation with the
form L¯ψ = 1, where L¯ is one of the operators in the set{
D2v + vDx, D
2
v +Dx, D
2
v −Dx
}
.
(iii) Let r > rc. Suppose that we have a solution of Lψ = 0 in {x > 0, v ∈ R} satisfying ψ (0, rv) =
ψ (0,−v) , v > 0 as well as the estimate |ψ (x, v)| ≤ C
(
|x|+ |v|3
)b
with 0 < b ≤ 23 . Then ψ = 0.
(iv) Let 0 < r < rc. Suppose that ψ is a classical solution of Lψ = 0 in {x > 0, v ∈ R} satisfying
ψ (0, rv) = ψ (0,−v) , v > 0 as well as the estimate |ψ (x, v)| ≤ C for (x, v) ∈ {x > 0, v ∈ R} . Then
ψ = K0 for some K0 ∈ R.
The proof of Theorem 3.3 will require to prove some auxiliary results, which will be required in
order to deal with the cases (i), (iii).
We first prove the following result:
Proposition 3.6. Suppose that ϕ solves L (ϕ) = 0 in x ≥ 0, v ∈ R and satisfies the the boundary
conditions ϕ (0, rv) = ϕ (0,−v) , v > 0. Suppose also that we have the estimates:
|ϕ (x, v)| ≤ K
(
|x|+ |v|3
)b
with 0 ≤ b ≤ 2
3
in x ≥ 0 , v ∈ R(3.50)
sup
(|x|+|v|3)=1
|ϕ (x, v)| = 1(3.51)
for some K > 1. Then b = β or b = 0.
This proposition will be proved with the help of the following result.
Proposition 3.7. Suppose that ϕ solves L (ϕ) = 0 in x ≥ 0, v ∈ R and satisfies the the boundary
conditions ϕ (0, rv) = ϕ (0,−v) , v > 0. Suppose also that ϕ satisfies
(3.52) ϕ
(
µ3x, µv
)
= µ3bϕ (x, v)
with 0 ≤ b ≤ 23 . Then, if 0 < r < rc we have that ϕ = 0 unless b = β or b = 0. If r > rc we have
ϕ = 0 unless b = 0.
It is convenient to introduce a different group of variables in order to simplify the homogeneity of
the functions. We define x = ζ3. Then L (ϕ) = 0 if and only if:
(3.53) 3ζ2ϕvv + vϕζ = 0 , ϕ (0, rv) = ϕ (0,−v) , v > 0
In order to prove Proposition 3.6 we will use the following auxiliary result.
Lemma 3.8. Let us denote as Y the set of functions with the form G : U × R → C satisfying the
following properties:
(i) G (X,ω) satisfies the homogeneity condition G (µX, ω) = G (X,ω) for any µ > 0.
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(ii) The support of G (X,ω) is contained in the set K × [−M,M ] where K ⊂ U is a compact set
and 0 < M <∞.
(iii) G ∈ C∞ (U × R) .
Then, the set of functions with the form:
(3.54) F (ζ, v) = F (X) =
∫
R
|X |iω G (X,ω)dω , X = (ζ, v)
is dense in L1
(
U ; dX|X|2
)
where dX = dζdv.
Proof. Since G is homogeneous, the representation formula (3.54) is equivalent to the representation
of the function f (r, θ) = F (X) with r = |X | and θ ∈ [−π2 , π2 ] as angular coordinate, in terms of the
Mellin transform. Moreover, using the change of variables f˜ (t, θ) = f (r, θ) , t = log (r) and writing
G (X,ω) = g (ω, θ) the problem becomes equivalent to proving that the class of functions:
(3.55) f˜ (t, θ) =
∫
R
eiωtg (ω, θ) dω
with g ∈ C∞c
(
R× [−π2 , π2 ]) is dense in L1 (R× [−π2 , π2 ]) . This follows using first that the compactly
supported functions are dense in L1
(
R× [−π2 , π2 ]) and using then that the functions with the form
(3.55) are dense in L1 (J) for any compact set J ⊂ R× [−π2 , π2 ] . 
The next Lemma shows, by means of an explicit computation, that there are no homogeneous
solutions of (3.53) for a set of homogeneities and values of r.
Lemma 3.9. Suppose that ϕ satisfies (3.53) and that ϕ satisfies the homogeneity condition ϕ (µX) =
µ3bϕ (X) , X = (ζ, v) ∈ U , for any µ > 0 where Re (b) ∈ [0, β)∪(β, 23] if 0 < r < rc and 0 ≤ Re (b) ≤ 23
if rc < r ≤ 1. Then ϕ (ζ, v) ≡ 0 unlesss b = 0.
Remark 3.8. In the case rc < r it is possible to prove the Lemma for rc < r ≤
√
2. Notice that, if
Im (b) 6= 0 we must necessarily have ϕ complex.
Proof. Using the change of variables x = ζ3, it follows that the solutions with the homogeneity
indicated in Lemma 3.9 have the form (4.9) in [16]. Replacing β by z to avoid ambiguities, we would
obtain that ϕ = ϕ (x, v) has the form ϕ (x, v) = xzF
(
v3
9x
)
for some z ∈ C where Re (z) ∈ [0, 23] . Our
goal is to show that the only possible values of z are z = β (r) and z = 0 if 0 < r < rc and z = 0 if
rc < r ≤ 1. To this end we argue as in the Proof of Proposition 4.2 in [16] to prove that
(3.56) r3z = 2 sin
(
π
(
1
6
− z
))
We then need to show that (3.56) has only the roots indicated above. To this end we argue as
follows. If r > 0 is sufficiently small the only roots of (3.56) in the strip 0 ≤ Re (z) ≤ 23 are at z = 0
and z∗ (r) in a neighbourhood of z = 16 . Indeed, it follows from the Implicit Functions Theorem that
for any δ > 0 there is only one solution of (3.56) in the region Re (z) ≥ δ > 0 if r is small, and such
root converges to z = 16 as r → 0. In order to study the possible roots with Re (z) < δ we write
z = A+ iB, A,B ∈ R with 0 ≤ A < δ. Then (3.56) becomes:
e3A log(r) (cos (3B log (r)) + i sin (3B log (r)))(3.57)
= 2 sin
(
π
(
1
6
−A
))
cosh (πB)− 2i cos
(
π
(
1
6
−A
))
sinh (πB)
Estimating cos (3B log (r)) and cosh (πB) it follows that the real part of the left-hand side of (3.57) is
smaller than e3A log(r) and the real part of the left hand side of (3.57) is larger than 2 sin
(
π
(
1
6 −A
))
. It
follows, using Taylor’s Theorem to approximate this functions for A > 0 small that 2 sin
(
π
(
1
6 −A
)) ≥
1− C0A for some constant C0 > 0 independent of r. Since e3A log(r) < 1 − C0A for r small enough it
follows that the only solution of (3.57) with A < δ has A = 0 if r is small. Then (3.57) becomes:
cos (3B log (r)) + i sin (3B log (r)) = cosh (πB)− i
√
3 sinh (πB)
and using the fact that cos (3B log (r)) ≤ 1 < cosh (πB) if B > 0 we obtain that B = 0.
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Notice that for any fixed r < 1 we have
∣∣2 sin (π ( 16 − z))∣∣ > ∣∣r3z∣∣ if z is large enough. Standard
properties of the zeros of analytic functions then imply that the number of solutions of (3.56) for each
r > 0 in 0 ≤ Re (z) ≤ 23 can change for the values of r for which there are solutions of (3.56) in
Re (z) = 0 or Re (z) = 23 . Writing z = iB, B ∈ R we obtain that (3.56) becomes (cf. (3.57)):
cos (3B log (r)) + i sin (3B log (r)) = cosh (πB)− i
√
3 sinh (πB)
and using again that cos (3B log (r)) ≤ 1 < cosh (πB) it follows that there are not solutions of (3.56)
with Re (z) = 0 except z = 0. We now prove that there are not solutions of (3.56) neither with
Re (z) = 23 . To this end we write z =
2
3 + iB, B ∈ R and (3.56) becomes:
r2 (cos (3B log (r)) + i sin (3B log (r))) = −2 cosh (πB)
The solutions of this equation satisfy sin (3B log (r)) = 0, whence 3B log (r) = nπ, n ∈ Z. Then
r2 cos (nπ) = −2 cosh
(
nπ2
3 log(r)
)
, whence n = 2ℓ+ 1, ℓ ∈ Z and r2 = 2 cosh
(
(2ℓ+1)π2
3 log(r)
)
. This equation
does not have any solution with r ≤ √2. It then follows that the number of roots of (3.56) in the strip
0 ≤ Re (z) ≤ 23 can change only if a multiple root is formed at z = 0 for some value of r. A simple
computation shows that this happens only for r = rc, in which case there is a double root (3.56) at
z = 0. Therefore there is one root of (3.56) in 0 < Re (z) ≤ 23 if r < rc and no roots if rc < r ≤ 1,
whence the result follows. 
Proposition 3.7 then follows from Lemma 3.9.
We will use the following standard abstract result of Functional Analysis, which is just an adaptation
of Freldhom alternative adapted to our specific situation.
Proposition 3.8. Suppose that X is a reflexive Banach space. Let A : D (A) ⊂ X → X be a linear
closed operator with domain D (A) dense in X. Let A∗ be the adjoint of A, with domain D (A∗) ⊂ X∗,
with D (A∗) dense in X∗. If Ker (A) = 0, then R (D (A∗)) is dense in X∗.
Proof. Suppose that R (D (A∗)) is not dense in X∗. Then R (D (A∗)) 6= X∗. Therefore, Hahn-Banach
implies the existence of an element ℓ ∈ X∗∗ such that 〈ℓ, η〉 = 0 for any η ∈ R (D (A∗)) and with
ℓ 6= 0. Since X is reflexive we have X∗∗ = X. Then, there exist x0 ∈ X, x0 6= 0 such that 〈η, x0〉 = 0
for any η ∈ R (D (A∗)). In particular, given any z ∈ D (A∗) we have 0 = 〈A∗z, x0〉 . Therefore, using
the definition of adjoint operator, it follows that x0 ∈ D (A∗∗) and A∗∗x0 = 0. Theorem 3.24 in [3]
implies A∗∗ = A. Then Ax0 = 0. Since Ker (A) = 0 we have x0 = 0 and this gives a contradiction,
whence R (D (A∗)) is dense in X∗. 
We can use now Lemma 3.8 to show that the solutions of (3.53) satisfying a suitable boundedness
condition are homogeneous. It then follows, using Lemma 3.9 that they vanish for suitable ranges of
parameters. More precisely, we have the following result.
Lemma 3.10. Suppose that ϕ = ϕ (ζ, v) satisfies (3.53) as well as the inequality:
|ϕ (ζ, v)| ≤ K (|ζ|+ |v|)3b in x ≥ 0 , v ∈ R , K <∞
with Re (b) ∈ [0, β) ∪ (β, 23] if 0 < r < rc and 0 ≤ b ≤ 23 if rc < r ≤ 1. Then ϕ (ζ, v) ≡ 0 unless b = 0.
Proof. We multiply (3.53) by a C∞ test function F (ζ, v) with compact support in U and satisfying
(3.58) F (0, v) = r−2F
(
0,−v
r
)
, v > 0
Integrating by parts we obtain, with the help of (3.58) and using also that ϕ (0, rv) = ϕ (0,−v) for v >
0 we obtain:
(3.59)
∫
U
B∗Fϕdζdv = 0
where from now on, we write, by shortness:
B = 3ζ2∂vv + v∂ζ
B∗ = 3ζ2∂vv − v∂ζ
27
We take F (ζ, v) with the following form
F (ζ, v) = F (X) =
∫
R
|X |α+iω G (X,ω)dω , X = (ζ, v)
with G (X,ω) to be specified. Then (3.59) becomes
(3.60)
∫
R
∫
U
B∗
(
|X |α+iω G (X,ω)
)
ϕdζdvdω = 0
Notice that if G satisfies:
(3.61) G (0, v, ω) =
1
|r|iω+2+α
G
(
0,−v
r
, ω
)
, v > 0
we obtain that F satisfies (3.58).
We choose α = −3b− 2. Then g (X) = |X |α+2 ϕ (X) is globally bounded by the assumption on ϕ.
We write:
η (X,ω) =
1
|X |α+iω
B∗
(
|X |α+iω G (X,ω)
)
ξ (X) =
∫
R
|X |iω η (X,ω)dω(3.62)
Then, (3.60) implies:
(3.63)
∫
U
ξ (X) g (X)
dX
|X |2 = 0
for any function ξ (·) with the form (3.62). Our goal is to show that if b ≤ 0, the functions ξ in (3.62)
can be chosen in a dense set in L1
(
U ; dX|X|2
)
, which will imply g (X) = 0 and hence ϕ = 0. To this
end, we define the following operators for each ω ∈ R:
(3.64) A∗ (ω) = 1
|X |α+2
B∗
(
|X |α+iω G (X,ω)
)
To make precise the definition of the operators A∗ we need to specify their domain. To this end
we define a curve in parametric coordinates by means of
{
r = λ (θ) : θ ∈ [−π2 , π2 ]} , with λ (−π2 ) =
1
r , λ
(
π
2
)
= 1, λ′ (θ) ≤ 0. We then define domains
D =
{
λ (θ) < |X | < 2λ (θ) : θ ∈
[
−π
2
,
π
2
]}
.
The operator A∗ (ω) in (3.64) will be defined in the space of functions:
Y =
{
G ∈ L2 (D) : G (µX) = G (X) for µ > 0, X, µX ∈ D}
with domain:
D (A∗ (ω)) = {G ∈ Y, ∂vG, ∂2vG, ∂ζG ∈ L2 (D) , (3.61) holds}
Note that the boundary condition (3.61) in the sense of traces is meaningful due to the regularity of
the functions in D (A∗ (ω)) . The adjoint of A∗ (ω) is given by the operator:
(3.65) A (ω) = |X |α+iω B
(
G˜ (X,ω)
|X |α+2
)
with the boundary condition
(3.66) G˜ (0, v, ω) = rα+2G˜
(
0,−v
r
, ω
)
, v > 0
and the domain of A (ω) is given by:
D (A (ω)) =
{
G˜ ∈ Y, ∂vG˜, ∂2vG˜, ∂ζG˜ ∈ L2 (D) , (3.66) holds
}
We can then apply Proposition 3.8 which implies that R (D (A∗ (ω))) is dense in L2 (D) for any
ω ∈ R such that Ker (A (ω)) = {0} . Notice that A (ω) G˜ (ζ, v) = 0 if and only if ϕ (ζ, v) = ϕ (X) =
|X |−(α+2) G˜ (X,ω) solves L (ϕ) = 0 in x ≥ 0, v ∈ R and ϕ (0, rv) = ϕ (0,−v) , v > 0, as well as
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(3.52). Since b 6= 0, Proposition 3.7 then implies that G˜ (ζ, v) = 0, whence R (D (A∗ (ω))) is dense in
L2 (D) . Now let
A˜∗ (ω) = |X |2−iω A∗ (ω) = 1
|X |α+iω
B∗
(
|X |α+iω G (X,ω)
)
Notice that A˜∗G(µX) = A˜∗G(X). Then R
(
A˜∗ (ω)
)
is also dense in L2 (D) . Therefore, for any ε > 0
and any function η ∈ C∞ (R : L2 (D)) , supported in |ω| ≤ M, we can find a family of functions
G (X,ω) , ω ∈ R, such that
∥∥∥A˜∗ (ω)G (·, ω)− η (·, ω)∥∥∥
L2(D)
< ε for any |ω| ≤ M. Therefore, Lemma
3.8 implies that the functions ξ (X) in (3.62) can be chosen in a dense set in L1
(
U ; dX|X|2
)
. Therefore
(3.63) implies that g (X) = 0, whence ϕ = 0 and the result follows. 
Proof of Theorem 3.3. We consider first the cases (i) and (iii). The result in this case follows from
Proposition 3.6.
In the case (ii) we suppose first that ψ is a bounded function satisfying
(
D2v −Dx
)
ψ = 1 in
(x, v) ∈ R2. Therefore, using standard parabolic theory we can write:
ψ (x, v) = −x+ w (x, v) for x ≥ 0
where
(
D2v −Dx
)
w = 0 and w (0, v) = ψ (0, v) , ψ (0, ·) bounded. The classical theory of the heat
equation establishes that w is uniquely determined and |w (x, v)| ≤ supv∈R |ψ (0, v)| . But limx→∞ ψ (x, v)
= −∞, and this contradicts the boundedness of ψ. The case L¯ =D2v + vDx can be studied similarly.
Suppose then that L¯ =D2v + vDx. In this case we use the fact that ψ is a bounded solution of the
Kolmogorov equation:
ψt = ψvv + vψx − 1 , t ∈ R , (x, v) ∈ R2
Therefore, we have the following representation formula:
(3.67) ψ (t, x, v) = −t+
∫
R2
G (t, x− ξ, v − η)ψ (0, ξ, η) dξdη for t > 0
where G is the fundamental solution for the Kolmogorov equation (cf. [20]). Then, the integral term
in (3.67) is globally bounded, whence ψ (t, x, v) is unbounded for t→∞. The contradiction concludes
the Proof of (ii).
In order to prove (iv) we argue as follows. By assumption ψ is bounded. Let m = inf (ψ) ,
M = sup (ψ) . If either of them is reached as an interior point we would obtain that ψ is con-
stant by the strong maximum principle (cf. Proposition 3.4). Let L = lim sup|(x,v)|→∞ ψ (x, v) and
lim inf(x,v)→(0,0) ψ (x, v) = κ0. By assumption κ0, L ∈ [m,M ] . We can then, arguing by comparison,
use as barrier function ψ¯ = κ0 + σFβ in the admissible domain RRRε with R large and ε small,
with σ → 0 as R→∞, due to the fact that ψ is bounded. It then follows that κ0 − δ ≤ ψ ≤ κ0 +Cσ
in bounded sets of U with δ > 0 arbitrarily small. Taking the limit R→∞, σ → 0, δ → 0 we obtain
ψ = κ0 whence the result follows. 
We will need the following auxiliary result.
Lemma 3.11. Suppose that λ (R) is a positive continuous function such that
lim inf
R→0
log (λ (R))
log (R)
= ζ > 0, ζ <∞ for some ζ > 0.
Suppose that K > 1 is given. Then there exist sequences {Rn} , {µn} with Rn → 0, µn → ∞ as
n→∞ such that λ(R)λ(Rn) ≤ K
(
R
Rn
)ζ
for 1µn ≤ RRn ≤ µn.
Proof. We claim the following. Suppose that we fix L > 1. We then claim that for any δ > 0 (small),
there exists R¯ ≤ δ such that λ(ρ)
λ(R¯)
≤ K ( ρ
R¯
)ζ
for all ρ ∈
[
R¯
L , LR¯
]
. The existence of the sequences
{Rn} , {µn} then follows inductively by choosing L = n = µn, δ = 1 if n = 1 and δ = Rn−12 if n > 1
and denoting the corresponding R¯ as Rn.
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We prove the claim by contradiction. Suppose that it is false. Then, for any L > 1 fixed, there exists
R0 > 0 such that, for R¯ ≤ R0 there exists ρ = ρ
(
R¯
) ∈ [ R¯L , LR¯] such that λ(ρ(R¯))λ(R¯) > K
(
ρ(R¯)
R¯
)ζ
.
We then define, for each R∗ ≤ R0 a sequence inductively as follows. We define R1 = ρ (R∗) and then
Rn+1 = ρ (Rn) for n ≥ 1 as long as Rn ≤ R0. If ρ (Rn) > R0 for some n ≥ 1 the iteration finishes.
We now have three possibilities. (i) Given R∗ ≤ R0, for the corresponding sequence {Rn} we
have lim infn→∞Rn = 0. (ii) Given R∗ ≤ R0, for the corresponding sequence {Rn} we have 0 <
lim infn→∞Rn ≤ R0. (iii) Given R∗ ≤ R0 there exists N such that RN > R0. We define λn = λ (Rn) .
We will denote the subsets of (0, R0] where each of the three possibilities takes place as A1, A2, A3
respectively.
Suppose first that we are in the case (i), or more precisely that A1 is nonempty. Then, for the
corresponding R∗ we have the sequence {Rn} as defined above. We then have:
λn ≥ Kλn−1
(
ρ (Rn−1)
Rn−1
)ζ
= Kλn−1
(
Rn
Rn−1
)ζ
≥ .... ≥ Knλ (R∗)
(
Rn
R∗
)ζ
Then
lim inf
R→0
log (λ (R))
log (R)
≤ lim inf
n→∞
log (λn)
log (Rn)
≤ lim inf
n→∞
n log (K) + ζ log (Rn) + log (λ (R∗))− ζ log (R∗)
log (Rn)
= lim inf
n→∞
n log (K) + ζ log (Rn)
log (Rn)
= ζ + log (K) lim inf
n→∞
(
n
log (Rn)
)
Notice that ρ (R) ≥ RL . Then Rn = ρ (Rn−1) ≥ Rn−1L ≥ ... ≥ R∗Ln , whence log (Rn) ≥ log (R∗) −
n log (L) ≥ − (n+ 1) log (L) for n large enough. Then
|log (Rn)| ≤ (n+ 1) log (L) ,
whence 1|log(Rn)| ≥ 1(n+1) log(L) and − 1|log(Rn)| ≤ − 1(n+1) log(L) , i.e. 1log(Rn) ≤ − 1(n+1) log(L) . This yields:
lim inf
R→0
log (λ (R))
log (R)
≤ ζ − log (K) lim inf
n→∞
(
n
(n+ 1) log (L)
)
lim inf
R→0
log (λ (R))
log (R)
≤ ζ − log (K)
log (L)
< ζ
This contradicts the fact that lim infR→0
log(λ(R))
log(R) = ζ and then, it implies that the set A1 is empty.
Suppose then that A2 is nonempty. We also have the inequality:
λn ≥ Knλ (R∗)
(
Rn
R∗
)ζ
whence:
λ (R∗) ≤ λn
(Rn)
ζ
(R∗)
ζ
Kn
where n is arbitrarily large. Then, since the limit limn→∞
(
λn
(Rn)
ζ
)
= ℓ = ℓR∗ > 0 exists, we obtain
λ (R∗) ≤ ℓR∗ · (R∗)ζ lim
n→∞
1
Kn
= 0
Therefore λ (R∗) = 0 if R∗ ∈ A2, which is a contradiction.
If R∗ ∈ A3 we can apply the same argument to obtain:
λ (R∗) ≤ λN
(RN )
ζ
(R∗)
ζ
KN
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We now have the inequality RN = ρ (RN−1) ≤ LRN−1 ≤ ... ≤ LNR∗ which implies N log (L) ≥
log
(
RN
R∗
)
. Then KN ≥
(
RN
R∗
) log(K)
log(L)
, whence:
λ (R∗) ≤ λN
(RN )
ζ+ log(K)
log(L)
(R∗)
ζ+ log(K)
log(L)
Given that RN ≥ R0 we obtain:
λ (R∗) ≤ C (R∗)ζ+
log(K)
log(L)
with C independent of R∗. Since A1 = A2 = ∅ we obtain this estimate for R∗ ≤ R0 arbitrary. Then:
lim inf
R→0
log (λ (R))
log (R)
≥ ζ + log (K)
log (L)
> ζ
and this would give a contradiction. 
The following asymptotic result is interesting for itself, and it will be used repeatedly in the fol-
lowing.
Theorem 3.4. Let 0 < r < rc. Suppose that h ∈ C (X) , ϕ ∈ C (X) satisfies (2.1) and that we have
Lϕ = h, with L as in Definition 2.6. Then
(3.68) |ϕ (x, v)− ϕ (0, 0)−A (ϕ)Fβ (x, v)− h (0, 0)S (x, v)| = o
(
x
2
3 + |v|2
)
as x
2
3 + |v|2 → 0 for some suitable constant A (ϕ) ∈ R.
Proof. We construct sub and supersolutions with the form:
ϕ± (x, v) = ϕ (0, 0)± ε± C¯Fβ (x, v) ±AS (x, v) ,
where A = 2 |h (0, 0)|, ε > 0, C¯ > 0. We can choose 0 < δ1 < δ2 small and then C¯ large enough to
obtain ϕ− ≤ ϕ ≤ ϕ+ in ∂Rδ1 ∪ ∂Rδ2 . Proposition 3.3 yields then ϕ− ≤ ϕ ≤ ϕ+ in Rδ2Rδ1 . Taking
the limit δ1 → 0 and then ε→ 0 we obtain:
|ϕ (x, v)− ϕ (0, 0)| ≤ 2C¯Fβ (x, v) in Rδ
for some δ > 0. We can now prove that the limit ϕ(x,v)−ϕ(0,0)Fβ(x,v) exists. To this end we define C− =
lim infR→0
[
inf∂RR
(
ϕ(x,v)−ϕ(0,0)
Fβ(x,v)
)]
and C+ = lim supR→0
[
sup∂RR
(
ϕ(x,v)−ϕ(0,0)
Fβ(x,v)
)]
. If C− = C+
the result would follow. Suppose then that C− < C+. Suppose first that there exist sequences
{Rn} ,
{
R˜n
}
and positive constants c1, c2 such that
lim
n→∞
[
sup
∂RRn
(
ϕ (x, v)− ϕ (0, 0)
Fβ (x, v)
)]
= C+
and
lim
n→∞
[
inf
∂RR˜n
(
ϕ (x, v) − ϕ (0, 0)
Fβ (x, v)
)]
= C− with c1Rn ≤ R˜n ≤ c2Rn.
Notice that we might have in particular cases Rn = R˜n. We then define ψn (x, v) =
ϕ(R3nx,Rnv)−ϕ(0,0)
(Rn)
3β .
A standard compactness argument implies that for a suitable convergence subsequence ψn → ψ in
compact sets which do not contain the singular point (x, v) = (0, 0) and where Lψ = 0. Moreover, our
assumptions in the sequences {Rn} ,
{
R˜n
}
, as well as the hypoellipticity properties of the operator
L imply the existence of points different from the singular point such that ψ (x1, v1) = C+Fβ (x1, v1) ,
ψ (x2, v2) = C−Fβ (x2, v2) . Moreover C−Fβ ≤ ψ ≤ C+Fβ , Since C− < C+, the strong maxi-
mum principle then implies then that ψ ≤ (C+ − δ)Fβ for some δ > 0 in a set ∂Rρ for some
0 < ρ < ∞. A comparison argument then yields ψ ≤ (C+ − δ)Fβ in Rρ. We remark that the com-
parison argument is made in a family of domains RρRδ, adding ε to the barrier functions and
taking then the limit δ → 0 and ε → 0. However, using the definition of ψn we then obtain that
lim supR→0
[
sup∂RR
(
ϕ(x,v)−ϕ(0,0)
Fβ(x,v)
)]
≤ (C+ − δ), a contradiction.
31
Suppose now that the solutions {Rn} ,
{
R˜n
}
with the property stated above do not exist. This
implies the existence of a sequence {Rn} such that
lim
n→∞
[
sup
∂RRn
∣∣∣∣ϕ (x, v)− ϕ (0, 0)Fβ (x, v) − C+
∣∣∣∣
]
= 0.
A comparison argument then yields ϕ (x, v) − ϕ (0, 0) ≥ (C− + δ)Fβ , for some δ > 0, whence
limn→∞
[
inf∂RR˜n
(
ϕ(x,v)−ϕ(0,0)
Fβ(x,v)
)]
≥ (C− + δ) . The contradiction then implies that C− = C+. There-
fore we have:
(3.69) |ϕ (x, v) − ϕ (0, 0)−A (ϕ)Fβ (x, v)| = o
(
xβ + |v|3β
)
as (x, v)→ (0, 0) , where A (ϕ) = C+.
As a next step we need to prove that:
(3.70) |ϕ (x, v)− ϕ (0, 0)−A (ϕ)Fβ (x, v)| ≤ C
(
x
2
3 + |v|2
)
for (x, v) ∈ ∂Rδ for suitable δ > 0, C > 0. We define the auxiliary function:
(3.71) λ (R) = sup
x
2
3+|v|2=R 23
|ϕ (x, v) − ϕ (0, 0)−A (ϕ)Fβ (x, v)|
Notice that (3.69) yields λ (R) = o
(
Rβ
)
as R→ 0.
Suppose now that lim supR→0
λ(R)
R
2
3
= ∞. We then have, using also the estimate λ (R) = o (Rβ)
as R → 0, that lim infR→0 log(λ(R))log(R) = ζ ∈
[
β, 23
]
. Applying Lemma 3.11 we obtain the existence
of a sequence {Rn} such that λ(R)λ(Rn) ≤ K
(
R
Rn
)ζ
for R ∈
[
Rn
µn
, µnRn
]
. Rescaling the solutions and
defining ψn as before we obtain in the limit that ψn converges to ψ, solution of Lψ = 0 with |ψ| ≤
K
(
xζ + |v|3ζ
)
and ψ 6= 0. We now apply Theorem 3.3, which implies that ψ = 0. The contradiction
implies that lim supR→0
λ(R)
R
2
3
<∞. We then rescale the solutions again, in order to obtain a sequence
of functions ψn of order one. The limit of this sequence satisfies Lψ = h (0, 0) as well as |ψ (x, v)| ≤
C
(
x
2
3 + |v|2
)
and the boundary conditions ψ (0, rv) = ψ (0,−v) for v > 0. After substracting from ψ
the function h (0, 0)S we obtain a new function R = ψ − h (0, 0)S satisfying LR = 0 and |ψ (x, v)| ≤
C
(
x
2
3 + |v|2
)
as well as similar boundary conditions. Using Theorem 3.3 we obtain R = 0, whence
the asymptotics (3.68) follows. 
We have a similar result in the supercritical case.
Theorem 3.5. Let r > rc. Suppose that h ∈ C (X) , ϕ ∈ C (X) satisfies (2.1) and that we have
Lϕ = h, with L as in Definition 2.6. Then
(3.72) |ϕ (x, v)− ϕ (0, 0)− h (0, 0)S (x, v)| = o
(
x
2
3 + |v|2
)
as x
2
3 + |v|2 → 0 for some suitable constant A (ϕ) ∈ R.
Proof. The proof is similar to the previous Theorem. We first prove, using the corresponding Liou-
ville’s Theorem for this case, that λ (R) ≤ CR 23 where in this case we define λ (R) = sup
x
2
3+|v|2=R 23 |ϕ (x, v)− ϕ (0, 0)| .
We then obtain, using similar arguments, that the asymptotics is given by the function S. 
We conclude this Section with a technical result, which provides some uniformicity in the asymp-
totics of the solutions near the singular point. Suppose that ξ = ξ (x, v) is a C∞ cutoff function,
supported in the region x + |v|3 ≤ max{ 2r , 2} , and satisfying ξ (x, v) = 1 for x + |v|3 ≤ 1 as well as
ξ (0,−v) = ξ (0, rv) , for v > 0, ξx (x, v) = 0 for x ≤ 14 . Let
M = {ψ : ψξ ∈ C (X) | L (ψξ) ∈ C (X) , |L (ψξ)| ≤ 1,
|ψ (x, v)| ≤ Fβ (x, v) in |x|+ |v|3 ≤ 1}, ψ (x, v) = o
(
xβ + |v|3β
)
as |x|+ |v|3 → 0,(3.73)
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where Fβ , β are as in (2.13). Notice that since r < rc we have β > 0. The cutoff ξ has been introduced
because in later arguments we will need to use unbounded functions ψ which do not belong to C (X) .
Then we derive the following estimate which shows that the rate of decay of ψ (x, v) as (x, v)→ (0, 0)
is uniform for the class of functions M.
Proposition 3.9. Let
(3.74) µ (R) = sup
ψ∈M
sup
xβ+|v|3β=Rβ
|ψ (x, v)| .
with M as in (3.73). Then we have
lim
R→0
µ (R)
Rβ
= 0.
Proof. We prove the result by contradiction. Suppose the opposite holds, that is, there exists Rm → 0
such that µ(Rm)
Rβm
≥ η > 0. Then there exist sequences {ψm} ⊂ M, {xm} with xm > 0, {vm} ⊂ R
with |xm|β + |vm|3β = Rβm such that
|ψm| ≥ η
(
|xm|β + |vm|3β
)
.
Define
Φm (x, v) =
ψm
(
Rmx,R
1/3
m v
)
Rβm
.
Then Φm satisfies the following.
(i)
(3.75) |LΦm| ≤ R2/3−βm → 0 as m→∞, since β < 2/3.
(ii)
(3.76) Φm satisfies (2.1) for any v > 0
(iii)
(3.77) Φm (x, v) = o
(
|x|β + |v|3β
)
, |x|+ |v|3 → 0.
(iv)
(3.78) |Φm (x∗m, v∗m)| ≥ η > 0,
where (x∗m, v
∗
m) =
(
xm
Rm
, vm
R
1/3
m
)
with |x∗m|β + |v∗m|3β = 1.
(v)
(3.79) |Φm (x, v)| ≤ Fβ (x, v) .
By the regularizing effect of the operator L and by (i), Φm is uniformly bounded in W 1,ploc (R+ × R)
for all 1 ≤ p <∞ (cf. Theorem 2.3). Then by the Sobolev embedding, Φm converges to Φ∗ uniformly
in m on compact sets (up to subsequences) and Φ∗ satisfies the following.
LΦ∗ = 0 in U , Φ∗ satisfies (2.1),
|Φ∗ (x, v)| ≤ Fβ (x, v) , |Φ∗ (x∗, v∗)| ≥ η > 0,
where (x∗m, v
∗
m)→ (x∗, v∗) with |x∗|β + |v∗|3β = 1.
Let
C∗ = inf
{
C | Φ∗ (x, v) ≤ CFβ (x, v) for all (x, v) ∈ R+ × R
}
.
Notice that sup(x,v)
Φ∗(x,v)
Fβ(x,v)
= C∗. Indeed, if sup(x,v)
Φ∗(x,v)
Fβ(x,v)
> C∗, we would obtain that, for any
δ > 0 sufficiently small there exists (xδ, vδ) ∈ R+ × R such that Φ∗ (xδ, vδ) > (C∗ + δ)Fβ (x, v) ,
whence sup(x,v)
Φ∗(x,v)
Fβ(x,v)
≥ C∗+ δ, and this contradicts the definition of C∗. If sup(x,v) Φ
∗(x,v)
Fβ(x,v)
< C∗ we
would have sup(x,v)
Φ∗(x,v)
Fβ(x,v)
< C∗ − δ for some δ > 0 small, and therefore we would have C∗ ≤ C∗ − δ
which gives a contradiction too.
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We now claim that:
(3.80) Φ∗ (x, v) = C∗Fβ (x, v)
To prove this we examine the different possible cases depending on the values of (x, v) where
sup(x,v)
Φ∗(x,v)
Fβ(x,v)
is achieved. At least one of the following alternatives holds:
Case (a) There exists (x¯, v¯) 6= (0, 0) with |(x¯, v¯)| <∞ such that Φ∗ (x¯, v¯) = C∗Fβ (x¯, v¯) .
Case (b)
(3.81) lim sup
R→0
sup
|x|β+|v|3β=Rβ
Φ∗ (x, v)
Fβ (x, v)
= C∗.
Case (c)
lim sup
R→∞
sup
|x|β+|v|3β=Rβ
Φ∗ (x, v)
Fβ (x, v)
= C∗.
In the case (a) we notice that Φ∗ (x, v) ≤ C∗Fβ (x, v) for all (x, v) ∈ R+×R.We then obtain a contra-
diction using the Strong Maximum Principle (cf. Proposition 3.4) if Φ∗ (x, v) 6= C∗Fβ (x, v) , since we
would obtain a minimum of the function (C∗Fβ (x, v) − Φ∗) which satisfies L (C∗Fβ (x, v)− Φ∗) = 0.
In the case (b), suppose Φ∗ (x, v) 6= C∗Fβ (x, v), then we may assume without loss of generality that
Φ∗ (x, v) < C∗Fβ (x, v) , for |x|β + |v|3β = 1. Then, using Proposition 3.3 as in the proof of Theorem
3.4, i.e. making the comparison in a region removing a small set near the singular point, adding a
small value ε > 0 and taking the limit as the domain converges to the whole R+ × R we can show
that Φ∗ (x, v) ≤ (C∗ − δ)Fβ (x, v) + ε, for some δ > 0 small and for arbitrary ε > 0 small. By letting
ε→ 0, we get Φ∗ (x, v) ≤ (C∗ − δ)Fβ (x, v) , which contradicts to (3.81).
In the case (c), there exists a sequence (x¯l, v¯l) such that |(x¯l, v¯l)| → ∞ and
lim
l→∞
Φ∗ (x¯l, v¯l)
Fβ (x¯l, v¯l)
= C∗.
Define
Φ∗∗l (x, v) =
Φ∗
(
ρlx, ρ
1/3
l v
)
ρβl
, ρβl = |x¯l|β + |v¯l|3β .
Then there exist Φ∗∗∞ (x, v) ∈ M and (x¯∞, v¯∞) ∈ R+ × R such that
(
x¯l
ρl
, v¯l
ρ3l
)
→ (x¯∞, v¯∞) with
|x¯∞|β + |v¯∞|3β = 1 and Φ∗∗l (x, v)→ Φ∗∗∞ (x, v) , as l→∞, L (Φ∗∗∞) = 0,Φ∗∗∞ (x, v) ≤ C∗Fβ (x, v) and
Φ∗∗∞ (x¯∞, v¯∞) = C
∗Fβ (x¯∞, v¯∞) .
Then by Proposition 3.4 we have
Φ∗∗∞ (x, v) = C
∗Fβ (x, v) .
Thus for δ > 0 given small and l large and for 1/4 ≤ |x|β + |v|3β ≤ 4,
Φ∗∗l (x, v) ≥
(
C∗ − δ
106
)
Fβ (x, v) ,
which in turn implies, for ρl/4 ≤ |x|β + |v|3β ≤ 4ρl,
Φ∗ (x, v) ≥
(
C∗ − δ
106
)
Fβ (x, v) .
Now suppose Φ∗ (x, v) 6= C∗Fβ (x, v) , then, using the comparison argument above it would follow
that Φ∗ (x, v) ≤ (C∗ − δ)Fβ (x, v) for ρl = |x|β + |v|3β , which is a contradiction.
Thus the claim (3.80) is proved. Next we claim C∗ = 0. Suppose C∗ 6= 0. Take C∗ > 0 without
loss of generality. Then for any given δ > 0 small, for |x|β + |v|3β = 1, Φm ≥ (C∗ − δ)Fβ for large
m since Φm → Φ∗ as m → ∞ and Φ∗ (x, v) = C∗Fβ (x, v) . We recall a super-solution S (x, v) with
S ∼ |x|2/3 + |v|2 near (0, 0) and LS = 1 as in Lemma 3.7.
Then we construct a sub-solution of the form
Z (x, v) = (C∗ − 2δ)Fβ (x, v)−R2/3−βm S (x, v) ,
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so that we have by comparison principle,
Φm (x, v) ≥ Z (x, v) , for |x|β + |v|3β ≤ 1.
Therefore, we have
Φm (x, v) ≥ (C∗ − 3δ)Fβ (x, v) , for |x|β + |v|3β ≤ 1,
which contradicts to (3.77). Thus the claim is proved, that is, C∗ = 0. Then Φ∗ (x, v) = 0, which
contradicts to (3.78). Thus the proof is complete. 
3.4. The operators Ωσ are Markov pregenerators. We will denote in the following as Ωσ any
of the operators Ωt,sub, Ωnt,sub, Ωpt,sub, Ωsup defined in Sections 2.3.1, 2.3.2, 2.3.3, 2.3.4. In the rest
of this Section we check that the four operators Ωσ defined above are Markov generators in the sense
of Definition 3.3, and therefore that they define Markov generators due to Hille-Yosida Theorem (cf.
Theorem 3.2). We first check that the operators Ωσ are Markov pregenerators.
Proposition 3.10. The operators Ωt,sub, Ωnt,sub, Ωpt,sub, Ωsup defined in Sections 2.3.1, 2.3.2,
2.3.3, 2.3.4 are Markov pregenerators in the sense of Definition 3.1.
We will prove Proposition 3.10 with the help of several Lemmas.
Lemma 3.12. Suppose that Ωσ ∈ {Ωt,sub, Ωnt,sub, Ωpt,sub, Ωsup} . The domains D (Ωσ) defined in
(2.16), (2.18), (2.20), (2.26) are dense in C (X) endowed with the uniform topology.
Proof. We need to check that the domains D (Ωσ) are dense in C (X) with the uniform norm ‖·‖ in
(2.4). To this end we argue as follows. Let ξ ∈ C (X) , then we want to find an approximate sequence
in D(Ω) converging uniformly to ξ in X. To this end, for given ρ > 0, first we introduce the following
function λ ∈ C∞[0,∞) so that
0 ≤ λ(s) ≤ 1; λ(s) = 1 for 0 ≤ s ≤ ρ ; λ(s) = 0 for s ≥ 2ρ
and we define η(x, v) by
(3.82) η(x, v) =
{
λ(x + |v|3), v < 0
λ(x + | vr |3), v ≥ 0.
Note that η is continuous in X , η(0,−v) = η(0, rv) for v > 0, and ψ = A (η) = L (η) = 0 in (2.12)
since η is constant near the origin. Let ε > 0 be given. Choose ξ˜ = ηξ (0, 0) + (1− η) ξ, where η is
given in (3.82). Then η = 1 on {x + |v|3 ≤ ρ and v < 0, or x + ∣∣ vr ∣∣3 ≤ ρ and v ≥ 0} and η = 0 for
{x + |v|3 ≥ 2ρ and v < 0, or x + ∣∣ vr ∣∣3 ≥ 2ρ and v ≥ 0} and 0 ≤ η ≤ 1 otherwise. Then it is easy to
see, since ξ is continuous up to the boundary,∥∥∥ξ − ξ˜∥∥∥ = ‖η (ξ − ξ (0, 0))‖ ≤ ε/2,
for sufficiently small ρ. Write
ξ˜ = ξ (0, 0) + (1− η) (ξ − ξ (0, 0)) =: ξ1 + ξ2.
Then ξ1 ∈ D(Ω) since it is a constant function. We now consider ξ2 = (1− η) (ξ − ξ (0, 0)) and will
find an approximation in D(Ω) to it. Note that ξ2 is 0 near the origin. We may assume that ξ2 is
compactly supported. Let us consider the standard mollifiers {ζδ}δ>0. By extending ξ2 to zero outside
of X , we consider the following approximation of ξ2 via convolution
ξδ2(x, v) =
∫
|x−y|2+|v−w|2≤δ
ζδ(x − y, v − w)ξ2(y, w)dydw
Then for sufficiently small δ(< rρ/2), we obtain ξδ2 = 0 in a small neighborhood of the origin and
that ‖ξδ2 − ξ2‖ ≤ ε/2. However, this ξδ2 does not belong to D(Ω) in general, since ξδ2 and Lξδ2 do
not satisfy the boundary condition (2.1). In order to find the approximation of ξ2 that lies in D(Ω),
we will construct a smooth function ϕδ in a thin strip Y = {0 < x < δ/2, v < −δ/2} near the
lower boundary but away from the singular set so that it is close to ξ2 in that strip Y and moreover,
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ϕδ(0, v) = ξδ2(0,−rv) and Lϕδ(0, v) = Lξδ2(0,−rv). This will be achieved by solving the parabolic
equation in Y :
∂xϕ
δ(x, v) = −1
v
∂2vϕ
δ − r∂xξδ2(x,−rv) +
1
v
∂2vξ
δ
2(x,−rv) for 0 < x < δ/2, v < −δ/2
ϕδ(0, v) = ξδ2(0,−rv), ϕδ(x,−
δ
2
) = 0 for 0 < x < δ/2.
Here we view x as a time-like variable. Since −v is away from zero, the existence and regularity
of the solution follow from classical parabolic theory. Note that the parabolic equation guarantees
Lϕδ(0, v) = Lξδ2(0,−rv) and the initial data gives ϕδ(0, v) = ξδ2(0,−rv). In addition, since ‖ξδ2−ξ2‖ ≤
ε/2 and ϕδ(0, v) = ξδ2(0,−rv) ∼ ξ2(0, v), and by continuity of ξ2, we deduce that supY |ϕδ − ξ2| ≤ ε/2
for sufficiently small δ.
By introducing another smooth cutoff function χ so that χ(x, v) = 1 in Y ′ = {0 < x < δ/4, v <
−3δ/4}, χ(x, v) = 0 in X \Y , and 0 ≤ χ ≤ 1, we now let ξ˜δ2 := χϕδ+(1−χ)ξδ2 . Then by construction,
we deduce that ξ˜2 ∈ D(Ω) and moreover, ∥∥∥ξ2 − ξ˜δ2∥∥∥ ≤ ε/2,
for sufficiently small δ > 0. Therefore,∥∥∥ξ − (ξ1 + ξ˜δ2)∥∥∥ = ∥∥∥ξ − ξ˜ + ξ2 − ξ˜δ2∥∥∥ ≤ ε.
Since ε is arbitrary, we are done. 
We now prove the following:
Lemma 3.13. Suppose that Ωσ ∈ {Ωt,sub, Ωnt,sub, Ωpt,sub, Ωsup} . Let g ∈ C (X) and suppose that
there exists ϕ ∈ D (Ωσ) such that ϕ−λΩσϕ = g for some λ ≥ 0. Then minζ∈X ϕ (ζ) ≥ minζ∈X g (ζ) .
Proof. In order to prove the result we consider several (not mutually exclusive) subcases, namely:
(a) ϕ (x0, v0) = minX ϕ, with x0 > 0, v0 ∈ R.
(b) ϕ (0, v0) = minX ϕ, with v0 ∈ R.
(c) ϕ (∞) = minX ϕ.
(d) ϕ (0, 0) = minX ϕ.
By assumption, in the case (a) we have that ϕ (x, v) − Lϕ (x, v) = g (x, v) for (x, v) in a neigh-
bourhood of (x0, v0) contained in U . We now claim that Lϕ (x0, v0) ≥ 0. Suppose the opposite, i.e.
Lϕ (x0, v0) < 0. Then, since g, ϕ ∈ C (X) there exists an admissible domain Ξ (cf. Definition 2.7),
such that (x0, v0) ∈ Ξ and Lϕ (x, v) ≤ −κ for (x, v) ∈ Ξ with κ > 0. Moreover, we can assume also
that dist ((x0, v0) , ∂aΞ) ≥ d(Ξ)4 with d (Ξ) as in (3.26). Due to (a) we have ϕ (x0, v0) ≤ min∂aΞ ϕ.
Applying Proposition 3.3 to ϕ¯ = ϕ − ϕ (x0, v0) it then follows that 0 = ϕ¯ (x0, v0) ≥ C∗κ > 0, a
contradiction. Therefore Lϕ (x0, v0) ≥ 0 and since Ωσϕ (x0, v0) = Lϕ (x0, v0) the result stated in the
Lemma follows in this case.
In the case (b) we argue similarly. We just take a domain Ξ with the form (0, x2)×(v1, v2) such that
(x0, v0) ∈ ∂Ξ, and dist ((x0, v0) , ∂aΞ) ≥ d(Ξ)4 . Notice that we use the identification of the points in the
definition of X (cf. (2.1)) and that the points of the domain Ξ are to the left of (x0, v0) in the sense
of Definition 2.2. If Lϕ (x0, v0) < 0 we obtain a contradiction as in the case (a) using Proposition 3.3.
In the case (c), using the fact that Lϕ is continuous in X it follows that, for any given any ε∗ > 0
we can choose R such that if |(x, v)| ≥ R we have ϕ (x, v) ≤ minX ϕ+ ε∗. Suppose that Lϕ (∞) < 0,
we claim that this implies the existence of (x¯, v¯) with |(x¯, v¯)| ≥ R such that ϕ (x¯, v¯) > minX ϕ + C0,
with C0 > 0 independent of ε
∗. To prove this we choose (x0, v0) = (x0, 1) with x0 large and we
define an admissible domain Ξ = (x0 − 1, x0 + 1)× (−2, 2) . By assumption Lϕ (x, v) ≤ −κ for some
κ > 0 independent of ε∗ and (x, v) ∈ Ξ. Suppose that ϕ (x, v) ≤ minX ϕ + ε∗ for any (x, v) ∈ ∂aΞ.
Then, a comparison argument, as in the previous cases, yields ϕ (x0, 1) ≤ minX ϕ+ ε∗−C1κ for some
constant C1 > 0 independent of ε
∗. Notice that the independence of C1 follows from the invariance
of the operator L under translations in x. Since ε∗ can be chosen arbitrarily small it then follows
that ϕ (x0, 1) ≤ minX ϕ − Cκ2 if x0 is large enough. However, since ϕ ∈ C (X) this implies ϕ (∞) ≤
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minX ϕ − Cκ2 , but this contradicts the fact that minX ϕ = ϕ (∞) . Therefore Lϕ (∞) ≥ 0 whence
ϕ (∞) ≥ ϕ (∞)− Lϕ (∞) = g (∞) and the result follows in this case.
Suppose now that (d) holds. Notice that in the case of the four operators
Ωt,sub, Ωnt,sub, Ωpt,sub,Ωsup
we have that Ωσ (0, 0) = (Lϕ) (0, 0) . Moreover, all the functions in the domain of the four operators
satisfy (2.12).
In the case of the operator Ωt,sub we have, by definition (Ωt,subϕ) (0, 0) = 0, whence the result
immediately follows. In order to show this property for Ωpt,sub, notice that the asymptotics (2.12),
combined with the fact that Fβ (x, v) > 0 (cf. Proposition 4.2 in [16]) implies that, since ϕ (0, 0) =
minX ϕ, we have A (ϕ) ≥ 0. Therefore, using that (Ωpt,subϕ) (0, 0) = µ∗ |C∗| A (ϕ), with µ∗ > 0, we
obtain that (iii) also holds for the operator Ωpt,sub. In the case of the operators Ωnt,sub we have, due
to the definition of its domain, that A (ϕ) = 0. We now claim that this implies that (Lϕ) (0, 0) = 0.
Suppose that (Lϕ) (0, 0) = κ 6= 0. Theorem 3.4, combined with the boundary condition A (ϕ) = 0
yields the asymptotics:
(3.83) ϕ (x, v)− ϕ (0, 0)− κS (x, v) = o
(
x
2
3 + |v|2
)
as (x, v) → (0, 0) . Lemma 3.7 implies that S (x, v) takes positive and negative values in any neigh-
bourhood of (x, v) = (0, 0) . Therefore, if κ 6= 0 we cannot have ϕ (0, 0) = minX ϕ. This rules out the
possibility (d) in the case of the operator Ωnt,sub.
It only remains to consider the operator Ωsup. The asymptotics of ϕ (x, v) near the singular point
can be computed in this case using Theorem 3.5. We obtain then the asymptotics (3.83). Since S
changes sign in any neighbourhood of the singular point we obtain that ϕ (0, 0) 6= minX ϕ if κ 6= 0. 
Proof of Proposition 3.10. Notice that for all the operators
Ωσ ∈ {Ωt,sub, Ωnt,sub, Ωpt,sub, Ωsup}
we have that 1 ∈ D (Ωσ) and Ωσ1 = 0 (cf. (2.17), (2.19), (2.25), (2.27)). Therefore (i) in Definition
3.1 follows. The property (ii) in Definition 3.1 follows from Lemma 3.12 and the property (iii) is a
consequence of Lemma 3.13. 
3.5. The operators Ωσ are Markov generators. In this Subsection we prove that the operators
Ωσ defined in Sections 2.3.1, 2.3.2, 2.3.3, 2.3.4 are Markov generators in the sense of Definition 3.3.
Due to Proposition 3.10 we just need to prove that the operators Ωσ are closed and thatR (I − λΩσ) =
C (X) for λ > 0 small. The proof of these results is a bit technical, due to the conditions imposed at
the singular point (x, v) = (0, 0) in the definition of the domains D(Ωσ).
3.5.1. Closure of Ωσ.. We first show that the operators Ωσ are closed, that is, the graph
{(ϕ,Ωσϕ) | ϕ ∈ D(Ωσ)} are closed in C (X) × C (X). First we establish the closure property away
from the singular set (0, 0) .
Lemma 3.14. Let Ωσ be one of the operators Ωt,sub, Ωnt,sub, Ωpt,sub, Ωsup. Assume (ϕm,Ωσϕm)
with ϕm ∈ D(Ωσ) converges to (ϕ,w) in C (X)× C (X). Then
ϕ, Dxϕ, Dvϕ, D
2
vϕ ∈ Lploc (U)
for any p ∈ (1,∞) and w = (D2v + vDx)ϕ in U .
Proof. Since wn = L (ϕn)→ w ∈ C (X) , we have the following, for any ζ ∈ F (U):∫
ϕL∗ (ζ) ←
∫
ϕnL∗ (ζ) =
∫
L (ϕn) ζ
=
∫
wnζ →
∫
wζ.
Thus we get
w = L (ϕ) ∈ C (X) .
The regularity properties of ϕ are a consequence of the hypoellipticity properties of the operator
L (cf. Theorem 2.3). 
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The uniform estimate obtained in Proposition 3.9 enables us to derive information near the singular
point for sequences {ϕm} such that {Ωσϕm} is convergent in C (X) .
Lemma 3.15. Let {(ϕm,Ωσϕm)} be a sequence of C (X)× C (X) with {ϕm} ⊂ D(Ωσ) where Ωσ is
any of the operators Ωt,sub, Ωnt,sub, Ωpt,sub. Let us assume that the sequence {(ϕm,Ωσϕm)} converges
to (ϕ,w) in C (X)×C (X) . Then the sequence of numbers {A (ϕm)} defined by means of (2.12) is a
Cauchy sequence and therefore limm→∞A (ϕm) = L exists.
Proof. In the case of the operators Ωnt,sub we have, due to (2.18) thatA (ϕm) = 0 and the result follows
trivially. Suppose then that Ωσ is one of the operators Ωt,sub, Ωpt,sub. We first show that {A (ϕm)} is
uniformly bounded in m. Let ϕn (x, v) = ϕn (0, 0)+A (ϕn)Fβ (x, v)+ψn (x, v) . By assumption ϕn →
ϕ, Lϕn→ Lϕ in C (X) . Then |Lϕn| ≤ A, for some 0 < A < ∞ and |ϕn (x, v)− ϕn (0, 0)| ≤ C. We
consider a super-solution ϕ¯+ and a sub-solution ϕ¯− of the form
ϕ¯± (x, v) = C¯Fβ (x, v) ±AS (x, v) ,
where S (x, v) satisfies LS = 1 as in Lemma 3.7. Then ϕ¯+ (x, v) ≥ C¯2 Fβ (x, v) and ϕ¯− (x, v) ≤
C¯
2 Fβ (x, v) in x + |v|
3
= ρ if ρ > 0 is sufficiently small. Then |ϕn (x, v)− ϕn (0, 0)| ≤ Kϕ¯± (x, v) for
x+ |v|3 = ρ, with K > 0 sufficiently large. On the other hand since ϕn ∈ C (X) , given ε > 0 we have
|ϕn (x, v)− ϕn (0, 0)| ≤ ε if x + |v|3 = δ for any δ > 0 sufficiently small, depending on ε. Then the
Weak Maximum Principle in Proposition 3.3 applied to ϕn (x, v)−ϕn (0, 0) and (ϕ¯± (x, v)± ε) yields
|ϕn (x, v)− ϕn (0, 0)| ≤ KC¯
2
Fβ (x, v) + ε, for all (x, v) with δ ≤ x+ |v|3 ≤ ρ
and taking the limit δ → 0, ε→ 0 we obtain:
|ϕn (x, v)− ϕn (0, 0)| ≤ KC¯
2
Fβ (x, v) , for all (x, v) with 0 ≤ x+ |v|3 ≤ ρ.
This implies ∣∣∣∣A (ϕn) + ψn (x, v)Fβ (x, v)
∣∣∣∣ ≤ KC¯2 , for all (x, v) with x+ |v|3 ≤ ρ.
Then applying Proposition 3.9 yields, as x+ |v|3 → 0,
|A (ϕn)| ≤ KC¯
2
.
Next, we show that {A (ϕm)} is a Cauchy sequence. A similar argument can be applied to ϕn (x, v)−
ϕm (x, v) − ϕn (0, 0)− ϕm (0, 0) for large n,m to obtain, for all (x, v) with x+ |v|3 ≤ ρ,
(3.84) |ϕn (x, v) − ϕm (x, v)− ϕn (0, 0)− ϕm (0, 0)| ≤ εFβ (x, v) ,
where the ε > 0 on the right-hand side of (3.84) can be chosen arbitrarily small due to the fact that
{ϕn} converges uniformly in X, in particular at (x, v) = 0 and for x+ |v|3 = ρ > 0. Then:∣∣∣∣A (ϕn)−A (ϕm) + ψn (x, v)− ψm (x, v)Fβ (x, v)
∣∣∣∣ ≤ ε, for all (x, v) with x+ |v|3 ≤ ρ
where ψn, ψm are chosen as in (2.12) and m,n large enough. The definition of M in (3.73) implies
that
(3.85) |A (ϕn)−A (ϕm)| ≤ ε+ µ (R)
Fβ (x, v)
, for all (x, v) with x+ |v|3 = R ≤ ρ
Notice that the right-hand side of (3.85) is independent of n,m. Using Proposition 3.9 and taking
the limit R→∞ we obtain:
|A (ϕn)−A (ϕm)| ≤ ε
if n,m are sufficiently large. Therefore {A (ϕm)} is a Cauchy sequence and the result follows. 
We show in the following lemma that the limit of functions in the domain of the operators Ωσ has
the asymptotics required near the singular set.
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Lemma 3.16. Let {(ϕm,Ωσϕm)} be a sequence of C (X)× C (X) with {ϕm} ⊂ D(Ωσ) where Ωσ is
any of the operators Ωt,sub, Ωnt,sub, Ωpt,sub, Ωsup. Suppose that the functions ϕm satisfy (2.12), i.e.,
they can be written as:
(3.86) ϕm (x, v) = ϕm (0, 0) +A (ϕm)Fβ (x, v) + ψm (x, v)
where ψm satisfies the last identity in (2.12). Let us assume that the sequence {(ϕm,Ωσϕm)} converges
to (ϕ,w) in C (X)× C (X). Then ϕ satisfies (2.12) for suitable A (ϕ) and ψ. Moreover, we have:
lim
m→∞
ϕm (0, 0) = ϕ (0, 0) ,(3.87)
lim
m→∞
A (ϕm) = A (ϕ) ,(3.88)
lim
m→∞
ψm (x, v) = ψ (x, v) ,(3.89)
lim
m→∞
Lϕm (x, v) = w (x, v) = Lϕ (x, v)(3.90)
lim
m→∞ (Lψm) (x, v) = (Lψ) (x, v) ,(3.91)
Proof. We define ψm (x, v) by means of (3.86). Using the assumptions in Lemma 3.16 as well as
Lemma 3.15 we obtain that limm→∞ ψm (x, v) exists, uniformly in X and:
(3.92) ψ (x, v) := lim
m→∞
ψm (x, v) = ϕ (x, v) − ϕ (0, 0)− LFβ (x, v)
with L as in Lemma 3.15. Notice that, using comparison arguments as in the Proof of Lemma 3.15 we
obtain the uniform estimate |ψm (x, v)| ≤ CFβ (x, v) for some suitable C > 0 independent of m and
x+ |v|3 ≤ 1. Moreover, we have ψm (x, v) = o
(
x+ |v|3
)
as (x, v)→ 0. Then ψmC ∈ M with M as in
(3.73). Using Proposition 3.9 we obtain the uniform estimate |ψm (x, v)| ≤ µ (R) if x+ |v|3 = R, with
limR→0
µ(R)
Rβ
= 0. Then |ψ (x, v)| ≤ µ (R) if x+ |v|3 = R, whence ψ satisfies the last identity in (2.12)
and therefore ϕ satisfies (2.12). Using then (3.92) we obtain L = A (ϕ) . We then have (3.88), (3.89).
The identity (3.87) is a consequence of the convergence of {ϕm} in C (X) . The identity (3.90) follows
from the definition of the operator L in Definition 2.6 since we can take the limit on the left-hand
side of that formula. Finally (3.91) follows from the fact that LFβ = 0. 
The closure of the operators Ωσ is just a consequence of the two previous Lemmas.
Proposition 3.11. Let {(ϕm,Ωσϕm)} be a sequence of C (X)×C (X) with {ϕm} ⊂ D(Ωσ) where Ωσ
is any of the operators Ωt,sub, Ωnt,sub, Ωpt,sub, Ωsup.Assume that {(ϕm,Ωσϕm)} converges to (ϕ,w)
in C (X)× C (X). Then ϕ ∈ D(Ωσ) and w = Lϕ.
Remark 3.9. Notice that Proposition 3.11 just means that the operators Ωσ are closed.
Proof. It is an immediate consequence from Lemmas 3.15 and 3.16. 
3.5.2. R (I − λΩσ) = C (X) for λ > 0. In order to conclude the Proof of the fact that the operators
Ωσ are Markov generators it only remains to prove that R (I − λΩσ) = C (X) for λ > 0 small (cf.
Definition 3.3). This is equivalent to prove that it is possible to solve the problems
(3.93) (ϕ− λΩσϕ) = g, g ∈ C (X)
with ϕ ∈ C (X) ∩ D (Ωσ) for any λ > 0 small, Ωσ ∈ {Ωt,sub, Ωnt,sub, Ωpt,sub, Ωsup}.
The definition of the operators Ωσ in Section 2.3 and in particular the choice of domains D (Ωσ)
(cf. (2.16), (2.18), (2.20), (2.26)) allows us to reformulate (3.93) by means of PDE problems with
suitable boundary conditions at the singular point (x, v) = (0, 0) . More precisely, the equation (3.93)
is equivalent in the case of the four operators Ωt,sub, Ωnt,sub, Ωpt,sub, Ωsup to the equation:
(3.94) (ϕ− λLϕ) = g in U , ϕ ∈ C (X) , ϕ (0, rv) = ϕ (0,−v) , v > 0
where ϕ satisfies (2.12) and we impose the following boundary conditions for each of the cases:
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ϕ (0, 0) = g (0, 0) for Ωt,sub (cf. (2.16))(3.95)
A (ϕ) = 0 for Ωnt,sub (cf. (2.18))(3.96)
λµ∗ |C∗| A (ϕ) = λ (Lϕ) (0, 0) = (ϕ (0, 0)− g (0, 0)) for Ωpt,sub (cf. (2.20))(3.97)
No boundary condition at (0, 0) for Ωsup (cf. (2.26))(3.98)
The operator Lϕ is understood as in Definition 2.6. Notice that the function Lϕ is continuous in
U and therefore the conditions (3.95)-(3.97) are meaningful.
We summarize the result just obtained as follows:
Proposition 3.12. The problem (3.93) with Ωσ as one of the operators
Ωt,sub, Ωnt,sub, Ωpt,sub, Ωsup
is equivalent to solving the PDE problem (3.94) in the class of functions ϕ ∈ C (X) , with Lϕ ∈ C (X)
with the boundary conditions (3.95), (3.96), (3.97) and (3.98) respectively and where the operator is
understood as in Definition 2.6.
We now consider the solvability of the problem (3.94) with boundary conditions (3.95), (3.96),
(3.97). This will be made using suitable adaptations of the classical Perron’s method (cf. for instance
[6]) for harmonic functions for each of the specific problems under consideration. To this end, we will
use the solution for the Dirichlet problem in admissible domains obtained in Proposition 3.2.
3.5.3. Some technical results. In order to solve the PDE problems stated in Proposition 5.50, we will
need the following technical results.
Lemma 3.17. Suppose that ϕ1, ϕ2 with ϕk ∈ L∞
(W−k ) , k = 1, 2 are two subsolutions of (3.94),
(3.95) in the sense of Definition 3.9, where the domains W1, W2 satisfy W−1 ∩W−2 ∩ {x = 0} 6= ∅.
Then the boundary values of ϕ1, ϕ2 defined in W−1 ∩W−2 ∩ {x = 0} in the sense of traces by means of
Proposition 3.1 satisfy:
(3.99) (max {ϕ1, ϕ2})+ = max
{
ϕ+1 , ϕ
+
2
}
a.e. in W−1 ∩W−2 ∩ {x = 0}
Proof. The inequality (3.101) implies that there exists a measure ν ∈M+ (W1 ∩W2) such that:
(3.100) ϕ− λL (ϕ)− g = −ν
Due to Lemma 3.4 we obtain ϕk → (ϕk)+ as x→ 0+ in L1 (K) for K ⊂ W−1 ∩W−2 ∩{x = 0} , k =
1, 2. Then max {ϕ1, ϕ2} → max
{
ϕ+1 , ϕ
+
2
}
in L1 (K) due to Lebesgue dominated convergence Theorem.
Using the definition of Traces (see Remark 3.3) it then follows that (max {ϕ1, ϕ2})+ is well defined
and (3.99) holds. 
We will use also the following continuity result for the traces.
Lemma 3.18. Suppose that we have a sequence of bounded functions {ϕn} satisfying −Lϕn = µn+gn
where gn ∈ C (Ξ) , the functions gn are uniformly bounded and µn ≥ 0 are Radon measures. We
assume that Ξ is an admissible domain . Suppose also that the sequence {ϕn} converges to ϕ in the
weak topology and µn → 0 also in the weak topology. Suppose that Γ is a curve made of horizontal and
vertical lines contained in Ξ. Then, given any test function ψ ∈ C∞ (Ξ) , the following convergence
property holds for the traces of ϕn and its derivatives at the curve Γ∫
Γ
(nvψ∂vϕn − nv∂vψϕn + vϕnψnx) ds→
∫
Γ
(nvψ∂vϕ− nv∂vψϕ+ vϕψnx) ds
as n→∞.
Remark 3.10. The traces of the functions ϕn can be defined at any side of the boundary Γ.
Proof. We can first substract from the functions ϕn the solutions of the equations −Lϕn = gn with
zero boundary conditions in the admissible boundary of Ξ. These solutions are uniformly bounded and
smooth at the curve Γ and then, the corresponding traces have the desired convergence properties.
We can then assume without loss of generality that −Lϕn = µn.
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Given any other curve Γ˜ with dimensions comparable to Γ such that Γ∪Γ˜ = ∂Ξ for some admissible
domain Ξ we can estimate the difference between the fluxes on Γ˜ and Γ integrating by parts and using
the equation −Lϕn = µn. The contribution due to µn tends to zero, due to the weak convergence of
the measures. Some of the integrals
∫
Γ
[· · ·] ds contain integrations of the functions ϕn. The integrals of
ϕnv and related functions can be represented by means of the integrals in horizontal and vertical lines
using Fubini. In particular, it is possible to approximate the integral
∫
Γ
[· · ·] ds by similar integrals
in other contours Γ˜ due to the weak convergence of the functions ϕn as well as the fact that the
difference of values between these integrals converges to zero as n→∞, because these differences are
proportional to the integrals of µn on two-dimensional domains which converge to zero by assumption
as n→∞. In order to conclude the argument we need to obtain suitable convergences for the integrals
containing the derivatives ∂vϕn. This regularity follows from the hypoellipticity properties in Theorem
2.3. The same argument above, which allows to transform convergences in two-dimensional domains
into convergences for
∫
Γ
[· · ·] ds using the fact that the difference between these integrals converges to
zero, gives the result. 
3.5.4. Operator Ωt,sub : Solvability of (3.94), (3.95). We first solve (3.94), (3.95). We will prove the
following result:
Proposition 3.13. For any g ∈ C (X) there exists a unique ϕ ∈ C (X) which solves (3.94), (3.95).
In order to prove Proposition 3.13 we need to define a suitable concept of subsolution and super-
solutions for (3.94), (3.95) for which the boundary condition at the singular point (0, 0) holds. We
recall that the space of functions L∞b (X) has been defined in Definition 3.5. It is worth noticing that
the definition of sub/supersolutions which will be made in the following involve also the boundary
conditions at the singular point, differently from the sub/supersolutions for the operator L in Defini-
tion 3.6 where such boundary conditions at (0, 0) were not included. The sub/supersolutions for the
operator L in Definition 3.6 are suitable for comparison arguments in admissible domains, while the
sub/supersolutions defined here are suitable to obtain global results in the domain X, in particular
well-posedness results.
Definition 3.9. Suppose that g ∈ C (X) . We will say that a function ϕ ∈ L∞b (X) such that the limit
lim(x,v)→(0,0) ϕ (x, v) = ϕ (0, 0) exists, is a subsolution of (3.94), (3.95) if ϕ (0, 0) = g (0, 0) and for
all ψ ∈ F (X) (cf. (2.9)) with ψ ≥ 0 we have:
(3.101)
∫
(ψ − λL∗ (ψ))ϕ ≤
∫
gψ
Given g ∈ C (X) , we will say that ϕ ∈ L∞b (X) is a supersolution of (3.94), (3.95) if ϕ (0, 0) =
g (0, 0) and for all ψ ∈ F (X) with ψ ≥ 0 we have:
(3.102)
∫
(ψ − λL∗ (ψ))ϕ ≥
∫
gψ
Suppose that W is an open subset of X. We will say that ϕ ∈ L∞b (W) is a subsolution of (3.94),
(3.95) in W if the following conditions hold: (1) If (0, 0) ∈ W we have ϕ (0, 0) = g (0, 0). (2) The
inequality (3.101) holds for any function ψ ∈ F (W) , ψ ≥ 0.
A key property of sub and supersolutions of (3.94), (3.95) is the following:
Lemma 3.19. Suppose that W1, W2 are two open subsets of X and that ϕ1 ∈ L∞b (W1) , ϕ2 ∈
L∞b (W2) are two subsolutions of (3.94), (3.95) in the sense of Definition 3.9 in their respective
domains. Then the function ϕ defined by means of ϕ = max {ϕ1, ϕ2} in W1 ∩ W2, ϕ = ϕ1 in
W1 (W1 ∩W2) , ϕ = ϕ2 in W2 (W1 ∩W2) is a subsolution of (3.94), (3.95) in W = (W1 ∪W2)
in the sense of Definition 3.9.
Suppose that W1, W2 are two open subsets of X and that ϕ1 ∈ L∞b (W1) , ϕ2 ∈ L∞b (W2) are two
supersolutions of (3.94), (3.95) in the sense of Definition 3.9 in their respective domains. Then the
function ϕ defined by means of ϕ = min {ϕ1, ϕ2} in W1 ∩W2, ϕ = ϕ1 in W1 (W1 ∩W2) , ϕ = ϕ2
in W2 (W1 ∩W2) is a supersolution of (3.94), (3.95) in W = (W1 ∪W2) in the sense of Definition
3.9.
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Remark 3.11. Notice that the functions ϕ1, ϕ2 are defined only almost everywhere. Nevertheless it
is well known that the function max {ϕ1, ϕ2} can be defined as a L∞b function defined also almost
everywhere.
Proof. We will follow different strategies in order to obtain the subsolution inequality for test functions
ψ whose support does not intersect {x = 0} and test functions ψ with support intersecting {x = 0} .
Suppose that ϕ1, ϕ2 are two subsolutions as in the statement of the Lemma. Suppose that ζε (x, v) is
a C∞ mollifier with the form:
ζε (x, v) =
1
ε3
ζ
(x
ε
,
v
ε2
)
, ε > 0, ζ ≥ 0,
∫
R2
ζ = 1, supp (ζ) ⊂ {0 ≤ x ≤ 1, |v| ≤ 1}
Given any δ > 0 we define:
(3.103) Zδ = {(x, v) ∈ Z : dist ((x, v) , ∂Z) ≥ δ}
We fix δ > 0 and we then define functions ϕ1,ε, ϕ2,ε in the sets
(W±1 )δ , (W±2 )δ (cf. (3.8)) with
2ε < δ by means of ϕk,ε = ζε ∗ ϕk, k = 1, 2. Given ψ ∈ F
((W±k )δ) with ψ ≥ 0 we have:∫
(W±k ) δ
2
(ϕk,ε − λL (ϕk,ε))ψ
=
∫
(W±k ) δ
2
(ψ − λL∗ (ψ))ϕk,ε
=
∫
(W±k ) δ
2
(ψ − λL∗ (ψ)) (ϕk ∗ ζε)
=
∫
(W±k ) δ
2
(ψε − λ (ζε ∗ L∗ (ψ)))ϕk
=
∫
(W±k ) δ
2
(ψε − λ (L∗ (ψε)))ϕk − λ
∫
(W±k ) δ
2
((ζε ∗ L∗ (ψ))− (L∗ (ζε ∗ ψ)))ϕk
It is relevant to remark that the functions ψε are well defined in the sets
(W±k )δ even if these
sets have a nonempty intersection with the line {x = 0} , due to our choice of the mollifiers ζε which
are supported in the region x ≥ 0. On the other hand, the functions ψε do not belong in general to
F ((Wk)δ) because the condition (2.5) does not necessarily holds.
Notice that:
|(ζε ∗ L∗ (ψ))− (L∗ (ζε ∗ ψ))| = |ζε ∗ (v∂xψ)− v∂x (ζε ∗ ψ)|
Using then the definition of ζε we obtain:∫
(W±k ) δ
2
|ζε ∗ (v∂xψ)− v∂x (ζε ∗ ψ)| ≤ Cε
∫
(W±k ) δ
2
ψ
where we use:∫
(W±k ) δ
2
|ζε ∗ (v∂xψ)− v∂x (ζε ∗ ψ)| dxdv
=
∫
(W±k ) δ
2
∣∣∣∣
∫
[∂xζε (x− y, v − w)wψ (y, w)− v∂xζε (x− y, v − w)ψ (y, w)] dydw
∣∣∣∣ dxdv
=
∫
(W±k ) δ
2
∣∣∣∣
∫
∂xζε (x− y, v − w) (w − v)ψ (y, w) dydw
∣∣∣∣ dxdv
≤ Cε2
∫
dydwψ (y, w)
∫
(W±k ) δ
2
|∂xζε (x− y, v − w)| dxdv ≤ Cε
ε
2 ∫
dydwψ (y, w)
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Then:
(3.104)
∣∣∣∣∣∣
∫
(W±k ) δ
2
(ϕk,ε − λL (ϕk,ε))ψ −
∫
(W±k ) δ
2
(ψε − λ (L∗ (ψε)))ϕk
∣∣∣∣∣∣ ≤ Cε ‖ϕk‖L∞
∫
(W±k ) δ
2
ψ
Using that ϕk are subsolutions in Wk it then follows that:∫
(W±k ) δ
2
(ϕk,ε − λL (ϕk,ε))ψ ≤
∫
(W±k ) δ
2
gψ + Cε ‖ϕk‖L∞
∫
(W±k ) δ
2
ψ
whence the following pointwise estimate follows:
(ϕk,ε − λL (ϕk,ε)) ≤ g + Cε ‖ϕk‖L∞ in (Wk)δ , k = 1, 2
We next obtain the subsolution inequality for test functions ψ supported in
(W±1 )δ ∪ (W±2 )δ for
any δ > 0. Indeed, we can assume that the set {ϕ1,ε = ϕ2,ε} ∩
[(W±1 )δ ∩ (W±2 )δ] is non-empty,
since otherwise the result would follow trivially. Then, Sard’s Lemma (cf. [24]) implies that, for
any ε > 0 arbitrarily small, there exists a sequence ρn (ε) → 0 as n → ∞, such that the curves
{ϕ1,ε = ϕ2,ε + ρn (ε)} ⊂ (W1) δ
2
∩(W2) δ
2
are smooth. These curves separate the regions {ϕ1,ε > ϕ2,ε + ρn (ε)}
and {ϕ1,ε < ϕ2,ε + ρn (ε)} . We define functions:
ϕ(n)ε = max {ϕ1,ε, ϕ2,ε + ρn (ε)} in
(W±1 ) δ
2
∩ (W±2 ) δ
2
ϕ(n)ε = ϕ1,ε in
(W±1 ) δ
2

((W±1 ) δ
2
∩ (W±2 ) δ
2
)
(3.105)
ϕ(n)ε = ϕ2,ε + ρn (ε) in
(W±2 ) δ
2

((W±1 ) δ
2
∩ (W±2 ) δ
2
)
We then compute:∫
(W±1 ) δ
2
∪(W±2 ) δ
2
(ψ − λL∗ (ψ))ϕ(n)ε(3.106)
=
∫
[
(W±1 ) δ
2

(
(W±1 ) δ
2
∩(W±2 ) δ
2
)]
∪{ϕ1,ε>ϕ2,ε+ρn(ε)}
(ψ − λL∗ (ψ))ϕ1,ε +
+
∫
[
(W±2 ) δ
2

(
(W±1 ) δ
2
∩(W±2 ) δ
2
)]
∪{ϕ1,ε<ϕ2,ε+ρn(ε)}
(ψ − λL∗ (ψ)) (ϕ2,ε + ρn (ε))
Using the fact that the functions ϕk,ε are smooth and integrating by parts we obtain:∫
[
(W±1 ) δ
2

(
(W±1 ) δ
2
∩(W±2 ) δ
2
)]
∪{ϕ1,ε>ϕ2,ε+ρn(ε)}
(ψ − λL∗ (ψ))ϕ1,ε
=
∫
[
(W±1 ) δ
2

(
(W±1 ) δ
2
∩(W±2 ) δ
2
)]
∪{ϕ1,ε>ϕ2,ε+ρn(ε)}
(ϕ1,ε − λL (ϕ1,ε))ψ +
−λ
∫
∂{ϕ1,ε>ϕ2,ε+ρn(ε)}
[nvϕ1,ε∂vψ − (nv∂vϕ1,ε + vnxϕ1,ε)ψ] ds
where n = (nx, nv) is the normal vector to ∂ {ϕ1,ε > ϕ2,ε + ρn (ε)} pointing outwards from the domain
{ϕ1,ε > ϕ2,ε + ρn (ε)} . Using a similar argument to compute the last integral in (3.106) we obtain,
after some cancellations of terms in the boundary ∂ {ϕ1,ε > ϕ2,ε + ρn (ε)} :∫
(W±1 ) δ
2
∪(W±2 ) δ
2
(ψ − λL∗ (ψ))ϕ(n)ε
=
∫
(W±1 ) δ
2
∪(W±2 ) δ
2
(
ϕ(n)ε − λL∗
(
ϕ(n)ε
))
ψ
+λ
∫
∂{ϕ1,ε>ϕ2,ε+ρn(ε)}
nv [∂vϕ1,ε − ∂v (ϕ2ε + ρn (ε))]ψds
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where n is the same normal vector as before. Using the pointwise inequality (3.104) as well as the
fact that, nv∂vϕ1,ε ≤ nv∂v (ϕ2ε + ρn (ε)) we obtain:
(3.107)
∫
(W±1 ) δ
2
∪(W±2 ) δ
2
(ψ − λL∗ (ψ))ϕ(n)ε ≤
∫
(W±1 ) δ
2
∪(W±2 ) δ
2
gψ + Cε ‖ϕk‖L∞
∫
(W±1 ) δ
2
∪(W±2 ) δ
2
ψ
for any ψ ∈ F ((W±1 )δ ∪ (W±2 )δ) with ψ ≥ 0. Notice that these functions might be different from zero
in the line {x = 0} if ((W±1 )δ ∪ (W±2 )δ) ∩ {x = 0} 6= ∅. However, they do not satisfy the condition
(2.5) because by definition, these functions are only defined in {v > −x} or {v < x} .
We now use Lebesgue’s Dominated Convergence Theorem to take the limit ε → 0 in (3.107).
Therefore, using also the fact that δ can be chosen arbitrarily small, we obtain:
(3.108)
∫
W±1 ∪W±2
(ψ − λL∗ (ψ))ϕ ≤
∫
W±1 ∪W±2
gψ
where ψ ∈ F (W±1 ∪W±2 ) with ψ ≥ 0 and supp (ψ) ∩ {x = 0} = ∅.
It only remains to extend the validity of (3.108) to arbitrary functions ψ ∈ F (W1 ∪W2) with ψ ≥ 0
(which in particular satisfy (2.5)). To this end we use Proposition 3.1 which proves the existence of
traces for subsolutions for the operator L. Since ϕ1, ϕ2 are subsolutions (3.94), (3.95) and they are
bounded, we obtain that (−ϕ1) , (−ϕ2) are supersolutions of L (·)+κ for a suitable constant κ in the
sense of Definition 3.6 and any admissible domain Ξ ⊂ Wk with k = 1, 2 respectively. Therefore we
can define ϕ1, ϕ2 in the sense of traces (see Remark 3.3) at {x = 0} as x → 0+ for v > 0 and v < 0
respectively. We will denote these limits as ϕk,+, ϕk,− with k = 1, 2. Notice that these functions are in
the spaces L∞ ({x = 0, v > 0}) and L∞ ({x = 0, v < 0}) respectively. Moreover, we now claim that:
(3.109) ϕk,+ (0, rv) ≥ ϕk,− (0,−v) , a.e. v > 0, (0, v) ∈ {x = 0} ∩Wk , k = 1, 2
The inequality (3.109) is equivalent to
(3.110)
∫
{v>0}
ϕk,+ (0, r·) ζ (·) ≥
∫
{v>0}
ϕk,− (0,−·) ζ (·)
for any ζ = ζ (v) ≥ 0, ζ ∈ C∞ ({v > 0}) . To prove (3.110) we argue as follows. Proposition 3.1 implies
that limx→0+
∫
{v>0} ϕk,± (x, r·) ζ (·) =
∫
{v>0} ϕk,± (0, r·) ζ (·) . We construct a function ψ ∈ F (Wk)
as follows. We define a function η = η
(
x
ε
)
with ε > 0, η ∈ C∞ ({x ≥ 0}) , η′ ≤ 0, η (x) = 0 if x ≥ 1,
η (0) = 1. We then define ψ (x, v) =
ζ( vr )η(x)
rv for v > 0 and ψ (x, v) =
ζ(−v)η(x)
|v| for v < 0. Notice that
r2ψ (0+, rv) = ψ (0+,−v) = ζ(v)η(x)v for v > 0. Therefore ψ ∈ F (Wk) (cf. (2.9)). Integrating by parts
in (3.101)
∫
Wk
(
ψ − λD2vψ − λvDxψ
)
ϕk + λ
∫
{x=0,v>0}
vϕk,+
ζ
( ·
r
)
rv
+ λ
∫
{x=0,v<0}
vϕk,−
ζ (v)
|v| ≤
∫
gψ
Taking the limit ε→ 0 we obtain 1r
∫
{x=0,v>0} ϕk,+ζ
( ·
r
)− ∫{x=0,v<0} ϕk,−ζ (v) ≥ 0, whence, after
using the change of variables ·r → · in the first integral we obtain (3.110) whence (3.109) follows.
We now claim that it is possible to define the limit values ϕ+ = ϕ (0
+, v) , ϕ− = ϕ (0+,−v) for
v > 0 in the sense of traces, with ϕ = max {ϕ1, ϕ2} . Indeed, this is a consequence of the fact that ϕ
satisfies the subsolution inequality (3.101) for any test function ψ ≥ 0 with supp (ψ) ∩ {x = 0} 6= ∅.
Therefore, the argument yielding Proposition 3.1 implies the existence of ϕ+, ϕ−.
We now use Lemmas 3.3, 3.17 as well as the inequalities (3.109) to prove that:
ϕ− (0,−v) = max{ϕ−1 (0,−v) , ϕ−2 (0,−v)}
≤ max{ϕ+1 (0, rv) , ϕ+2 (0, rv)} ≤ (max {ϕ1 (0, rv) , ϕ2 (0, rv)})+ = ϕ+ (0, rv)
for a.e. v > 0. We can then argue as in the derivation of (3.109) to show that ϕ satisfies also the
subsolution inequality at the line {x = 0} . This shows that ϕ is a subsolution and concludes the proof
of the result. 
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The main idea in Perron’s method is that it is possible to construct a solution of the problem if
we can obtain one subsolution ϕsub and a supersolution ϕsup satisfying ϕsub ≤ ϕsup. Such sub and
supersolutions can be easily obtained in the case of the problem (3.95), (3.96) and Definition 3.9:
Lemma 3.20. For any g ∈ C (X) there exist at least one subsolution ϕsub and one supersolution ϕsup
in the sense of Definition 3.9 such that:
(3.111) ϕsub ≤ ϕsup
Proof. Let |g| ≤ ‖g‖L∞(X) and let ϕsup = min
{
g (0, 0) +KFβ + ‖g‖L∞(X) S, ‖g‖L∞(X)
}
, ϕsub =
max
{
g (0, 0)−KFβ − ‖g‖L∞(X) S,−‖g‖L∞(X)
}
, where S (x, v) is a super-solution with LS = 1,
constructed in Lemma 3.7 and K > 0 must be determined. We have that g (0, 0) + KFβ (x, v) +
‖g‖L∞(X) S (x, v) > 0 in a neighbourhood of the singular point which will be denoted as W1, if we
take K > 0 sufficiently large. Moreover, this function is a supersolution of (3.94), (3.95) in W1 by
construction. On the other hand ‖g‖L∞(X) is a supersolution of (3.94), (3.95) in an open set W2 such
that W1 ∪ W2 = X and W1 ∩ W2 6= ∅. Therefore ϕsup is a supersolution due to Lemma 3.19. To
prove that ϕsub is a subsolution we use a similar argument. 
We define the following subset of L∞b (X) :
Definition 3.10. Suppose that ϕsub, ϕsup are respectively one subsolution and one supersolution in
the sense of Definition 3.9 satisfying (3.111). We then define G˜sub ⊂ L∞b (X) as:
(3.112) G˜sub ≡
{
ϕ ∈ L∞b (X) :
ϕ sub-solution of (3.94), (3.95)
in the sense of Definition 3.9| ϕsub ≤ ϕ ≤ ϕsup
}
.
Notice that we have:
Lemma 3.21. The set G˜sub is closed in the weak topology, defined by means of the functionals ℓψ (ϕ) =∫
X
ϕψ with ψ ∈ F (X) (cf. (2.9)).
Proof. It is just a consequence of the definition 3.9, as well as the fact that the inequalities ϕsub ≤
ϕ ≤ ϕsup are preserved by weak limits. 
Remark 3.12. We recall that the bounded set G˜sub endowed with the weak−∗ topology is metrizable(cf.
[3]). We will denote the corresponding metric as dist ∗ .
The following Lemma will be useful in order to show that the supremum of the set G˜sub can be
obtained by means of limits of subsequences.
Lemma 3.22. There exists a countable and dense subset Gsub of G˜sub in the weak topology in Lemma
3.21.
Proof. We will prove the result by showing that there exists a countable subset of G˜sub which is dense
in the L2loc (X) topology. Since the test functions in F (X) are compactly supported, this is enough
to prove the required density property in the weak topology. We find a countable subset Gsub of G˜sub
by using the fact that L2 (K) is separable for any compact subsets K: Choose a sequence of compact
sets {Kn}∞n=1 such that X = ∪∞n=1Kn, Kn ⊂ Kn+1. For each Kn, L2 (Kn) = ∪∞kN=1B1/N (fkN ) , where
fkN ∈ L2 (Kn) , kN = 1, 2, ... and the distance is measured in L2 norm. Then we choose one element
from each B1/N (fkN ) if G˜sub ∩B1/N (fkN ) is nonempty and choose none if G˜sub∩B1/N (fkN ) is empty.
This selection can be made for each N = 1, 2, 3, .. and then for n = 1, 2, 3...We call this subset Gsub.
This set is countable and dense in G˜sub in L2 norm. This completes the proof. 
Next we show that the set G˜sub is closed under the maximum function.
Lemma 3.23. Let ϕ1, ϕ2, ..., ϕL ∈ G˜sub with L <∞ and G˜sub as in Definition 3.12. Define:
ϕ¯ := max{ϕ1, ϕ2, ..., ϕL}
Then ϕ¯ ∈ G˜sub.
Proof. It is just a consequence of Lemma 3.19. 
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We want to give a definition of the largest subsolution in the set G˜sub. Given that the functions ϕ in
G˜sub are not defined pointwise we cannot just take the supremum supG˜sub ϕ. However, the function that
will play the role of such supremum is the following. We can assume that the countable family Gsub
constructed in Lemma 3.22 is {ϕj}j∈N .We then construct the following finite families of subsolutions:
Gsub (M) = {ϕj}Mj=1
and we then define the following function which will play the role of supG˜sub ϕ :
(3.113) ϕ∗ = lim
M→∞
max
Gsub(M)
ϕ
Notice that maxGsub(M) ϕ is the maximum of a finite number of functions and therefore is a well
defined quantity. On the other hand, the sequence
{
maxGsub(M) ϕ
}
is increasing in M and uniformly
bounded by ϕsup, therefore the limit on the right-hand side of (3.113) exists in L1loc and then also in
the weak topology defined in Lemma 3.21.
Our next goal is to show that ϕ∗ is the desired solution of the problem (3.94), (3.95). To this end
we need an auxiliary result, namely the solvability of the Dirichlet problem in the admissible domains
defined in Definition 2.7 with boundary values in the admissible boundaries.
The following result will be used to prove that if a subsolution is not a solution of (3.94), (3.95), it
is possible to construct a larger subsolutions.
Lemma 3.24. Suppose that ϕ¯ is a subsolution of (3.94), (3.95) in the sense of Definition 3.9. Let
Ξ be any admissible domain in the sense of Definition 2.7 contained in X. Let us denote as h the
boundary values of ϕ¯ in ∂aΞ obtained from the interior of Ξ (cf. Proposition 3.1). Let ϕ be the unique
solution of (3.20), (3.21) obtained in Proposition 3.2. We construct a function Φ by means of:
(3.114) Φ =
{
ϕ¯, (x, v) /∈ XΞ
ϕ, (x, v) ∈ Ξ
Then Φ is a sub-solution of (3.94),(3.95) in the sense of Definition 3.9.
Proof. It follows using some arguments analogous to those in the Proof of Lemma 3.19, and therefore
we will skip the details of the proof. Notice that the function Φ is larger than ϕ¯ in Ξ. Therefore the
contribution of the terms arising at the boundary of Ξ in the definition of subsolution, including at
the possible points of discontinuity of Φ, have the sign required for Φ to be a subsolution. 
End of the Proof of Proposition 3.13. We define ϕ∗ as in (3.113). The limit in (3.113) is pointwise
a.e in X . Due to Lebesgue’s Theorem it then follows that ϕM converges to ϕ∗ in the weak topology
introduced in Lemma 3.21. Applying this Lemma, as well as the fact that the definition of G˜sub
(cf. (3.112)) and ϕsub, ϕsup (cf. Lemma 3.20) it follows that ϕ∗ is a subsolution of (3.94), (3.95)
with ϕ∗ ∈ G˜sub. This implies that ν = − (ϕ∗ − λL (ϕ∗)− g) defines a nonnegative Radon measure.
If ν = 0, it follows that ϕ∗ is a solution of (3.94), (3.95) and the Proposition would easily follow.
Suppose then that ν 6= 0. Then, there exists an admissible domain Ξ ⊂ X such that ν (S) > 0 with
S =
{
(x, v) : dist ((x, v) , ∂Ξ) ≥ d(Ξ)4
}
with d (Ξ) as in (3.26). Suppose that ϕ is the unique solution of
(3.20), (3.21) obtained in Proposition 3.2 where h is the trace of ϕ∗ in ∂aΞ obtained from the interior
of Ξ. We then define Φ as in (3.114) with ϕ¯ = ϕ∗. Lemma 3.24 implies that Φ is a subsolution of
(3.94), (3.95) in the sense of Definition 3.9. On the other hand, since ϕ∗ ∈ G˜sub we have h ≤ ϕsup
on ∂aΞ, where ϕ
sup is understood in ∂aΞ in the sense of trace from the interior of Ξ. Then ϕ ≤ ϕsup
due to Proposition 3.3, whence Φ ≤ ϕsup. Therefore Φ ∈ G˜sub. Due to Lemma 3.5 and using that
ν (S) > 0 we have that Φ > ϕ∗ + δ for some δ > 0 in an open subset of Ξ. Since ϕ∗ ≥ ϕj for any
ϕj ∈ Gsub with Gsub as in Lemma 3.22 it then follows that dist∗ (Φ,Gsub) > 0, where dist∗ is the metric
associated to the weak−∗ topology used in Lemma 3.21 (cf. Remark 3.12). However, Lemma 3.22
implies that Gsub is dense in G˜sub in the weak−∗ topology, and therefore this gives a contradiction.
Then ν = 0 and thus ϕ∗ − λL (ϕ∗) − g = 0 in the sense of distributions. Since ϕ∗ is bounded, we
can use Theorem 2.3 to prove that ϕ∗ ∈ W 1,p (U) in any bounded set U ⊂ X whose closure does not
intersect (0, 0) and any 1 < p <∞. Therefore ϕ∗ is continuous away from the origin. Since ϕ∗ ∈ G˜sub
it also follows that ϕ∗ is continuous at (0, 0) . It remains to check that ϕ∗ is also continuous at the
point∞. Notice that our choice of sub/supersolutions imply that |ϕ∗| ≤ ‖g‖L∞(X) .We can now prove
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that ϕ∗ (x, v)→ g (∞) as (x, v)→∞ as follows. In any large domain contained in the regions {v > 0}
or {v < 0} we then obtain, using parabolic theory, that ϕ∗ converges to g (∞) . Indeed, in the case of
{v < 0} we just integrate the parabolic equation in the direction of increasing x and it readily follows
that ϕ∗ (x, v) approaches to g (∞) . If {v > 0}, we argue similarly, but with decreasing x. It then
follows also, due to the boundedness of |ϕ∗| that ϕ∗ converges to g (∞) if |(x, v)| → ∞ and v → ∞.
Therefore ϕ∗ (x, v)→ g (∞) if |(x, v)| → ∞ and |v| → ∞. In order to prove the convergence for x→∞
and |v| bounded we argue as follows. After substracting from ϕ∗ quantities like g (∞)± ε, with ε > 0
it follows that we only need to show that for large admissible domains Ξ with bounded values of ψ at
the admissible boundary ∂aΞ and ψ satisfying ψ − λL (ψ) = 0 we have |ψ (x, v)| small if the size of Ξ
tends to infinity and the distance from (x, v) to ∂aΞ tends to infinity too. This follows from instance
from (3.24) using the fact that τ (Ξ) tends to infinity for the points under consideration with a large
probability, and estimating the remainder by the small probability of having τ (Ξ) of order one.
Therefore ϕ∗ (∞) = g (∞) and the result follows. 
3.6. Operator Ωnt,sub. Solvability of (3.94), (3.96). We now argue as in the previous case in
order to show that the problem (3.94), (3.96) can be solved for any g ∈ C (X) . The main difference
arises in the analysis of the behaviour of the solution ϕ in a neighbourhood of the singular point (0, 0)
and in particular showing that (3.96) holds. The key point will be to show that for the maximum of
a suitable family of subsolutions G˜sub, we have that A (ϕ) is well defined and A (ϕ) ≥ 0. If A (ϕ) > 0,
it turns out that it is possible to construct a larger subsolution in the family G˜sub. This contradiction
will imply A (ϕ) = 0.
Several arguments needed to prove the solvability of the problem (3.94), (3.96) are similar to the
ones in the previous Section. We will emphasize just the points where differences arise. The main
result that we prove in this Section is the following.
Proposition 3.14. For any g ∈ C (X) there exists a unique ϕ ∈ C (X) which solves (3.94), (3.96).
We will prove Proposition 3.14 using a method analogous to the proof of Proposition 3.13. However
we need to define a different class of subsolutions, which allows us to identify the boundary condition
(3.96). The main novelty is that the test functions might have a power law singularity near the
singular point (x, v) = (0, 0) . We first recall Gγ in [16] (cf. Proposition 3.1 in [16]):
Gγ (x, v) = x
γΛγ (ζ) , ζ =
v
(9x)
1
3
with γ ∈
{
−2
3
, α (r)
}
with
Λγ (ζ) = U
(
−γ, 2
3
;−ζ3
)
> 0 for ζ ∈ R
where we denote as U(a, b; z) the classical Tricomi confluent hypergeometric functions (cf. [1]).
Definition 3.11. Suppose that g ∈ C (X) . Let ζ = ζ (x, v) be a nonnegative C∞ test function
supported in 0 ≤ x + |v|3 ≤ 2, satisfying ζ = 1 for 0 ≤ x + |v|3 ≤ 1. We will say that a function
ϕ ∈ L∞b (X) is a subsolution of (3.94), (3.96) if for all ψ with ψ ≥ 0, ψ (0,−v) = r2ψ (0, rv) , v > 0
and having the form ψ = θζGγ + ψ¯ where ψ¯ ∈ C∞, θ ≥ 0 with ψ supported in a set contained in the
ball |(x, v)| ≤ R for some R > 0 we have:
(3.115)
∫
(ψ − λL∗ (ψ))ϕ ≤
∫
gψ
Given g ∈ C (X) , we will say that ϕ ∈ L∞b (X) is a supersolution of (3.94), (3.96) if for all ψ with
the same properties as above we have:
(3.116)
∫
(ψ − λL∗ (ψ))ϕ ≥
∫
gψ
Notice that there are two differences between the Definitions 3.9 and 3.11. In this second definition
we do not impose ϕ (0, 0) = g (0, 0) . On the other hand, we have a larger class of admissible test
functions in Definition 3.11. Notice that the integral on the left hand side of (3.115) is well defined in
spite of the singularity of Gγ near the singular point because L∗ (Gγ) = 0.
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Our next goal is to prove the analogous of Lemma 3.19 for the operator Ωnt,sub. This will require
to prove that it is possible to define in a suitable sense the quantity A (ϕ) (cf. (2.12)) for sub or
supersolutions in the sense of Definition 3.11. This will be made by means of the limit as δ → 0+ of
the quantity Ψ (δ) defined in the next Lemma.
Lemma 3.25. Let g ∈ C (X) and ϕ be a subsolution of (3.94), (3.96) in the sense of Definition 3.11.
Let:
(3.117) Ψ (δ) =
∫
∂Rδ
(nvGα∂vϕ− nv∂vGαϕ+ vϕGαnx) ds
which is well defined in the sense of Traces (cf. Remark 3.3). Here n = (nx, nv) is the unit normal
vector pointing toward Rδ, where Rδ is defined in (2.11). Then the limit limδ→0+ Ψ(δ) exists and we
have:
lim
δ→0+
Ψ(δ) ≤ 0
Let µ = −ϕ+ λL (ϕ) + g. Then µ ≥ 0 defines a Radon measure in X {(0, 0)} satisfying:
(3.118)
∫
R1{(0,0)}
Gαµdxdv <∞
Proof. Using test functions ψ ≥ 0, with support disjoint from (x, v) = (0, 0) we obtain that (3.115)
implies the existence of a measure µ ≥ 0 such that:
(3.119) − ϕ+ λL (ϕ) + g = µ ≥ 0
Notice that part of the support of µ can be contained in the line {x = 0} . Notice that it might be
possible to have µ (R+ × R) =∞.
Suppose that ϕ is a subsolution of (3.94), (3.96) in the sense of Definition 3.11. Multiplying (3.119)
by Gα and integrating in domains Rδ2Rδ1 with δ1 < δ2 as well as the fact that the traces of the
function ϕ and some of the derivatives ∂vϕ exist, we obtain:
−Ψ(δ2) + Ψ (δ1)
=
1
λ
∫
Rδ2Rδ1
Gαµdxdv +
1
λ
∫
Rδ2Rδ1
Gαϕdxdv − 1
λ
∫
Rδ2Rδ1
Gαgdxdv,(3.120)
where Ψ (δ) is as in (3.117). Notice that the existence of the traces of ϕ, ∂vϕ in the required boundaries
∂Rδ1 , ∂Rδ2 due to Proposition 3.1. Notice that the proof of (3.120) must be made approximating the
characteristic function of the domain Rδ2Rδ1 by smooth functions and taking the limit. Combining
(3.120) with the fact that µ ≥ 0, and ϕ and g are bounded implies:
(3.121) −Ψ(δ2) + Ψ (δ1) ≥ −C
λ
∫
Rδ2Rδ1
Gαdxdv
We can compute the integrals
∫
Rδ Gαdxdv. Indeed, using Proposition 3.1 in [16] and (2.11) we obtain:∫
Rδ
Gαdxdv =
∫
Rδ
xαΦ
(
− v
3
9x
)
dxdv = Aδ3(1+α)+1
where A =
∫ r
−1 dv
∫ 1
0 x
αΦ
(
− v39x
)
dx. It is readily seen that 0 < A < ∞ and also that 3 (1 + α) > 0.
The inequality (3.121) then implies that the function Ψ (δ)− CAδ3(1+α)+1λ is decreasing. Then the limit
limδ→0+
(
Ψ(δ)− Aδ3(1+α)+1λ
)
exists, whence the limit limδ→0+ Ψ(δ) exists too, where the value of this
limit might be ∞. Our goal is to show that:
(3.122) lim
δ→0+
Ψ(δ) ≤ 0
We will consider separately the cases limδ→0+ Ψ(δ) < ∞ and limδ→0+ Ψ(δ) = ∞. Suppose first that
limδ→0+ Ψ(δ) <∞. Using (3.120) with δ2 = 1, and taking the limit δ1 → 0 we obtain:
−Ψ(1) + Ψ (0+)
=
1
λ
∫
R1{(0,0)}
Gαµdxdv +
1
λ
∫
R1{(0,0)}
Gαϕdxdv − 1
λ
∫
R1{(0,0)}
Gαgdxdv.
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The boundedness of ϕ implies that
∫
R1{(0,0)}Gαϕdxdv =
∫
R1 Gαϕdxdv is also bounded. Then,
using the fact that µ ≥ 0 and Gα > 0 we obtain:
(3.123) 0 ≤
∫
R1{(0,0)}
Gαµdxdv <∞
We now argue as follows. We choose a test function ψ = Gαξ, with ξ = 1 in Rδ and ξ = 0 in
XR2δ, with δ > 0, ξ ≥ 0. Using Definition 3.11 we obtain (3.119). Notice that L∗ (ψ) is integrable
near the origin and ϕ is bounded. Then:
(3.124)
∫
((ψ − λL∗ (ψ))ϕ− gψ) = lim
δ→0
∫
XRδ
((ψ − λL∗ (ψ))ϕ− gψ)
Integrating by parts and using (3.119), (3.117) we obtain:∫
XRδ
((ψ − λL∗ (ψ))ϕ− gψ)
= λ
∫
∂Rδ
(nvGα∂vϕ− nv∂vGαϕ+ vϕGαnx) ds+
−
∫
XRδ
ψµdxdv = λΨ(δ)−
∫
XRδ
ψµdxdv
Using Definition 3.11 and (3.124) we arrive at:
lim
δ→0
[
λΨ(δ)−
∫
XRδ
ψµdxdv
]
≤ 0
and (3.123) yields limδ→0
∫
XRδ ψµdxdv = 0, whence (3.122) follows if limδ→0+ Ψ(δ) <∞.
Suppose now that limδ→0+ Ψ(δ) = ∞. Then Ψ (δ) > 0 can be made arbitrarily large for δ small.
We consider test functions with the form ψ = Gαξ where ξ ≥ 0 is a function which takes constant
values in each set ∂Rρ for each ρ > 0. Moreover, we will assume that ξ = ξ¯ (ρ) satisfies ξ¯′ (ρ) ≤ 0
for ρ small, and ξ¯′ globally bounded. We will assume that ξ¯ is constant for small ρ, whence ψ is an
admissible test function. We have
∫
(ψ − λL∗ (ψ))ϕ = limδ→0
∫
XRδ (ψ − λL∗ (ψ))ϕ. Integrating by
parts we obtain:∫
XRδ
(ψ − λL∗ (ψ))ϕ = −λ
∫
∂Rδ
nvDvψϕds+
∫
XRδ
(ψϕ+ λ (DvψDvϕ+ vDxψϕ))
Using then that ψ = Gαξ we rewrite this expression as:∫
XRδ
(ψ − λL∗ (ψ))ϕ
= −λ
∫
∂Rδ
nv (ξDvGα +GαDvξ)ϕds+
+
∫
XRδ
(ψϕ+ λ (ξDvGαDvϕ+GαDvξDvϕ+ vDxGαξϕ+ vGαDxξϕ))
We now use that DvvGα = vDxGα to rewrite this formula as:∫
XRδ
(ψ − λL∗ (ψ))ϕ
= −λ
∫
∂Rδ
nv (ξDvGα +GαDvξ)ϕds+
+
∫
XRδ
(ψϕ+ λ (ξDvGαDvϕ+GαDvξDvϕ+DvvGαξϕ+ vGαDxξϕ))
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Then, integrating by parts in the term containing DvvGα we obtain:∫
XRδ
(ψ − λL∗ (ψ))ϕ
= −λ
∫
∂Rδ
nv (ξDvGα +GαDvξ)ϕds+ λ
∫
∂Rδ
nvξDvGαϕds+
+
∫
XRδ
(ψϕ+ λ (ξDvGαDvϕ+GαDvξDvϕ−DvGαDv (ξϕ) + vGαDxξϕ))
whence, after some cancellations and rearrangements of terms:
(3.125)
∫
XRδ
(ψ − λL∗ (ψ))ϕ = −λ
∫
∂Rδ
nvGαDvξϕds+
∫
XRδ
(ψϕ+ λQ)
where:
Q = Dvξ [GαDvϕ−DvGαϕ] + vGαDxξϕ
We now use the following Fubini’s like formula:
(3.126)
∫
XRδ
(ψϕ+ λQ) =
∫
XRδ
ψϕ+ λ
∫ ∞
δ
dρ
∫
∂Rρ
JρQdsρ
where dsρ is the arc-length in ∂Rρ and Jρ is obtained by means of the formula:
lim
h→0
1
h
∫
Rρ+hRρ
ωdxdv =
∫
∂Rρ
Jρωdsρ
for any continuous test function ω. It is readily seen that the function Jρ is well defined by means of
elementary arguments. Moreover, it is given by:
Jρ =


1 , x ∈ [0, ρ3] , v = −ρ
r , x ∈ [0, ρ3] , v = rρ
3ρ2 , x = ρ3 , −ρ ≤ v ≤ rρ


On the other hand, using our choice of ξ we obtain:
Dxξ =
ξ¯′ (ρ)
3ρ2
if − x ≤ v3 ≤ r3x , Dxξ = 0 if v3 < −x or v3 > r3x
Dvξ = −ξ¯′ (ρ) if v3 < −x , Dvξ = rξ¯′ (ρ) if v3 > r3x , Dvξ = 0 if − x ≤ v3 ≤ r3x
Then, using also that the normal vector (nx, nv) points towards Rρ we obtain:
JρQ = −ξ¯′ (ρ) [nv [GαDvϕ−DvGαϕ] + vϕGαnx]
Using this formula in (3.125), (3.126) we obtain:∫
XRδ
(ψ − λL∗ (ψ))ϕ = −λ
∫
∂Rδ
nvGαDvξϕds+
∫
XRδ
ψϕ−
−λ
∫ ∞
δ
ξ¯′ (ρ) dρ
∫
∂Rρ
[nv [GαDvϕ−DvGαϕ] + vϕGαnx] dsρ
whence, using (3.117) as well as the fact that ξ¯′ (ρ) = 0 if ρ is sufficiently small, we obtain:∫
XRδ
(ψ − λL∗ (ψ))ϕ =
∫
XRδ
ψϕ− λ
∫ ∞
δ
ξ¯′ (ρ)Ψ (ρ) dρ
if δ is sufficiently small. Notice that Ψ (ρ) is unbounded as ρ → 0. Choosing ξ¯′ (ρ) < 0 for small
ρ, but globally bounded we can make − ∫∞
δ
ξ¯′ (ρ)Ψ (ρ) dρ sufficiently large. On the other hand, we
have limδ→0
∫
XRδ (ψ − λL∗ (ψ))ϕ =
∫
(ψ − λL∗ (ψ))ϕ ≤ ∫ gψ ≤ C and − ∫
XRδ ψϕ ≤ C for some
suitable constant C independent of δ. Then:
−
∫ ∞
δ
ξ¯′ (ρ)Ψ (ρ) dρ ≤ 3C
λ
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for any ξ¯ ≥ 0 bounded. However, as indicated above, it is possible to choose ξ¯, δ yielding− ∫∞
δ
ξ¯′ (ρ)Ψ (ρ) dρ
arbitrarily large with ξ¯ ≥ 0 bounded. This contradiction then yields limδ→0+ Ψ(δ) < ∞ whence the
Lemma follows. 
We will show now also that it is possible to define the limit value ϕ (0, 0) for sub/supersolutions in
the sense of Definition 3.11. This will be made by means of the limit as δ → 0 of the quantity H (δ)
defined below.
Lemma 3.26. Assume r < rc. Let g ∈ C (X) and ϕ a subsolution of (3.94), (3.96) in the sense of
Definition 3.11. Suppose that the normal vector (nx, nv) points towards Rδ. Let:
H (δ) =
∫
∂Rδ
(
nvG− 23 ∂vϕ− nv∂vG− 23ϕ+ vϕG− 23nx
)
ds
which is well defined in the sense of Traces (cf. Proposition 3.1). Then the limit limδ→0+ H (δ) = H (0)
exists. We also have:
(3.127) lim
δ→0+
ϕ
(
δ3x, δv
)
= − H (0)
9
2
3
[
log (r) + π√
3
] = ϕ (0, 0)
in Lploc for some p > 1.
Proof. We use in Definition 3.11 the test function ψ = ξG− 23 where ξ = 1 for (x, v) ∈ Rδ2Rδ1 and
ξ = 0 otherwise. We then obtain:
−H (δ2) +H (δ1) = 1
λ
∫
Rδ2Rδ1
G− 23µdxdv +
+
1
λ
∫
Rδ2Rδ1
G− 23ϕdxdv −
1
λ
∫
Rδ2Rδ1
G− 23 gdxdv
Using (3.118) combined with the fact that α < − 23 we obtain 0 ≤ 1λ
∫
Rδ2Rδ1
G− 23µdxdv ≤ C (δ2)
b
for b = −2− 3α > 0. Then, using the boundedness of ϕ and g we obtain |H (δ2)−H (δ1)| ≤ C (δ2)b .
Choosing δ1 =
δ2
2 and iterating, we obtain that the limit limδ→0H (δ) exists and it is bounded.
In order to prove the convergence of ϕδ (x, v) = ϕ
(
δ3x, δv
)
we notice that the functions ϕδ satisfy:
(3.128) − δ2ϕδ + λL (ϕδ) + δ2gδ = µδ
where:
µδ (x, v) = δ
2µ
(
δ3x, δv
)
and gδ (x, v) = δ
2gµ
(
δ3x, δv
)
.
Notice that (3.118) yields: ∫
R1{(0,0)}
G− 23µδdxdv ≤ C (δ)
b
The measures µδ converge to zero in the weak topology in compact sets. On the other hand we have:
H (δ) =
∫
∂R1
(
nvG− 23 ∂vϕδ − nv∂vG− 23ϕδ + vϕδG− 23nx
)
ds
The functions ϕδ are bounded. Taking suitable subsequences we obtain convergence to a limit ϕˆ in
the weak topology. Taking the limit in (3.128) we obtain that ϕˆ solves the following equation in the
sense of distributions:
L (ϕˆ) = 0
The traces of the functions ϕδ at the boundaries of ∂R1 are defined uniformly in δ, in the sense that
the derivatives of the integrals of ϕδ in vertical lines (and horizontal lines with some derivatives),
have uniformly bounded derivatives (in L1 norms), with derivatives converging to zero as δ → 0) (cf.
Lemma 3.18). Then, we can take the limit of H (δ) to obtain:
(3.129) H
(
0+
)
=
∫
∂R1
(
nvG− 23 ∂vϕˆ− nv∂vG− 23 ϕˆ+ vϕˆG− 23nx
)
ds
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Moreover, the same argument implies that ϕˆ satisfies (2.1). The point (iv) in Theorem 3.3 then implies
that ϕˆ is constant (since it is bounded). We will denote this constant as ϕ (0, 0) . Due to (3.129) the
limit is independent of the subsequence and we obtain, using (3.28) in [16]:
H
(
0+
)
= −9 23ϕ (0, 0)
[
log (r) +
π√
3
]
The convergence takes place in Lp for some p > 1, due to the regularizing effects for hypoelliptic
operators in Theorem 2.3. 
The following computation shows that the subsolutions of (3.94), (3.96) in the sense of Definition
3.11 with the asymptotics (2.12) must have a restriction on the sign of A (ϕ) .
Lemma 3.27. Suppose that ϕ is a subsolution of (3.94), (3.96) in the sense of Definition 3.11. Let
us assume also that ϕ satisfies (2.12). Then:
(3.130) lim
δ→0+
Ψ(δ) = C∗A (ϕ)
where Ψ(δ) is as in (3.117) and C∗ is as in (2.24). Moreover, we have A (ϕ) ≥ 0.
Proof. Taking the limit δ → 0 and using (2.12), we can approximate the right-hand side of (3.117) as:
A (ϕ)
∫
∂Rδ
[nvGαDvFβ − nvDvGαFβ + vFβGαnx] ds→ C∗A (ϕ) as δ → 0,
where we have used (2.21). This gives (3.130). We recall that C∗ < 0, and since ϕ is a subsolution
of (3.94), (3.96) in the sense of Definition 3.11, by Lemma 3.25, we obtain that A (ϕ) ≥ 0 whence the
result follows. 
Lemma 3.28. Suppose that W1, W2 are two open subsets of X and that ϕ1 ∈ L∞b (W1) , ϕ2 ∈
L∞b (W2) are two subsolutions of (3.94), (3.96) in the sense of Definition 3.11 in their respective
domains. Then the function ϕ defined by means of ϕ = max {ϕ1, ϕ2} in W1 ∩ W2, ϕ = ϕ1 in
W1 (W1 ∩W2) , ϕ = ϕ2 in W2 (W1 ∩W2) is a subsolution of (3.94), (3.96) in W = (W1 ∪W2)
in the sense of Definition 3.11.
Suppose that W1, W2 are two open subsets of X and that ϕ1 ∈ L∞b (W1) , ϕ2 ∈ L∞b (W2) are two
supersolutions of (3.94), (3.96) in the sense of Definition 3.11 in their respective domains. Then the
function ϕ defined by means of ϕ = min {ϕ1, ϕ2} in W1 ∩W2, ϕ = ϕ1 in W1 (W1 ∩W2) , ϕ = ϕ2
in W2 (W1 ∩W2) is a supersolution of (3.94), (3.96) in W = (W1 ∪W2) in the sense of Definition
3.11.
Proof. It is enough to prove the result for subsolutions, since for supersolutions the argument is similar.
We recall that we use test functions with the form ψ = θζGα+ ψ¯ where ψ¯ ∈ C∞, θ ≥ 0 with Gα as in
(3.8) in [16]. If θ = 0 and the support of ψ¯ does not intersect the singular point the inequality (3.115)
follows arguing exactly as in the Proof of Lemma 3.19. On the other hand, since ϕ is bounded, we
can use a limit argument as well as the fact that the contributions of the integrals
∫ L∗ (ψ¯)ϕ in the
region close to the origin are small if ψ¯ is smooth near the singular point to prove (3.115) for ψ¯ ∈ C∞
compactly supported. The only difficulty is to derive the inequality for ψ = θζGα + ψ¯ with θ > 0 and
ζ as in Definition 3.11. We will assume in the following that θ = 1.
We define ϕ = max {ϕ1, ϕ2} . We need to prove that
∫
(ψ − λL∗ (ψ))ϕ− ∫ gψ ≤ 0 for ψ as above.
Notice that: ∫
(ψ − λL∗ (ψ))ϕ−
∫
gψ = lim
ε→0+
[∫
XRε
(ψ − λL∗ (ψ))ϕ−
∫
XRε
gψ
]
Integrating by parts and using Proposition 3.1 we obtain for ε > 0:∫
XRε
(ψ − λL∗ (ψ))ϕ−
∫
XRε
gψ
= λ
∫
∂Rε
(nvGα∂vϕ− nv∂vGαϕ+ vϕGαnx) ds+
+
∫
XRε
ψ (ϕ− λL (ϕ))−
∫
XRε
gψ
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We have that (ϕ− λL (ϕ))−g ≤ 0 in the sense of measures as it might be seen arguing as in the proof
of Lemma 3.19 in sets which do not contain the singular point (0, 0) . We then obtain:
(3.131)
∫
XRε
(ψ − λL∗ (ψ))ϕ−
∫
XRε
gψ ≤ λ
∫
∂Rε
(nvGα∂vϕ− nv∂vGαϕ+ vϕGαnx) ds
We now need to examine the sign of the right-hand side of (3.131). To this end we first prove the
existence of ϕ (0, 0) in some suitable sense. Using that −µ = (ϕ− λL (ϕ)) − g ≤ 0 we obtain, after
multiplying by G− 23 and integrating by parts in the domain Rε2 \Rε1 with ε1 < ε2 sufficiently small:
Φ (ε2)− Φ (ε1) ≤
∫
Rε2\Rε1
(g − ϕ)G− 23 , ε1 < ε2
where:
Φ (ε) = λ
∫
∂Rε
(
nvG− 23 ∂vϕ− nv∂vG− 23ϕ+ vϕG− 23nx
)
ds
and where n is as usual the normal vector pointing towards the origin. It then follows that Φ (ε)+Cε
is decreasing for a suitable constant C and ε sufficiently small. We have now two possibilities, either
limε→0 Φ (ε) = ∞ or limε→0 Φ (ε) < ∞. We now claim that the first possibility contradicts the
boundedness of ϕ. Indeed, to check this we argue as follows. Suppose that limε→0 Φ (ε) = ∞. We
define ϕ˜ = ϕ+R−m where m = supR1 (ϕ+R) and where R satisfies −λL (R) ≤ ‖g − ϕ‖∞ in order
to have −λL (ϕ˜) ≤ −µ. Notice that R can be chosen as a quadratic function in v near the singular
point as in Lemma 3.7. Then ϕ˜ ≤ 0 in R1. We define a sequence µk =
∫
R
2−k
\R
2−(k+1)
µG− 23 . We
remark that limε→0 Φ (ε) =∞ is equivalent to
∑∞
k µk =∞. Notice that:
−λL (ϕ˜) ≤ −µ
We can obtain an upper estimate for ϕ˜ as follows. We define functions ϕ˜ℓ as the solutions of:
λL (ϕ˜ℓ) = µχR
2−ℓ
\R
2−(ℓ+1)
in R1R2−m , ℓ+ 1 < m , ℓ > 1
ϕ˜ℓ = 0 in ∂a (R1R2−m)
Since ϕ˜ℓ ≤ 0 we can compare with the function ϕˆℓ which solves:
λL (ϕˆℓ) = µχR
2−ℓ
\R
2−(ℓ+1)
in R2−(ℓ−1) \ R2−(ℓ+2) , ℓ+ 1 < m , ℓ > 1
ϕˆℓ = 0 in ∂a (R2−(ℓ−1) \ R2−(ℓ+2))
Then ϕ˜ℓ ≤ ϕˆℓ in R2−(ℓ−1) \ R2−(ℓ+2) . Proposition 3.3 combined with a rescaling argument yields
ϕˆℓ ≤ −c0µℓ in ∂R2−ℓ for some c0 > 0 independent on ℓ. Then ϕ˜ℓ ≤ −c0µℓ in ∂R2−ℓ . On the
other hand we have ϕ˜ℓ = 0 in ∂aR1. We can then use comparison with a function with the form
wℓ = −c1µℓ (1−KFβ) with K chosen large enough and c1 sufficiently small to guarantee that wℓ ≥ 0
in ∂aR1 and wℓ ≥ ϕ˜ℓ in ∂aR2−ℓ . This implies wℓ ≥ ϕ˜ℓ in R1R2−ℓ . Therefore, since K is independent
of ℓ, it follows that ϕ˜ℓ ≤ − c12 µℓ in R2−JR2−ℓ for some J > 0 independent of ℓ. We now use that
ϕ˜ ≤ ∑mℓ=J ϕ˜ℓ for any m. Then ϕ˜ ≤ − c12 ∑mℓ=J µℓ in R2−JR2−(J+1) and since ∑∞k µk = ∞ it then
follows that ϕ˜ = −∞ in R2−JR2−(J+1) . However, we know that ϕ˜ is bounded. This contradiction
yields
∑∞
k µk < ∞. Then µk → 0 as k → ∞. We can then argue as in the derivation of (3.127) to
prove that the limit limδ→0+ ϕ
(
δ3x, δv
)
= ϕ (0, 0) exists in Lploc for some p > 1.
We now claim that ϕ (0, 0) = max {ϕ1 (0, 0) , ϕ2 (0, 0)} . Suppose without loss of generality that
ϕ2 (0, 0) ≥ ϕ1 (0, 0) . We then have ϕ
(
δ3x, δv
) ≥ ϕ2 (δ3x, δv) whence ϕ (0, 0) ≥ ϕ2 (0, 0) . On the
other hand we have ϕ1
(
δ3x, δv
)
= ϕ1 (0, 0) + ε1,δ (x, v) , ϕ2
(
δ3x, δv
)
= ϕ2 (0, 0) + ε2,δ (x, v) , where
εk,δ (x, v) → 0 as δ → 0 in Lploc, k = 1, 2. Then ϕ
(
δ3x, δv
) ≤ ϕ2 (0, 0) + |ε1,δ (x, v)| + |ε2,δ (x, v)| ,
whence ϕ (0, 0) ≤ ϕ2 (0, 0) follows. Therefore ϕ (0, 0) = max {ϕ1 (0, 0) , ϕ2 (0, 0)} . Arguing now as
in the Proof of Lemma 3.25 we obtain that there exists the limit limδ→0+ Ψ(δ) with Ψ (δ) defined
as in (3.117). This limit might take perhaps the value +∞. We will denote this limit as Ψϕ (0) in
order to make explicit the dependence on the function ϕ. Lemma 3.25 implies the existence of the
corresponding limits Ψϕ1 (0) , Ψϕ2 (0) for the subsolutions ϕ1, ϕ2 respectively. Moreover, we have
Ψϕ1 (0) ≤ 0, Ψϕ2 (0) ≤ 0.
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We now distinguish two different cases. Suppose first that ϕ1 (0, 0) < ϕ2 (0, 0) , where the values
ϕk (0, 0) , k = 1, 2 are defined as in (3.127). We then argue as follows. Taking into account (3.118)
we obtain that εk,δ (x, v) =
∣∣ϕk (δ3x, δv)− ϕk (0, 0)∣∣ , k = 1, 2 satisfies:
‖εk‖Lp(K) << C (δ)−3α−2 as δ → 0+
for some p > 1. This estimate follows from (3.118) using a rescaling argument in the equation satisfied
by ϕk.
Notice that −3α− 2 > 0. We have also that:
−ε1 ≤ ϕ
(
δ3x, δv
)− ϕ2 (δ3x, δv) ≤ ε2
whence:
(3.132)
∥∥ϕ (δ3·, δ·)− ϕ2 (δ3·, δ·)∥∥Lp(K) << C (δ)−3α−2
We now study the behaviour of the function Ψϕ (δ) as δ → 0. We denote as ϕδ the rescaled function
ϕδ = ϕ
(
δ3·, δ·) and we define similarly ϕδk for k = 1, 2. Then it follows that:
(3.133) Ψϕ (δζ) = δ
2+3α
∫
∂Rζ
(
nvGα∂vϕ
δ − nv∂vGαϕδ + vϕδGαnx
)
ds
with ζ ∈ [ 12 , 2] . We now need to approximate this integral by the one in which ϕδ is replaced by ϕδ2.
This requires to obtain some continuity of the integrand of the right-hand side of (3.133) using (3.132).
This requires to obtain estimates for
(
∂vϕ
δ − ∂vϕδ2
)
. Since we need these estimates only in the part
of the boundaries ∂Rζ where |nv| = 1 and nx = 0 we can obtain the result using classical parabolic
estimates. Notice that the problem reduces to obtaining estimates for the derivatives with respect to
v of the solutions of L (w) = ν where ν is a measure. Standard theory yields estimates of the form∫ |∂vw| dxdv ≤ C ‖ν‖ , in bounded sets. It then follows, combining this estimate with (3.132), (3.133)
as well as Fubini’s Theorem that
∫
[ 12 ,2]
|Ψϕ (δζ)−Ψϕ2 (δζ)| dζ → 0 as δ → 0. Therefore, there exists
ζ = ζδ such that |Ψϕ (δζδ)−Ψϕ2 (δζδ)| → 0 as δ → 0, whence Ψϕ (0) = Ψϕ2 (0) . In this case, we can
use (3.131) to obtain, taking the limit ε→ 0 that:∫
X{0,0}
(ψ − λL∗ (ψ))ϕ−
∫
X{0,0}
gψ ≤ λΨϕ2 (0)
Using then Lemma 3.25 we obtain Ψϕ2 (0) ≤ 0, whence the Subsolution inequality (3.115) follows.
The case ϕ1 (0, 0) > ϕ2 (0, 0) is similar. Suppose then that ϕ1 (0, 0) = ϕ2 (0, 0) . Lemma 3.25 implies
the existence of the limits Ψϕ1 (0) , Ψϕ2 (0) . Notice that we have also the existence of Ψϕ (0) although
this limit can take the value ∞.
We define rescaled functions as Φδk (x, v) =
ϕk(δ3x,δv)−ϕk(0,0)
δ3β , k = 1, 2.We then have, using Lemma
3.27, that Φδk converges to A (ϕk)Fβ with A (ϕk) = 1C∗Ψϕk (0) . The convergence takes place in
Lploc with p > 1. Moreover, arguing as in the previous case we obtain also convergence of ∂vΦ
δ
k to
A (ϕk) ∂vFβ in Lploc. We now have two possibilities. Either Ψϕ1 (0) 6= Ψϕ2 (0) or Ψϕ1 (0) = Ψϕ2 (0) .
In the first case, suppose without loss of generality that Ψϕ1 (0) > Ψϕ2 (0) . We recall that ϕ =
max {ϕ1, ϕ2} . We define also Φδ (x, v) = ϕ(δ
3x,δv)−ϕ(0,0)
δ3β . Notice that ϕ1 (0, 0) = ϕ2 (0, 0) = ϕk (0, 0) .
We then have, arguing as in the case ϕ1 (0, 0) 6= ϕ2 (0, 0) that Φδ converges to Φδ1 in Lploc. Using
the continuity of the functionals Ψϕ (0) on the functions ϕ obtained above, it then follows that
Ψϕ (0) = Ψϕ1 (0) ≤ 0 whence the inequality (3.115) follows also in this case. It remains to examine
the case Ψϕ1 (0) = Ψϕ2 (0) . In this case we have that the functions Φ
δ
k for k = 1, 2 converge to
A (ϕ1)Fβ = A (ϕ2)Fβ in Lploc. Then Φδ = max
{
Φδ1,Φ
δ
2
}
converges to the same limit in Lploc. We
have also convergence for the derivatives ∂vΦ
δ using the regularizing effects as usual. Then, using
the continuity of the functionals Ψϕ (0) with respect to this topology we obtain Ψϕ (0) = Ψϕ1 (0) =
Ψϕ2 (0) , whence Ψϕ (0) ≤ 0 and (3.115) follows. Therefore ϕ is a subsolution and the result follows. 
We can now conclude the proof of Proposition 3.14, arguing as in the case of trapping boundary
conditions.
We can obtain in this case easily one subsolution and one supersolution which are ordered.
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Lemma 3.29. For any g ∈ C (X) there exist at least one subsolution ϕsub and one supersolution ϕsup
in the sense of Definition 3.11 such that:
(3.134) ϕsub ≤ ϕsup
Proof. We can just take ϕsub = −‖g‖L∞(X) , ϕsup = ‖g‖L∞(X) .We need to prove that
∫ L∗ (ψ)ϕ ≤ 0
if ϕ is a constant and ψ is any test function as in the Definition 3.11. We can assume that ϕ = 1. We
write
∫ L∗ (ψ) = limδ→0+ ∫XRδ L∗ (ψ) with Rδ as in (2.11). Integrating by parts and using that ψ
is compactly supported, as well as the fact that ψ (0,−v) = r2ψ (0, rv) , v > 0 we obtain:∫
XRδ
L∗ (ψ) =
∫
∂Rδ
[Dvψnv − vψnx]
where n = (nx, nv) is the normal vector to ∂Rδ pointing towards Rδ and where ψ = θGγ + ψ¯ if δ is
sufficiently small and γ ∈ {− 23 , α}. The regularity of ψ¯ implies that
lim
δ→0+
∫
∂Rδ
[
Dvψ¯nv − vψ¯nx
]
= 0.
On the other hand we have
lim
δ→0+
∫
∂Rδ
[DvGαnv − vGαnx] = 0
due to Proposition 3.3 in [16]. Finally we notice that
lim
δ→0+
∫
∂Rδ
[
DvG− 23nv − vG− 23nx
]
≤ 0
due to Proposition 3.2 in [16] whence the result follows. 
We can then define G˜sub as in Definition the following subset of L∞b (X) :
Definition 3.12. Suppose that ϕsub, ϕsup are respectively one subsolution and one supersolution in
the sense of Definition 3.11 satisfying (3.134). We then define G˜sub ⊂ L∞b (X) as:
(3.135) G˜sub ≡
{
ϕ ∈ L∞b (X) :
ϕ sub-solution of (3.94), (3.96)
in the sense of Definition 3.11 | ϕsub ≤ ϕ ≤ ϕsup
}
.
We now remark that Lemmas 3.21 and 3.22 hold without any changes. Moreover, the proof of
Lemma 3.23 can be adapted to include this case.
Lemma 3.30. Let ϕ1, ϕ2, ..., ϕL ∈ G˜sub with L <∞ and G˜sub as in Definition 3.12. Define:
ϕ¯ := max{ϕ1, ϕ2, ..., ϕL}
Then ϕ¯ ∈ G˜sub.
Proof. It is enough to prove the result for L = 2. The result then follows from Lemma 3.28. Notice
that the inequalities ϕsub ≤ ϕ ≤ ϕsup in Definition (3.135) are preserved by the maxima. 
We remark that Proposition 3.2 and Lemma 3.5 are independent of the boundary conditions im-
posed at the singular point (x, v) = (0, 0) and therefore can be applied to subsolutions as in Definition
3.12. Lemma 3.24 can be proved for the subsolutions in the class G˜sub given in Definition 3.12 with
minor cases with respect to the previous case, because the definition of Φ in (3.114) modifies the
subsolution ϕ¯ just in a set Ξ which does not intersect the singular point (0, 0) . We can now conclude
the Proof of Proposition 3.14.
End of the Proof of Proposition 3.14. We define ϕ∗ as in (3.113) with G˜sub as in Definition 3.12. Ar-
guing as in the Proof of Proposition 3.13 we obtain that ϕ∗ ∈ G˜sub with G˜sub as in Definition 3.12.
We define ν = − (ϕ∗ − λL (ϕ∗)− g) . Due to Definition 3.11 we have that ν is a nonnegative Radon
measure. If ν (X {0, 0}) > 0 we can argue exactly as in the Proof of Proposition 3.13 to derive a
contradiction. Therefore ν (X {0, 0}) = 0 and then, ϕ∗ satisfies the problem:
ϕ∗ − λL (ϕ∗)− g = 0 , (x, v) ∈ X {0, 0} , ϕ∗ ∈ C (X)
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Theorem 3.4 then implies:
ϕ∗ (x, v) = ϕ∗ (0, 0) +A (ϕ∗)Fβ (x, v) + ψ∗ (x, v)
Using Lemma 3.25 and Lemma 3.27 we obtain that A (ϕ∗) ≥ 0. Suppose that A (ϕ∗) > 0. Then
ϕ∗ (x, v) ≥ ϕ∗ (0, 0) in a neighbourhood of the singular point (0, 0) . Then ϕ∗ (0, 0) < ϕsup, where ϕsup
is as in Definition 3.12, because otherwise we would have ϕ∗ = ϕsup and then A (ϕ∗) = 0. Therefore,
there exists δ > 0 such that ϕ∗∗ = max {ϕ∗, ϕ∗ (0, 0) + δ + CS (x, v)} with S (x, v) as in Lemma
3.7 and C > 0 is a subsolution of (3.94), (3.96) in a neighbourhood of the singular point satisfying
ϕ∗∗ > ϕ∗, since S is bounded by
(
x
2
3 + v2
)
and therefore A (ϕ)Fβ gives a larger contribution for
(x, v) close to (0, 0) . However, this would contradict the definition of ϕ∗ by means of (3.113). It then
follows from this contradiction that A (ϕ∗) = 0. Therefore ϕ∗ solves (3.94), (3.96) and the Proposition
follows. 
3.7. Operator Ωpt,sub. Solvability of (3.94), (3.97). We consider now the problem (3.94), (3.97).
Since the arguments used are similar to the ones in the previous Sections we will just describe in detail
the points where differences arise. We prove in this Section that:
Proposition 3.15. For any g ∈ C (X) there exists a unique ϕ ∈ C (X) which solves (3.94), (3.97).
We introduce a new concept of sub and supersolutions which allows to identify the boundary
condition (3.97) near the singular point (x, v) = (0, 0) . The rationale behind this definition is to obtain
the inequality L (ϕ) (0, 0) ≤ µ∗ |C∗| A (ϕ) at the singular point. However, since we are interested in
subsolutions in L∞b (X) some care is needed in order to define L (ϕ) (0, 0) . Notice that the inequality
ϕ− λL (ϕ) ≤ g, suggests the inequality ϕ (0, 0)− g (0, 0) ≤ λµ∗ |C∗| A (ϕ) .
Definition 3.13. Suppose that g ∈ C (X) . Let ζ = ζ (x, v) a nonnegative C∞ test function supported
in 0 ≤ x + |v|3 ≤ 2, satisfying ζ = 1 for 0 ≤ x+ |v|3 ≤ 1. We will say that a function ϕ ∈ L∞b (X) ,
such that the limit lim(x,v)→(0,0) ϕ (x, v) = ϕ (0, 0) exists, is a subsolution of (3.94), (3.97) if for all ψ
with ψ ≥ 0, ψ (0,−v) = r2ψ (0, rv) , v > 0 and having the form ψ = θζGγ + ψ¯ where ψ¯ ∈ C∞, θ ≥ 0
with Gγ , γ ∈
{− 23 , α} and with ψ supported in a set contained in the ball |(x, v)| ≤ R for some R > 0
we have:
(3.136)
∫
(ψ − λL∗ (ψ))ϕ+ θ
µ∗
(ϕ (0, 0)− g (0, 0)) ≤
∫
gψ
Given g ∈ C (X) , we will say that ϕ ∈ L∞b (X) is a supersolution of (3.94), (3.96) if for all ψ with
the same properties as above we have:
(3.137)
∫
(ψ − λL∗ (ψ))ϕ+ θ
µ∗
(ϕ (0, 0)− g (0, 0)) ≥
∫
gψ
The integral on the left hand side of (3.136), (3.137) is well defined in spite of the singularity of Gγ
near the singular point because L∗ (Gγ) = 0.
We can then prove the following variation of Lemma 3.25.
Lemma 3.31. Let g ∈ C (X) and ϕ be a subsolution of (3.94), (3.97) in the sense of Definition 3.13.
Let:
(3.138) Ψ (δ) =
∫
∂Rδ
(nvGα∂vϕ− nv∂vGαϕ+ vϕGαnx) ds
which is well defined in the sense of Traces (cf. Proposition 3.1). Moreover, the limit limδ→0+ Ψ(δ)
exists and we have:
(3.139) lim
δ→0+
Ψ(δ) +
1
λµ∗
(ϕ (0, 0)− g (0, 0)) ≤ 0
Let µ = −ϕ+ λL (ϕ) + g. Then µ ≥ 0 defines a Radon measure in X {(0, 0)} satisfying:
(3.140)
∫
R1{(0,0)}
Gαµdxdv <∞
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Proof. The proof is similar to the one of Lemma 3.25. The only difference is that for test functions
as in Definition 3.13 we obtain the inequality:∫
((ψ − λL∗ (ψ))ϕ− gψ) + θ
µ∗
(ϕ (0, 0)− g (0, 0)) ≤ 0
instead of (3.119). Arguing then as in the proof of Lemma 3.25 we obtain (3.139). The rest of the
argument is basically identical to the proof of Lemma 3.25 with minor changes. 
We now remark that several of the arguments used in Section 3.5.4 can be adapted with minor
changes to the case considered in this Section. Indeed, Lemma 3.26 holds if instead of considering
subsolutions of (3.94), (3.96) in the sense of Definition 3.11 we consider subsolutions of (3.94), (3.97)
in the sense of Definition 3.13. Moreover, the limit value ϕ (0, 0) is the same value as the limit
lim(x,v)→(0,0) ϕ (x, v) whose existence was assumed in Definition 3.13. Actually, the use of Lemma 3.26
could be avoided in the case of partially trapping Boundary Conditions, due to the existence of the
limit lim(x,v)→(0,0) ϕ (x, v) in the Definition of subsolutions, however, it will be convenient to have also
the corresponding version of Lemma 3.26 in order to adapt the argument yielding to the corresponding
version of Lemma 3.28. The proof of a new version of Lemma 3.28 in which the subsolutions considered
are subsolutions of (3.94), (3.97) in the sense of Definition 3.13 follows with minor changes, just
replacing at several places inequalities like Ψϕ (0) ≤ 0 by Ψϕ (0) + 1λµ∗ (ϕ (0, 0)− g (0, 0)) ≤ 0.
We can now adapt Lemma 3.29 as follows:
Lemma 3.32. For any g ∈ C (X) there exist at least one subsolution ϕsub and one supersolution ϕsup
in the sense of Definition 3.13 such that:
(3.141) ϕsub ≤ ϕsup
Proof. We can just take ϕsub = −‖g‖L∞(X) , ϕsup = ‖g‖L∞(X) . The integral terms in (3.136),
(3.137) can the estimated as in the proof of Lemma 3.29. Using then that
(
ϕsub − g (0, 0)) ≤ 0 and
(ϕsup − g (0, 0)) ≤ 0 the result follows. 
We can then define G˜sub as in Definition the following subset of L∞b (X) :
Definition 3.14. Suppose that ϕsub, ϕsup are respectively one subsolution and one supersolution in
the sense of Definition 3.13 satisfying (3.141). We then define G˜sub ⊂ L∞b (X) as:
(3.142) G˜sub ≡
{
ϕ ∈ L∞b (X) :
ϕ sub-solution of (3.94), (3.97)
in the sense of Definition 3.13 | ϕsub ≤ ϕ ≤ ϕsup
}
.
Lemmas 3.21 and 3.22 hold without any changes and the proof of Lemma 3.23 can be adapted to
include this case.
Lemma 3.33. Let ϕ1, ϕ2, ..., ϕL ∈ G˜sub with L <∞ and G˜sub as in Definition 3.13. Define:
ϕ¯ := max{ϕ1, ϕ2, ..., ϕL}
Then ϕ¯ ∈ G˜sub.
Proof. It is similar to the Proof of Lemma 3.30. 
We remark that Proposition 3.2 and Lemma 3.5 are independent of the boundary conditions im-
posed at the singular point (x, v) = (0, 0) and therefore can be applied to subsolutions as in Definition
3.13. Lemma 3.24 can be proved for the subsolutions in the class G˜sub given in Definition 3.13 with
minor cases with respect to the case of trapping boundary conditions. We can now conclude the Proof
of Proposition 3.15.
End of the Proof of Proposition 3.15. We define ϕ∗ as in (3.113) with G˜sub as in Definition 3.14. Ar-
guing as in the Proof of Proposition 3.13 we obtain that ϕ∗ ∈ G˜sub with G˜sub as in Definition 3.14.
We define ν = − (ϕ∗ − λL (ϕ∗)− g) . Due to Definition 3.13 we have that ν is a nonnegative Radon
measure. If ν (X {0, 0}) > 0 we can argue as in the Proof of Propositions 3.13, 3.14 to derive a
contradiction. Therefore ν (X {0, 0}) = 0 and then, ϕ∗ satisfies the problem:
ϕ∗ − λL (ϕ∗)− g = 0 , (x, v) ∈ X {0, 0} , ϕ∗ ∈ C (X)
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We now remark that Theorem 3.4 implies:
ϕ∗ (x, v) = ϕ∗ (0, 0) +A (ϕ∗)Fβ (x, v) + ψ∗ (x, v)
Using Lemma 3.31 and Lemma 3.27 we obtain that ϕ∗ (0, 0)− g (0, 0) ≤ λµ∗ |C∗| A (ϕ∗) . Suppose
that ϕ∗ (0, 0)−g (0, 0) < λµ∗ |C∗| A (ϕ∗) . We can obtain a larger subsolution in the family G˜sub as fol-
lows. If ϕ∗ (0, 0) = ϕsup we would obtain that ϕ∗∗ = max {ϕ∗, ϕ∗ (0, 0) + δ + CS (x, v) +A (ϕ∗) (1− δ)Fβ}
with S (x, v) as in Lemma 3.7 is a subsolution of (3.94), (3.97) in a neighbourhood of the singular
point satisfying ϕ∗∗ > ϕ∗, for a constant C depending only of g if δ is sufficiently small, since
S is bounded by
(
x
2
3 + v2
)
and therefore A (ϕ∗)Fβ gives a larger contribution for (x, v) close to
(0, 0) .However this contradicts the definition of ϕ∗, whence ϕ∗ (0, 0) − g (0, 0) ≤ λµ∗ |C∗| A (ϕ∗) .
Then L (ϕ∗) (0, 0) = µ∗ |C∗|A (ϕ∗) , whence ϕ∗ ∈ D (Ωpt,sub) and the result follows. 
3.8. Operator Ωsup. Solvability of (3.94), (3.98). In the supercritical case r > rc we cannot
impose a boundary condition at the singular point. However, we can use also Perron’s method in this
case. We will include a reference to (3.98) in order to make clear that we refer to the supercritical
case. We will prove the following result:
Proposition 3.16. For any g ∈ C (X) there exists a unique ϕ ∈ C (X) which solves (3.94), (3.98).
The concept of sub and supersolutions which we will use in this case is the following:
Definition 3.15. Suppose that g ∈ C (X) . We will say that a function ϕ ∈ L∞b (X) , is a subsolution
of (3.94), (3.98) if for all ψ ∈ C∞ (U) with ψ ≥ 0, ψ (0,−v) = r2ψ (0, rv) , v > 0 and with ψ
supported in a set contained in the ball |(x, v)| ≤ R for some R > 0 we have:
(3.143)
∫
(ψ − λL∗ (ψ))ϕ ≤
∫
gψ
Given g ∈ C (X) , we will say that ϕ ∈ L∞b (X) is a supersolution of (3.94), (3.98) if for all ψ with
the same properties as above we have:
(3.144)
∫
(ψ − λL∗ (ψ))ϕ ≥
∫
gψ
Remark 3.13. Notice that the assumption ψ ∈ C∞ (U) does not imply any condition in the values
of the derivatives of ψ at {x = 0} , except those which follow from the boundary condition ψ (0,−v) =
r2ψ (0, rv) , v > 0.
We can now construct easily bounded sub and supersolutions in the sense of Definition 3.15:
Lemma 3.34. For any g ∈ C (X) there exist at least one subsolution ϕsub and one supersolution ϕsup
in the sense of Definition 3.15 such that:
(3.145) ϕsub ≤ ϕsup
Proof. We can just take ϕsub = −‖g‖L∞(X) , ϕsup = ‖g‖L∞(X) . The proof can be made then by
means of a small adaptation of the one of Lemma 3.29. 
We can then define G˜sub as in Definition the following subset of L∞b (X) :
Definition 3.16. Suppose that ϕsub, ϕsup are respectively one subsolution and one supersolution in
the sense of Definition 3.15 satisfying (3.145). We then define G˜sub ⊂ L∞b (X) as:
(3.146) G˜sub ≡
{
ϕ ∈ L∞b (X) :
ϕ sub-solution of (3.94), (3.98)
in the sense of Definition 3.15 | ϕsub ≤ ϕ ≤ ϕsup
}
.
In this case we do not need to study the subsolutions near the singular point with the same level
of detail as in the subcritical cases. However, we will need to be able to solve the Dirichlet problem
with boundary values in the admissible boundaries for domains containing the singular point. The
following result generalizes Proposition 3.2 to the case of domains containing the singular point if
r > rc :
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Proposition 3.17. Suppose that r > rc and let ΛR as in (3.42) for some R > 0. Let us assume
also that g ∈ C (ΛR) , and h ∈ L∞ (∂aΛR) where ∂aΛR is the corresponding admissible boundary of
ΛR. Then, there exists a unique classical solution of the problem (3.20), (3.21) where the boundary
condition (3.21) is achieved in the sense of trace defined in Proposition 3.1.
Proof. The existence of solutions can be obtained considering the sequence of solutions of the problems
(3.20), (3.21) in the domains ΛRRδ with δ > 0 small and boundary conditions ϕ = h on ∂aΛR
and, say, ϕ = 0 on ∂a (ΛRRδ) ∩ ∂Rδ. The solutions of these problems, which will be denoted as ϕδ
are uniformly bounded by ‖g‖L∞ + ‖h‖L∞ due to the maximum principle. Moreover, the derivatives
of the functions ϕδ are bounded in W
1,p
loc due to Theorem 2.3. Therefore, a standard compactness
argument allows to find a subsequence ϕδn converging uniformly to a weak solution of (3.20), (3.21).
In order to prove uniqueness we consider the difference ψ of two bounded solutions of (3.20), (3.21)
in ΛR satisfies (ψ − λLψ) = 0 in ΛR, ψ = 0 on ∂aΞ. We can construct now a positive supersolution
with the form εFβ , ε > 0, since ε (Fβ − λLFβ) = εFβ > 0. Since ψ is bounded, and β < 0 for r > rc
we obtain that |ψ| ≤ εFβ if we choose δ small enough (depending on ε). We can then use a comparison
argument in the domain ΛRRδ whence |ψ| ≤ εFβ in ΛR for ε > 0 arbitrary. Taking the limit ε→ 0
we obtain ψ = 0 and the uniqueness result follows. 
End of the Proof of Proposition 3.16. We define ϕ∗ as in (3.113) with G˜sub as in Definition 3.16. Ar-
guing as in the Proof of Propositions 3.13, 3.14, 3.15 we obtain that ϕ∗ ∈ G˜sub.We define ν =
− (ϕ∗ − λL (ϕ∗)− g) . Due to Definition 3.16 we have that ν is a nonnegative Radon measure. If
ν 6= 0 we consider a domain Ξ that is, either one of the admissible domains Ξ in Definition 2.7 or one
of the domains ΛR containing the singular point as in the statement of Proposition 3.17. We can then
argue as in the Proof of Propositions 3.13, 3.14, 3.15 to derive a contradiction. Therefore ν = 0 and
then, ϕ∗ ∈ C (X) gives the desired solution of the problem (3.94), (3.98). 
3.9. Solvability of the adjoint problems (2.30)-(2.33), (2.34)-(2.37), (2.38)-(2.42), (2.43)-
(2.46). We can now prove Theorem 3.1.
Proof of Theorem 3.1. Theorem 3.1 is a consequence of the Hille-Yosida Theorem (cf. Theorem 3.2),
as well as Proposition 3.10, Proposition 3.11 and Propositions 3.13, 3.14, 3.15 and 3.16. 
4. Weak solutions for the original problem.
Our next goal is to define suitable measure valued solutions of the problem (1.1)-(1.3) by means
of the corresponding adjoint problems. To this end, we argue by duality. We will use the index σ
to denote each of the four cases considered in Subsection 2.3 of Section 2, namely, in the case of
subcritical values of r, we can use trapping, nontrapping or partially trapping boundary conditions.
We will consider also the supercritical case. The following definition will be used to define measure
valued solutions of the problem (1.1)-(1.3) with all the boundary conditions considered above.
Definition 4.1. Given P0 ∈ M+ (X) we define a measure valued function Pσ ∈ C ([0,∞) :M+ (X))
by means of:
(4.1)
∫
ϕ (dPσ (·, t)) =
∫
(Sσ (t)ϕ) (dP0) , t ≥ 0
for any ϕ ∈ C ([0,∞) : C (X))
Remark 4.1. Notice that the notation in (4.1) must be understood as follows. Let ψ (·, t) = Sσ (t)ϕ.
Then, the right-hand side of (4.1) is equivalent to
∫
ψ (·, t) dP0. The left-hand side of (4.1) is just∫
ϕ (·) dPσ (t) .
It is convenient to write in detail the weak formulation of (1.1)-(1.3) satisfied by each of the measures
Pσ.
Definition 4.2. Suppose that 0 < r < rc and P0 ∈ M+ (X) .We will say that P ∈ C ([0,∞) :M+ (X))
is a weak solution of (1.1)-(1.3) with trapping boundary conditions if for any T ∈ [0,∞) and ϕ such
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that, for any time t ∈ [0, T ] , ϕ (·, t) ,Lϕ (·, t) , ϕt (·, t) ∈ C (X) , ϕ (·, t) satisfies (2.12) and such that
Lϕ (0, 0, t) = 0 for any t ≥ 0, the following identity holds:
(4.2)
∫ T
0
∫
X{(0,0)}
[ϕt (dP (·, t) , t) + Lϕ (dP (·, t) , t)] +
∫
X
ϕ (dP0 (·) , 0)−
∫
X
ϕ (dP (·, T ) , T ) = 0,
where L is as in (2.3).
Definition 4.3. Suppose that 0 < r < rc and P0 ∈ M+ (X) .We will say that P ∈ C ([0,∞) :M+ (X))
is a weak solution of (1.1)-(1.3) with nontrapping boundary conditions if for any T ∈ [0,∞) and ϕ
such that, for any time t ∈ [0, T ] , ϕ (·, t) ,Lϕ (·, t) , ϕt (·, t) ∈ C (X) , ϕ (·, t) satisfies (2.12) and
A (ϕ) (·, t) = 0 the identity (4.2) holds, where L is as in (2.3).
Definition 4.4. Suppose that 0 < r < rc and P0 ∈ M+ (X) .We will say that P ∈ C ([0,∞) :M+ (X))
is a weak solution of (1.1)-(1.3) with partially trapping boundary conditions if for any T ∈ [0,∞) and
and ϕ such that, for any time t ∈ [0, T ] , ϕ (·, t) ,Lϕ (·, t) , ϕt (·, t) ∈ C (X) , ϕ (·, t) satisfies (2.12) and
Lϕ (0, 0, t) = µ∗ |C∗| A (ϕ) , the identity (4.2) holds, where L is as in (2.3).
Definition 4.5. Suppose that r > rc and P0 ∈ M+ (X) . We will say that P ∈ C ([0,∞) :M+ (X))
is a weak solution of (1.1)-(1.3) for supercritical boundary conditions if for any T ∈ [0,∞) and
ϕ ∈ C2c ([0, T )×X) the identity (4.2) holds, where L is as in (2.3).
Our next goal is to prove the following result:
Proposition 4.1. Suppose that we define measure valued functions
Pt,sub, Pnt,sub, Ppt,sub, Psup ∈ C ([0,∞) :M+ (X))
as in Definition 4.1 and initial datum P0. Then, they are weak solutions of (1.1)-(1.3) with trapping,
nontrapping, partially trapping and supercritical boundary conditions respectively. Moreover, the func-
tions Pt,sub, Pnt,sub, Ppt,sub, Psup are the unique solutions of (1.1)-(1.3) with trapping, nontrapping,
partially trapping and supercritical boundary conditions in the sense of Definitions 4.2, 4.3, 4.4 and
4.5 respectively.
Proof. We take a smooth test function ϕ depending on the variables (x, v, t). We will assume that
the function ϕ (·, t) ∈ D (Ωσ) for any t ∈ [0, T ] . The definition of the Probability measure P yields:
∫
ϕ (dPσ (·, t) , t¯) =
∫
(Sσ (t)ϕ) (dP0, t¯)
for any fixed t¯ > 0, t > 0. In particular, taking for t¯ the values (t+ h) with h small, we obtain:
∫
ϕ (dPσ (·, t) , t+ h) =
∫
(Sσ (t)ϕ) (dP0, t+ h)
Differentiating this equation with respect to h and taking h = 0, it then follows that:
(4.3)
∫
ϕt (dPσ (·, t) , t) =
∫
(Sσ (t)ϕt) (dP0, t)
For a regularity of Sσ and a general semigroup theory, see [30]. We now write Sσ (t)ϕt (·, t) =
d
dt (Sσ (t)ϕ (·, t))− ∂t (Sσ (t))ϕ (·, t) . Integrating then (4.3) in the time interval (0, T ) it then follows
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that:∫ T
0
∫
ϕt (dPσ (·, t) , t) dt =
∫ T
0
∫ [
d
dt
(Sσ (t)ϕ (dP0, t))− ∂t (Sσ (t))ϕ (dP0, t)
]
dt
=
∫ T
0
[
d
dt
(∫
(Sσ (t)ϕ (dP0, t))
)
−
∫
∂t (Sσ (t))ϕ (dP0, t)
]
dt
=
∫
Sσ (T )ϕ (dP0, T )−
∫
(Sσ (0)ϕ (dP0, 0))
−
∫ T
0
∫
∂t (Sσ (t))ϕ (dP0, t) dt
=
∫
ϕ (dPσ (·, T ) , T )−
∫
ϕ (dP0, 0)−
∫ T
0
∫
ΩσSσ (t)ϕ (dP0, t) dt
=
∫
ϕ (dPσ (·, T ) , T )−
∫
ϕ (dP0, 0)−
∫ T
0
∫
Ωσϕ (dPσ (·, t) , t) dt
where we have used that for any function ψ ∈ D (Ωσ) we have ∂t (Sσ (t))ψ = ΩσSσ (t)ψ, whence:∫
ϕ (dPσ (·, T ) , T )−
∫
ϕ (dP0, 0)
=
∫ T
0
∫
[ϕt (dPσ (·, t) , t) + Ωσϕ (dPσ (·, t) , t)] dt
Using that the action of the operators Ωσ in their respective domains is given by L we obtain the
existence result.
Uniqueness can be proved using the solvability of the adjoint problems obtained in [16]. Suppose
that P1, P2 are two solutions of (1.1)-(1.3) with trapping boundary conditions in the sense of Definition
4.2. Then P = P1 − P2 satisfies (4.2) with P0 = 0 for any function ϕ with the regularity requested
in the Definition 4.2. Suppose that P does not vanish identically. Then, for some T > 0 there
exists a function ψ˜ ∈ C (X) such that ∫
X
ψ˜ (dP (·, T )) 6= 0. Since D (Ωt) is dense in C (X) there
exists ψ ∈ D (Ωt) such that
∫
X
ψ (dP (·, T )) 6= 0. The main result in [16] implies the existence of a
function ϕ C1 ([0, T ] ;C (X)) satisfying ϕt (·, t) + Lϕ (·, t) = 0 in X, for t ∈ [0, T ] and Lϕ (0, 0, t) = 0
for any t ∈ [0, T ] , with the initial condition ϕ (·, T ) = ψ (·) . This function satisfies the regularity
conditions required in Definition 4.2. It then follows from (4.2) that
∫
X ψ (dP (·, T )) = 0, but this
gives a contradiction, whence the uniqueness result follows for trapping boundary conditions. The
proof in the case of non-trapping, partially trapping and supercritical boundary conditions is similar
and the details will be omitted. 
We can also prove the following result.
Theorem 4.1. Suppose that we define measures Pt,sub, Pnt,sub, Ppt,sub, Psup ∈ C ([0,∞) :M+ (X))
as in Definition 4.1 and initial datum P0. Then, these measures can be decomposed as:
(4.4) dPσ (·, t) = mσ (t) δ(0,0) + pσ (x, v, t) dxdv , t ≥ 0
where for each σ we have pσ (·, t) ∈ L1 (X) and mσ (t) ≥ 0. If mσ (0) = 0 we have also mnt,sub (t) =
msup (t) = 0 for any t ≥ 0. Moreover, if P0 is not identically zero, we have also mt,sub (t) >
0, mpt,sub (t) > 0 for any t > 0.
The functions pσ (·, t) are infinitely differentiable for (x, v) 6= (0, 0) and they satisfy (1.2).
Proof. Using in (4.2) the test function ϕ = 1 we obtain that, in the case of the four considered
operators: ∫
X
dPσ (·, t) =
∫
X
dP0 , t ≥ 0
We define mσ (t) =
∫
{(0,0)} dPσ (·, t) . We define also the measures dPσ (·, t) − mσ (t) δ(0,0). Using
Proposition 4.1 it then follows that this family of measures solves (1.1), (1.2) outside the singular point
(x, v) = (0, 0) . Using classical interior hypoellipticity results ([9], [10]), we obtain the representation
(4.4) where pσ ∈ C∞ in the set {x > 0}. On the other hand, we can prove that pσ ∈ C∞ for
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x = 0, v < 0 using the fact that the characteristic curves move away from the domain {x > 0} in
that region. Actually, it is possible to argue basically as in the proof of boundary regularity derived
in [15]. More precisely, introducing a cutoff function supported in the region {v < 0} which takes the
value 1 in the region where the regularity of p can be obtained, we would obtain a new function p˜
solving the same Fokker-Planck equation, but with some source terms containing the derivative pv
and the function p. The arguments in [15] then allow to prove that p ∈ C∞ {x ≥ 0, v < 0} . Using
then (1.2) we would obtain also regularity in {x = 0, v > 0}. Uniform regularity in compact sets of
{x = 0, v > 0} would then follow as in [15].
It then follows, since dPσ (·, t) is a Radon measure, and therefore, outer regular that pσ ∈ L∞
(
(0, T ) : L1 (X)
)
.
In order to obtain the stated results for the massesmσ (t) we need to study the asymptotic behaviour
of some solutions of the adjoint problems with initial data approaching the characteristic function of
the singular point. The specific form of the solutions under consideration depends on the specific
boundary conditions used.
In the cases of trapping and partially trapping boundary conditions we construct some particular
test functions with the form:
ϕ (x, v, t) = Φ
(
x
(t¯− t) 32
,
v
(t¯− t) 12
)
= Φ(ξ, η)
where Φ satisfies:
−3
2
ξ∂ξΦ− 1
2
η∂ηΦ ≤ ∂ηηΦ+ η∂ξΦ
in the sense of measures. Notice that this is equivalent to obtaining the inequalities ϕt (·, t)+Lϕ (·, t) ≥
0. In the case of trapping boundary conditions we look for functions with the form:
Φ (ξ, η) = a− Fβ (ξ, η)−W (ξ, η)
where we choose W satisfying:
∂ηηW + η∂ξW ≤ C0 (ξ |∂ξFβ |+ |η| |∂ηFβ |)
and the function W satisfies |W (ξ, η)| ≤ C
(
|η|2 + |ξ| 23
)
Fβ . The existence of the function W and
the previous estimate can be proved as Lemma 3.7. Choosing a > 0 sufficiently small we obtain
that |W (ξ, η)| < Fβ (ξ, η) in the neighbourhood of the singular point where Φ > 0. Moreover, by
construction we obtain L (Φ) (0, 0) = 0 due to the fact that L (Fβ) = 0. We then define a test function
Φ˜ as:
Φ˜ =
1
a
max {Φ, 0}
Then Φ˜ (0, 0) = 1. Using the duality formula (4.1) we then obtain:
(4.5)
∫
Rδ
Pσ (dxdv, t¯) ≥
∫
Rρ
Pσ
(
dxdv,
t¯
2
)
, t¯ > 0
where ρ > 0 is small but it can be chosen independently of δ, and δ > 0 can be taken arbitrarily small.
The integral on the right can be estimated uniformly from below, because P is strictly positive in a
set with the form RρR ρ
2
∩ {x > 0} for any fixed t¯ > 0 due to the strong maximum principle. This
type of strong maximum principle arguments in interior domains have been used also in [15]. Taking
the limit δ → 0 we obtain ∫{(0,0)} Pσ (dxdv, t¯) > 0 for any t¯ > 0. This gives mt,sub (t¯) > 0.
In the case of partially trapping boundary conditions we will look for test functions satisfying
ϕt (·, t) + Lϕ (·, t) ≥ 0 in the sense of measures, constructed by means of the auxiliary function:
ϕ (x, v, t) = a− Fβ (ξ, η)− (t¯− t)1−
3β
2 W (ξ, η)
where (ξ, η) =
(
x
(t¯−t) 32
, v
(t¯−t) 12
)
. Notice that for this function we have A (ϕ) = − (t¯− t)− 3β2 and
L (ϕ) (0, 0) = − (t¯− t)− 3β2 L (W ) (0, 0) . Moreover, since β < 16 we have
(
1− 3β2
)
> 0. The boundary
condition for ϕ then becomes:
(4.6) L (W ) (0, 0) = µ∗ |C∗|
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Writing the equation we obtain that ϕ satisfies ϕt (·, t) + Lϕ (·, t) ≥ 0 if:
L (W ) ≤ −C (|W |+ Fβ)
for a suitable constant C > 0 and where we have to impose the boundary condition (4.6). The
resulting function W is quadratic near the singular point. Therefore, for small |(ξ, η)| , and given that(
1− 3β2
)
> 0 it follows that Fβ (ξ, η) >> (t¯− t)1−
3β
2 W (ξ, η) . Then, if we choose a > 0 small enough,
and we define:
ϕ˜ = max (ϕ, 0)
it follows that ϕ˜ is a test function, whose support expands in a self-similar way and that it can be
used as in the case of trapping boundary conditions to prove that mpt,sub (t) > 0.
Notice that these test functions yield that
∫
{0} dPσ (·, t¯) > 0 for any t¯ > 0, using (4.5), as well as
the strong maximum principle which guarantees that P
(
·, t¯2
)
> 0 in a neighbourhood of the origin
in the set {x > 0} .
In order to prove that mnt,sub (t) = msup (t) = 0 we need to obtain test functions satisfying
ϕt (·, t) + Lϕ (·, t) ≤ 0 as well as A (ϕ) = 0 and taking initial values ”close” to the characteristic
function of the singular point and approaching to zero very fast.
It is natural to look for test functions which at least in some regions will have the form:
(4.7) ϕ (x, v, t) = 2δγ [(t¯− t) + δ]−γ Φ
(
x
(t¯− t+ δ) 32
,
v
(t¯− t+ δ) 12
)
for δ > 0 fixed. Plugging this in the equation ϕt + L (ϕ) = 0, and looking for functions satisfying
ϕt (·, t) + Lϕ (·, t) ≤ 0 we obtain the inequality:
(4.8) γΦ+
3
2
ξΦξ +
1
2
ηΦη + L (Φ) ≤ 0
We need to obtain a function Φ satisfying (4.8) in the sense of measures. We consider first the
case r < rc with non-trapping boundary conditions. To this end we consider a function Φ smooth
outside the origin, and homogeneous function, say Φ1 satisfying
3
2ξΦξ +
1
2ηΦη = −aΦ with a > 0
fixed, independent of γ. Notice that we can assume that Φ1 tends to infinity as (ξ, η) approaches the
singular point. Then, the inequality (4.8) holds for |ξ| + |η| large, because the contribution of the
term L (Φ) becomes smaller than −aΦ for large |ξ| + |η| and γΦ gives a small contribution if γ is
small. On the other hand, in order to obtain a bounded function for |ξ|+ |η| of order one we construct
a function Φ2 which takes the value 1 at the origin and is corrected by means of one function W
satisfying Cγ + L (W ) ≤ 0. This function can be constructed satisfying (4.8) in any bounded region,
as large as desired, if γ is chosen small, because then the contribution of the corrective term is small.
Taking the minimum of Φ1, Φ2 we obtain the desired test function satisfying (4.8) in the sense of
measures and the result follows.
In the supercritical case we can obtain a functions satisfying (4.8) as follows. The function Fβ
satisfies L (Fβ) = 0 and in the supercritical case β < 0. Then the contribution of the terms 32ξΦξ +
1
2ηΦη is negative close to the origin. Moreover, if we choose γ sufficiently small we obtain that
γΦ+ 32ξΦξ +
1
2ηΦη is negative. In order to obtain a bounded test function we construct an auxiliary
function, taking the value Φ (0, 0) = 1 and corrected by a term W satisfying Cγ + L (W ) ≤ 0 in
the usual manner. Taking then the minimum between both functions we obtain a new bounded test
function satisfying (4.8) in the sense of measures .
Notice that in both cases (supercritical case and subcritical with nontrapping boundary conditions),
the function (4.7) is larger than one in a neighbourhood of the singular point for short times, but
it decreases to values of order δ in times of order, say
√
δ if δ is small. This implies, taking the
limit δ → 0 that the mass at the singular point at any time t¯ > 0 is zero, using the duality formula∫
{(0,0)} dPσ (·, t¯)ϕ (t¯, ·) ≤
∫
X dPσ
(
·, t¯2
)
ϕ
(
·, t¯2
)
≤ ε0, where ε0 can be made arbitrarily small if δ is
small. 
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