Abstract: This paper presents a stereo vision-based autonomous navigation system using a GPS and a modified version of the VFH algorithm. In order to obtain a high-accuracy disparity map and meet the time constraints of the real time navigation system, this work proposes the use of a semi-global stereo method. By not suffering the same issues of the regularly used local stereo methods, the employed stereo technique enables the generation of a highly dense, efficient, and accurate disparity map. Obstacles are detected using a method that checks for relative slopes and heights differences. Experimental tests using an electric vehicle in an urban environment were performed to validate the proposed approach.
INTRODUCTION
Outdoor navigation is a complex task studied by many researchers worldwide. The terrain irregularity and the environment dynamics are some of the factors that contribute to its intricacy and make the sensors susceptible to noise and errors.
In order to navigate autonomously a robot needs to sense the environment and detect traversable paths. To accomplish this task, cameras, lasers and sonars are used. But almost every practical (i.e. capable of long-range autonomous navigation) navigation system uses a laser as its primary sensor (Thrun et al., 2006) . This work relies on a stereo camera to find traversable paths. A stereo camera resembles the human vision and has two lenses (and two image sensors) horizontally displaced with respect to each other. The advantage of having two images of the same scene is the possibility of relating each other and by doing that, obtain depth information of the environment by means of triangulation.
Cost, size and weight are some of the reasons why we chose a stereo camera instead of a laser. A stereo camera provides not only two-dimensional depth data but also colors and texture that can be used for purposes other than obstacle avoidance (e.g. object recognition). Cameras are significantly cheaper; for the price of a single laser it is possible to buy several cameras. Their size and weight also provide flexibility when mounting them on mobile platforms.
Many methods can extract depth information from the images of a stereo camera (stereo methods) and their results vary in quality and computational cost. An evaluation of some of them is presented in Scharstein and Szeliski (2002) . The vast majority of stereo-based navigation systems uses local stereo methods (many of them developed
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by the own manufacturer of the camera) without an evaluation of other methods (Murarka and Kuipers, 2009; Erkan et al., 2007; Sermanet et al., 2008) .
Due to the known limitations of local methods and the demand for precise sensing, this work aims at the use and evaluation of an open-source semi-global stereo method for outdoor navigation. The semi-global method was selected because it can achieve similar results of global methods while maintaining a relatively low computational cost (Hirschmuller, 2005) . Obstacles are detected by checking slopes and height differences in the point cloud. A modified Vector Field Histogram (VFH) (Borenstein and Koren, 1991) obstacle avoidance algorithm is used to evaluate the navigation system.
METHODOLOGY
The proposed system consists of a stereo camera that provides a pair of images. This pair is processed by the semiglobal stereo method to obtain a disparity map. Based on the extrinsics parameters of the camera, the disparity map is converted to a 3D point cloud. The RANSAC (Random Sample Consensus) (Fischler and Bolles, 1981) algorithm is then employed to estimate the orientation of the camera relative to the ground plane. The obstacle detection method classifies the points based on relative height differences and slopes. This information serves as input to the obstacle avoidance algorithm, which guides the vehicle to a predefined GPS point. Fig. 1 shows a diagram of the proposed methodology.
Semi-global Stereo Method
A stereo method attempts to match two images (usually from a stereo camera) on a pixel/sub-pixel level. Based on Scharstein and Szeliski (2002) , papers concerning dense stereo methods are classified according to a common taxonomy. Essentially they are divided into three groups: (I) local stereo methods, (II) global stereo methods and (III) the semi-global methods (Haller et al., 2010) . Since the discriminative power of a pixel is limited, dense stereo methods perform an aggregation step, in which pixel relative information is taken into account in the matching phase.
Local methods conduct the matching using local/adjacent pixel information. The simplest and most common one, uses the information within a square around the pixel, i.e. the block matching method. Semi-global stereo methods perform 1D energy minimization, in general, concerning entire lines. Finally, the global methods, perform 2D energy minimization involving the entire image.
Local stereo methods may be faster, but they have intrinsics problems. They assume constant depth within a correlation window, which is false on discontinuities and lead to blurred objects boundaries. This consequence is demonstrated in section 3.1 using experimental data.
Global methods lead the Middlebury 1 stereo methods rank, but due to their complexity, many of them are unsuitable for real-time applications (Scharstein and Szeliski, 2002) . In fact, most of them have a runtime of more than a minute on typical images (Hirschmuller, 2006 ).
An ordinary semi-global method is usually called "dynamic programming". It uses the dynamic programming technique in order to match horizontal lines. One of its drawbacks is the difficulty of relating the 1D optimizations of individual image rows to each other of the 2D image (Hirschmuller, 2005) , which induces weak vertical smoothness. The selected semi-global method performs multiple 1D optimizations using different directions, hence using more information and leading to a higher degree of smoothness. Concerning computational cost, a graphic processing unit (GPU) implementation can achieve 19 ms for an image with 512x382 resolution (Haller et al., 2010) .
Originally proposed by Hirschmuller (2005) , the semiglobal method uses mutual information and can utilize up to 8 directions in the aggregation step. The experiments were performed using an implementation that differentiates itself mainly by not using mutual information and the capability to match blocks instead of single pixels hence the name: semi-global block matching (SGBM). 
Obstacle Detection
The disparity map generated by the selected stereo method is transformed into a 3D point cloud based on the extrinsics parameters of the camera. Given the point cloud, the RANSAC algorithm, because of its robustness to noise, is employed to estimate the orientation of the camera relative to the ground plane. This is repeated every time the camera is mounted on the vehicle and serves as a calibration step. The plane parameters are used to rotate the point cloud, aligning the calculated plane with the x and z axis, therefore the y coordinate represents the height of the points relative to the plane.
The method described in the article from Talukder et al. (2002) , search for compatible points (illustrated by Fig. 2), where
z ) are compatible and obstacles if they satisfy the following conditions:
where H T , H max and θ T are suitable chosen constants.
The first condition refers to the difference in the height between two points and the second to the angle between the line segment containing the two points and the ground plane. A straightforward way of implementing the method would by comparing all points with each other, which would result in a high computational cost. In this case the complexity being of O(N 2 ), where N is the number of points. One way of reducing the search area is to approximate it to an image region considering the parameters H max , θ T and the focal length of the camera f . Assuming that the y coordinate of the image is associated with the point height, the search area for compatible points could be approximated by a projected triangle on the image, as Fig. 3 shows.
The height of the triangle on the image plane is equal to k/p z , where k = f H max and the angle of the triangle opening is equal to θ T . In this case, the complexity decrease to O(N K), where K is the number of points belonging to the projected area. There is, however, a problem with this approach: it is impossible to guarantee Fig. 3 . Approximation of the search area to a tringle in the image plane. Adapted from Talukder et al. (2002) .
that the coordinate y of the image plane is associated with the height of a point P . Like the original implementation, the approximation was done using a fixed size square, this ensures a certain robustness in relation to the variation of the angle of the camera to the scene and simplifies implementation. Fig. 4 illustrates the implementation, where pivot is the base point for the search.
Obstacle Avoidance
This work uses a modified version of the VFH algorithm to avoid obstacles. The main difference between the implemented algorithm and the original one is: the twodimensional Cartesian histogram grid is disregarded. This modification was possible due to the bi-dimensional nature of the depth information provided by the stereo camera and the precision achieved by the semi-global stereo method.
The polar histogram used has a width of 90 pixels, where each pixel represents a degree. In total there are 90 degrees, higher than the horizontal opening angle of the camera utilized. Vertically, the image has a size of 100 pixels. The obstacles density in each sector is calculated based on the distance of the point (vector magnitude) with respect to the sensor coordinate system. Every point considered an obstacle by the obstacle detection system is added to the histogram in their respective sector (or angle) and its height or influence is equal to the inverse of its distance. Finally, the sectors are scaled to fit the height of the histogram (100 pixels). Equations 1 and 2 show how this is done for a point P , where S j is the j sector in the Fig. 4 . Approximation of the search area by a square on the image plane, red circles represents the pivots and blue squares the corresponding search area. histogram, P x is the coordinate x of point P and ||P || is the magnitude of point P . Sf is used to size the sectors.
and
Candidate valleys are selected from the histogram. A valley is candidate if it falls below a defined threshold. When there are multiple candidate valleys, the destination valley is selected based on its distance to S targ , the destiny sector/angle. A valley is called wide or narrow based on S max parameter, if the valley width is larger (in number of sectors) then S max it is wide else it is narrow. The near border (k n ) of the destiny valley is the sector which is close to S targ and the far one is defined as k f = k n + S max . We select the destiny sector within the selected valley according to (3). The definitions used here can be seem in Borenstein and Koren (1991) .
We also calculate the velocity allowing it to slow down while it is steering. This is an important step given our platform steering speed. The velocity is defined by:
where V is the calculated speed, V max and V min the maximum and minimum desirable speed, Ω max the maximum steering angle and S steer is the steering angle present on (3). Fig. 5 shows an illustration of the histogram generated by the algorithm, where the red line is the threshold that separates non-navigable regions from navigable ones (above the threshold). Purple represents the obstacle density on each sector and the green segment points to the selected valley.
The VFH method does not account for the vehicle kinematics. To overcome this limitation a simple state machine has been created. After avoiding an obstacle, the algorithm enters into a state that ignores the calculated angle (unless there is another imminent obstacle) and moves forward approximately 1.5 meters (the vehicle size). This state machine turns out to be necessary, so the vehicle can pass the entire obstacle and avoid hitting its side while turning. 
GPS Navigation
The navigation system used an inertial sensor integrated with a GPS to perform the following tasks: (I) define the goal position; (II) estimate the heading; (III) estimate the direction to the goal.
Based on this information it is possible to estimate the angle between the heading and the goal ( § targ ) and use it as input to the obstacle avoidance algorithm. The algorithm uses this information to guide the vehicle, avoiding obstacles and steering it to the goal whenever possible.
EXPERIMENTS AND RESULTS

Stereo Algorithms
We compared the semi-global stereo method (SGBM) with the standard local block matching algorithm (BM). Some images were recorded (Fig. 6 ) and both methods were evaluated in terms of computational cost and density of the generated disparity map. A resolution of 400 by 300 was used in the images; the pre/post processing steps were the same for both algorithms and the disparity range was 32 pixels. The unknown percentage is the percentage of pixels that the stereo method could not find a match, thus having no depth information. The machine employed in the tests counts with a Intel Core i5-2500 processor operating at 4 Ghz. method while blocks larger than 9 appear to benefit the performance of the local method. This performance increase associated with the block size of the BM is probably due to SIMD (Simple Instruction Multiple Data) optimizations of the implementation utilized. The local block matching is approximately twice as fast as the semiglobal one, but still the semi-global could achieve 30 FPS which is enough for most real-time applications.
While the local method is faster, the semi-global method can generate a considerable denser disparity map using a smaller block size (Fig. 8) . This is important to preserve the details of the scene.
In order to obtain a denser disparity map with the local block matching method it was necessary to increase the size of the block, although leading to blurrier objects boundaries. Fig. 9 shows how a large block size hide details: using 25 by 25 pixels block size there are no boundaries between the two traffic cones on the disparity map.
It is important to notice that this work does not intend to be a full statistic performance evaluation of the methods. The objective is only to provide an insight into the differences of these two methods.
Navigation System
An experiment was conducted in which the electric vehicle from project Robotic Car for Intelligent Autonomous Navigation (CARINA), available at the Mobile Robotics Laboratory (LRM -USP) was able to navigate autonomously, avoiding obstacles such as traffic cones, curbs, car and people; safely reaching the goal.
We used a stereo camera STOC-15CM-M-MINI from Videre Design 2 as the main sensor; a DC electric motor controller from Roboteq 3 , model AX-2850 for steering; the open platform Arduino to control the acceleration and an inertial measurement unit integrated with a GPS from Xsens 4 model MTi-G. Fig. 9 . Illustration of the effects of a large block size circled in blue.
Concerning software, the open platform Player 5 was employed to control the actuators; the library OpenCV was used to calculate the disparity map; the framework Robot Operating System (ROS) 6 to generate and visualize logs. The library Point Clouds Library (PCL) 7 was used to manipulate the point cloud.
The environment chosen for the experiment was a parking lot at USP, São Carlos campus. We chose a starting point and a goal one so that the vehicle needed to avoid curbs, cars and people to reach the goal. We also arrange two traffic cones in the expected path. Fig. 10 shows a sequence of images illustrating the vehicle avoiding obstacles and reaching the goal. The vehicle starts its trajectory without any obstacle immediately visible and steers toward the target. After a few meters, the vehicle detects a curb, steers to the left and follows verging on it. Then two traffic cones are detected, the vehicle deviates from the two and goes back to the curb. At the end of the curb, the vehicle deviates from a car and gets back to steer to the target angle. Finally, the vehicle deviates from another car, a person and arrives at its destination safely.
The disparity map precision (and thus the point cloud) enabled the detection and avoidance of obstacles as low as 10 cm (curbs), making it suitable for urban environments. The trajectory performed by the vehicle is shown by the metric map in Fig. 11 , where the green segment represents the path provided by the MTi-G sensor, red cylinders are the traffic cones, blue rectangles are the cars, yellow circle the person and green circles represent the starting point and the goal. This same trajectory was repeated three times in order to test the system stability. It is possible to see the car oscillating towards the curb, this is due to the fact that the VFH algorithm does not consider the car kinematics nor the steering speed. A filter may be employed to remove this oscillation effect, thereby smoothing the car trajectory. The entire system showed an appropriate performance for its real time application. The steering angle was updated at a rate of proximately 5 hertz using a resolution of 400 x 300 the stereo images pair (the most computational demanding phase). Tests were conducted using a notebook Semp Toshiba model 1413G with an Intel Core 2 Duo T6500 processor.
CONCLUSIONS
This paper has presented a system for navigation and obstacle avoidance in real time using a stereo camera and a semi-global stereo method. Thereby demonstrating that this method can be used for navigation of autonomous mobile robots in outdoor environments, which demand a high degree of accuracy by the perception system employed. Such precision is usually obtained with the use of costly sensors, as lasers.
A brief comparison of the effects related to the chosen block size in local methods. The result has confirmed the well-known limitations of local methods and how a semiglobal stereo method performs in an urban environment. This work pushes towards the use of precise stereo methods that are now possible to run in real-time due to recent processing capability advances. We further believe that these methods may play an important role in autonomous navigation.
