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INTRODUZIONE 
 
Non sempre le linee sono sincrone, cioè l’output di una stazione diventa l’input della successiva. Spesso tra 
le varie stazioni sono posti dei magazzini  interoperazionali, detti buffer, che svincolano i ritmi di 
produzione tra i vari reparti. Il buffer funge da riserva di pezzi da lavorare, che faccia da scorta in caso di 
malfunzionamento di un macchinario della catena di produzione evitando che tale si blocchi totalmente. 
Perciò in un sistema produttivo la capacità inutilizzata deve esistere come garanzia di funzionamento della 
linea stessa. La presenza di un buffer risulta quindi necessaria per ridurre gli effetti di malfunzionamento 
delle stazioni, per disaccoppiare stazioni più veloci da stazioni più lente, per costruire dei magazzini di 
alimentazione della  linea, per consentire la preparazione del pezzo per le successive lavorazione. Un tipico 
sistema manifatturiero è costituito da una serie di risorse che lavorano una certa varietà di prodotti. Questi 
prodotti arrivano alle diverse risorse e se queste non sono disponibili devono attendere in una fila d’attesa 
o coda. Si creano così numerose code per ogni risorsa. Le attese posso essere viste in un’accezione positiva 
all’interno di una linea produttiva,infatti la presenza di una coda non implica necessariamente l’esistenza di 
un problema. La teoria delle code si propone di sviluppare modelli per lo studio dei fenomeni d’attesa che 
si possono manifestare in presenza di una domanda di servizio e quindi da utilizzare come input per la 
progettazione ottimale della linea stessa. Infatti tale teoria rappresenta un supporto alle decisioni 
nell’ambito della progettazione di un impianto industriale. Non è un modello ottimizzante ma permette una 
modellizzazione ottimale considerando un trade-off tra il vantaggio di un’ottima saturazione della risorsa 
critica e il costo determinato dalla coda in attesa e considerando l’aleatorietà del processo. Questo 
elaborato si propone quindi di dimensionare in modo ottimale il buffer tramite i principi della teoria delle 
code. Si parte quindi da un’analisi dei principi della teoria, illustrandone le caratteristiche principali e i 
risultati ricavabili. Il secondo capitolo illustra le principali tipologie di coda, in particolare la nomenclatura e 
la suddivisione delle stesse a seconda di alcuni parametri, quali la distribuzione del tempo di servizio e le 
discipline di priorità di esecuzione degli elementi in coda. Il terzo capitolo rappresenta quindi l’applicazione 
al dimensionamento stesso, con uno studio specifico dei maggiori casi applicativi . Data la versatilità della 
teoria delle code, questa può trovare diverse applicazioni in ambito aziendale e se ne vogliono illustrare le 
più importanti nel quarto capitolo.  
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CAPITOLO 1 
 
 
 
Teoria delle code 
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1.1.Sistema a coda  
Un sistema a coda è un sistema composto da un insieme non vuoto di servitori, capaci di fornire un servizio 
imprecisato, e da un insieme non vuoto di aree di attesa (buffer) capaci di accogliere i clienti che non 
possono essere serviti immediatamente. Quando la domanda e/o la capacità di erogazione del servizio 
sono soggetti ad aleatorietà, si possono infatti verificare situazioni temporanee in cui chi fornisce il servizio 
non ha la possibilità di soddisfare immediatamente le richieste. I clienti che non trovano un servitore libero 
si dispongono in modo ordinato, cioè in coda, e sono serviti in accordo a determinate discipline di servizio.  
 
 
     
       Popolazione      buffer/coda 
       
1.2.Caratterizzazione del sistema 
Per l’applicazione della teoria delle code è richiesta la creazione di un modello della situazione reale che 
prenda in considerazione gli aspetti fondamentali descritti di seguito.  
1.2.1.Distribuzione degli arrivi 
Il processo di arrivo descrive il modo secondo cui i clienti si presentano ed è generalmente un processo 
stocastico. Può essere modellato a partire da due parametri: il numero di clienti in arrivo e il tempo fra due 
clienti consecutivi (intertempo di arrivo). Il numero di clienti in arrivo può essere assunto come variabile 
aleatoria con una distribuzione di probabilità di Poisson. Considerando  in numero medio di arrivi 
nell’unità di tempo, la probabilità che si ottengano n arrivi nell’unità di tempo t è P (n, t) = 
       
  
.  
Il tempo tra due arrivi è invece una variabile casuale con distribuzione esponenziale negativa.  La densità di 
probabilità fra due arrivi è perciò f(t) = e-t. 
1.2.2.Distribuzione del tempo di erogazione del servizio 
Il processo dei servizio descrive il modo secondo cui ciascun servitore eroga il servizio. Esso è definito in 
termini delle distribuzioni dei tempi di servizio. È legato al processo di arrivo, infatti un prodotto può essere 
servito solo se è già arrivato. Perciò anche il tempo di erogazione del servizio è una variabile aleatoria. Il 
modello considerato prevede nuovamente una distribuzione della variabile secondo una legge 
 
… 
 
 
Servente 1 
Servente m 
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esponenziale negativa, con una velocità di servizio pari a μ. La distribuzione di densità di probabilità g(t) 
sarà g(t) = μe-μt. 
1.2.3.La popolazione dei clienti 
La popolazione è l’insieme da cui arrivano i clienti e a cui tornano dopo essere stati serviti. Può essere finita 
o infinita. La popolazione finita può essere facilmente individuabile in ambiente manifatturiero in quanto si 
è soliti dividere la popolazione in lotti collocati su appositi pallet. I clienti che derivano dalla stessa 
popolazione sono indistinguibili. 
1.2.3.La coda 
La coda è formata dai clienti presenti nel buffer, in attesa di essere serviti. La capacità del buffer può essere 
finita o infinita. Nel caso di un buffer di dimensione finita, questo influenza la capacità del sistema, cioè il 
numero di clienti in attesa. I clienti che arrivano dopo che sia satura la capacità, sono respinti.  
1.2.4.I servitori 
I servitori sono i soggetti che processano i clienti in coda. Possono quindi comprendere sia gli operatori 
umani che le macchine automatiche della linea produttiva. Sono in numero noto e costante, fissato a livello 
di progetto e possono essere disposti in serie o in parallelo a seconda che la lavorazione sia contemporanea 
o per fasi successive. Potrebbe esserci anche una variabilità nei tempi che gli operatori dedicano ai clienti. 
Perciò il tempo di esecuzione viene descritto da una distribuzione probabilistica. 
 
1.3.Conclusioni 
Chiarite le ipotesi di lavoro, si possono elaborare alcuni interessanti risulatati della teoria. 
1.3.1.Condizione di stazionarietà in coda 
Ricordando che  rappresenta il numero medio di arrivi previsti al sistema e μ è il numero medio di servizi 
erogabili dal sistema, se  > μ allora coda crescerebbe indefinitamente. Questa è una condizione di 
instabilità della coda e quindi del sistema. La condizione di stazionarietà, quindi di funzionameto del 
sistema, impone μ > . In altri termini, definita ρ =  /μ l’intensità di traffico, allora deve essere ρ < 1. 
 
  
     
 
7 
 
1.3.2.Numero di clienti nel sistema 
Il numero totale di clienti in servizio e in attesa viene calcolato tramite la probabilità Pn che ci siano n clienti 
nel sistema Pn = (1 – ρ) ρn. In particolare di ricava che il numero medio di clienti Ls che si attende avere nel 
sistema: 
Ls =           = 
 
 μ    
 
1.3.3.Tempo di attesa nel sistema 
La differenza (μ - ) rappresenta la differenza tra la capacità di erogazione del servizio e quella di consumo 
dello stesso da parte dei clienti. Il tempo di attesa è quindi legato a questa differenza e distribuito 
anch’esso secondo una legge esponenziale negativa. Quindi la distribuzione di probabilità per il tempo di 
attesa nel sistema sarà (t) = (μ - ) e- (μ - )t. L’attesa media di un cliente nel sistema Ws può essere espressa 
come: 
Ws = 
  
 μ    
 
 
1.3.4.Numero medio di clienti e tempo di attesa in coda 
Si può dimostrare che il numero medio di clienti che sono mediamente prenseti all’interno della coda è 
legato al numero di clienti nel sistema, in particolare: 
Lq = Ls - 
 
μ 
. 
Anche l’attesa media di un cliente all’interno della coda è legata a quella media nell’intero sistema dalla 
relazione:  
Wq = Ws - 
  
μ  
. 
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CAPITOLO 2 
 
 
 
Tipologia di coda in/out 
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2.1.Notazione Kendall 
Nel 1953, David George Kendall introdusse una notazione utile per la descrizione immediata del sistema a 
coda. Tutti gli elementi che definiscono una coda sono evidenziati nella notazione A/B/c/K/m/Z, dove i 
simboli denotano: 
 A: la distribuzione degli intertempi di arrivo; 
 B: la distribuzione dei tempi di servizio; 
 c: il numero dei servitori; 
 K: la capacità del sistema; 
 m: la dimensione della popolazione sorgente; 
 Z: la disciplina di servizio. 
Le distribuzioni di probabilità A e B sono sostituite dai simboli che le rappresentano: D denota una 
distribuzione costante (deterministica), M la distribuzione esponenziale negativa (Markoviana), Ek la 
distribuzione di Erlang di ordine k, e G la distribuzione generica. Se ne vogliono descrivere le caratteristiche 
principali di ognuna di seguito.  
2.1.1.Distribuzione costante(D) 
Nel caso di una distribuzione costante deterministica gli istanti d’arrivo dei clienti e i tempi di esecuzione 
dei servizi richiesti sono noti a priori. Se il primo cliente i che entra nel sistema è il primo a essere servito, 
l’istante d’uscita x(i) è dato dalla somma del tempo di servizio e del massimo tra il tempo d’arrivo a(i) e 
l’istante d’uscita del cliente precedente: 
x(i) = s(i) + Max {x(i-1), a(i)}. 
Il tempo di attesa del cliente i sarà invece: 
w(i) = x(i) – s(i) – a(i). 
Il caso totalmente deterministico è però difficile che si verifichi in realtà. In genere gli arrivi dei clienti e la 
durata del servizio sono affetti da incertezza, quindi sono modellati come processi stocastici. 
2.1.2.Distribuzione esponenziale(M) 
La distribuzione esponenziale è quella che trova maggiore applicazione nella teoria delle code. Denota un 
sistema aperto formato da centri di servizio con:  
 Distribuzione del tempo d’interarrivo  di tipo esponenziale; 
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 Tempo di servizio degli utenti μ indipendente e identicamente distribuito. 
La densità di probabilità p(x) diventa perciò: 
p(x) =   
         
                 
  ; 
in particolare la probabilità che un evento si presenti in un intervallo di tempo dx è proporzionale a dx, con 
 come costante di proporzionalità e la probabilità di avere più di un evento nell’intervallo di tempo dx è 
nulla. Tale distribuzione è considerata inoltre priva di memoria poiché la probabilità di ritardo di un evento 
non dipende da quando si è verificato evento precedente, perciò utile per modellare gli intertempi di arrivo 
che non siano correlati. Questa distribuzione descrive bene anche i tempi di servizio con prestazioni poco 
omogenee. Allo stesso modo infatti la densità di probabilità p’(x) per i tempi di servizio è: 
p’(x) =  
μ  μ        
                 
  . 
Tale distribuzione esponenziale, viene anche detta di Markov  in quanto lo stato della coda può essere 
descritta da una catena di Markov. Infatti l’evoluzione del sistema in tutti gli istanti successivi all’istante 
corrente t dipende soltanto dallo stato del sistema in t. Inoltre posso definire una funzione x(t) che sommi 
tutta la storia del sistema.  
Quando gli intertempi sono esponenziali, il numero di eventi N(t) che si verificano in un dato tempo t è 
descritto da un processo di Poisson: 
P{N(t) = n} = [(t)ne-t] / n!. 
Il processo di Poisson ha un valore atteso E{N(t)} = t. 
2.1.2.1.La coda M/M/1 
Questo tipo di coda trova numerose applicazioni in ambito industriale. È fisicamente composta da un buffer 
di dimensioni finite, un solo servitore e il tempo di interarrivo e di servizio sono variabili aleatorie 
esponenziali negative (markoviane). Questo tipo di coda segue un processo nascite-morti, poiché gli eventi 
possibili che si verificano possono essere: 
 Nessun arrivo e nessun completamento di servizio (permanenza nello stato); 
 Un arrivo e nessun servizio (transizione dallo stato k allo stato k+1 con probabilità t); 
 Nessun arrivo e un completamento di servizio (transizione dallo stato k allo stato k-1 con 
probabilità μt); 
 Uno o più arrivi e uno o più completamenti di servizio; 
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perciò il tasso di nascite sarà k = , k 0 e il tasso di morte μk = μ, k 1. 
2.1.2.2. Teorema di Little 
Se una coda è stabile, in media devono uscire tanti clienti quanti ne entrano. Per una coda M/M/1 la 
velocità di uscita è quindi .  Si può dedurre il teorema di Little per il quale il numero medio di elementi 
presenti nel sistema è uguale al tempo medio di permanenza nel sistema per il tasso d’ingresso. Quindi il 
tempo medio di attesa dei clienti Ws nel sistema è: 
Ws = Ls / . 
Questa legge prende il nome di formula di Little. 
Per una coda M/M/1 il tempo di attesa nel sistema è Ws = 1 / (μ - ), mentre il tempo medio di attesa in 
coda è Wq = Ws – ( 1 / μ). 
Questa legge viene utilizzata nella gestione degli impianti industriali per stabilite il tempo di 
attraversamento Ta, il ritmo produttivo TH o il materiali in lavorazione(WIP = work in progress) durante il 
tempo di attraversamento, in particolare risulta che: 
WIP = TH   Ta. 
2.1.3.Distribuzione di Erlang (Ek) 
Una variabile casuale con densità di probabilità Ek si può pensare come ottenuta dalla somma di k variabili 
casuali statisticamente indipendenti i identicamente distribuite. La funzione di distribuzione di probabilità 
f(t) è del tipo: 
f(t) = (kμ)k tk-1 e-kμt / (k-1)!     per t≥0. 
La distribuzione di Erlang ha media 1/μ e varianza 1/kμ2. Tale distribuzione presenta un’importante 
proprietà in quanto la somma di k variabili aleatorie indipendenti esponenziali di media 1/kμ è una variabile 
aleatoria con distribuzione di Erlang di ordine k. Tale distribuzione può essere interpretata come la 
distribuzione del tempo di servizio di un sistema in cui vi sono k servitori esponenziali in serie, in cui però il 
primo servitore non può iniziare un nuovo servizio se l’ultimo non ha concluso il proprio.  
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2.1.4.Distribuzione generica(G) 
Si tratta di una distribuzione non regolata da relazioni matematiche esatte. Viene inoltre descritta tramite 
una formula equivalente per le code M/M/1 ma che tiene conto della variabilità dei tempi di arrivo e di 
esecuzione: 
Wq =  
  
    
 
 
  +  
 
   
   ; 
dove  ca = coefficiente di variabilità del tempo di arrivo, 
               ce =  coefficiente di variabilità del tempo di esecuzione, 
  u = coefficiente di utilizzo, 
  te = tempo di esecuzione. 
Il tempo di attesa in coda aumenta all’aumentare del variabilità, dell’utilizzo o del tempo di esecuzione.  
 
2.3.Discipline di gestione 
Una disciplina di gestione è un algoritmo di ordinamento degli utenti in coda in base al quale viene 
selezionato l’utente da servire, ovvero l’ordine con cui estrarre gli utenti in coda. Questa dipende 
dall’ordine di arrivo alla coda, dalla priorità assegnata e dalla quantità di servizio fornito. In particolare il 
passaggio dalla coda al servizio può avvenire secondo una disciplina: 
 FIFO(first in, first out), in cui l’accesso al servizio viene dato in ordine di arrivo. Viene cioè servito 
per primo il primo cliente che si è posto in fila.  
 LIFO(last in, first out), in cui l'accesso al servizio avviene in ordine inverso al tempo di arrivo. Cioè 
l’ultimo cliente arrivato è il primo a essere servito. 
 SIRO (service in random order), in cui l’utente da estrarre dalla coda e servire viene selezionato in 
modo casuale.  
 Schemi di priorità, in cui ai clienti in arrivo è assegnata una priorità e il servizio è attribuito al cliente 
che in quel modo ha la priorità più elevata rispetto a tutti gli altri clienti in coda, 
indipendentemente dal tempo di attesa.  
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 Dimensionamento del buffer 
 
 
  
     
 
14 
 
3.1.Introduzione al problema 
 Il buffer è considerato come lo spazio posto a monte della risorsa critica in cui i componenti attendono per 
un arco temporale  che descrive l’anticipo di tempo della commessa in coda davanti alla risorsa critica, 
rispetto al tempo di effettivo impiego. Sono inseriti tra le macchine per evitare la propagazione di eventuali 
interruzioni e, quindi,  per sincronizzare la linea . Vincoli fisici e molte circostanze impongono dei limiti 
superiori e inferiori allo spazio del buffer all’interno di una linea produttiva.  Se il buffer è troppo grande 
l’archiviazione dei semilavorati e i costi capitali aggiuntivi sono superiori all’incremento di produttività. Se il 
buffer è troppo piccolo, le macchine possono essere sottoutilizzate e la domanda non soddisfatta. 
Consideriamo una linea produttiva con m macchine (M1,M2,…,Mm) connesse con (m-1) buffer (B1,B2,….,Bm-1). 
Presa una macchina Mi , a volte questa può ridurre o fermare la propria produzione a causa delle iterazioni 
con le altre macchine, per guasti o per il set up. Se il buffer Bi è pieno, Mi non può produrre ad una velocità 
maggiore rispetto a quella di Mi+1. Così se il buffer Bi-1 è vuoto, Mi non può produrre ad una velocità 
superiore a quella di Mi-1. 
 
Linea produttiva con buffer 
Trovare la dimensione ottimale del buffer non deve perciò influenzare i limiti di spazio e finanziari. 
 
3.2.Casi di applicazione 
Di seguito sono analizzati i principali casi applicativi della teoria, in base alle diverse tipologie di linee 
produttive.  
3.2.1.Processi a ciclo definito 
Consideriamo un processo di arrivo di tipo poissoniano e un tempo di arrivo esponenziale. La velocità di 
arrivo è , mentre le velocità di servizio è 1/μ. La coda è di tipo M/M/c/c+b, dove b è lo spazio extra del 
buffer disponibile per archiviare i componenti in attesa di processo. Ogni cliente che arrivando trova i 
server occupati o il buffer di capacità b occupata, viene perso. 
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 Considerati: 
 
      EN = numero medio di clienti, 
      TH = tempo di lavorazione, 
      LR = tempo di attesa 
      B = probabilità che gli arrivi vedano il sistema pieno, 
allora: 
LR = B,  TH =(1-)B. 
 
Detto w il profitto per il cliente servito, e (b) il costo per unità di tempo della capacità aggiuntiva b,il 
problema di dimensionamento del buffer consiste nel trovare b* che massimizzi il profitto: 
b* = arg MAX (wTH (, μ, c, b) - (b)). 
 In particolare, per le linee di flusso costituite da m stadi, il dimensionamento del buffer di ogni stadio deve 
tener conto dello spazio disponibile a valle, lo spazio massimo attribuibile al buffer è pari a b i – ci. 
3.2.2.Processi a ciclo non definito 
I processi a ciclo non definito sono quei processi che possono mutare in corso di lavorazione. Si vuole quindi 
sincronizzare il flusso produttivo agendo sul buffer posto a protezione della risorsa critica. La dimensione 
ottima del buffer è determinata attraverso un trade- off tra il vantaggio di un’idonea saturazione della 
risorsa critica e il costo alternativo della coda in attesa. L’idea di base consiste nel concentrarsi sull’analisi 
delle risorse produttive che costituiscono il collo di bottiglia ossia le risorse tali per cui le prestazioni di un 
sistema o le sue capacità sono fortemente vincolate da un singolo componente, con il fine di ottimizzarne il 
coefficiente di utilizzo, attraverso la sincronizzazione del flusso produttivo.  
Il primo passo è ricavare le informazioni di carattere generale (relative ai clienti o allo storico delle 
commesse) disponibili al momento dell’accettazione degli ordini o al momento di inizio delle lavorazioni.  A 
partire da questi si estrapola un’indicazione stocastica della probabile richiesta di cicli di lavoro.  
A questo punto si individua quale risorsa costituisce il collo di bottiglia. Questa posizione non è costante o 
individuabile in maniera deterministica, ma deve essere aggiornata ad ogni lancio di commessa in quanto 
l’assetto produttivo è in continua variazione e si ha un continuo spostamento della criticità da una risorsa 
all’altra. Il collo di bottiglia è individuato dal valore massimo del tempo in cui la risorsa stessa è impiegata 
dalle commesse. Il buffer rappresenta una “riserva” di tempo che, assorbendo le fluttuazione del sistema 
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produttivo, garantisce una costante disponibilità di commesse pronte ad essere lavorate dalla risorsa 
identificata come collo di bottiglia.  
La risorsa critica viene considerata come l’unico servente di un sistema a coda di tipo M/M/1. Indicati con: 
 C1, il valore economico medio generato dalla risorsa critica per unità processata; 
 C2, il costo medio unitario della coda per unità in coda per unità di tempo; 
 μ,  il tasso di servizio [pz/tempo]; 
 , il tasso di utilizzazione [numero puro]; 
allora:  
 μ   ρ   C1 è il valore prodotto dalla risorsa critica,  
 
  
   
   C2 è il costo della coda di attesa. 
Il trade-off economico, rappresentato dall’alternativa tra l’opportunità di saturare il collo di bottiglia ovvero 
sostenere il costo della coda, si evolve attraverso l’ottimizzazione della differenza tra i due valori 
precedentemente calcolati. Questa massimizzazione graficamente è rappresentata in Fig.2. 
 
Trade-off tra il valore prodotto dalla risorsa critica ed il costo della coda 
 
Matematicamente viene invece calcolata massimizzando la funzione seguente: 
Max  μ  ρ  C    
  
   
 C   
    
 
 ρ
 μ  ρ  C    
ρ 
  ρ
 C   = 0, 
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perciò si ricava il valore ottimo del tasso di utilizzazione del collo di bottiglia: 
ρ* = 1 - 
 
 μ
  
  
  
.  
Risulta anche che il valore ottimo del tasso di arrivo delle commesse è: 
* = μ       
 
 μ
  
  
  
 . 
Infine la lunghezza della coda in attesa è: 
L* = μ
  
  
         
 
 μ
  
  
  
 
 
. 
3.2.3.Processi in linee di assemblaggio 
Anche in questo caso la dimensione del buffer tra i centri macchina del sistema a code  sarà allocata data 
una funzione obiettivo che lega il volume produttivo della linea di assemblaggio alla capacità e al costo del 
buffer. La funzione obiettivo è perciò: 
Max {Z =    (   -   ) -    }, 
dove           medio dell’ M-esimo centro macchina, 
    = ricavo medio degl ingressi, 
                 = costo medio variabile di produzione, 
                 = costo fisso  medio per ogni prodotto, 
                  = numero totale di unità nella linea di produzione in un dato stato (compresi quelli in servizio). 
 
Il problema di allocazione è un problema stacastico, non lineare dove il vettore delle decisioni è intero. Le 
decisioni possono includere la dimesione intera del buffer e la velocità delle macchine. Vista la natura non 
lineare e del problema e non esistendo espressione per stimare il volume in un network a code aperte, è 
necessario trovare un metodo di ricerca di approssimazione che ottimizzi la soluzione. 
 Spesso, però,  il buffer viene sovradimensionato in modo da massimizzare il volume produttivo. 
L’equazione oggetto da cui stabilire l’ottima allocazione del buffer viene modificata in modo da  aggiungere 
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un’ulteriore termine che tenga conto della penalizzazione per i buffer di capacità eccessiva. L’equzione 
perciò diventa 
Max{Z =    (   -   ) -      -      
 
   }, 
dove       = costo medio del buffer 
    xi = dimesione del buffer al nodo i. 
3.2.4. Processi a lotti 
Quando i prodotti che costituiscono un lotto devono essere movimentati tra le due stazioni successive, 
questi devono attendere dopo la prima stazione affinché si formi un lotto di dimensione t. Infatti quando il 
primo prodotto arriva nel lotto di trasferimento, questo deve aspettare gli altri t-1 prodotti, mentre l’ultimo 
ad arrivare non deve attendere. Perciò il numero medio di parti che aspettano in un lotto è (t-1)/2. Il buffer 
in questo caso di configura, perciò, come lo spazio fisico dove i prodotti attendono affinché si formi il lotto 
che viene in seguito trasferito per ulteriori lavorazioni. Data la conservazione del flusso in un sistema a 
coda, le parti arrivano al lotto di trasferimento con la stessa velocità con cui arrivano alla stazione stessa. Il 
tempo medio di attesa è  perciò pari al numero medio di parti che attendono in un lotto intermedio il 
tempo medio di arrivo delle parti. Le parti arrivano al lotto di trasferimento in gruppi che hanno 
dimensione bkl. L’effettiva dimensione del lotto di trasferimento è perciò tkl/bkl. Il numero di parti zi che 
attendono che il lotto di formi è perciò: 
zi = bkl(
   
   
 - 1) / 2. 
Il buffer deve però essere dimensionato in modo da contenere i prodotti che attendono che si formi il lotto 
di trasferimento.  
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CAPITOLO 4 
 
 
 
Altre applicazioni aziendali 
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4.1.Livello di servizio 
Il livello ottimo di servizio, espresso come numero ottimo di stazioni all’interno della linea, viene espresso 
attraverso un’analisi dei costi. Si consideri una coda a singolo canale con tasso di arrivo  e tasso di servizio 
μ, con Ls presenze nel sistema e regolato dai costi: 
 C1: costo unitario dell’incremento del tasso di servizio, 
 C2: costo unitario dell’attesa del cliente. 
Il costo totale è esprimibile come funzione del tasso di servizio: 
TC(μ) = C1   μ + C2   Ls(μ). 
Per trovare il livello di servizio ottimo, si minimizza la funzione di costo perciò,ricordando che Ls = 

μ  
 
 
 μ
 TC(μ) = C1  + C2   
    μ 
 μ
 =  C1 - C2   

 μ    
   μ    
     
  
. 
 
 4.2.Capacità produttiva 
Considerata la risorsa i-esima: 
 
                  Xi                        μi 
L’utilizzo della risorsa i-esima è ρi = 
  
      
. Nessuna macchina può superare la capacità massima teorica, 
perciò ρi <1. 
Si impone quindi la disequazione tale per cui   ρi = 
  
      
  <1. Da questa si ricava che la capacità massima 
produttiva del sistema si ottiene minimizzando la funzione seguente: 
  = mini  
       
  
   
Questo valore è perciò quello che massimizza la produttività in base alle scelte impiantistiche e di linea, 
quali i passaggi dei pezzi sulle macchine Vi, in numero di servitori Si e la capacità produttiva massima dei 
centri produttivi i.  
Mi, Si 
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 4.3.Dimensione dei lotti 
Molto spesso nell’industria manifatturiera il problema del trasporto fa sì che non sia conveniente spostare 
un pezzo per volta. Per far fronte a questo problema tutti i componenti da lavorare, in attesa di lavorazione 
fino ai prodotti finiti vengono raggrupparti in lotti. La teoria delle code trova applicazione anche in questo 
contesto al fine di trovare la dimensione ottima del lotto di lavorazione.  
Il carico di lavoro per ogni stazione è W. Questo deve essere allocato su m macchine, perciò consideriamo 
wi il lotto derivato da W da mandare alla i-esima macchina. Si assume che l’allocazione del lotto sulla 
macchina sia distribuita esponenzialmente. Si vuole quindi trovare la dimensione del lotto che minimizzi il 
lead time di produzione, ossia il tempo di necessario affinchè la richiesta del cliente sia soddisfatta. 
Indicando sempre con  la velocità di arrivo al sistema allora il problema di minimizzazione si traduce come: 
min 
  
     
 
   , 
soggetto a    
 
    = W. 
 
4.4.Calcolo delle prestazioni 
Le problematiche generali di interesse per il calcolo delle prestazioni di un dato sistema produttivo 
riguardano i costi (profitti) coinvolti. In un sistema a cosa i costi sono legati al tempo di attesa dei clienti 
(costi variabili) e al numero di servitori disponibili (costi fissi). Prestazioni ottimali sono rilevabili attraverso 
un massimo sfruttamento delle risorse  del sistema cercando di rispettare le esigenze dei clienti (riduzione 
dei tempi di attesa).   
La teoria delle code consente di determinare proprietà statistiche di alcune grandezze di interesse, quali i 
valori medi delle seguenti grandezze: 
 numero medio di clienti nel sistema, 
 numero medio di clienti in attesa, 
 tempo medio di permanenza dei clienti,  
 tempo medio di clienti. 
A partire da questi vengono calcolati i principali indici prestazioni di una linea di produzione, tra cui: 
 ρ coefficiente di utilizzazione dei servitori (rapporto tra tempo di servizio e tempo disponibile 
complessivo), 
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 pn probabilità che vi siano a regime n clienti nel sistema.  
Tali  valori, che sono assunti dagli indici di prestazione precedentemente elencati, dipendono ovviamente 
dalla struttura della coda e da tasso di arrivo dei clienti.  
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CONCLUSIONE 
In questa tesi è stato trattato il problema del dimensionamento del buffer interoperazionale, posto in una 
linea produttiva al fine di svincolarne i ritmi e ridurre i tempi di attesa delle macchine a seguito di 
interruzioni. Si è quindi voluto svolgere un’analisi delle linee a coda al fine di capirne i principi di regolazioni 
e i principali risultati. Data inoltre la notevole varietà di tipologie di sistemi produttivi, ho voluto 
presentarne la differente applicazione per meglio raffigurare la versatilità della teoria stessa. Il 
dimensionamento del buffer si configura spesso come l’ottimizzazione di una funzione che considera il 
volume produttivo all’onere dovuto alla fila d’attesa,quindi alla gestione del buffer stesso. Si è quindi voluto 
evidenziare come, nonostante le code e le attese posso essere viste in un’accezione negativa in una linea di 
produzione, queste possono comunque essere sfruttate per dimensionare la linea stessa o per la 
valutazione delle prestazioni.  
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