The aim of this paper is to evaluate the trade integration process of the Visegrad countries from a special point of view, namely by estimating border effects in the countries. The regressional analysis run with two different estimators (OLS vs. PPML) on two different model specifications suggests that between 1995 and 2011 the V4 countries were integrating continuously into the Single Market of the European Union. The results also show that the size of border effect is fairly sensitive to the estimator and particularly to the specification chosen by the researcher. According to the country-level estimation, Hungary seems to be the most integrated country getting the lowest home bias parameters followed by the Czech Republic, Slovakia and Poland, respectively.
Introduction
Since the middle of the 1990s a growing number of researchers have been interested in examining border effects that is comparing domestic merchandise trade flows with international ones within the framework of gravity models. It has been pointed out that borders still have a determining role in hindering cross country trade interactions. Generally the literature states that theoretically the national market is the most integrated one; hence it can be used as a benchmark when one examines the level of international market fragmentation. It is a well-known fact since McCallum's (1995) famous seminal paper that international markets are far from perfect integration, countries show an excessive favour towards domestic trading partners even during today's accelerating globalization. Moreover, studies in connection with the US States (Wolf, 2000; Millimet and Osang, 2007; Coughlin and Novy, 2013; inter alia) and the European Union member countries Mayer, 2000, 2002; Nitsch. 2000; Chen. 2004; Pacchioli, 2011; inter alia) emphasized, that this phenomenon called border effect exists even within the most integrated regions of the world, although the magnitude of that seems to be sensitive to different model specifications.
Studying the time trend of border effect gives the opportunity to evaluate the integration process of international markets. Helliwell (1998) for instance demonstrated that the Canada-US border effect was declining during the period of 1988-1996 (from around 22 to 11) as a sign of deepening integration. In line with the development of the European integration the number of empirical investigations in the connection with the presence and evolution of border effect in Europe has grown rapidly, as well. Working with panel data Head and Mayer (2000) could point out a kind of development in the European internal market when they estimated the evolution of border effect among 9 member countries through the 1980s. Although it is a cross sectional analysis we can draw some useful conclusions from Chen's (2004) work as well. According to her results the older EU members like Germany or the United Kingdom showed much smaller border effect in 1996 than the recently joined Finland. On the whole, it is ascertainable that European countries show a huge bias towards domestic trade before or in the beginning of their EU membership. However, after the adaptation to the new system and becoming a member of the community border effect is usually decreasing year by year as a sign of deepening market integration.
By examining the Central and Eastern European (CEE) region from this regard is able to contribute to the literature. Although a respectable number of researchers have dealt with the post socialist transformation of these countries, just a minority of them (Cheptea, 2010; Pásztor, 2014) have focussed directly on border effect estimations using the gravity model so far. Horvath et al. (2008) for instance approached this problem through the fulfilment of the law of one price. Accordingly, this paper introduces the trade integration process of the Visegrad countries into the European Union through a border effect estimation. Furthermore, to raise robustness it compares two different model specifications (time invariant individual and time fixed effects versus time varying individual and country pair fixed effects) and two different estimators (ordinary least squares versus Poison pseudo-maximum likelihood). The remainder of the paper is the following. The next section describes a theoretical basis for border effect estimation. The third section clarifies the methodological problems. Section 4 introduces the exact model specification and the data. Then, in Section 5 the main results and findings are interpreted. Finally, the last part concludes the remarks of the paper.
Theoretical Background -Border Effect and the Gravity Model
In a frictionless world economy the ratio of domestic to foreign goods in domestic consumption has to be identical to the ratio of domestic production to world production (Balta and Delgado, 2007) . In reality, however, countries show an excessive favour towards domestic products, which has two main reasons: income inequality and border related transaction costs. Samuelson (1954) already admonishes that transaction costs can trigger substantial home bias in consumption. McCallum (1995) also demonstrates a huge home bias in trade which he calls border effect. Based on data from 1988, the author claims that a Canadian province trades with another province 22 times more than it would do with an American state of the same economic size and equidistant from it. His questionable finding launches a comprehensive sub-literature in order to solve one of the major puzzles in international macroeconomics as Obstfeld and Rogoff (2001) designate it. These facts suggest that after controlling incomes, distances and other costs of international transactions or looking at deeply integrated regions one should observe that state borders themselves have minor role in international merchandise trade interactions.
To estimate the size of over-preference of domestic trade partners correctly one should first look at the evolution of the gravity model through recent decades. The model has been the most successful and reliable tool for a long time to examine the determinants of international merchandise trade flows. The general framework Equation 1 developed by Tinbergen (1962) and Pöyhönen (1963) provides significant relationship among economic sizes (Y i , Y j ), geographical distance (D ij ) and values of bilateral trade flows (T ij ). As far as in the early years of existence numerous empirical investigations were motivated by the strong explanatory power of the model notwithstanding that those specifications were mostly based on physics rather than economics.
The first microeconomic derivation of the gravity model came by Anderson (1979) , who supposed perfect competition and worked with the so called Armington assumption, that is, products are differentiated by country of origin. According to this approach, in equilibrium the national income of a country equals the sum of the demand for domestic and foreign goods. Hence the bigger a country's economic mass the more goods it exports and imports (i.e. the expected sign of γ and δ in Equation 1 is positive). In addition, the 'gravitational' pull of a country weakens as the distance (cost of transportation) increases between the trading partners (i.e. the expected sign of θ in Equation 1 is negative) because part of the value of the traded goods melts away (Samuelson, 1954) . After Anderson, some other foundations were revealed showing that the gravity equation can be derived from a wide range of trade theories. Krugman (1980) and Bergstrand (1985 Bergstrand ( , 1989 considered increasing returns and monopolistic competition as the theoretical basis, while Deardorff (1998) showed that bilateral trade based on differences in factor endowments can be also described with Tinbergen's and Pöyhönen's basic concept. Furthermore, it was confirmed by Eaton and Kortum (2002) that the gravity equation can be a reduction of a classical Ricardian international trade model, as well. All in all, it should be noticed that all of the derivations have something in common. They all use a general equilibrium approach of the international trade in the final goods sector.
In a more recent and widely cited theoretical concept Anderson and van Wincoop (2003) warned researchers that earlier theoretical derivations and thus empirical papers based upon them did not consider some important factors called multilateral trade resistance terms. Namely, the pattern of trade between two given countries depends on the size of bilateral trade barriers relative to the average trade barriers in the world, too. According to their findings, these complex price (or resistance) terms are unobservable, however, can be subscribed as a system of equations including variables having exact values such as distance, border-related transaction costs and relative incomes. The following Equation 2 shows the theoretically consistent gravity equation:
where x ij means merchandise export flows from country i to country j. Y i , Y j , Y w are nominal incomes of countries i, j and the world respectively. P i and P j denote the multilateral resistance terms for country i and country j. Finally, t ij represents trade costs between the two countries i and j. The trade cost variable can be further divided as it seems to be a function of distance, adjacency, cultural similarity, regional trade agreements, common currency and the home bias.
Methodological Issues
As the gravity theory suggests a cross-sectional bilateral linkage between trade and some other factors, in the first several decades econometrics mainly covered log-linearized cross-sectional estimation using ordinary least squares. Since the early 2000s, however, this basic approach has become open to some criticism. Most frequently, omitted variables are cast up against them. Although most microeconomic derivations attract attention for the role of prices or price indexes, econometric specifications initially ignored them by choice or because of limited access to such data. To account for the omitted price terms Anderson and van Wincoop (2003) suggest a difficult non-linear specification and point out why and to what extent McCallum (1995) overestimates the size of border effect between Canada and the United States. Rose and van Wincoop (2001) and Feenstra (2002) , on the other hand, recommend a more familiar way to deal with multilateral trade resistance, specifically the inclusion of a dummy for the origin and one for the destination country. This specification also controls for the unobservable resistance terms and thus obviates the bias caused by omitted variables. A further development of the Anderson -van Wincoop model comes from Baier and Bergstrand (2009) who emphasize the drawback of region-specific fixed effects, namely that they preclude comparative-static analysis. The authors provide evidence that the Anderson -van Wincoop derivation can be transformed by a first-order Taylor series expansion to an equation which involves multilateral and world resistance terms explicitly and still can be estimated by OLS.
More recently, cross-sectional estimations have been increasingly substituted for panel data methods in order to involve time dimension, have more observations and more accurate results. An obvious way to estimate panel data regressions is the fixed or random effect estimator. Within the gravity literature the fixed effects model is preferred using individual and time specific effects. Time invariant country pair dummies what the basic method suggests, however, impede researchers to estimate the effect of a variable that does not vary over time. This problem led Hilberry and Hummels (2003) and Pacchioli (2011) to utilize the framework of Mátyás (1997) . They include origin and destination fixed effects together with time dummies to estimate border effect, which is a time invariant factor in their specification. Whereas, Cheng and Wall (2005) argue that Mátyás' (1997) specification is a restricted version of the classic fixed effect estimator with country pair dummies. In their empirical example they compare alternative fixed effect models out of which the one with pair fixed effects seems to give the most accurate results with the smallest standard errors. Baldwin and Taglioni (2006) also favour country pair dummies as they are able to control for idiosyncratic bilateral factors influencing trade interactions. Namely, countries trade dissimilarly with different countries. This is even true for the same country pair but in a different direction, that is dummy ij is not equal to dummy ji . Note, however, that Cheng and Wall (2005) as well as Baldwin and Taglioni (2006) do not focus on border effects. Andresen (2010) in turn estimates the Canada-US border effect with panel data using pair and time fixed effects. Border dummies broken down annually and provincially allows the author to use pair dummies along with border dummies. In such a case, however, as Baldwin and Taglioni (2006) points out, the parameter of the border dummy reflects the trade impact of the border arisen just from the time variation of the variable as the cross sectional part of its effect is captured by the coefficient of the pair dummy 1 . As it was already mentioned, the original econometric specification of the gravity model is in log-linear form. Santos Silva and Tenreyro (2006) , however, confirm that in the presence of heteroskedasticity OLS estimation is biased due to Jensen's inequality that is the expected value of the logarithm is not equal to the logarithm of the expected value. They propose to leave the model in its multiplicative form and use the Poison pseudomaximum likelihood (PPML) estimator to get consistent estimates. In addition, this method allows the researcher to involve all possible observations within the sample even those with zero trade flows as no logarithmic transformation is needed.
To examine the evolution of border effect in the Visegrad countries and draw real conclusions from the estimation it is worth considering all these theoretical and econometric milestones.
Model Specification and Data Description
To increase robustness two different fixed effect regressions and two different estimators (OLS and PPML) are utilized and compared. As the theoretical literature suggests multilateral trade resistance is always controlled for by defining separate dummies for the origin and destination country. The first specification (henceforth Mátyás (1997) specification) follows the idea of Mátyás (1997) , Hilberry and Hummels (2003) and Pacchioli (2011) 
X ijt is the current dollar value of export flows from country i to country j in period t. Y it and Y jt mean the gross domestic products in current dollars of the exporter and importer countries respectively in year t. Pop it and Pop jt are the sizes of population in the two countries. Costs of transportation are captured with four variables: distance and dummies for common land border, common currency and border effect. D ij stands for bilateral distance while adj ij is the dummy for adjacency that takes the value of 1 if i and j have a common land border and 0 otherwise. The cur ij dummy is included to control for the effect of sharing the same currency, although it has to be mentioned that any kind of impact can arise just from the Eurozone membership of the Slovak Republic after 2009. Turning to the remaining variables, α k is the time specific fixed effect which controls for all factors that are identical across countries but change over time. α i and α j are the individual country fixed effects that contain country specific factors that vary across the countries but are constant over time. Multilateral trade resistance terms are also included in these dummies. It is worth noting that to avoid perfect collinearity less fixed effects were added then both the number of countries and that of years. The factor of interest is border effect for which binary variables (home k ) are defined which get the value of 1 if i = j in year k. In addition, border dummies are involved into the equation in two different manner. On the one hand, average border effects can be estimated using home k dummies which get 1 if domestic trade is observed in any of the four Visegrad countries in year k. On the other hand, when we are interested in individual border effects separate home k dummies are involved for every single Visegrad country c (c = {the Czech Republic, Hungary, Poland, Slovakia}). The disaggregated home bias variables allow us to make not just temporal but also spatial comparisons within the examined region. Finally, there is an error term assumed to be a white noise (ε ijt ~ N(0, σ 2 )). On the other hand, another specification a' la Baldwin and Taglioni (2006) is also utilized (henceforth Baldwin and Taglioni (2006) 
α ij is the country pair specific fixed effect which is time invariant. It is included to control for country pair heterogeneity. α ik and α jk are time varying exporter and importer country dummies, respectively. Their elemental role is to count for multilateral trade resistance. The other variables are identical to those explained above. Note that GDPs and population variables as well as distance and adjacency are omitted since they are absorbed either by the country pair or the exporter/importer dummies.
Description of data
Turning to the data, the first step to build the dataset for the investigation was to define the volume of domestic trade flows which is one of the most problematic points of border effect estimation in connection with European countries as unlike the United States there are no statistics published on this level 2 . Wei (1996) however, presented a solution for this puzzle showing the way for further European border effect studies. According to his method our point of origin is that domestic trade flows can be approximated well, when one subtracts total merchandise export from total goods production. To calculate that, a four-step procedure has to be followed. First, as we are focussing on commodity trade the goods part of GDP needs to be defined. Using data from the World Development Indicators database services and some other units have to be extracted from total output. 3 The second task is to compute the shipment to value added ratio because GDP is defined in value added terms, while export data are recorded in shipment values. To get that step the value of production has to be divided by the value added at factor costs (data are collected from the World InputOutput Database [WIOD] ). By the third step we can get total goods production of a country in shipment value as the product of the goods part of GDP and the shipment to value added ratio. Finally, subtracting total export of goods from total goods production yields the value of intra-national trade flows.
The time dimension of our study is determined by this procedure. Domestic trade flows and necessarily border effects are estimated through the period of 1995-2011 because of the extent of the WIOD database.
As for the country pair observations, export flows were collected from each Visegrad country to each EU member country and also from the opposite direction, while domestic commodity flows of each Visegrad country was computed regarding the method described afore. Accordingly, only those observations constitute our sample where a Visegred country appears as country i, country j or both. The source of bilateral export data is the UN Comtrade Database. It has to be mentioned, that Belgium and Luxembourg were contracted and handled as one country during the sample period, because they were considered as one statistical unit in the database before 1999, so working with them separately would be quite problematic in the early years of the sample. Our panel dataset has 8 missing export observations concerning Bulgaria and Malta in the year of 1995. Hence, during OLS estimation I use a truncated sample of 3,256 observations out of the maximum 3,264. However, the PPML estimator allows to involve all possible data points even those with zero trade flows.
Data for the economic mass, that is GDP and population, come from the World Bank World Development Indicators database. Distance data were collected from the CEPII Geodist database, which is a comprehensive data collection from 224 countries on internal and bilateral distances, and even on popular gravity dummies like adjacency, common currency, common language, common historical past, etc. Both bilateral and domestic distances are defined -following Head and Mayer (2002) -as weighted harmonic average distances of the most populated cities.
2
The only exception in this regard is Spain. Gil-Pareja et al. (2005) and Llano-Verduras et al. (2011) could estimate border effects using detailed provincial data.
3 As services and etc. are observed as value added % of GDP the exact formula for this step is: GDP*(1-services%/100).
Results
Results are introduced using 4 different tables. Table 1 presents parameter estimates for standard gravity variables besides the border effect. As home k dummies (border effect) are the variables of interest their coefficients which came from the same regressions as that in Table 1 are listed separately in Tables 2, 3 and 4. Results in Table 1 are broken down into 8 columns as two specifications, two estimators and two types of border dummy are considered. Notice that in the specification following Baldwin and Taglioni (2006) there are no results presented for variables like GDP, population, distance and adjacency (columns 5-8) because they are omitted due to the inclusion of time varying nation dummies and time invariant country pair effects. However, in columns 1-4 (Mátyás (1997) specification) one can look at what happens when different estimators are used.
OLS estimation (columns 1 and 2) yields quite small income elasticities. A 1% increase in the exporter's GDP means about a 0.7% increase in trade intensity, while enhancing the income of the importer's country by 1% raises bilateral exports by 0.4% on average. While the importers population seems to be an insignificant factor the exporter's population strongly discourages international transactions with an elasticity of −3.62 or −3.66. The distance variable got the conventional negative coefficient fairly close to unity. If two partners are located 1% further from each other the volume of trade is 1.3% less on average. Contiguity and using a common currency also significantly contribute to deepen international trade relations. Two countries trade 40% or 12% more on average, if they are adjacent or use the same currency ceteris paribus.
However, as Santos Silva and Tenreyro (2006) highlight using OLS on data in natural logarithms results in some statistical bias. This bias is reflected in the parameters of columns 1 and 2. Estimating the regressions by PPML shelters against the statistical bias and leads to considerably different coefficients (columns 3 and 4 in Table 1 ). One of the most outstanding differences is that importer's population becomes statistically significant with a massive positive impact on trade when switching from OLS to PPML, while the strongly negative role of exporter's population weakens by a considerable extent. As far as geographical proximity is concerned, its elasticity which -in case of OLS -is escalated due the heteroskedasticity of the error term falls under unity. Contiguity seems to have no significant effect on exports when using the PPML estimator. Income elasticities, however, are quite similar to the OLS case, a 1% increase in the exporter's GDP means about a 0.7% increase in trade intensity, while enhancing the income of the importer country by 1% raises exports by 0.4-0.5% on average. Sharing the euro as a common currency has just a slight influence on trade flows. Its positive and significant effect becomes significantly negative after the OLS estimator is substituted by PPML. Finally, as Santos Silva and Tenreyro (2006) also emphasize, PPML outperforms OLS regarding the goodness of fit, too (0.98-0.99 versus 0.96).
In the second specification -following Baldwin and Taglioni (2006) -time invariant country pair fixed effects are involved along with time varying origin and destination dummies (columns 5-8 in Table 1 ). This approach allows to control for both multilateral resistance and country pair heterogeneity supporting the avoidance of all possible bias triggered by omitted variables. This is also reflected in the extremely high R 2 values (0.99-1.00). The drawback of this procedure, however, is that only those variables can be estimated that change over time and are specific to country pairs that is currency union and border effect dummies broken down annually. All potential effects of the other variables are absorbed by the fixed effects. This specification again predicts small and hardly or not significant effects for the common currency. Notes: R 2 represents the goodness of fit, N stands for the number of observations, and RMSE declares the root mean squared error. ***, ** mean that the parameters are significant at 1% or 5% level, respectively. The standard errors are listed in parenthesis. Const is an abbreviation for the constant term. Exporter, importer, country pair and year fixed effects as well as border effects are not presented for brevity.
Source: Author's calculation

Spatial and temporal analysis of border effects
The main purpose of this paper is to study the evolution of border effect in the Visegrad countries not just on an average but also on a single country level as such empirics are fairly scarce in this region. Hence, some useful consequences can be drawn regarding the trade integration process of the countries into the single market of the European Union. Table 2 shows the evolution of the average border effect in the four Visegrad countries. In this case the home k dummy get the value of 1 when domestic trade is observed in any of the four countries in year k and zero otherwise. The estimated coefficients need to be handled as elasticities. The figures refer to the atypical nature of domestic trade that is they show the extent of extreme preference for domestic trade partners. For instance, based on the first specification (columns 1-2), an average Visegrad country traded in 1995 21.1 (e 3.05 ) or 32.8 (e 3.49 ) times more within its borders than it should have normally done regarding the gravity model. These numbers suggest that in the beginning of the examined period the trade patterns of the V4 countries were characterised by a huge home bias. In 2011, however, the excessive preference of domestic trade was just 2.1 (e 0.74 ) or 5.64 (e 1.73 ) fold depending on which estimator is used. The decreasing trend can be clearly seen over time. In the beginning of the period exporters of the Visegrad countries had to face extremely large border effect, during the years, however, the priority of domestic partners were decreasing significantly resulting from the favourable tendencies in the world economy and of course the EU accession. The results project forward that international markets between the European Union and the Central and Eastern European region are being bound continually tighter and tighter.
Looking at columns 3 and 4 of Table 2 one may be astonished about the negative and mostly significant border effect parameters. The figures suggest that the obstructing role of borders completely disappeared. What is more, they rather induce trade. After the turn of the millennium the firms in the V4 countries unambiguously favoured foreign partners against domestic ones. In 2000 for example, an arbitrary Visegrad country traded with domestic partners just 50.1% (OLS) or 61.9% (PPML) of what it would have done with an EU member country of the same economic size and located at a distance equal to that of the domestic market. These strict conclusions are exactly the opposite of what we can draw from the first specification. Thus the effect of state borders for international trade flows might be confusing. One important note, however, should be mentioned here. As Baldwin and Taglioni (2006) also emphasize, the coefficients of the pair specific variables like common currency or border effect are identified only on the time variation of the variables as the cross-sectional parts of their impact are merged into the pair dummies. Therefore these variables work actually promptly if there is a significant time variation in them. As one particular border effect variable varies just several times during the sample period the regression can hardly distinguish between the time invariant pair dummies and the barely time varying border effects. Notes: ***, **, * mean the 1%, 5% and 10% significance level, respectively. The standard errors are listed in parenthesis.
Source: Author's calculation
Although the numbers in the two specifications are apparently contradictory, one common conclusion flows from their decreasing trend that meets the goal of this paper. Namely, that the Visegrad countries were integrating continuously into the Single Market of the European Union since the hindering nature of borders were weakening year by year during the period of 1995-2011. The firms in the region were showing increasingly bigger favour toward foreign business partners.
One further notice regarding the choice of the estimator can be mentioned, namely that regardless of the specification PPML results in respectively higher point estimates for border effect variables. This suggests that due to the statistical bias caused by logarithmic transformation one may underestimate the size of border effect using OLS. Notes: *** and ** mean the 1% and 5% significance level, respectively. The standard errors are listed in parenthesis.
Turning to the individual scores, border effect parameters of the Mátyás (1997) specification are listed in Table 3 while those of the Baldwin and Taglioni (2006) specification are presented in Table 4 . It is outstanding that Hungary has the lowest point estimates both in the beginning and in the end of the period regardless which model-specification is estimated. If country pair heterogeneity is neglected ( ) fold for Slovakia. Except for some years (for instance 1996 for the Czech Republic and Slovakia, and 2003 for the Czech Republic) border effects were decreasing continuously in each Visegrad country until the dawn of the world financial and economic crises (2008) .
This implies that regarding international trade the integration process of these countries was successful. Nonetheless, after trust wavered in the international financial system firms rather turned their attention to domestic markets. This tendency is reflected in Table 3 ) times, 4.14 (e 1.42 ) or 6.23 (e 1.83 ) times and 2.72 (e 1 ) or 2.36 (e 0.86 ) times more respectively than they would with an EU member country of the same economic size, located exactly as far as domestic producers and consumers are from each other in these countries.
Looking at Table 4 one can study the evolution of individual border effects when country pair heterogeneity is accounted for. Note that border effect variables for 1995 are omitted in order ensure that the estimate exists. The extremely low negative values should be carefully interpreted as suggested above. Again the Hungarian economy looks the most open one to foreign markets with the smallest home bias followed by Slovakia. In contrast with the Mátyás (1997) specification (Table 3 ) Poland is not unambiguously the most biased economy as its parameters are similar to those of the Czech Republic. Regarding the model specification a'la Baldwin and Taglioni (2006) in the beginning of the period the border effect was not significantly different from zero in any of the four countries, while in 2011 the volume of their domestic trade was just 4.6-20.4% of what would be predicted by the gravity model. It is also remarkable that border effects estimated by PPML are higher everywhere supporting the presumption that OLS underestimates the size of border effect. Although the results in Table 3 and those in Table 4 look contradictory, one useful conclusion is true for both of them. Throughout the period of 1995-2011 the Hungarian, Czech, Polish and Slovak economy became less and less biased towards domestic trading partners. Thus their commodity markets were connecting annually more and more tightly to the Single Market thanks to favourable tendencies on the world market and their EU accession in 2004. Notes: ***, **, * mean the 1%, 5% and 10% significance level, respectively. The standard errors are listed in parenthesis.
Source: Author's calculation
Justifying why individual border effects are heterogeneous in the region can be the subject of further studies, but an explanation can be provided for the relatively small border effect values in case of Hungary that may distinguish the country from its Visegradian partners. In the surrounding of a well-functioning world economy that characterized almost every year of the pre-crisis period the volume of domestic trade flows has to increase dynamically together with that of international trade flows. Studying Figure 1 one can observe this phenomenon in case of the Czech, Slovak and Polish economy, particularly after the turn of the millennium up to the explosion of the crisis. The trend of the volume of Hungarian domestic trade, however, showed stagnation and even some decline that could come from two different sources. First, despite the economic boom domestic demand could not increase pervasively. Furthermore, the huge investments of multinational companies have not resulted in enough positive spillover effects. Both Bosco (2001) and Békés et al. (2009) found that just the most productive Hungarian firms could benefit from the presence of multinationals and become more competitive. As a result, domestic firms were hardly able to enter supply chains. For instance Tóth (1998) highlighted that large affiliates, especially those with full or major foreign ownership, tend to purchase intermediate sources from welltried foreign partners instead of involving Hungarian firms into the production network. The OECD TiVA statistics also underline these facts. According to them the Hungarian economy performed the smallest domestic value added. During the examined period the foreign value content of gross export was 65% on average compared to 64% in Slovakia, 63% in the Czech Republic and 58% in Poland.
According to these facts the following consequence can be drawn in our case. Hungary established closer international trade relations at the expense of the economic activity of its 
Conclusion
The aim of this paper was to examine the evolution of border effect in the Visegrad countries both on an average and an individual country-level. In order to get robust results two different model specifications and two different estimators are compared, which leads to some important conclusions. First, the size of border effect fairly depends on, while the evolution of that seems to be not sensitive to the specification as well as the estimator chosen by the researcher. Second, predicting the model with time invariant country pair dummies yields unconventional (negative) border effect coefficients far from the positive and significant ones with large magnitude as in the majority of earlier studies. This suggests that the presence of border effect on today's globalized world market can be largely explained by the heterogeneity of country pairs. Namely, due to different social, political, cultural and business patterns firms trade otherwise with firms in different countries and especially with those of the same nationality. The decreasing trend of border effect coefficients interrupted by the crisis just for a short time implies that the Visegrad countries successfully joined the European trade network. Looking at the years around the EU accession of the countries one cannot observe any sudden drop in the home bias parameters, which demonstrates the notion that the trade integration process of the countries into the European Union started well before the ratification of the agreement. As far as individual border effects are concerned, Hungary seems to be the most integrated Visegrad country having the smallest point estimates on border effect variables, respectively. Although the Czech Republic, Slovakia and Poland look to some extent more biased towards domestic partners their deepening market integration process is also traceable year by year. 
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