Abstract. We show that any bijection between two root systems that preserves angles (but not necessarily lengths) gives rise to inequalities relating tensor product multiplicities for the corresponding complex semisimple Lie groups (or Lie algebras). We explain the inequalities in two ways: combinatorially, using Littelmann's Path Model, and geometrically, using isogenies between algebraic groups defined over an algebraically closed field of positive characteristic.
Introduction
Let G = G(k) and G ′ = G ′ (k) be connected, semisimple algebraic groups over an algebraically closed field k of characteristic p > 0, and let f : G → G ′ be an isogeny (i.e., a surjective algebraic group homomorphism with a finite kernel). For example (see [BT, §3.3]) , there is an isogeny SO 2ℓ+1 (k) → Sp 2ℓ (k) in characteristic 2.
Fix a Borel subgroup B of G and T ⊂ B a maximal torus. Given that f is an isogeny, it follows that T ′ := f (T ) is a maximal torus in G ′ and B ′ := f (B) is a Borel subgroup of G ′ . Letting X(T ) denote the group of characters of T and X(T ) + ⊂ X(T ) the subset of dominant characters, the map f induces a homomorphism f * : X(T ′ ) → X(T ) that sends
Now, let G(C) denote the connected semisimple complex algebraic group with the same root datum as G(k). In this paper, we show that for each isogeny f : G(k) → G ′ (k), there is a family of inequalities relating tensor product multiplicities for G (C) and G ′ (C) . More explicitly, for each λ ∈ X(T ) + , let V (λ) denote the irreducible representation of G(C) with highest weight λ, and for any sequence λ 1 , . . . , λ n ∈ X(T ) + , let
[λ 1 , . . . , λ n ] G(C) := dim V (λ 1 ) ⊗ · · · ⊗ V (λ n )
G (C) (1.1) denote the dimension of the G(C)-invariant subspace of the corresponding tensor product. In these terms, we prove in Theorem 3.3 below that for all λ ′ 1 , . . . , λ
For example, using the characteristic 2 isogeny f : SO 2ℓ+1 (k) → Sp 2ℓ (k), the standard coordinates one finds in the appendices of [B] lead to identifications of both X(T ) and X(T ′ ) with the lattice Z ℓ so that the induced map f * : Z ℓ → Z ℓ is the identity map (cf. Section 4.A). Thus, as a special case of (1.2), we obtain the inequality
SO 2ℓ+1 (C) for all dominant Sp 2ℓ (C)-weights λ 1 , . . . , λ n . In Section 4, we will return to this inequality and three more of a similar flavor, and deduce from two of the inequalities an interesting saturation property for tensor products (see Remark 4.5(b)). We give two proofs of (1.2), one combinatorial and one geometric.
In the combinatorial approach, we extract the essential necessary features of the induced maps f * by introducing the notion of an integer renormalization φ :
This is purely a root system concept, not tied to the algebraic group context, and mildly generalizes the special isomorphisms arising from isogenies (see Definition 3.1 and Proposition 3.2 below).
We then prove a slight generalization of (1.2) (see Theorem 2.1 and Corollary 2.2), replacing f * with any integer renormalization φ. The proof is based on Littelmann's Path Model for tensor product multiplicity (see [L1] and [L2] ). More specifically, we use a variant of the Path Model (see [S] ) in which the objects are chains in the Bruhat ordering of various Weyl group orbits, and the inequality is obtained by comparing chains related by integer renormalizations.
In the geometric approach, we use an important result due to Donkin asserting the existence of good filtrations for products of global sections of homogeneous line bundles. (It should be noted that Donkin proved this result for almost all the cases barring a few exceptions involving small primes [D] ; the result was subsequently proved uniformly by Mathieu for all primes [M] .) This allows replacing (1.2) with a cohomological statement that is independent of the characteristic of the field (including the characteristic 0 case), thereby enabling us to deduce (1.2) directly from the existence of an isogeny in characteristic p.
The combinatorial approach
Let R and R ′ be finite crystallographic root systems embedded (respectively) in real Euclidean spaces E and E ′ with inner products · , · and · , · ′ . If there is an isometry φ : E ′ → E and a map c : R → Z >0 such that
then we say that the pair (φ, c) defines an integer renormalization from R ′ to R. We may embed the dual root system R ∨ = {α ∨ : α ∈ R} in E (and similarly embed (R ′ ) ∨ in E ′ ) by setting α ∨ := 2α/ α, α . In these terms, one easily checks that if (φ, c) is an integer renormalization R ′ → R and α
Thus, there is also an integer renormalization (φ
denote the lattice of integral R-weights, (2.1) implies that
and thus φ injects P (R ′ ) into P (R). For example, if we set E ′ = E and take φ to be the identity map, then a trivial renormalization may be obtained by setting c(α) = c for some fixed positive integer c. Here, R ′ = cR is isomorphic to R. Less trivially, assume R has both long and short roots, with the squared ratio of long root lengths to short root lengths being r. (This is possible only if r = 2 or 3.) Again keeping E ′ = E and φ the identity map, setting
also yields an integer renormalization. In this case, R ′ is isomorphic to R ∨ . Given a root system R, fix a choice of positive roots R + ⊂ R, and let P (R) + ⊂ P (R) denote the resulting semigroup of dominant weights. If (φ, c) is an integer renormalization from R ′ to R, we require that a compatible choice of positive roots is made in R ′ and R so that (
be a connected semisimple algebraic group over C with root system R. For convenience (see Remark 2.3 below), we assume G(C) is simply connected, so that the character lattice X(T ) may be naturally identified with P (R). Thus for each λ ∈ P (R) + , there is an irreducible G(C)-representation V (λ) of highest weight λ, and we may define
Theorem 2.1. If G(C) and G ′ (C) are two connected, simply connected, semisimple algebraic groups over C with root systems R and R ′ , and (φ, c) is an integer renormalization from
Proof. Littelmann's Path Model (see [L1] and [L2] ) provides an explicit combinatorial description for m G(C) (λ; µ, ν). Following the approach in Section 8 of [S] , the objects in this model may be viewed as chains in the Bruhat orderings of various Weyl group orbits.
More explicitly, let W (R) = σ α : α ∈ R + ⊂ GL(E) denote the Weyl group generated by the reflections σ α : λ → λ − λ, α ∨ α. Given µ ∈ P (R) + , let '<' denote the Bruhat ordering of the W (R)-orbit of µ; i.e., the transitive closure of the relations σ α (ν) < ν for all ν ∈ W (R)µ and all α ∈ R + such that ν − σ α (ν) is a positive multiple of α. We write ν 1 ⋖ ν 2 when ν 2 covers ν 1 in this order; i.e., ν 1 < ν 2 and there does not exist ν ∈ W (R)µ such that ν 1 < ν < ν 2 .
For each b ∈ Q >0 , the b-Bruhat ordering of W (R)µ is the partial order '< b ' generated by imposing the relations
, we recover the usual Bruhat ordering.
A Lakshmibai-Seshadri R-chain C of type µ is defined to be a sequence
3)
It is clear from the definition that ν 1 < b ν 2 implies that b(ν 2 − ν 1 ) is an integral weight. Hence, from the second expression for δ t (C) (and the fact that b ℓ+1 = 1) we see that
The depth of C is the unique integral weight δ(C) such that for each simple root α,
However, we should note that it is not immediately clear from this definition that δ(C) is integral, rather than merely rational. (For a proof, see Section 8 of [S] .) 4
The description of tensor product multiplicities provided by Littelmann's Path Model may be expressed in the above terms as follows:
For a proof, see Theorem 8.3 of [S] (cf. also the Decomposition Rule in [L1] ). Now fix a dominant weight µ ′ ∈ P (R ′ ) + and set µ = φ(µ ′ ). Note that φ induces a Weyl group isomorphism W (R ′ ) → W (R), and hence also an isomorphism between the Bruhat ordering < of the W (R ′ )-orbit of µ ′ and the W (R)-orbit of µ. Moreover, for all
is an integer multiple of α ′ , and hence b(ν − σ α (ν)) is an integer multiple of c(α)α, where ν = φ(ν ′ ). Thus, σ α (ν) < b ν is also a relation of the b-Bruhat ordering of W (R)µ. It follows that φ induces an injection of C(R ′ , µ ′ ) into C(R, µ). Note that this injection is compatible with the weight sequence δ t (·) in the sense that
Moreover, φ transforms the simple roots of R ′ into positive multiples of the simple roots of R, so (2.1) and (2.4) also imply δ(φ(C ′ )) = φ(δ(C ′ )). Finally, since φ identifies the dominant chambers in E ′ and E, it follows that for each λ
In terms of invariant multiplicity (recall (1.1)), one knows that
where λ * denotes the highest weight of V (λ) * , and more generally,
Comparing this with the corresponding expansion for G ′ (C), an induction on n yields Corollary 2.2. If G(C), G ′ (C), R, R ′ and (φ, c) are as given in Theorem 2.1, then for all λ
Remark 2.3. If we do not assume that G(C) and G ′ (C) are simply connected, then the character lattices X(T ) and X(T ′ ) are naturally identified with sublattices of P (R) and P (R ′ ), and all tensor product multiplicities for these groups can be expressed in terms of tensor products for their simply connected covering groups. Thus Theorem 2.1 and Corollary 2.2 remain valid in this more general setting provided that we add the hypothesis that φ maps X(T ′ ) into X(T ). In particular, no extra hypothesis is needed if we assume only that G(C) is simply connected. 5
3. The geometric approach Returning to the setting of the introduction, let G = G(k) and G ′ = G ′ (k) be connected, semisimple algebraic groups over an algebraically closed field k of characteristic p > 0, and let f : G → G ′ be an isogeny. Fix a Borel subgroup B of G and T ⊂ B a maximal torus, and let B ′ = f (B) and T ′ = f (T ) be the corresponding groups in G ′ . Recalling that the map f induces a homomorphism f * : X(T ′ ) → X(T ), we may extend f * to an isomorphism f *
Letting R = R(G, T ) denote the root system of G with respect to T and similarly
, we recall the following from Exposé n • 18, Definition 1 of [C] .
For any isogeny f as above, the induced map f * R is a special isomorphism. Conversely, for any special isomorphism φ :
• 23, §3, Théorème 1 of [C] ). To relate this to the setting of Section 2, one should identify X(T ) R and X(T ′ ) R with the spaces E and E ′ , and (cf. Remark 2.3) X(T ) and X(T ′ ) correspond to sublattices of P (R) and P (R ′ ). Moreover, as a consequence of Exposé n • 18, Proposition 4 of [C] , a special isomorphism φ induces an isomorphism between the Weyl groups W (R ′ ) and W (R), and under this identification of the Weyl groups, the map φ is Weyl group equivariant. This allows one to impose Weyl group-compatible Euclidean metrics on E and E ′ so that φ is an isometry, and thus yields the following.
In the following result, we deduce the tensor product inequalities in (1.2) directly from the existence of an isogeny.
′ is an isogeny of connected semisimple algebraic groups over an algebraically closed field k of characteristic p > 0, then for all λ
where G(C) is the connected semisimple complex algebraic group with the same root datum as that of G(k) and similarly for G ′ (C) . 6
Proof. The map f clearly induces a surjective morphism (of varieties)f :
In these terms, the pull-back line bundle on X n is the homogeneous line bundle
where
). Thus, we get an injective map
Since the mapf is f -equivariant under the diagonal action of G on X n and G ′ on X ′ n , the injectionf * induces an injection (still denoted by)
However, we have of course
By Corollary 4.2.14 of [BrK] , the above module
admits a good filtration. Hence, by Theorem 4.2.7, identity (4.2.1.3) and Proposition 4.2.3(c) of [BrK] , its T -character is
where, for any λ ∈ X(T )
* is the Weyl module with highest weight λ. Recall that, by the Borel-Weil Theorem,
where (as earlier) V (λ) is the (complex) irreducible G(C)-module with highest weight λ and L C (λ) is the homogeneous line bundle on G(C)/B(C) corresponding to the character λ −1 of B (C) . Moreover, as is well-known,
(This follows from the vanishing of the cohomology
; in particular, it is independent of the characteristic of the field (including characteristic 0). Moreover, since {ch V (λ)} λ∈X(T ) + are Z-linearly independent as elements of the group ring of X(T ), we deduce that
is independent of the characteristic of the base field for all λ ∈ X(T ) + . Taking λ = 0, we obtain that dim M G is independent of the characteristic. Observe next that (3.1) implies
2) where
and the theorem follows.
4. Special cases An isogeny f : G → G ′ as in Section 3 for a simple G is called special if d(α) = 0 for some α ∈ R(G, T ), where d(α) is as in Definition 3.1; it is central if d(α) = 0 for all α ∈ R(G, T ). A complete list of special non-central isogenies may be found in [BT, §3.3] . In the following, we list the resulting tensor product inequalities implied by (1.2).
A. From SO to Sp.
Let char k = 2, ℓ ≥ 2, G the adjoint group of type B ℓ (i.e., G = SO 2ℓ+1 (k)), and G ′ the simply connected group of type C ℓ (i.e., G ′ = Sp 2ℓ (k)). Following the notation from the appendices of [B] , we identify
Zε i . In these terms, the identity map is a special isomorphism X(T ′ ) R → X(T ) R giving rise to an isogeny
Moreover, it identifies the dominant weights in X(T ′ ) and X(T ) with respect to the choice of positive roots as in loc. cit. Since f * acts as the identity map, both of Corollary 2.2 and Theorem 3.3 specialize as follows.
Theorem 4.1. If λ 1 , . . . , λ n are dominant weights for Sp 2ℓ (C) , then
B. From Sp to Spin. Let char k = 2, ℓ ≥ 2, G = Sp 2ℓ (k), and G ′ the simply connected group of type B ℓ (i.e.,
. In this case, the coordinates from [B] identify X(T ) = ℓ i=1 Zε i as above, and X(T ′ ) = { ℓ i=1 a i ε i : a i ± a j ∈ Z for all i, j}. In these terms, the map µ → 2µ defines a special isomorphism X(T ′ ) R → X(T ) R inducing an isogeny
Here, Corollary 2.2 and Theorem 3.3 specialize as follows.
Theorem 4.2. If λ 1 , . . . , λ n are dominant weights for Spin 2ℓ+1 (C), then
C. The case of F 4 . Let G = G ′ be of type F 4 and char k = 2. In this case, the simple roots generate X(T ). Numbering them α 1 , α 2 , α 3 , α 4 as in [B] , we have that α 1 and α 2 are long and α 3 and α 4 are short. Moreover, there is a special isomorphism φ :
In terms of the corresponding fundamental weights ω 1 , ω 2 , ω 3 , ω 4 , one has φ(ω 1 ) = 2ω 4 , φ(ω 2 ) = 2ω 3 , φ(ω 3 ) = ω 2 , φ(ω 4 ) = ω 1 .
Thus, we obtain
Theorem 4.3. If λ 1 , . . . , λ n are dominant weights for F 4 (C), then
where φ(aω 1 + bω 2 + cω 3 + dω 4 ) := dω 1 + cω 2 + 2bω 3 + 2aω 4 .
D. The case of G 2 . Let G = G ′ be of type G 2 and char k = 3. Letting α 1 and α 2 denote the simple roots, with α 1 short and α 2 long, there is a special isomorphism φ : X(T ) R → X(T ) R such that φ(α 1 ) = α 2 , φ(α 2 ) = 3α 1 .
In terms of the corresponding fundamental weights ω 1 and ω 2 , one has φ(ω 1 ) = ω 2 , φ(ω 2 ) = 3ω 1 .
Theorem 4.4. If λ 1 , . . . , λ n are dominant weights for G 2 (C), then
where φ(aω 1 + bω 2 ) := 3bω 1 + aω 2 .
Remark 4.5. (a) Any nonspecial isogeny is the composition of a power of the Frobenius homomorphism with a special isogeny. Now, Theorem 3.3 for the Frobenius homomorphism yields only the well-known (and easy to prove) inequality [λ 1 , . . . , λ n ] G(C) ≤ [pλ 1 , . . . , pλ n ] G (C) .
Similarly, central isogenies do not yield any new inequalities.
(b) Because of its connection with the eigenvalue problem, there has been considerable renewed interest in characterizing nonvanishing tensor product multiplicities, and more specifically (e.g., see [KM] and [BeK] and the references therein), in the semigroups Although these semigroups are difficult to describe explicitly in general, it is interesting to note that an immediate corollary of Theorems 4.1 and 4.2 is that T n (Sp 2ℓ ) = T n (Spin 2ℓ+1 ).
