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1. Introduction
Let us ﬁx a group G and an absolutely irreducible representation
ρ : G → GL(n, K )
over some number ﬁeld K .
In the case when G is ﬁnite and solvable, there are well-known algorithms [1] for constructing
absolutely irreducible representations. Typically these methods start by constructing a suitable cyclo-
tomic ﬁeld K containing “enough” roots of unity. However, the ﬁeld used to compute representations
is in general, too large. These methods are available as part of systems such as Magma [2].
Since the character afforded by a particular representation is invariant under isomorphisms of the
representation, the character ﬁeld, that is the smallest ﬁeld containing the values the character takes,
is a lower bound for the smallest ﬁeld that can be used to deﬁne the representation.
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unique minimal ﬁeld (the character ﬁeld in this case) over which a representation can be deﬁned
([1, Lemma 7], [3]). In the case of representations over number ﬁelds, a similar result is missing. In
a previous article, [4], we gave an eﬃcient algorithm, that can decide if the representation can be
realized over a relative cyclic subﬁeld. While this is suﬃcient in a lot of practical situations, it has
two major problems:
• If the ﬁeld affording the representation initially is non-cyclic, the algorithm might require several
iterations – each of which can increase the size of the representation considerably, where size
means the number of characters used to write the images of generators down.
• There might not exist a ﬁeld of absolutely minimal degree inside the starting ﬁeld [5–7].
A classical example for the second problem can already be seen at the quarterion group Q 8: The
group affords a 2-dimensional representation over any ﬁeld where −1 is the sum of two squares
[8, p. 470]. It is easy to see that there are ﬁelds of degree 2 affording the representation (e.g. Q [i])
but there are also larger ﬁelds with this property. In the last section we will give such a representation
over Q(ζ5) which is a ﬁeld of degree 4 over Q. We will then proceed to show that the representation
cannot be written over the unique quadratic subﬁeld, thus obtaining an explicit example where no
minimal degree ﬁeld affording the representation is contained in the given ﬁeld of deﬁnition.
Based on recent advances in the computation of group cohomology and representation theory
we present a new minimizing algorithm over normal number ﬁelds: Given a representation over K ,
normal over the character ﬁeld, decide if there is a subﬁeld of minimal degree affording the represen-
tation. If so, realize the representation over the subﬁeld, if not, extend the starting ﬁeld so that the
new, larger ﬁeld contains a minimal degree ﬁeld affording the representation.
The main tools used here are:
• A result (unpublished) by Plesken1 that links the problem of ﬁnding minimal ﬁelds to a problem
in Galois cohomology, i.e. to a problem involving relative Brauer groups of number ﬁelds.
• Work by Unger [9] that allows the eﬃcient computation of (local) Schur indices of characters.
• Computational group cohomology as developed by Holt [10,11] that allows to work in the 1st and
2nd cohomology group with values in a ﬁnitely generated abelian group.
• Computational class ﬁeld theory [12] to derive effective versions of the Grunwald–Wang theorem.
The techniques described in this article allow not only to ﬁnd minimal degree ﬁelds affording a
given representation, they can also be used to realize the given representation over any ﬁeld that
affords it.
2. Outline of the method
Henceforth, we ﬁx a number ﬁeld K assumed to be normal (over the character ﬁeld). For two rep-
resentations ρ , ρ ′ : G → GL(n, K ) we write ρ ∼= ρ ′ to denote that they are equivalent, i.e. there exists
X ∈ GL(n, K ) such that ρ(g)X = Xρ ′(g) for all g ∈ G . We commonly abbreviate this to ρX = Xρ ′ . In
what follows, we give proofs for some well-known results in cases where the proofs are constructive.
Suppose there is some ρ ′ : G → GL(n,k) equivalent to ρ where k ⊆ K is a subﬁeld of K . Then
for all σ ∈ Gal(K ,k) we have ρ ∼= ρσ , where ρσ is derived from ρ by applying σ to all the matrix
entries.
Hence the ﬁrst step is to ﬁnd matrices Xσ ∈ GL(n, K ) such that X−1σ ρXσ = ρσ or, equivalently:
ρXσ = Xσ ρσ . (1)
1 Recently Arjeh M. Cohen pointed out that this actually goes back to T.A. Springer in an unpublished seminar talk.
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X−τσ ρτ Xτσ = ρστ = X−τσ X−1τ ρXτ Xτσ = X−1στ ρXστ
we can use the absolute irreducibility of ρ to ﬁnd λ(σ , τ ) ∈ K such that
λ(σ , τ )Xτ X
τ
σ = Xστ . (2)
The associativity of Gal(K ,k) gives for any σ , τ , ν ∈ Gal(K ,k):
X(σ τ )ν = Xν Xνστ λ(στ ,ν) = Xνλ(σ , τ )ν Xντ Xτνσ λ(στ ,ν)
and
Xσ (τν) = Xτν Xτνσ λ(σ , τν) = λ(τ ,ν)Xν Xτ ν Xτνσ λ(σ , τν).
Thus comparing the two sides shows λ(σ , τ )νλ(στ ,ν) = λ(τ , ν)λ(σ , τν) and λ is a 2-cochain.
Now we need the following (unpublished) constructive result of Plesken:
Theorem 1. Let ρ , Xσ and λ(σ , τ ) as deﬁned above. Then ρ ∼= ρ ′ for ρ ′ : G → GL(n,k) if and only if there
exists a 1-cochain (i.e. a map) μ : Gal(K ,k) → K ∗ such that λ(σ , τ ) = μτμτσμ−1στ , i.e. if and only if λ is
a coboundary.
Proof. Assuming ρ ∼= ρ ′ , there exists a matrix Y ∈ GL(n, K ) such that ρY = Yρ ′ . Applying elements
σ ∈ Gal(K ,k) we obtain Y−σ ρσ Y σ = ρ ′ = Y−1ρY thus Y 1−σ = μσ Xσ . Using the deﬁnition of λ we
see
λ(σ , τ )In = Xστ X−1τ X−τσ = μτ Y τ−1μτσ Y στ−τμ−1στ Y 1−στ = μτμτσμ−1στ In.
To prove the converse, let μ be as above. Setting Yσ := μσ Xσ we see that Yστ = μστ Xστ =
μστ λ(σ , τ )Xτ Xτσ = μστ λ(σ , τ )μ−1τ Yτμ−τσ Y τσ = Yτ Y τσ showing that
Y : Gal(K ,k) → GL(n, K )
is a 1-cocycle. By Hilbert’s Theorem 90 for matrices [13, F4, p. 292] there exists a matrix Z ∈ GL(n, K )
such that Yσ = Z1−σ . Now for ρ ′ := Z−1ρ Z and σ ∈ Gal(K ,k) we immediately get ρ ′σ = Z−σ ρσ Zσ =
Z−σ Y−1σ ρYσ Zσ = Z−1ρ Z = ρ ′ showing, as claimed, that ρ ′ : G → GL(n,k) 
In order to use this result we need to explain how to
1. decide if the 2-cocycle λ is a coboundary and if so, ﬁnd a 1-cochain μ to prove it,
2. ﬁnd the matrix Z coming from Hilbert’s Theorem 90.
In what follows we will address both problems.
We start by remarking that ρ gives rise to a central simple k-algebra in Kn×n , in fact by [13, F1,
p. 366] the centre of this algebra is the character ﬁeld of ρ . The algebra splits over K , so that by
[13, p. 250] it (or equivalently the representation ρ) can be represented by a 2-cocycle λ : Gal(K ,k)×
Gal(K ,k) → K ∗ where k is the character ﬁeld. Cohomologically, the representation can be afforded by
a subﬁeld k ⊆ L of K if and only if the algebra is split by L which is equivalent to the restriction of λ
to Gal(K , L) being trivial. Since the representation cannot be afforded by any ﬁeld smaller than the
character ﬁeld, we assume from now on that k is the character ﬁeld of the character χ : G → K : g →
Tr(ρ(g)) and that λ is as described above.
The problem of ﬁnding minimal subﬁelds of K affording ρ can now re-phrased as follows: Find
the largest subgroup U < Gal(K ,k) such that the cohomological restriction of λ to U becomes trivial.
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The ﬁrst step of the algorithm outlined in the last section requires us to ﬁnd conjugating ma-
trices Xσ describing the equivalence of ρ and ρσ . We can use several methods to compute those
matrices, e.g. [4, Section 3] or [1, p. 22, Korollar]. However since the computation of a single ma-
trix Xσ is fairly complicated and computationally expensive one should use the direct methods as
little as possible. In fact, using Dimino’s algorithm [14], it is suﬃcient to compute the intertwining
matrices directly only for (a minimal set of) generators of the Galois group Gal(K ,k).
In particular, in case of Gal(K ,k) = 〈σ 〉, i.e. for cyclic extensions we need to compute only one
matrix directly, similarly to the case dealt with in [4].
Theoretically, at least part of the cocycle λ can be computed along with Xσ : whenever a new Xσ
is computed from two known values Xa and Xb , we simply set λ(a,b) := 1. Of course, this will not
compute the full cocycle. Missing values have to be computed directly using the deﬁnition (2). Note
however, that it is not necessary to compute full matrix products: since the matrices Xσ are non-
singular, the value for λ(σ , τ ) can be obtained from comparing a single row or column of Xτ Xτσ with
the corresponding row or column of Xστ .
4. Cohomology
The second major task in the overall procedure is to decide if a given 2-cocycle λ : Gal(K ,k) ×
Gal(K ,k) → K ∗ is in fact a coboundary, and, if so ﬁnd a 1-cochain μ verifying this. For eﬃciency
reasons we will deal with those two questions individually.
The classic theorem of Hasse–Brauer–Noether [15, p. 194] reduces the problem of deciding trivial-
ity to local problems:
Theorem 2. Set U := Gal(K ,k) and let λ : U × U → K ∗ be a 2-cocycle with values in K ∗ . For each place P
of K let U P < U be the decomposition group of P in KP /kp where p is the unique place of k underneath P ,
K P the completion at P and kp the completion of k at p, so that U P = Gal(KP ,kp). Then λ is a coboundary if
and only if λP : UP × UP → K ∗P deﬁned by λP (u, v) := λ(u, v) is a coboundary for all places P .
In order to use this result we need some more facts [13]:
Theorem 3. Let K P /kp be a ﬁnite normal extension of local ﬁelds with Galois group U P and λP ∈ H2(UP , KP )
be arbitrary. Then
1. The 2nd cohomology group is cyclic: H2(UP , K ∗P ) ∼ Z/#UPZ.
2. If P is unramiﬁed in KP /kp then the cohomology with values in the unit group is trivial: H2(UP ,
(ZKP )
∗) ∼ {0}.
3. The order of λP ∈ H2(UP , K ∗P ) is the Schur-index of λP .
4. Let sP be the order of λP in H2(UP , K ∗P ) and L/KP be any extension of degree d then λP is has order
sP /gcd(sP ,d) as an element of H2(Gal(L,kp), L∗).
5. Let P and Q be two places in K extending the same place p in Q and λP coming from a group represen-
tation. Then the Schur-indices at P and Q are the same, thus we write sp for the common value.
Note: the last part of the above theorem is not true in general for central simple algebras, how-
ever, it is true for group representations (in general it is true in the Schur-subgroup of the Brauer
group [16]).
We will use the theorem to derive a procedure that will ﬁnd all subﬁelds K ⊇ E ⊇ k that afford
the representation. By the above results, we simply need to compute the “local degrees” Ep : kp for
all places p of k where the local Schur index is non trivial. If the local Schur index divides the local
degree for all those places, the representation is afforded by E .
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Input: A representation
ρ : G → GL(n, K ).
Output: All subﬁelds of K affording ρ .
1. Compute the character χ corresponding to ρ , let k := Q(χ) be the character ﬁeld and let U := Gal(K ,k)
the subgroup of k-automorphisms of K .
2. Using either local cohomology or Unger’s algorithm [9], compute a ﬁnite set S of places of k containing all
places p with the Schur-indices sp = 1.
3. If lcmp∈S sp = K : k then the representation cannot be deﬁned over a subﬁeld.
4. For each p ∈ S, ﬁx one place P p of K extending p. Compute the decomposition group Up of P p as U p :=
{σ ∈ U | σ(P p) = P p}.
5. For all subgroups V < U do
6. If for all p ∈ S, the local degree #UP /UP ∩ V is a multiple of sp , then Fix(K , V ) affords the representa-
tion.
Note 5. If local cohomology is used in step (2), then the set S can be obtained from the support of λ
supplemented by the ramiﬁed places of K/k since for any unramiﬁed place P not occurring in λ we
have
λ(σ , τ ) ∈ (ZKP )∗
thus sP = 1 since the corresponding cohomology group is trivial.
Proof. The notation Up is justiﬁed since K/k is
normal and the decomposition groups for places
of K extending the same place in k are conju-
gate [13] and, by the last part of Theorem 3, con-
jugate places behave identical for group represen-
tations. From the deﬁnition of the decomposition
group it is clear that the decomposition group in
the ﬁeld ﬁxed by V , K V , is just the intersection
of Up and V , so that the local degree is obtained
as the index Up : (Up ∩ V ) as stated. 
Remark 6.
1. A minimal degree splitting ﬁeld will have degree lcmp∈S sp over the character ﬁeld k. Such a ﬁeld
is not necessarily contained in K .
2. By comparing the groups V deﬁning the subﬁelds returned, it is straightforward to ﬁnd subﬁelds
of minimal degree.
3. For the groups V corresponding to ﬁelds affording ρ and the 2-cocycle λ as above we have
λ|V = 0 ∈ ResV H2(U , K ∗), i.e. λ becomes a coboundary when restriced to V .
For the remainder of this section we assume that we are given U  Gal(K ,k) and a 2-cocycle
λ ∈ C2(U , K ∗) such that λ is known to be a coboundary, i.e., λ = 0 ∈ H2(U , K ∗). We will give an
algorithm that will ﬁnd a 1-cochain μ such that λ = ∂μ.
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i.e.,
∀p /∈ S : vp
(
λ(σ , τ )
)= 0
where vp : K ∗ → Z is the exponential valuation at p. Furthermore, we enlarge S (if necessary) so that
the ﬁnite places in S generate the ideal class group of K and so that S is closed under the action
of Gal(K ,k). By construction, λ ∈ C2(U ,US,K ) where US,K denotes the group of S-units of K . The
Dirichlet unit theorem [15] gives the existence of s  0 and fundamental S-units 
0, . . ., 
#S−1 such
that
Ψ : Z/sZ × Z#S−1 → US,K : (x0, . . . , x#S−1) →
#S−1∏
i=0


xi
i
is an isomorphism of abelian groups. Using techniques in [17] for example, the fundamental S-units
can effectively be computed and the isomorphism can be made effective as well. The effective ver-
sion of Ψ allows us to compute the action of Gal(K ,k) on Z/sZ × Z#S−1 so that we can use Holt’s
algorithm to compute in H2(U ,US,K ). To proceed we need the following result:
Theorem 7. Let λ ∈ C2(U , K ∗) for U  Gal(K ,k) be given. Furthermore, assume that we have a ﬁnite set S of
places of K such that
1. S contains all inﬁnite places,
2. S contains the support of λ,
3. S generates the ideal class group of K , and
4. S is closed under the action of U .
Then
1. λ ∈ C2(U ,US,K ),
2. λ = 0 ∈ H2(U , K ∗) if and only if λ = 0 ∈ H2(U ,US,K ).
Note 8. In general we can have λ = 0 ∈ H2(U , K ∗) but λ = 0 ∈ H2(U ,US,K ). For example, take k = Q,
K = Q(√205). Then N(1/3(14 − √205)) = −1 while for the fundamental unit 
 = 1/2(43 − 3√305)
we have N(
) = 1. Given that for cyclic U we have that H2(U , K ∗) ∼ k∗/N(K ∗), we see that −1= 0 ∈
H2(U , K ∗), but not in Z∗K = U {i: i|∞},K .
Proof. By the choice of S , in particular (2) and (4), the ﬁrst statement of the theorem is trivial. Thus
only the second part of the theorem requires any arguments. Similarly, since the existence of μ:
U → US,K such that λ = ∂μ automatically implies λ = 0 ∈ H2(U , K ∗), the only statement that need
veriﬁcation is the following: Assume λ = ∂μ˜ for some μ˜ : U → K ∗ then there is a μ : U → US,K with
∂μ = λ as well. To illustrate we will use the following diagramme:
C2(U ,US,K )
ι
C2(U , K ∗)
C1(U ,US,K )
∂US,K
C1(U , K ∗)
∂K
Then our claim reads as: If S is as above then λ ∈ Image(C2(U ,US,K ) → C2(U , K ∗)) ∩
Image(C1(U , K ∗) → C2(U , K ∗)) if and only if λ ∈ Image(C1(U ,US,K ) → C2(U , K ∗)).
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as a 2-cocycle with values in I S , the group of ideals supported only in S . Since ∂μ˜ = λ we also
have ∂μ˜ZK = λZK . Since the Galois group acts (transitively) on the primes extending a ﬁxed rational
prime, and since we have unique factorisation, there is a decomposition as U -modules:
I =
∑
p∈Z
I{P |p} =:
∑
p∈¶Z
I p
where the sum is over all primes in Z. Correspondingly, we also have
Ci(U , I) =
∑
p∈¶Z
Ci(U , I p)
and
∂p : C1(U , I p) → C2(U , I p) decomposing ∂ =
∑
p∈¶Z
∂p .
This implies that there is a ν : U → I S such that ∂ν = λZK . Now ∂(ν − μ˜ZK ) = λZK − λZK = 0
thus ν − μ˜ZK is a 1-cochain (with values in the ideals of K ). By Lemma 9 we have H1(U , I) =
H1(U , I S ) = {0} so that there is some a ∈ I such that (∂a)(σ ) = a1−σ = ν − μ˜ZK . Writing a= γ b with
some ideal b ∈ S , we see ∂γZK + ∂b = ∂(γ b) = ∂a = ν − μ˜ZK and therefore ∂γZK + μ˜ZK = ν − ∂b.
Since the right hand side is supported by S only, the same is true for the left hand side. This implies
∂γ + μ˜ : U × U → US,K and ∂(∂γ + μ˜) = ∂∂γ + ∂μ˜ = 0 + λ = λ, thus μ := ∂γ + μ˜ is a 1-cochain
with values in US,K as claimed. 
Lemma 9 (Hilbert 90 for ideals). Let K/k be normal, U := Gal(K/k) and let I denote the group of fractional
ideals of K . Then H1(U , I) is trivial.
Proof. From [18, §7, Satz 1]: Let a : U → I be a 1-cocycle, i.e. aτ aτσ = aστ and deﬁne b :=
∑
σ∈U aσ .
Then aσ bσ = aσ ∑τ∈U aστ =∑τ∈U aσ aστ =∑τ∈U aτσ = b. 
For completeness and since it is required in the general case of representations of algebras, we
will also show how the relative Brauer group of a local ﬁeld can be computed explicitly. Note that, in
contrast to the number ﬁeld case, the structure is explicitly known but in the presence of ramiﬁcation
explicit generators are apparently not known and not easy to write down. We follow [19, Prop. 3,
p. 134] and use the algorithms in [20] to reduce again to the case of ﬁnitely generated Abelian
groups:
Theorem 10. Let K/k be a ﬁnite normal extension of local ﬁelds. Let α ∈ ZK be a generator for a normal basis
of K and n > 0 such that pnZK ⊆∑s∈Gal(K/k) Zpαs . Then U := 1 + pn+1∑s∈Gal(K/k) Zpαs is a subgroup
of K ∗ with trivial cohomology, thus
Hi
(
Gal(K/k), K ∗
)∼= Hi(Gal(K/k), K ∗/U).
If furthermore n and k are chosen such that 1+ πkZK  U then
1. K ∗/U = (K ∗/(1+ πkZK ))/(U/(1+ πkZK )) and the quotient groups on the right-hand side are ﬁnite.
2. The order of a cocycle λ ∈ Ci(Gal(K/k), K ∗) in H2(Gal(K/k), K ∗) is the same as λ˜ ∈ Ci(Gal(K/k), K ∗/U )
in H2(Gal(K/k), K ∗) and thus can be computed easily.
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H2(Gal(K/k), K ∗/U ) depends on the number of relations for Gal(K/k) and the number of generators
for K ∗/U . Thus care should be taken to use a generator for the normal basis such that the precision
n can be chosen as small as possible. For tamely ramiﬁed extensions K/k a generator for a normal
integral basis is optimal.
In order to ﬁnd a normal basis generator, we use random elements in K ∗/(1+π j) for some small
precision j until we ﬁnd a suitable element. Once a good element α has been obtained, we use the
above theorem to compute the precision k necessary to represent K ∗/U and ﬁnd a lift of α to the
required precision.
5. Hilbert 90
We ﬁx a : U → GL(n, K ) a 1-cocycle. We want to ﬁnd a matrix b ∈ GL(n, K ) such that (δb)(σ ) =
b1−σ = a(σ ). For a constructive version of Hilbert 90 we follow Serre’s probabilistic approach [21,
Chap. X §1, Prop. 3]: The map
Y → ψ(Y ) :=
∑
σ∈U
aσ Y
σ (3)
deﬁnes the Poincaré series. Now since
Ψ (Y )τ =
∑
σ∈U
aτσ Y
στ =
∑
σ∈U
a−1τ aστ Y στ = a−1τ
∑
σ∈U
aσ Y
σ = a−1τ Ψ (Y ),
it follows that aτΨ (Y )τ = Ψ (Y ) thus aτ = Ψ (Y )1−τ , i.e. aτ is a coboundary, if Ψ (Y ) is invertible.
Following Serre, the algebraic independence of the σ ∈ U implies that there are choices for Y such
that Ψ (Y ) is invertible. In fact, a reﬁned analysis [22] can be carried out and suitable matrices Y can
be constructed easily.
We remark that, similar to [4, Sections 5 and 6], the size of Ψ (Y ) is important for the size of the
result. Thus we aim to keep Y as small and sparse as possible to hope to obtain a small image Ψ (Y ).
6. Minimal degree splitting ﬁelds
So far, we described how to ﬁnd one or all subﬁelds of the starting ﬁeld that afford a given
representation. In particular, we can ﬁnd a subﬁeld of minimal degree affording the representation.
However, by the examples of [6] in general, this ﬁeld will not be absolutely of minimal degree. In
his article, Fein constructs examples of groups and representations where no cycloctomic ﬁeld can
contain a minimal degree splitting ﬁeld. It is easy to verify if our given ﬁeld is minimal as the degree
over the character ﬁeld is given by the least common multiple of the local Schur indices. In this
section we will give algorithms that allow the construction of minimal degree splitting ﬁelds as well
as explain how to realize the given representation over the new ﬁeld.
From the local Schur indices we know local conditions for a splitting ﬁeld, in particular we know
the degrees of a minimal splitting ﬁeld at a ﬁnite number of places of the character ﬁeld. That is, we
are given a ﬁnite number of places p ∈ S of k and degrees np > 0, np ∈ 1,2 for real places and np = 1
for complex ones, such that any ﬁeld L/k affording the representation must have np | (LP : kp) for all
places P of L extending p. We will make use of a weak form of the Grunwald–Wang theorem to ﬁnd
such a ﬁeld explicitly. For computational purposes we need a slightly stronger form than the one in
[23, 32.18].
Theorem 11. Let S be a ﬁnite set of places of the number ﬁeld k and let np ∈ {1,2} for real places p ∈ S,
np = 1 for complex places p ∈ S and np > 0 otherwise. Then there exists a cyclic extension L/k of degree n :=
lcmp∈S np which is unramiﬁed at all ﬁnite places in S not dividing 2 and at most tamely ramiﬁed outside 2.
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tamely ramiﬁed, we can restrict to the case where n and thus all np are powers of the same rational
prime l. If l = 2 we supplement S if necessary to include all places p|l with the local degrees np = 1
for p /∈ S . The proof of [24, III.4.16.6] shows, that there is a cyclic extension L/k or degree n which is
(outside places above 2) unramiﬁed at all ﬁnite places in S . It remains to show the tame ramiﬁcation.
However, since, by deﬁnition, only the places dividing the degree can be wildly ramiﬁed, our choice
of S make this immediate. 
We note that L/k in Theorem 11 is necessarily ramiﬁed at all real places p with np = 2. Fur-
thermore, for places p dividing 2 we get from [21, III.7 Prop. 13] a bound on the conductor D ,
vp(D) n − 1+ nvp(n).
Since L is cyclic and hence abelian over k (note that in general L will not be normal over Q), it
can be described in terms of ray class groups in k. For notation and deﬁnitions we refer to [12,25].
We will also use the following result:
Lemma 12. Let L/k ∼= (D,U ) be an abelian extension of k parametrised by the ray class group Clk,D modulo
D and the subgroup U < Clk,D . Then:
1. All ﬁnite places p  D are unramiﬁed in L with interia index f = ord p the order of p in Clk,D /U .
2. For ﬁnite places p | D we set D ′ := D − vp(D)p. There is a canonical surjection ψ : ClD → ClD ′ and we
set U ′ := ψ(U ). We then obtain the ramiﬁcation degree e of p in L/k as (ClD /U : ClD ′ /U ′) and the interia
degree f = ord p in ClD ′ /U ′ .
Proof. The ﬁrst statement comes directly from the properties of the Artin map [25, Chap. X, A1–A3,
Thm. 1]: The image of a prime ideal is the Frobenius automorphism associated to that prime. The
Frobenius is of order f and, since the Artin map is an isomorphism, the statement follows. To see
the second statement we note that (D ′,U ′) = (D,U ) ∩ (D ′, {0}) corresponds to the largest subﬁeld
of L/k ∼= ClD /U where p is unramiﬁed thus the result follows from Hilbert’s theory of ramiﬁcation
groups. 
We will try to ﬁnd deﬁning data for L such that L/k is unramiﬁed at all ﬁnite places in S coprime
to 2 and ramiﬁed at all real places p with np = 2. That means we need to ﬁnd a divisor D of k
coprime to all ﬁnite places in S \ {p | p | 2}, such that the valuation of D at all real places p of S with
np = 2 is equal to 1 and a subgroup U < Clk,D such that
• The conductor of (D,U ) contains all inﬁnite places of S .
• The quotient Q := Clk,D /U is cyclic of order n.
• The local degrees for all ﬁnite p ∈ S as obtained by Lemma 12 agree with the np .
Having found such a pair (D,U ) we can use the algorithms in [12] to ﬁnd explicit deﬁning equations
for L. Since the existence of such data is guaranteed by 11 the following simple minded algorithm
can be used:
Algorithm 13 (Weak Grunwald–Wang).
Input: Local data S, (np)p∈S as above.
Output: A divisor D and a subgroup U < Clk,D such that the extension parametrized by (D,U ) is cyclic with
local degrees given by np .
1. Set D :=∑p∈S, p divides2(n− 1+ nvp(n))p +∑p∈S, p is inﬁnite p.
2. Repeat:
3. For all subgroups U < Clk,D such that Clk,D /U is cyclic of order n test if the conditions are met. If so,
print (Clk,D ,U ) and terminate.
4. Find a (ﬁnite) place p /∈ S and coprime to D of minimal residue class ﬁeld.
5. Replace D by D + p.
C. Fieker / Journal of Algebra 322 (2009) 752–765 761Proof. Given that the places p added to D form an enumeration of all ﬁnite places not contained
in S , the termination of the algorithm is clear if such a ﬁeld exists. 
We remark that the algorithm as presented here is too simple minded to be effective. In order to
improve performance we can
1. Restrict to places p such that n divides N(p) − 1 if N(p) denotes the size of the residue class
ﬁeld of p.
2. Replace Clk,D by the maximal quotient of exponent n.
3. By ﬁxing an enumeration of the places p in advance, we can also reduce the divisor D as we
construct it. Let V be the image of [n] : Clk,D → Clk,D : x → nx. Then D can be replaced by the
conductor of (Clk,D , V ).
4. Instead of investigating all subgroups such that the quotient is cyclic, we can compute the sub-
group W := 〈pnp | p ∈ S, p is ﬁnite〉 of Clk,D /V and then search for a complement W⊥ of W in
there. It is then suﬃcient to look only for subgroups in Clk,D /VW⊥ .
Once we have a minimal degree splitting ﬁeld, we need to explain how to realize the given repre-
sentation over the new ﬁeld. Let us assume that we have an absolutely irreducible representation ρ :
G → GL(n, K ), a 2-cocycle λ : Gal(K/k)×Gal(K/k) → K ∗ representing the group algebra, the character
ﬁeld k and a ﬁeld L/k affording the representation. If we additionally assume that at least one of K/k
and L/k are normal then there exists a unique (up to ﬁeld isomorphism) minimal compositum F/k
containing both ﬁelds. We note that K/k has to be normal for the Galois cohomology and that L/k
will be cyclic hence normal by the above construction in Algorithm 13. The 2-cocycle λ˜ representing
ρ˜ : G → GL(n, F ) = GL(n, K ) ⊗k F can be obtained by inﬂation:
λ˜ : Gal(F/k) × Gal(F/k) → F∗ = infGal(F/k)Gal(K ,k)λ.
(It is easy to see that Xg˜ = Xg can be chosen whenever g˜ g−1 ∈ Gal(F/k), thus λ˜(g˜, h˜) = λ(g,h)
whenever g˜ g−1 ∈ Gal(F/K ) and h˜h−1 ∈ Gal(F/K ) which is the deﬁnition of the inﬂation map.) By
construction, ResF/k λ˜ = 0 so we can use the method outlined in Section 2 to obtain ρ ′ : G → GL(n, F ).
We remark that the only diﬃcult steps that have to be carried out in F/k are Theorem 7 and the
Hilbert 90 step.
7. Open problems
The main problem in applying the algorithm lies in the application of Theorem 7. In order to ﬁnd
the 1-cochain μ certifying that λ = δμ is a 2-coboundary requires two computationally expensive
steps, namely the computation of the support of the image of λ and the computation of a funda-
mental set of S-units. The determination of the support requires the factorisation of the images of λ
which can be prohibitively expensive, the algorithmic complexity here is known to be subexponen-
tial (using advanced techniques like the number ﬁeld sieve). Similarly, currently known algorithms
for the computation of S-units require the class group of K to be known. Again the determination
of classgroups is subexponential but typically infeasible once the degree of K is larger than 30 say.
It is possible to reduce the complexity of the factorisation in two ways. First, we can try to choose
the conjugating matrices Xσ in such a way that the resulting 2-cocycle λ has small coeﬃcients and
secondly instead of directly factoring the images individually, we can compute a coprime basis ﬁrst
and then try to reduce the support without factoring.
Algorithm 14 (Reduction of Xσ ). Let Xσ be a conjugating matrix. This algorithm tries to improve the size
of Xσ .
1. Compute the contents of Xσ as a :=∑(Xσ )i, jZK .
2. Use the class group of K to ﬁnd a small integral ideal b and some γ ∈ K such that bγ = a.
3. Replace Xσ by Xσ /γ .
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matrix – with a possibly smaller contents. Since the contents of the product of matrices has to be
divisible by the product of the contents, this makes it possible for the images of λ to have a small
support.
Algorithm 15 (Coprime factorisation). Let A := {α1, . . . ,αn} ⊂ K ∗ be given. This algorithm will compute a
set B of ideals of K such that the ideals in B are pairwise coprime, each ai has a unique factorisation into a
power product of elements of B and B is closed under the action of the Galois group.
Input: A ﬁnite set A of elements in K ∗ .
Output: A ﬁnite set B of ideals, closed under the action of the Galois group of K and supporting A.
1. Set B := { }.
2. Set A := {aden(a): a ∈ A} ∪ {den(a): a ∈ A}, where den : K ∗ → Z>0: a →min{d ∈ Z>0: da ∈ ZK }.
3. For a ∈ A do call InsertIdeal(B,aZK )
4. While there exists b ∈ B and σ ∈ Gal(K ) with bσ /∈ B call InsertIdeal(B,bσ ).
InsertIdeal Given a coprime set of ideals B and an ideal a replace B by a set C of ideals, that is pairwise
coprime such that 〈C〉 = 〈B,a〉.
1. If a = ZK exit.
2. If a+ b= ZK for all b ∈ B, then B := B ∪ {a} and exit.
3. Let a + b = c = ZK and set b1 = b/c, b2 := a/c and B := B \ {b}. If b1 = ZK then set B := B ∪ {b1}.
Finally, call InsertIdeal(B,b2)
Proof. Termination of InsertIdeal is guaranteed since in every recursive call the norm of the
integral ideal to be inserted is strictly decreasing. 
We remark that there are asymptotically much faster algorithms known for the computation of
coprime bases of integers [26]. While their generalisation to ideals is straightforward, there seem to
be no beneﬁt for the size of problems considered here.
Algorithm 16 (Support reduction). Let λ : Gal(K/k)×Gal(K/k) → K ∗ be a 2-cocycle. This algorithm will try
to compute a 1-cochain μ such that λ + δμ has a smaller support.
1. Using Algorithm 15, compute a set S of pairwise coprime ideals, supporting the image of λ and closed
under the Galois action.
2. Compute the decomposition λ(σ , τ )ZK =∏b∈S bnb,σ ,τ .
3. Let a ∈ S be arbitrary such that the Gal(K/k) orbit T is as large as possible.
4. Compute the projection λ˜ : Gal(K/k) × Gal(K/k) → IT as
λ˜(σ , τ ) :=
∏
b∈T
bnb,σ ,τ .
5. If λ˜ = δμ˜ for some μ˜ : Gal(K/k) → IT , then:
6. Compute αc= a with c “small”.
7. Deﬁne a 1-cochainμ : Gal(K/k) → K ∗ by “unprojecting”, i.e.μ(σ ) =∏b∈T bnb and b = σba for some
ﬁxed σ ∈ Gal(K/k), then μ(σ ) :=∏b∈T σ(αnb).
8. Return −μ.
While it is clear that the algorithm is valid, it is not clear that it will be successful. In general, if
a in step (3) is a prime ideal and if λ is a 2-coboundary, then step (5) will be successful. However if
a contains a product of several prime ideals over the same rational prime then step (5) can fail. Thus
there are at least two applications of the above algorithm. If the support of the image can be factored
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is in case the determination of the support requires the factorisation of integers that are too large. In
this case the algorithm can be used to try to reduce the support so that a subsequent factorisation
may be successful.
A big problem in this overall algorithm is to control the size of the output. The matrix used to
conjugate the given representation into the new ﬁeld of deﬁnition is the result of some random
choice followed by a summation. Since the representation is conjugated by this matrix, we expect the
ﬁnally representation to grow (roughly) by the size of twice the conjugating matrix, thus making it
very important to try to either control the matrix or to subsequently reduce the size.
For representations over Q, Allan Steel [27], has developed strategies for controlling coeﬃcient
size. However, for representation over arbitrary number ﬁelds, no eﬃcient reduction procedure is
known. Since the reduction over Q depends on the availability of the LLL algorithm, a generalization
is diﬃcult.
8. Examples
All the examples were computed using Magma 2.14. We start by demonstrating the method with
the 2-dimensional representation of the quaternion group
G = 〈a,b ∣∣ a2 = b2,ab = a−1〉
of order 8. The group has 5 fundamental characters, all but one of which are 1-dimensional, the
remaining one having dimension 2. It is well known that a 2-dimensional representation for G can
be obtained over any ﬁeld k where −1 = x2 + y2, i.e. where −1 can be written as the sum of two
squares, in fact
a →
(
x y
y −x
)
, b →
(
0 1
−1 0
)
will be such a representation. By class ﬁeld theory ([28, Exercise 4.3, p. 358] and Hasse’s norm theo-
rem [28, Chap. VII, 9.6]) or by direct computation of the Schur-indices [9], for normal extensions of Q,
this is equivalent to 2 | (k ⊗ Q2 : Q2) and k being complex (non-real). For cyclotomic ﬁelds k = Q(ζn)
a suﬃcient condition for this is n ≡ 1 mod 4, thus Q(ζ5) affords such a representation. Indeed, we
have −1= (ζ 35 − ζ 25 )2 + (ζ 35 + ζ 25 + 1)2 =: x2 + y2. We would like to apply the algorithm presented in
Section 2 to this representation. Note, that we can easily see that the representation cannot be writ-
ten over any subﬁeld of Q(ζ5): the Schur-indices imply that any ﬁeld affording the representation has
to be complex and the unique non-trivial subﬁeld of Q(ζ5) is Q(
√
5) which is totally real. However,
we also know that there exist a quadratic ﬁeld affording the representation and we want to apply our
method to ﬁnd one.
The Galois group of k := Q(ζ5) over Q is isomorphic to (Z/5Z)∗ = 〈σ 〉 ∼ C4 where σ : k → k: ζ5 →
ζ 25 is a generator. Using any method desired, we compute that the matrix
Xσ :=
(
1 −2ζ 25 − 2ζ5 − 1
2ζ 25 + 2ζ5 + 1 1
)
conjugates ρ to ρσ . The 2-cocycle induced by this choice of Xσ is now given as λ(σ i, σ j) :={
1, i + j < 4,
−4, otherwise. From the Schur indices we know that a minimal extension of the character ﬁeld
(Q in this case) has to be complex with local degree 2 over Q2. An application to Algorithm 13 ﬁnds
Q(
√−2) as a possible ﬁeld. The smallest ﬁeld containing both k = Q(ζ5) and L = Q(
√−2) is a sub-
764 C. Fieker / Journal of Algebra 322 (2009) 752–765ﬁeld of degree 8 of Q(ζ40) generated by α := √−2ζ5. The Galois group of F over Q is generated by
σ and τ : √−2→ −√−2 and we easily inﬂate λ to the larger ﬁeld
λ˜
(
σ iτ j,σ hτ l
)=
{
1, i + h < 4,
−4, otherwise.
A straightforward search over all subgroups of 〈σ ,τ 〉 = C4 × C2 reveals that there are 3 distinct
subﬁelds affording ρ , namely the ﬁelds ﬁxed by τ , σ and τσ 2 corresponding to k, Q(
√−2) and
Q(
√−10). We now have λ˜|〈σ 〉(σ i, σ j) = δμ for
μ
(
σ i
)=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1, i = 0,
ζ5
√
2− 2ζ 25 − 2/ζ5 −
√
2, i = 1,
−2ζ5
√
2+ 4ζ 25 + 2ζ 35
√
2− 2/ζ5 − 2
√
2+ 4ζ5 + 2ζ 25
√
2, i = 2,
−2ζ5
√
2− 4ζ 35
√
2− 2√2− 4ζ5 − 2ζ 25
√
2, i = 3.
Now we use the 1-cochain μ to rescale the intertwining matrices Xσ to obtain a 1-cocycle with
values in GL(2,Q(
√−2). This cocycle is then used to deﬁne the map Ψ as in (3). Now, computing
Ψ (8
√−2I2) we get
Ψ
(
8
√−2I2
)=
(
a b
−b a
)
for
a := −72+ 48ζ5
√−2− 32ζ 25 − 72/ζ5 − 64z + 32ζ 25
√−2 and
b := −8− 8ζ5
√−2− 64ζ 25 + 48ζ 35
√−2− 8/ζ5 − 80ζ5 + 40ζ 25
√−2.
The matrix is invertible, hence it can be used to conjugate the representation down to a smaller ﬁeld.
Applying this to the matrices deﬁned above, we get:
a →
(
x˜ y˜
y˜ −x˜
)
, b →
(
0 1
−1 0
)
for x := 1/466(140 + 525√−2) and y := 1/466(588 − 125√−2). We note that since (1/2√−2)2 +
(1/2
√−2)2 = −1, our representation is also equivalent to
a →
(
z z
z −z
)
, b →
(
0 1
−1 0
)
where z := 1/2√−2. To obtain this matrix using the procedure described here, we would have to
have used for example
1
15
Ψ
(−14+ 14ζ5√−2− 4√−2+ 4ζ5 −390/697− 930/697√−2
0 u
)
for u := 1/697(3340 + 3340ζ 25 + 1150ζ 35
√−2 + 3340/ζ5 + 3340ζ5) While this matrix gave a better
presentation in the end, it is by no means clear how to ﬁnd such a matrix in general.
As a larger example we consider G := S3  D4 where D4 is the dihedral group with 8 elements.
Using Magma’s AbsolutelyIrreducibleModules function we compute 54 representations over
cyclotomic ﬁelds having conductor 1, 3, 4 and 12 of degree 1, 2, 4, 8, 16 and 32, respectively. The
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deﬁned over cyclotomic ﬁelds of conductor 3, 4 and 12. Since in every case the character ﬁeld is just
Q and the Schur-index trivial, all representations can be deﬁned over Q. It took Magma about 20
seconds to rewrite the 44 representations over Q.
9. Conclusion
We presented a complete algorithm for the computation of minimal deﬁning ﬁelds for absolutely
irreducible representations over number ﬁelds.
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