Abstract-There has been a recent surge in interest in the application of Artificial Intelligence (AI) techniques to Software Engineering (SE) problems. The work is typified by recent advances in Search Based Software Engineering, but also by long established work in Probabilistic reasoning and machine learning for Software Engineering. This paper explores some of the relationships between these strands of closely related work, arguing that they have much in common and sets out some future challenges in the area of AI for SE.
I. INTRODUCTION
The history of the field of Artificial Intelligence (AI) is long and illustrious, tracing its roots back to the seminal work of Turing [1] and McCarthy [2] . The idea that machines can be intelligent has provided a staple diet for science fiction. Despite this, AI can also seem rather commonplace: Computational intelligence regularly provides examples of specific areas of intelligent behaviour for which machines comfortably surpass the performance of even the best human. Right from its intellectual origins in the 1950s the field stimulated philosophical as well as technological debate and raised much interest, not to mention a little concern, from the wider public.
Software engineers, by contrast, are less used to seeing their work in the science fiction literature. They are typically focussed on more prosaic and practical engineering concerns. Nevertheless, the software engineering research and practitioner communities have fallen under the 'AI spell'.
Artificial Intelligence is about making machines intelligent, while software engineering is the activity of defining, designing and deploying some of the most complex and challenging systems mankind has ever sought to engineer. Though software engineering is one of the most challenging of all engineering disciplines, it is often not recognised as such, because software is so well concealed.
Consider the Eiffel tower, a marvel of engineering reputedly containing no fewer than 2.5 million rivets [3] . It is an unmissable physical manifestation of engineering prowess, dominating the Paris skyline. By contrast, the scale of the engineering challenge posed by software remains entirely invisible. When one of the Eiffel Tower's 2.5 million rivets fails, the tower itself does not fail. Compare this enormous engineering edifice with a typical tiny smart phone, which may contain five to ten million lines of code, the failure of any one of which could lead to total system failure 1 . The space of inputs to even the smallest app on the phone is likely to comfortably exceed 10 80 (a reasonable current estimate for the number of atoms in the 1 It is important to recognise that there will be many lines of code that can be deleted with no observable effect of the behaviour of the device. However, we can be almost certain that there will exist a non-trivial set of statements, the deletion of any one of which would lead to a total system failure. observable universe), yet all but a single one of these inputs may fail to reveal the presence of just such a critical fault.
Faced with the daunting challenge of designing, building and testing engineering systems at these scales, software engineers fortunately have one critical advantage that other engineers do not posses; the software engineer's own material, software, can be used to attack the challenges posed by the production of systems in this very same material. AI algorithms are well suited to such complex software engineering problems, because they are designed to deal with one of the most demanding challenges of all; the replication of intelligent behaviour. Which software engineer would not want to have the assistance of intelligent software tools?
As a result of this natural technological pull, the software engineering community has adopted, adapted and exploited many of the practical algorithms, methods and techniques that have emerged from the AI community. These AI algorithms and techniques find important and effective applications that impact on almost every area of software engineering activity. In particular, the SE community has used three broad areas of AI techniques: In Fuzzy and probabilistic work, the aim is to apply to Software Engineering, AI techniques developed to handle real world problems which are, by their nature, fuzzy and probabilistic. There is a natural fit here because, increasingly, software engineering needs to cater for fuzzy, ill-defined, noisy and incomplete information, as its applications reach further into our messy, fuzzy and ill-defined lives. This is not only true of the software systems we build, but the processes by which they are built, many of which are based on estimates.
One example of a probabilistic AI technique that has proved to be highly applicable in Software Engineering has been the use of Bayesian probabilistic reasoning to model software reliability [5] , one of the earliest [6] examples of the adoption of what might be called, perhaps with hindsight, 'AI for SE'. Another example of the need for probabilistic reasoning comes from the analysis of users, inherently requiring an element of probability because of the stochastic nature of human behaviour [7] .
In classification, learning and prediction work there has been great interest in modelling and predicting software costs as part of project planning. For example a wide variety of traditional machine learning techniques such as artificial neural networks, cased based reasoning and rule induction have been used for software project prediction [8] , [9] , ontology learning [10] and defect prediction [11] . An overview of machine learning techniques for software engineering can be found in the work of Menzies [12] .
In Search Based Software Engineering (SBSE) work, the goal is to re-formulate software engineering problems as optimisation problems that can then be attacked with computational search [13] . This has proved to be a widely applicable and successful approach, with applications from requirements and design [14] , [15] to maintenance and testing [16] , [17] , [18] . Computational search has been exploited by all engineering disciplines, not just Software Engineering. However, the virtual character of software makes it an engineering material ideally suited to computational search [19] . There is a recent tutorial that provides a guide to SBSE [20] .
III. RELATIONSHIP BETWEEN APPROACHES TO AI FOR SE
The various ways in which AI techniques have been applied in software engineering reveal considerable overlaps. For instance, the distinctions between probabilistic reasoning and prediction for software engineering is extremely blurred, if not rather arbitrary. One can easily think of a prediction system as nothing more than a probabilistic reasoner. One can also think of Bayesian models as learners and of classifiers as learners, probabilistic reasoners and/or optimisers.
Indeed, all of the ways in which AI has been applied to software engineering can be regarded as ways to optimise either the engineering process or its products and, as such, they are all examples of Search Based Software Engineering.
That is, whether we think of our problem as one couched in probability, formulated as a prediction system or characterised by a need to learn from experience, we are always seeking to optimise the efficiency and effectiveness of our approach and to find good cost-benefit trade offs.
These optimisation goals can usually be formulated as measurable objectives and constraints, the solutions to which are likely to reside in large spaces, making them ripe for computational search.
There is very close interplay between machine learning approaches to Software Engineering and SBSE approaches. Machine learning is essentially the study of approaches to computation that improve with use. In order to improve, we need a way to measure improvement and, if we have this, then we can use SBSE to optimise according to it. Fortunately, in Software Engineering situations we typically have a large number of candidate measurements against which we might seek to improve [21] .
Previous work on machine learning and SBSE also overlaps through the use of genetic programming as a technique to learn/optimise. Genetic programming has been one of the most widely used computational search techniques in SBSE work [22] , with exciting recent breakthoughs in automatic bug fixing [23] , [24] porting between platforms, languages and programming paradigms [25] and trading functional and non-functional properties [26] .
However, genetic programming can also be thought of as an algorithm for learning models of software behaviour, a lens through which it appears to be a machine learning approach as well as an optimisation technique [27] , [28] . Therefore, we can see that there are extremely close connections between machine learning for SE and SBSE: one way of learning is to optimise, while one way to think of the progress that takes place during optimisation is as a learning process.
Terminological arguments should not become a trap into which we fall, interminably and introspectively arguing over problem and solution demarkations. Rather, this rich shared and interwoven nomenclature can be regarded as an opportunity for exchange of ideas. For example SBSE can be used to optimise the performance of predictive models [29] and case based reasoners [30] .
The first step for the successful application of any AI technique to any Software Engineering problem domain, is to find a suitable formulation of the software engineering problem so that AI techniques become applicable. Once this formulation is accomplished it typically opens a technological window of opportunity through which many AI techniques may profitably pass, as has been repeatedly demonstrated in previous work [17] , [16] , [18] , [15] , [14] .
IV. CHALLENGES AHEAD IN AI FOR SE
This section outlines some of the open problems in the application of AI techniques to Software Engineering.
A. Searching for strategies rather than instances
Current approaches to the application of AI to SE tend to focus on solving specific problem instances: the search for test data to cover a specific branch or a specific set of requirements or the fitting of an equation to predict the quality of a specific system.
There is scope to move up the abstraction chain from problem instances to whole classes of problems and, from there, to the provision of strategies for finding solutions rather than the solutions themselves.
There has already been some initial work on ways of searching for derived probability distributions for statistical testing [31] and for inferring strategies from paths in model checking [32] . There has also been work on the search for tactics for program transformation [33] , [34] .
However, this work remains focussed on specific problems. It remains to be seen how we can best migrate from searching for solution instances to searching for strategies for finding solution instances. Through this avenue of future work, we shall be exploiting the natural connections between SBSE and machine learning, since the search for strategies can be thought of as a learning process over a training set.
Genetic Programming (GP), in particular, has the potential to generalise from the solution of problem instances to the solution of problem classes. Instead of searching for a test input to achieve a test goal, why not use genetic programming to characterise the strategies that find the next test input, based on the behaviour so-far observed. Rather than seeking a specific set of requirements for the next release of the software we might move closer to the original goals of strategic release planning [35] . That is, search for strategies to manage release of the software, charactersing the release strategy using GP.
B. Exploitation of Multicore Computation
A somewhat dated view of AI techniques might consider them to be highly computationally expensive, making them potentially unsuited to the large scale problems faced by software engineers. Fortunately, many of the AI techniques that we may seek to apply to Software Engineering problems, such as evolutionary algorithms, are classified as 'embarrassingly parallel'; they naturally decompose into sub-computations that can be carried out in parallel.
This possibility for parallelisation has been exploited in work on software re-modularisation [36] , [37] , concept location [38] and regression testing [39] . Although this work is very promising, more work is required to fully exploit the enormous potential of the rapidly increasing number of processors available.
One of the principal challenges for multicore computation remains the task of finding ways to translate existing programming paradigms into naturally parallisable versions [40] . This is essential if any speed up is to be achieved. Without it, execution on multicore can actually decrease performance, since each core is typically clocked at a lower rate than a similar single core system [41] .
For many of the AI techniques discussed in this paper and almost all of those associated with SBSE, the algorithms used are naturally parallelisable. Yoo et al. [39] report that, with an inexpensive General Purpose Graphics Processing Unit (GPGPU), they are able to achieve speed ups over single computations of factors ranging up to 25. They also report that for larger regression testing problems the degree of scale up also tends to increase. The increasing number of processors available is an exciting prospect for scalability, chastened only by the observation our software engineering problems may be scaling at similar rates.
C. Giving Insight to Software Engineers
AI techniques do not merely provide another way to find solutions to software engineering problems, they also offer ways to yield insight into the nature of these problems and the spaces in which their solutions are to be found. For instance, though much work has been able to find good requirements [42] , [43] , project plans [44] , [45] , designs [46] , [47] and test inputs [48] , [49] , [31] , there is also much work that helps us to gain insight into the nature of these problems.
For instance, SBSE has been used to reveal the trade offs between requirements' stakeholders [50] and between requirements and their implementations [51] and to bring aesthetic judgements into the software design process [52] . There has also been work on understanding the risks involved in requirements miss-estimation [53] , while predictive models of faults, quality, performance and effort [54] , [28] , [55] , [56] are naturally concerned with the provision of insight rather than solutions.
There remain many exciting and interesting ways in which AI techniques can be used to gain insight. For example some open problems concerning program comprehension are described elsewhere [57] . Such work is, of course, harder to evaluate than work which merely seeks to provide solutions to problems, since it involves measuring the effects of the AI techniques on the provision of insight, rather than against existing known best solutions. This is inherently more demanding, and the referees of such papers need to understand and allow for this elevated evaluation challenge. However, there is tremendous scope for progress; AI techniques have already been shown to outperform humans in several software engineering activities [58] .
D. Compiling Smart Optimisation into Deployed Software
Most of the work on AI for SE, such as optimisation, prediction and learning has been applied off-line to improve either the software process (such as software production, designs and testing) or the software itself (automatically patching improving and porting). We might ask ourselves "If we can optimise a version of the system, why not compile the optimisation process into the deployed software so that it becomes dynamically adaptive?" In order to deploy optimisation into software products, we need to identify the parameters that we should optimise [55] , which could, itself be formulated as an optimisation problem. We might also speculate that work on genetic programming as a means of automatically patching, improving and porting software [23] , [25] , [24] , [26] , may be developed to provide in situ optimisation.
This would provide us with a set if tools and techniques with which to address long-standing challenges such as autonomic computing [59] and self-adapting systems [60] .
E. Novel AI-Friendly Software Development and Deployment
We cannot expect to simply graft AI techniques into existing Software Engineering process and use-cases. We need to adapt the processes and products to better suit a software engineering world rich in the application of AI techniques.
AI algorithms are already giving us intelligent software analysis, development, testing and decision support systems. These smart tools seek to support existing software development methods and processes, as constructed for largely human-intensive software development.
As the use of automated smart AI-inspired tools proliferates, we will need to rethink the best ways in which these can be incorporated into the software development process.
For instance, if faults can be automatically fixed, we need a release policy that accounts for this. Perhaps automated patches may not be, at least initially, so fully trusted as human-generated patches, then they might be used in tandem with the original system for ongoing regression testing.
If deployed software is able to take advantage of dynamic optimisation, in situ, then we may need to design software products that are able to seamlessly and unobtrusively monitor user 'comfort' and 'satisfaction' with the dynamically optimising code. Users will need a way to express their level of frustration and dissatisfaction with a system implicitly, simply by using it, without interfering with this use. It will be no use asking the user every few seconds whether they are happy; the system must be designed to continually monitor this, rather than merely monitoring the surrogate non-functional properties against which it seeks to optimise.
F. Balancing Automation and Human Intervention
Despite its appeal, full automation is neither always appropriate, nor always desirable. As software systems extend into social, financial and legal domains, we need to be vigilant; automation may have unintended consequences such as the flash crash of May 2010. Automation is often compellingly cost effective, but it may not always be desirable. The potential of algorithmic trading systems for pernicious collective emergent behaviour is merely one example of what can happen if automation remains entirely unchecked. The law of tendency to executability states that descriptions tend to executability [61] . That is, when we define a process with a description, that description is either useless, in which case it is abandoned, or useful, in which case it is used repeatedly. The repetition of use, tends to make users consider some form of executable format, hence a 'tendency to executability'. We have seen design notations tend towards, first templates, then instantiated templates and then fully compilable formats. Specifications, invented to escape the perils of execution detail, were initially considered to be inherently unexecutable. Nevertheless, those which were more useful gradually submitted, first to 'animation', then to more complete forms of execution. This is part of the nature of the development of our discipline. However, languages and descriptions can also be used to capture our legal processes and social and organisational interactions. The tendency of these descriptions to executability might lead us into a kind of Kafkaesque nightmare of automated bureaucracy [61] . It is therefore always important to consider where the human best fits 'in the loop'. Not only where human judgement is technically superior or complementary to automated reasoning, but also where such judgement calls are necessary for ethical reasons.
V. CONCLUSION
The rapid growth of topics such as SBSE testifies to the Software Engineering community's appetite for AI techniques. This is not merely a capricious fashion. It is grounded in the way in which Software Engineering is, itself, becoming less of a craft and more of an engineering discipline.
For several decades we have been moving away from small, localised, insulated, bespoke, well-defined construction towards large-scale development and maintenance of connected, intelligent, complex, interactive systems. The engineering character of the problems we face as software engineers, such as noisy, partially-and ill-defined application domains with multiple competing, conflicting and changing objectives, is dragging us from an unrealistic utopia of perfect construction to the more realistic, but imperfect world of engineering optimisation.
This change in the nature of software forces us to change our development and deployment techniques. It should come as no surprise that AI techniques are proving to be well-suited to this changing world, since their inspiration comes from human intelligence; the archetype of a noisy, ill-defined, competing, conflicting, connected, complex, interactive system. The PROMISE repository [62] contains predictive modelling resources. A general overview survey of repositories can be found in the work of Rodriguez et al. [63] .
