1. Introduction. In this paper we consider sequences {y k } of real valued functions defined on an interval I. We are interested in finding conditions which when satisfied by the sequence {y k } guarantee the existence of a subsequence of {y k } which converges pointwise on I. With this in mind we make the following definition. DEFINITION 1.1. Let ƒ:/-•/? and consider the set & of all finite nonempty partitions P = {x 1 ,x 2 ,... , x"} of I where n ^ 1 and x x < x 2 < • • < x". We denote by T(f) the oscillation of ƒ on ƒ and define it by
T(f) = supji \f(x t )\:(-iyf(xd > 0 Vi or (-l)'/(x,) < 0 Vi or (-l)'/(x,) = 0 Vil
For a function ƒ which is nonnegative on / the oscillation of/on /, T(f), is the supremum off on I. It is not the case, however, that the set of/for which T(f) is finite forms a Banach space with norm T(f ) since closure under addition is not satisfied. It is also not the case that the set of ƒ for which T(f) is finite forms a metric space with metric given by d(ƒ g) = T(f -g) because the triangle inequality is not satisfied.
Our main result, for which we give a number of applications later, is the following. The original motivation for this theorem comes from the study of boundary value problems. In [3] the author showed, among other things, that if {y k } is a uniformly bounded sequence of continuous real valued functions defined on an interval I having the property that there exists a positive integer N such that y k and y i are not equal at more than JV values of x for k =ft j then y k contains a subsequence which converges at every point in I. This result is a corollary of Theorem 1.2. A more complete description of the connection between such convergence theorems and the study of boundary value problems may be found in [3] along with a list of references.
2. Preliminary results. We begin by stating a known result due to Ramsey which we will refer to repeatedly. This result and its proof may be found in [ 
xeJ depending on i, j with h t (t) > hj(t) and h t (x)
< hj(r).
PROOF. If there are only finitely many functions in {f k } which are distinct on J then infinitely many are identical on J and we are done. Thus we may assume there are infinitely many functions in {f k } which are distinct on J and, by picking a subsequence if necessary, we may assume all the f k are distinct. Let u = r = 2 and T = {f k }. Let C x = {{f k ,fj}:k ± j, f k (t) S m
We J or f k (t)^fft) We J} and C 2 = {{f k9 fj}:k*j 9 f k (t) > f ff) for some te J and f k (x) < ffx) for some xe J}. The result now follows from Theorem 2.1. COROLLARY 2.3. If {f k } is any sequence of real valued functions defined on an interval J and s > 0 is any number then either there is a subsequence {hj} of {f k } such that, for i ^ j, \hj(t) -/i f (f)| < e for all te J or else there is a subsequence {hj} of {f k } such that, for i ^ j, \hj(t) -/z,(OI ^ s for some te J depending on i,j.
PROOF. AS in the proof of Corollary 2.2 we may assume the j k are all distinct on J or we are done. Let T = {f k }, u = r = 2, C i = {{f k% f)) : k ï h \Â(t) ~ fft)\ < s Vf e J}, C 2 = {{ƒ*,./}} :k+j 9 \f k (t) -fj(t)\ £ v. for some t e J}. The result now follows from Theorem 2.1. 
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It follows from Corollary 2.2 applied to J x that either there is a subsequence of {y k }, again denoted by {y k }, which is monotone and convergent on J x or else there is a subsequence of {y k } 9 again denoted by {y k } 9 such that, for k ± j, y k (t) > yfo) and y k (x) < y^x) for some t, xeJ v We now repeat the process described in the previous sentence consecutively on the intervals J 2 , J3,... and then take the diagonal subsequence, denoted by {y k } again. This sequence has the property that on any of the intervals J, it is either monotone on J, for k sufficiently large and hence converges on J, or else for every k ^ j sufficiently large there are t, x e J { such that y k (t) > yj(t) and ^(T) < y/t). Now using J x and e = 1 it follows from Corollary 2.3 that either there is a subsequence of {y k } 9 again denoted by {y k } 9 such that, for k ^ ;, \y k (t) -yM)\ < e = 1 for all t e J x or else there is a subsequence of {y k }> again denoted by {y k }> such that if k ± j there is some teJ x for which \y k (t) -yj(t)\ ^ s = 1. We now repeat this process consecutively on J x using v. = 1/2, e = 1/3,..., 8 = l/n,... and then take the diagonal subsequence, again denoted by {y k }. This sequence has the property that for J x and 8 = l/n either for all k =£ j sufficiently large \y k (t) -yj(t)\ < e = l/n holds for all t e J x or else for all k ± j sufficiently large there is some teJ 1 with \y k (t) -yj(t)\ ^ 8 = l/n. We now repeat the entire process described in the preceding paragraph consecutively on the intervals J 2 > ^3> • • • and then take the diagonal subsequence, again denoted by {y k }. This sequence has the property that for J, and 8 = l/n then either for every k ± j sufficiently large, depending on i and n, \y k (t) -yj(t)\ < e = l/n W G J t or else for every k ^ j sufficiently large, depending on i and n, \y k (t) -yj(t)\ ^ e = l/n for some teJ h depending on kj.
We will now show using proof by contradiction that {y k } converges at all but countably many values of xeI. For xel such that {y k (x)} is not convergent let {F xi } be the subsequence of {Jj consisting of the intervals which contain x. There must be a smallest positive integer n xi such that l.v*(0 -yj(t)\ ^ £ = l/n xl -for all k ± j sufficiently large for some t e F xi or else {y k } is Cauchy on F xi and hence converges at x which would contradict the choice of x. If lim,_> + 00^,= +00 then there is a subsequence n xi{a) of {n xi } such that lim a _> + ^ n xl(a) = + 00 and by the definition of n xi{a) we have I.Vfc(0 ->'/0l < l/( n xi(<x) -1) for all k =£ j sufficiently large and all t e F xi{a) . This implies {y fc (x)} is Cauchy which contradicts the choice of x, so iïnïf,_ + ^ n xi = c x < +00. Let d x > c x be an upper bound for the set {n xi }.
If there are uncountably many x at which y k (x) is not convergent then there is some number d so that -(F M(1)i(1) u F u(2)i(2) )) n A is uncountable. Continuing in this way we get {M (1), M(2), ..., u(2N + 1) We conclude that {y k } converges for all but countably many values of x and hence a subsequence can be chosen which converges at every point. 
