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a b s t r a c t
Weclassify the bicyclic polytopes and their vertex figures, up to combinatorial equivalence.
These four-dimensional polytopes, which were previously studied by Smilansky, admit
abelian groups of orientation-preserving symmetries that act transitively on their vertices.
The bicyclic polytopes come in both simplicial and nonsimplicial varieties. It is noteworthy
that their facial structures admit an explicit and complete presentation. Their vertex figures
are also of interest, and they play a prominent role in the classification; their combinatorial
structures are studied in detail here. The f -vectors of the polytopes and of their vertex
figures are given.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Given a point u = (x, y) ∈ R2, [u] denotes the point (cos 2πx, sin 2πx, cos 2πy, sin 2πy) ∈ R4. Given a subset S ⊆ R2, [S]
denotes the subset of R4 which is the convex hull of the points [u], for u ∈ S. For any set S ⊆ R2 we have [S+Z2] = [S], since
cosine and sine are periodic with period 2π . The set [S] depends only upon the image of S under the canonical mapping of
R2 to the torus R2/Z2.
Smilansky [12] has studied the 4-polytopes of the form [L], where L ⊆ R2 is a lattice (a discrete additive subgroup of R2
having rank 2) containing Z2. Following Smilansky, we call these polytopes bicyclic polytopes. Smilansky described the facets
of the bicyclic polytopes by giving rules to determine sets S ⊆ L for which [S] is a facet of [L]. In this paper we start from
Smilansky’s rules to determine the combinatorics of the facial structure of these convex polytopes. We determine which are
combinatorially equivalent and find their f -vectors.
Because of their symmetry the bicyclic polytopes are rather natural objects of study. Bisztriczky and Böröczky [3]
and Bisztriczky [2] have considered bicyclic polytopes in connection with ‘‘Gale’’ and ‘‘periodically cyclic’’ 4-polytopes. A
polytope P is called Gale with respect to a given linear ordering of its vertex set provided that any two vertices not on a
given facet are separated in the ordering by an even number of vertices of the facet; the 4-polytope is said to be ‘‘periodically
cyclic’’ if there is an integer k ≥ 6 (the period) such that the convex hull of each subset of k vertices that are consecutive
in the ordering is a cyclic polytope, and no convex hull of k + 1 consecutive vertices is cyclic. Examples of 4-polytopes
that are both Gale and periodically cyclic exist among the bicyclic polytopes. It is an open question to determine whether
or not there exist any periodically cyclic Gale 4-polytopes that are not bicyclic. Barvinok and Novik [1] have conjectured
that certain centrally symmetric bicyclic polytopes yield, among centrally symmetric 4-polytopes having a given number
of vertices, asymptotically as the number of vertices goes to infinity, the largest number of edges; and they have given an
analogue of this conjecture in higher dimensions. Here, the precise numbers of edges of these polytopes are determined, in
the 4-dimensional (bicyclic) case. The analogous problem in higher dimensions is open. Bicyclic polytopes have come up in
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thework of Bokowski and Schuchert [5] and Shephard [11] in connectionwith the problem of determination of equifacetted
4-polytopes. The polar dual of any bicyclic polytope is equifacetted. The problem of which 3-polytopes can arise as facets
of equifacetted polytopes is of interest, and so it is useful to understand the vertex figures of the bicyclic polytopes. This
problem has its genesis in the papers of Perles and Shephard [7] and Schulte [10].
The definition we use of bicyclic polytopes is in agreement with that given by Smilansky [12]. However in most papers
since [12], only those polytopes for which the abelian group of symmetries L/Z2 is cyclic have been considered, and the
phrase ‘‘bicyclic polytope’’ has often been used to indicate only these.
Shephard [11] gives a nice description of some of the bicyclic polytopes and of the polar duals of their vertex figures.
He restricts his attention to the cases in which the abelian group of symmetries is cyclic, and further restricts to bicyclic
polytopes which are simplicial. These polytopes are covered in Case 5 and Case 6 of Section 4. In Case 3we cover yet another
class of bicyclic polytopes that are simplicial and should be equally of interest with respect to the equifacetted polytopes.
Shephard noted a conjectural connection to the Euclidean algorithm, and asked for a proof. In fact this connection arises
directly from Smilansky’s characterization of the facial structure. This will become clear in Section 3.
The translation taking (x, y) to (x + a, y + b) induces a linear transformation ϕ of R4 which is a rotation by an angle of
2πa radians in the first two coordinates and 2πb radians in the last two. For (a, b) ∈ L, ϕ is a symmetry of [L], which is the
identity if and only if (a, b) ∈ Z2. The symmetries of [L] so obtained form a group isomorphic to L/Z2. It acts transitively and
faithfully on the vertex set of [L].
Let P be a convex 4-polytope that admits an abelian group G of orientation-preserving affine symmetries that acts
transitively and faithfully on the vertex set. Then, with one exception, there is an affine equivalence τ taking P to a polytope
[L] as above, in such a way that the symmetries in G are precisely the functions τ−1ϕτ , where the symmetry ϕ of [L] arises
as above from an element of L. In the exceptional case, P is the 4-crosspolytope and the group G is

Z/2Z
3
.
Smilansky described three types of subsets of L, here called ‘‘vertical S-sets’’, ‘‘horizontal S-sets’’, and ‘‘S-parallelograms’’.
(The ‘‘S’’ stands for ‘‘Smilansky’’.) Given a real number a, we write Lx=a = {(x, y) ∈ L : x = a}, and similarly Ly=a = {(x, y) ∈
L : y = a}. A vertical S-set is a set of the form Lx=a ∪ Lx=b, where a < b, Lx=a and Lx=b are nonempty, and where, if a < c < b,
then Lx=c = ∅. Similarly, a horizontal S-set is a set of the form Ly=a ∪ Ly=b, where a < b, Ly=a and Ly=b are nonempty, and
where, if a < c < b, then Ly=c = ∅. An S-parallelogram is a set P ⊆ Lwhich is the set of vertices of a parallelogram conv(P)
having the properties that (i) conv(P) ∩ L = P , and (ii) two of the parallel sides of conv(P) have positive slope, while the
other two parallel sides have negative slope. The vertical and horizontal S-sets and the S-parallelogramswill be called S-sets.
The polytope [L]may not be full-dimensional in R4, but Smilansky showed that, when it is, all of the facets of [L] are of the
form [S], where S is an S-set; and, if S is an S-set such that [S] is 3-dimensional, then [S] is a facet of [L].
It is possible to show that the S-sets are precisely the intersections R∩ L, where R is either a rectangle in the plane having
sides parallel to the coordinate axes or a vertical or horizontal strip, and R is maximal among all such sets having no points
of L in their interiors. Thus the S-sets are the maximal simplexes of certain (nongeneric) Scarf complexes. These complexes
were introduced by Scarf [9]. For some more recent results and references, see [4].
Call an S-set S allowable if [S] is 3-dimensional.
Theorem 1 (Smilansky’s Theorem). If [L] is full-dimensional in R4, then the facets of [L] are the sets [S], where S ⊆ L is an
allowable S-set.
In the next section we present the lattices L containing Z2 and the associated bicyclic polytopes, and we describe the
main results of the paper. In Section 3 we determine the S-sets that contain the origin. These yield the facets of the vertex
figure of the bicyclic polytope. In Section 4 we give a case-by-case description of the polytopes, involving seven cases; and
in Section 5 we complete the presentation by describing how to retrieve the lattice, given the combinatorial type of the
associated bicyclic polytope, to the extent that this is possible. Some further notes are contained in the last section.
2. Classification results
Let L ⊆ R2 be a lattice containing Z2. It will be useful to characterize L in terms of four integer parameters, α, β, η, and
ρ. They are determined from L as follows.
α: The positive integer α is the largest integer for which ( 1
α
, 0) ∈ L; then the point ( 1
α
, 0) is the point of L on the x-axis that
has the smallest positive x-coordinate.
β: Similarly, (0, 1
β
) is to be the point of L on the y-axis which has the smallest positive y-coordinate.
η: Let L′ = 1
α
Z × 1
β
Z , a rectangular lattice. Then L′ ⊆ L. Let η be the cardinality of the finite (cyclic) group L/L′.
For each point u of R2, there is a unique translate v = (x, y) by an element of L′ such that 0 ≤ x < 1
α
and 0 ≤ y < 1
β
.
Then η is the number of points of L satisfying these inequalities. No two distinct points u, v of L in this set can have the same
y-coordinate, for otherwise, if, say, the x-coordinate of v is the larger of the two, we have that v − u is a point of L on the
x-axis whose x-coordinate is smaller than 1
α
, contrary to the choice of α above. Similarly, no two distinct points of L have
the same x-coordinate. It follows that the η points of L in this set have x-coordinates 0, 1
αη
, 2
αη
, . . . ,
η−1
αη
and y-coordinates
0, 1
βη
, 2
βη
, . . . ,
η−1
βη
. Then η can also be described as the largest integer such that some point of L has y-coordinate 1
βη
. Finally,
1
αη
is also the smallest positive x-coordinate among the points of L. In particular, our arguments show that L/L′ is cyclic.
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ρ: Let ρ be the least nonnegative integer such that ( ρ
αη
, 1
βη
) ∈ L. We have α, β, η > 0, 0 ≤ ρ < η, and ρ is relatively prime
to η. (This last means in particular that if ρ = 0 then η = 1.)
Given the four integers α, β, ρ, η, we can retrieve the lattice L: It is the lattice generated by ( ρ
αη
, 1
βη
) and ( 1
α
, 0). We denote
it by L(α, β, ρ, η). The bicyclic polytope [L(α, β, ρ, η)]will usually be denoted byB(α, β, ρ, η).
To complete the symmetry between the x- and y-axes, there is one more useful parameter.
ρ ′: Let ρ ′ be the least nonnegative integer such that ( 1
αη
,
ρ′
βη
) ∈ L. Alternatively, ρ ′ is the integer between 1 and η− 1 such
that ρρ ′ is congruent to 1 modulo η.
The vertices ofB(α, β, ρ, η) are the points [u], where u ∈ L. Two elements u, u′ of L yield the same vertex if and only if
u′− u ∈ Z2. Therefore, the number of vertices ofB is the same as the number of elements of the group L/Z2, which is easily
seen to be αβη.
We consider the case in which L/Z2 is cyclic. Suppose L is generated over Z2 by ( ac ,
b
d ), where
a
c and
b
d are positive
rational numbers written as reduced fractions. The numbers α, β, ρ, and η can be found as follows. Let µ be chosen so
that bµ ≡ 1 mod d. Then ρ is the remainder upon dividing aµ by c, η is the greatest common divisor of c and d, α = c
η
,
and β = d
η
.
The following theorem characterizes the parameters α, β, ρ, η for whichB(α, β, ρ, η) is 4-dimensional. It is essentially
from [12].
Theorem 2. The convex polytope [L] is 4-dimensional if and only if
(a) αβη > 4;
(b) If α ≤ 2 or β ≤ 2 then η > 1 (so also ρ ≠ 0);
(c) If α = 1 and β = 1 then 1 < ρ < η − 1, and
(d) If α = 1 or β = 1 then η ≥ 3.
Henceforth we assume that the parameters satisfy the conditions of the preceding theorem.
Given α, β, ρ, and η, the lattice L(β, α, ρ ′, η) is the image of the lattice L(α, β, ρ, η) under the transformation of R2 that
takes (x, y) to (y, x). The lattice L(α, β, η − ρ, η) is obtained by reflecting L(α, β, ρ, η) across the x-axis. (Since lattices are
symmetric about the origin, this is the same as its reflection across the y-axis.) The lattice L(β, α, η − ρ ′, η) is obtained
by rotating L(α, β, ρ, η) through an angle of π2 radians. The corresponding bicyclic polytopes are congruent. According to
the following theorem, these observations account for all the combinatorially equivalent pairs of bicyclic polytopes, with
certain exceptions. In the exceptional cases, each polytope in question is the convex hull of two regular 2η-gons situated in
orthogonal planes in R4, and there are congruences not accounted for above.
Theorem 3. The bicyclic polytopes B(1, 1, 2η − 1, 4η),B(1, 1, 2η + 1, 4η), B(2, 2, 1, η), and B(2, 2, η − 1, η) are
combinatorially equivalent, each being the convex hull of two regular 2η-gons situated in orthogonal planes in R4 and having
their centroids at the origin. With these exceptions, the bicyclic polytopes B(α, β, ρ, η) and B(α˜, β˜, ρ˜, η˜) are combinatorially
equivalent if and only if (α˜, β˜, ρ˜, η˜) is one of (α, β, ρ, η), (α, β, η − ρ, η), (β, α, ρ ′, η), or (β, α, η − ρ ′, η), where ρ ′ is as
above. If bicyclic polytopes are combinatorially equivalent then they are congruent.
Thanks to the symmetry ofB(α, β, ρ, η), its vertex figures are projectively equivalent. The vertex (1, 0, 1, 0) = [(0, 0)] is
denoted by z, and the vertex figure at z is denoted byBz = Bz(α, β, ρ, η). We view R4 as a Euclidean space in the usual way.
The inner product ofw1, w2 ∈ R4 is ⟨w1, w2⟩. The bicyclic polytopes are subsets of the polydisk,D×D, whereD is the unit disk
in R2. Their vertex sets are contained in the torus, S1×S1. These sets are all contained in the half-space, {w ∈ R4 : ⟨w, z⟩ ≤ 2},
and z is the only point that they have in common with the bounding hyperplane of this half-space. The vertex figure at z
can be identified with the projection of the bicyclic polytope from z to the hyperplane H = {w ∈ R4 : ⟨w, z⟩ = 0}. If u ∈ R2
and u ∉ Z2 then the projection of [u] from z to H will be denoted by ⟨u⟩; if S ⊆ R2 then ⟨S⟩will denote the image of [S] \ {z}
under this projection. ThusBz = ⟨L⟩.
The following theorem describes the combinatorial equivalences among the vertex figures Bz . In the statements, ∧α
denotes the minimum of 3 and the positive integer α.
Theorem 4. The vertex figures of B(α, β, 0, 1) are tetrahedra, as are those of the congruent 4-simplexes B(1, 1, 2, 5) and
B(1, 1, 3, 5). When η ≥ 2,Bz(α, β, ρ, η) and Bz(α˜, β˜, ρ˜, η˜) are combinatorially equivalent if and only if B(∧α,∧β, ρ, η)
andB(∧α˜,∧β˜, ρ˜, η˜) are combinatorially equivalent.
Unlike the case for the bicyclic polytopes themselves, vertex figures of distinct bicyclic polytopesmay be combinatorially
equivalent even though they are not congruent.
Theorems 3 and 4 summarize the main results in this paper. Of course, much of the content of this paper involves the
method of determination of the facial structure of the polytope. For this, in Section 4, we consider seven cases, numbered 0
through 6. Case 0 is the comparatively trivial case inwhich the polytope is the product of two regular polygons. The polytopes
of Case 1 yield a collection of combinatorial types fromwhich those of the later cases can be obtained bymaking fairly simple
identifications. The proofs of the theorems are then completed in Section 5, by noting the distinctions. In Section 3, we study
Smilansky’s S-sets in detail and thereby explicitly determine the facets and vertices of the vertex figures.
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3. The S-sets and the vertex figure
Knowledge about the vertex figure Bz contributes considerably to the determination of the combinatorial type of the
bicyclic polytopeB = B(α, β, ρ, η). Therefore much of the following is devoted to understanding the vertex figure.
The facets of the vertex figure are the projections from z toH of the facets ofB that contain z. These are the sets ⟨P⟩ ⊆ R4,
where P ⊆ R2 is an allowable S-parallelogram containing the origin, and the sets ⟨Q ⟩, where Q is either a vertical or
horizontal S-set.
There are precisely two vertical and two horizontal S-sets containing the origin, accounting for four of the facets of Bz .
They are:
QN = Ly=0 ∪ Ly= 1
βη
,
QE = Lx=0 ∪ Lx= 1αη ,
QS = −QN , and
QW = −QE .
If α ≥ 3, the set [Ly=0] ⊆ R4 is a regular polygon having α vertices. The set [Ly= 1
βη
] is a regular α-gon in a plane parallel
to that of [Ly=0]. The set [QN ], the convex hull of their union, is a prism over an α-gon, if ρ = 0, and an antiprism over an
α-gon, otherwise. If ρ = 0 then the corresponding face of the vertex figure, ⟨QN⟩, is a triangle; otherwise it is a quadrilateral.
If α = 2 and ρ > 0, then QN is again an allowable S-set, [QN ] is tetrahedron, and ⟨QN⟩ is a triangle; if ρ = 0 then the four
points of QN are coplanar.
If α = 1 then QN is not allowable.
Similar statements apply for QE,QW , and QS .
We now turn our attention to the S-parallelograms containing the origin. Let P be an S-parallelogram. We may write
P = {a, b, c, d}, where a + c = b + d, a is the point of P with smallest x-coordinate, c has the largest x-coordinate,
and b and d respectively have the smallest and largest y-coordinates. Any one of the four elements may be the origin, 0.
Therefore the S-parallelograms that contain the origin fall into four distinct classes.We say that an S-parallelogram is 0-based
provided that b = 0; that is, the point of P that minimizes the y-coordinate is the origin. Notice that no two distinct 0-based
S-parallelograms can be congruent by translation. Also, each S-parallelogram is a translation of a 0-based S-parallelogram,
since translation of P = {a, b, c, d} by−b yields a 0-based S-parallelogram. Finally notice that each of the three other classes
of S-parallelograms is in bijective correspondence with that of the 0-based S-parallelograms in this way.
There is a simple way to list all of the 0-based S-parallelograms. Let u1 denote the point ( 1α , 0). Put u2 = (− η−ραη , 1βη ), the
point of L among those having the smallest positive y-coordinate that has the largest negative x-coordinate. Let u3 = u1+u2.
Then u3 = ( ραη , 1βη ). If the x-coordinate of u3 is 0, then the lattice L is rectangular, and there are no S-parallelograms.
Otherwise the set
P0 = {0, u2, u3, u2 + u3}
is a 0-based S-parallelogram.
Given a point u ∈ R2, let x(u) (resp., y(u)) denote its x-coordinate (y-coordinate). Any 0-based S-parallelogram is of the
form {0, u, v, u+ v}, where y(u), y(v) > 0. In order to be an S-parallelogram, it suffices additionally that L is generated by
u and v, and that x(u) and x(v) are of opposite sign. Then x(u + v), if it is nonzero, is of the same sign as one of x(u), x(v).
If it is of the same sign as x(u), then {0, u + v, v, u + 2v} is another S-parallelogram; otherwise, {0, u, u + v, 2u + v} is
an S-parallelogram. We thus obtain a sequence, beginning with P0, of 0-based S-parallelograms, P0, P1, . . . , Pf , where for
j = 1, . . . , f , Pj is obtained from Pj−1 as described. Since the numbers |x(v)− x(u)| are multiples of 1αη and decrease at each
step, the process must terminate. The last S-parallelogram, Pf , is of the form {0, u, v, u+ v}with x(u+ v) = 0.
If Pk is of the form Pk = {0, u, v, u + v}, let u + v be denoted by uk+4; so we now have singled out the points
u1, u2, . . . , uf+4, the first and the last of these lying on the two axes, the others lying in the first and second open quadrants.
All of the nonzero elements of the Pk’s are among the uj’s. Define a word Ω on the alphabet {+,−} as follows. For
k = 2, . . . , f + 3, let Xk = +, if x(uk) > 0, and Xk = −, otherwise; and put Ω0 = X2X3 . . . Xf+3. Clearly X2 = − and
X3 = +. We denote by Ω the word X4X5 . . . Xf+3 having f letters, obtained from Ω0 by omitting the first two letters. For
each k = 1, . . . , f , if Pk−1 = {0, u, v, w}where x(u) < 0, x(v) > 0, andw = u+ v, then
Pk =
{0, u, w, u+ w} if Xk+3 = +;
{0, v, w,w + v} if Xk+3 = −;
so, given u2, u3, and Ω , it is possible to determine the other uk’s and the 0-based parallelograms. If we let ι denote the
function which assigns to the integer j with 4 ≤ j ≤ f + 3 the value i = ι(j) that is the largest integer less than j with
Xi ≠ Xj, then Pk = {0, uι(k+3), uk+3, uk+4}, for k = 0, 1, . . . , f ; here, uk+4 = uι(k+3) + uk+3.
Given L = L(α, β, ρ, η) and the word Ω = X4X5 . . . Xf+3 corresponding to it, the word for the lattice L(β, α, ρ ′, η) is
obtained by reversingΩ : Xf+3Xf+2 . . . X4; that of L(α, β, η − ρ, η) is obtained by replacing the+’s by−’s and the−’s by
+’; and that of L(β, α, η − ρ ′, η) is the word in which both of these changes have occurred.
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Theorem 5. All of the 0-based S-parallelograms appear among P0, . . . , Pf .
Proof. Suppose P = {0, u, v, u + v} is a 0-based S-parallelogram such that y(u) = y(v). Then {u, v} forms a basis for the
lattice L, and it is clear that we must have y(u) = y(v) = 1
βη
. The only such S-parallelogram is P0.
If the assertion of the theorem is not true, then we may choose a 0-based S-parallelogram P = {0, u, v, u + v} not
appearing in the sequence, for which y(u + v) is as small as possible. Assuming y(u) < y(v), then P ′ = {0, u, v − u, v} is
another S-parallelogram, and by our choice of P, P ′ is in the sequence; say P ′ = Pj. Then clearly P = Pj+1, a contradiction. 
Recall that each S-parallelogram containing the origin is of the form P − u, where P is a 0-based S-parallelogram and
u ∈ P . If P = Pk = {0, uι(k+3), uk+3, uk+4}, let P ′k = Pk − uι(k+3). The other two translates P − u (u ∈ P) are−Pk and−P ′k.
Theorem 6. All elements of S-parallelograms containing the origin appear in the list 0,±u1,±u2, . . . ,±uf+4.
Proof. The elements of Pk (0 ≤ k ≤ f ) are certainly on the list. Since the set of listed elements is symmetric with
respect to the origin, those of −Pk are also included; and if the elements of P ′k are on this list, so are those of −P ′k. For
P ′k = {0,−uι(k+3), uk+3, uk+3 − uι(k+3)}, the only questionable element is the last; we need only show that uk+3 − uι(k+3)
appears in the list. Recall that ι(k + 3) is the largest integer i < k + 3 such that Xi ≠ Xk+3, where Ω = X4X5 . . . Xf+3.
Then ι(k + 3) is either k + 2 or ι(k + 2). In the first case, uk+3 − uι(k+3) = uk+3 − uk+2 = uι(k+2). In the second,
uk+3 − uι(k+3) = uk+3 − uι(k+2) = uk+2. Both alternatives are on the list. 
Theorem 7. The vertices of Bz are of the form ⟨u⟩, where u is on the list from the preceding theorem and u ∉ Z2.
Proof. By the preceding theorem, the vertices of facets ⟨S⟩ ofBz , where S is an S-parallelogram containing the origin, are of
this form. Any vertex ofBz must be either a vertex of some such facet or on three of ⟨QN⟩, ⟨QE⟩, ⟨QS⟩, ⟨QW ⟩. The intersection
of any three of the S-sets QN ,QE,QS , QW is a subset of {0,±u1,±uf+4}, so any such vertices are of the form described. 
Consider the set C = conv{(x, y) ∈ L : x, y ≥ 0, (x, y) ≠ (0, 0)}. The boundary of C consists of the two rays
{(x, 0) : x ≥ 1
α
} and {(0, y) : y ≥ 1
β
}, together with a polygonal path D joining the points ( 1
α
, 0) and (0, 1
β
). In each of
the other three quadrants, there are paths that can be similarly described. The following theorem yields another description
of the set {±uk : 1 ≤ k ≤ f + 4}.
Theorem 8. The sets {ui : ui ≥ 0, 1 ≤ i ≤ f + 4} and L ∩ D coincide. The analogous statement holds for each of the other three
quadrants.
Proof. Let u¯1, u¯2, . . . , u¯a be the subsequence of u1, u2, . . . , uf+4 consisting of those terms that have nonnegative
x-coordinates (and so, lie in the first quadrant). In particular, u¯1 = u1 and u¯a = uf+4.Wemust show that L∩D = {u¯1, . . . , u¯a}.
Consider two consecutive terms u¯i, u¯i+1 of this sequence. Then u¯i = uj for some j, u¯i+1 = uk for some k > j, and there is
v = ul for some l such that x(ul) < 0 and uj + ul = uk. Here, {0, uj, ul, uk} is a 0-based S-parallelogram. In particular, any
two of ul, ul, uk form a basis for L. We have u¯i+1 − u¯i = v. Let σ = y(v) and τ = −x(v), and let λ : R2 → R be the linear
function taking (x, y) to σ x+ τy. Observe that σ , τ > 0, λ(v) = 0, and λ(ui+1) and λ(ui) have the same positive value, say,
δ > 0.
Supposew ∈ L, w ≥ 0, andw ≠ 0. Since {u¯i, v} forms a basis for L there are integers ω1, ω2 such thatw = ω1u¯i + ω2v.
Then 0 < λ(w) = ω1λ(u¯i) = ω1δ. Sinceω1 is an integer, it follows that λ(w) ≥ δ. Therefore C is contained in the half-plane
{w : λ(w) ≥ δ}, and u¯i, u¯i+1 are on the line bounding this half-plane. Notice also that there can be no other point of L on the
segment joining the two, since {u¯i, u¯i+1} is a basis for L.
Considering that the segment determined by each consecutive pair u¯i, u¯i+1 lies in the boundary of C , it is clear that their
union is the path D; and it is also clear that u¯1, . . . , u¯a are the only points of L on this path. 
Theorem 9. The lattice L′ = 1
α
Z × 1
β
Z is generated by u1 and uf+4. The points 0,±u3, . . . ,±uf+2 are distinct modulo L′;
u1 ≡ uf+4 ≡ 0; u2 ≡ u3; and uf+3 ≡ −uι(f+3).
Proof. Since u1 = ( 1α , 0) and uf+4 = (0, 1β ), the first statement clearly holds.
We show that the only pair u, v from {uk : 3 ≤ k ≤ f + 3} for which y(u)+ y(v) = 1β is that in which u and v are uf+3
and uι(f+3). If ι(f +3) = f +2 this is clear, since then y(uf+3) and y(uι(f+3)) are the largest y-coordinates, so any other choice
yields a smaller sum. Otherwise, ι(f + 3) = l < f + 2. Then ι(f + 3) = ι(f + 2) = · · · = ι(l+ 1) = l, and
ul+2 = ul+1 + ul,
ul+3 = ul+1 + 2ul,
· · ·
uf+4 = ul+1 + (f − l+ 3)ul.
Since l = ι(f + 3) > 1, ul+1 = ul + uι(l) where 0 < y(uι(l)) < y(ul), so y(ul+1) is strictly between y(ul) and 2y(ul). The
points u and vmust be among the points ul, ul+1, ul+2, . . . , uf+3, for otherwise the sum y(u)+y(v)would be smaller than 1β .
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Say, u = ul+m and v = ul+n. Then um + un − uf+4 = ul+1 + (m+ n− l+ 1)ul, and, since y(um + un − uf+4) = 0, we have
that y(ul+1) is an integer multiple of y(ul). Since y(ul+1) lies between ul and 2ul, this cannot be the case.
It is clear that 0 < y(u3) < · · · < y(uf+4) = 1β . If u, w ∈ {±u3, . . . ,±uf+3} are congruent modulo L′ then y(u) − y(w)
is a multiple of 1
β
. It follows that one, say u, is in the set {uj : 3 ≤ j ≤ f + 3}, and the other is in {−uj : 3 ≤ j ≤ f + 3}. From
the result of the preceding paragraph it follows that u and−w are uf+3 and uι(f+3), and so are not both among the elements
of {±uk : 1 ≤ k ≤ f + 2}.
The last congruences are straightforward. 
As an example, we consider the lattice L generated over Z2 by ( 163 ,
4
105 ). In this case, η = gcd(63, 105) = 21, α =
63/21 = 3, β = 105/21 = 5, µ = 79 (so that 4µ ≡ 1 mod 105), and ρ = 16 (the remainder upon dividing 79 by 63).
Then L ⊇ 13Z2 × 15Z2 and the quotient is cyclic of order 21. The polytope [L] isB(3, 5, 16, 21).
We have f = 7 and
j 1 2 3 4 5 6
uj ( 13 , 0) (− 563 , 1105 ) ( 1663 , 1105 ) ( 1163 , 2105 ) ( 221 , 135 ) ( 163 , 4105 )
j 7 8 9 10 11
uj (− 463 , 121 ) (− 121 , 335 ) (− 263 , 13105 ) (− 163 , 17105 ) (0, 15 )
and
k 0 1 2 3
Pk {0, u2, u3, u4} {0, u2, u4, u5} {0, u2, u5, u6} {0, u2, u6, u7}
k 4 5 6 7
Pk {0, u7, u6, u8} {0, u8, u6, u9} {0, u9, u6, u10} {0, u10, u6, u11}
The wordΩ is+++−−−−.
The S-sets containing the vertex z of the bicyclic polytope correspond to facets of the vertex figure. The S-parallelograms
account for about a quarter of these. Fig. 1 depicts a quarter of the boundary of the vertex figure. The labeling of triangles
by +’s and −’s shows the relevance of the word Ω . The S-parallelograms P0, . . . , P7 yield the triangles in the figure, in
order from bottom to top, with the unlabeled triangle corresponding to the last S-parallelogram, P7. The quadrilateral at the
bottom corresponds to the horizontal S-strip containing u1,−u1, u2, and u3.
Another description of the word Ω shows its relationship to the continued fraction expansion of ρ
η
. Note first that we
have
L =

a
αη
,
b
βη

: b ∈ Z, a− ρb ∈ ηZ

.
In order that P = {0, u, v, u+v} ⊆ L be a 0-based S-parallelogram, theremust be integers a, b, c, d such that v = ( a
αη
,− b
βη
)
and u = ( c
αη
, d
βη
), we must have that ad + bc = η, a, b, c, d > 0, and b, d ∈ Z, a + ρb, c − ρd ∈ ηZ. It follows that there
are integers k, l such that
ρb− a = ηk,
ρd+ c = ηl,
and equivalently, upon eliminating a and c , writing these conditions in terms of b, d, k, and l, we have
k
b
<
ρ
η
<
l
d
and bl− kd = 1.
Here, b and d are positive integers, and it is easily seen that the integer k must be nonnegative, while l must be positive.
It follows that the 0-based S-parallelograms correspond to the pairs of rational numbers satisfying these conditions when
written in lowest terms as kb and
l
d . The S-parallelogram P0 = {0, u2, u3, u4 = u2+u3} arises from k = 0, b = 1, l = 1, d = 1.
Recall that, given a positive integer n, the Farey series of order n is obtained by listing, in arithmetic order, the reduced
fractions between 0 and 1 and having denominator at most n. For example, the Farey series of order 7 is:
0
1
,
1
7
,
1
6
,
1
5
,
1
4
,
2
7
,
1
3
,
2
5
,
3
7
,
1
2
,
4
7
,
3
5
,
2
3
,
5
7
,
3
4
,
4
5
,
5
6
,
6
7
,
1
1
.
The Farey series of order 1025 fills the (400+)-page book of Neville [6].
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Fig. 1. Portion of the vertex figure.
Theorem 10. The 0-based S-parallelograms arise as above from the pairs of rational numbers which are consecutive terms of a
Farey series having ρ
η
strictly between.
Proof. The easyway to obtain the Farey series is as follows. Recall that themediant of the two distinct nonnegative rationals
l
c ,
k
a (written in lowest terms, with 0 written as
0
1 ) is the number
l+k
c+a . In general, this does not give the mediant in lowest
terms, but if ck− al = 1 it is easy to see that it does. To obtain the Farey series of order n, start with the sequence consisting
of just the two terms 0 and 1; then iteratively augment the list by choosing any two consecutive entries in the current list
and, if the their mediant has denominator at most n, inserting this mediant. The process ends (with the Farey series of order
n) when all mediants of consecutive pairs have denominators larger than n.
If lc <
k
a are consecutive entries in such a Farey series, it is not difficult to show that ck − al = 1. Also, if lc and ka are
reduced fractions lying between 0 and 1with ck−al = 1, then these two fractions are consecutive in the Farey series of order
max(a, c); for otherwise, there would be a fraction st interpolating between the two, with t ≤ max(a, c), and, assuming for
instance that max(a, c) = c , we would have
kc − al
ac
= k
a
− l
c
=

s
t
− l
c

+

k
a
− s
t

>
k
a
− s
t
= kt − as
at
≥ kt − as
ac
,
from which kc − al > 1 follows since kt − as is positive, contradicting our assumption. A similar argument works when
max(a, c) = a. 
It is easy to get thewordΩ = X1X2 · · · Xf from consideration of the Farey series. Beginwith the list of two fractions 01 and
1
1 , and the empty word. Iteratively, starting from the current list of fractions, find the mediant x of the numbers in the list
which determine the interval containing ρ
η
. If x < ρ
η
, append+ to the current word; if x > ρ
η
, append−; and if x = ρ
η
, end
with the current word,Ω . Consideration of the well-known relationship between the Farey series and continued fractions
yields another simple description ofΩ .
Theorem 11. Let ρ
η
have the following continued fraction expansion, where δ1 ≥ 0, and δj > 0 for j = 2, . . . , e:
ρ
η
= 1
δ1 + 1 +
1
δ2 + · · · +
1
δe−1 +
1
δe + 1 .
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Then f = δ1 + · · · + δe and we obtainΩ as the word beginning with δ1 −’s, followed by δ2 +’s, followed by δ3 −’s, and so forth.
Observe that 1 is added to δ1 and δe. If e = 1, ρ = 1, then 1δ1+2 = 1η defines δ1. Also note that, since δe > 0, the continued
fraction cannot end with 1. It is uniquely determined by ρ
η
.
In our example, the appropriate continued fraction is
ρ
η
= 16
21
= 1
1 +
1
3 +
1
5
,
so δ1 = 0, δ2 = 3, δ3 = 4, From this the wordΩ = +++−−−− is obtained.
4. The combinatorial types
Next we delineate the possible combinatorial types. To do this, we consider a number of cases, depending upon the
parameters of the lattice L = L(α, β, ρ, η). We consider the case in which η = 1 separately (Case 0, below), leaving nine
other cases, depending upon whether α is 1, 2, or greater than 2, and similarly for β . By appealing to symmetry, we reduce
the discussion to seven cases, numbered 0 through 6: Reversing the roles of the x- and y-axes switches α and β , so that the
cases with α ≤ β are representative.
Case 0. ρ = 0, η = 1, α, β ≥ 3.
(Recall that η = 1 implies that L = L′ and that, by Theorem 2, α, β ≥ 3.) The lattice L is generated by ( 1
α
, 0) and (0, 1
β
);
[L] is the product of an α-gon and a β-gon. The facets are prisms over α-gons and β-gons; this is the only case in which
there are no tetrahedral facets. We have:
f0 = αβ,
f1 = 2αβ,
f2 = αβ + α + β, and
f3 = α + β.
The polytope is simple; each vertex figure is a 3-simplex.
The simplest of the nine remaining cases is that in which α and β are both at least 3. The complexes associated with the
other eight cases can be derived from those of this case by making appropriate identifications.
Case 1. α, β ≥ 3, η > 1.
Utilizing Theorem 9 we see that all vertices ⟨±uk⟩, 1 ≤ k ≤ f + 4, of Bz are distinct and nonzero, so the vertex figure
has 2f + 8 vertices.
The S-parallelograms containing the origin are all allowable, as are QN ,QE,QW , and QS , so among the facets containing
z there are 4f + 4 tetrahedral facets and four facets which are antiprisms; [QN ] and [QS] are antiprisms over α-gons, while
[QW ] and [QE] are antiprisms over β-gons.
Letting A, B, and C denote the number of facets of [L] that contain z arising from allowable vertical S-sets, horizontal
S-sets, and S-parallelograms respectively, then the total number of facets of [L] arising from vertical S-sets is 12α f0A, since
each such facet, being an α-gon, has exactly 2α vertices. (Notice that this expression yields the right answer when α is 1 or
2, as well.) Similar statements apply for the two other types of facets, so the total number of facets is f3 = f0( A2α + B2β + C4 ).
Also, the number of edges of [L] is f1 = 12 f0f ′0; and, using Euler’s relation, f2 = f1 + f3 − f0.
In the present case, A = 2, B = 2, and C = 4f + 4. We have
f0 = αβη,
f1 = (f + 4)αβη,
f2 = ((2f + 4)αβ + α + β)η, and
f3 = (β + α + αβ + f αβ)η.
For the f -vector (f ′0, f
′
1, f
′
2) of the vertex figure we have
f ′0 = 2f + 8,
f ′1 = 6f + 14, and
f ′2 = 4f + 8.
The vertex figure has 4f + 4 triangular facets and four quadrilateral facets.
Continuing with our example, we have f ′0 = 2f + 8 = 22, f ′1 = 6f + 14 = 56, f ′2 = 36, f0 = 315, f1 = 3465, f2 = 5838,
and f3 = 2688.
Fig. 2 depicts the combinatorial type of the vertex figure Bz as a subdivision of the boundary of a 3-cube, three square
facets ofwhich are visible. Each 0-based S-parallelogram P corresponds to a (triangular) facet ofBz . In the figure, the triangle
corresponding to 0-based S-parallelogram Pi is labeled Pi. These facets form a triangulation of the vertical facet of the cube
T. Bisztriczky, J. Lawrence / Discrete Mathematics 312 (2012) 1863–1876 1871
Fig. 2. The vertex figure ofB(α, β, 16, 21) (when α, β ≥ 3).
visible on the left, with one additional triangle on the top facet of the cube. The wordΩ can be read from the combinatorial
type as follows. Starting from the triangle labeled P0 and going upward,wehave thatX1 = + since ⟨u4⟩ lies on the left vertical
edge of the square facet of the cube, and so forth. The subcomplex on each of the three other vertical facets is isomorphic to
this one in the obvious way, as shown for the one on the right. Discounting the top and bottom facets, reflection across the
plane spanned by ⟨u3⟩, ⟨−u3⟩, ⟨u6⟩, and ⟨−u6⟩ is a symmetry, as is reflection across the plane spanned by ⟨u2⟩, ⟨−u2⟩, ⟨u10⟩,
and ⟨−u10⟩. These symmetries do not extend to the top and bottom facets. However their composition agrees with the
symmetry of the vertex figure which takes ⟨ui⟩ to ⟨−ui⟩. The subdivisions of the top and bottom facets each consist of two
quadrilateral facets and two triangular facets.
In general in Case 1, again letting
ρ
η
= 1
δ1 + 1 +
1
δ2 + · · · +
1
δe−1 +
1
δe + 1 ,
it is not difficult to see that the vertex figure has two vertices of each degree 2δ1 + 4, 2δ2 + 4, . . . , 2δe + 4, four vertices
of degree 3, and an additional 2(f − e + 2) vertices of degree 4. The vertices of degree 3 are ⟨±u1⟩ and ⟨±uf+4⟩, each pair
being two vertices of an edge shared by two quadrilateral facets.
In the figure, these agree with what is obtained from δ1 = 0, δ2 = 3, and δ3 = 4.
The figure is fairly representative of the vertex figureBz when Case 1 is applicable, although the vertical sides reduce to
triangles in some instances. In particular, the top and bottom squares are always subdivided similarly, for Case 1 polytopes.
Furthermore, the vertex figures for the remaining cases can be derived from this one, by modifying the parts of the
subdivision at the top and bottom square facets of the cube.
In Case 1 (α, β ≥ 3), by the bottom ofBz we mean the six vertices ⟨ui⟩, ⟨−ui⟩, i = 1, 2, 3, and the faces ofBz that have
vertex-sets contained in the set of six bottom vertices: ⟨P ′0⟩, ⟨−P ′0⟩, ⟨QN⟩, and ⟨QS⟩. Those faces of Bz not included in the
bottom but having vertex-sets contained in the set of six bottom vertices together with ⟨u4⟩, ⟨−u4⟩will be called the bottom
flaps. These are ⟨P0⟩, ⟨−P0⟩, ⟨P ′1⟩, and ⟨−P ′1⟩. Similarly, we will refer to the top and the top flaps of Bz . The facets of the top
are ⟨Pf ⟩, ⟨−Pf ⟩, ⟨QE⟩, and ⟨QW ⟩; those of the top flaps are ⟨P ′f ⟩, ⟨−P ′f ⟩. ⟨Pf−1⟩, and ⟨−Pf−1⟩. Fig. 3(a) depicts the bottom and
its flaps when α, β ≥ 3 and η ≥ 3. We have only labeled vertices ⟨u4⟩, ⟨−u4⟩. There are two possible labelings for the other
six vertices, depending upon whether x(u4) is positive or negative. When η = 2 (in which case ρ = 1 and x(u4) = 0), there
is only one triangle of the bottom flap containing ⟨u4⟩; it shares an edge with one of the quadrilateral facets shown, and it
is part of the top. A similar situation holds for ⟨−u4⟩.
Case 2. α = 2, β ≥ 3.
In this and the remaining cases, we compare the facial structure of B(α, β, ρ, η) and its vertex figures with that of the
polytopes of Case 1 having the same parameters ρ and η. In going from Case 1 to the later cases, some collapsing occurs,
due to the fact that some of the points±ui now coincide or are identified with the origin, modulo Z2.
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Fig. 3. Bottom and flaps: three possibilities.
In the current case, we have that u1 = ( 12 , 0) ≡ −u1. It follows that the number of vertices of the vertex figure is reduced
by one. We have:
f ′0 = 2f + 7,
f ′1 = 6f + 13, and
f ′2 = 4f + 8.
Two of the four original vertices of degree 3 are replaced by one vertex of degree 4; so there remain exactly two vertices
of odd degree. All of the 0-based S-sets are again allowable. However now, [QN ] and its images under the symmetries are
tetrahedra. In the vertex figure, there are two quadrilateral facets, the other facets being triangles. The bottom is pictured
in Fig. 3(b), when η ≥ 3. The top resembles Fig. 3(a) when η ≥ 3. The two quadrilateral facets intersect in an edge joining
the vertices ⟨uf+4⟩ and ⟨−uf+4⟩, each being of degree 3. Again, A = B = 2, C = 4f + 4.
We have
f0 = 2βη,
f1 = (2f + 7)βη,
f2 = 2((f + 4)β + 1)η,
f3 = (2+ (2f + 3)β)η.
Case 3. α = β = 2.
In this case, u1 ≡ −u1 and uf+4 ≡ −uf+4. All of the vertices of Bz have even degree. All of the S-sets are allowable.
However now all of the facets are tetrahedra: These are simplicial polytopes.When η ≥ 3, the top and bottomboth resemble
Fig. 3(b). We have:
f ′0 = 2f + 6,
f ′1 = 6f + 12,
f ′2 = 4f + 8,
and A = B = 2, C = 4f + 4. Also
f0 = 4η,
f1 = 4(f + 3)η,
f2 = 8(f + 2)η,
f3 = 4(f + 2)η.
Case 4. α = 1, β ≥ 3.
Now, u1 ≡ −u1 ≡ 0, and so do not contribute a vertex to the vertex figure. Also, u3 ≡ u2 and−u3 ≡ −u2. Fig. 3(c) depicts
the bottom of the vertex figure Bz in this case; the top resembles Fig. 3(a). In the vertex figure, ⟨u3⟩ and ⟨u2⟩ coincide, as
do ⟨−u3⟩ and ⟨−u2⟩, and each of these has even degree; but now ⟨u4⟩ and ⟨−u4⟩ have odd degree. They each, together with
⟨±u3⟩, form the vertex set of a triangular facet ofBz . There are altogether four vertices of odd degree. There are f0 = 2f + 4
vertices of the vertex figure. The S-set QN and its images under the symmetries (including QS) are no longer allowable; and
there are four S-parallelograms containing the origin which are no longer allowable. There remain 4f + 2 allowable S-sets
containing the origin. We have A = 0, B = 2, and C = 4f ,
f ′0 = 2f + 4,
f ′1 = 6f + 4,
f ′2 = 4f + 2,
and
f0 = βη,
f1 = (f + 2)βη,
f2 = (1+ (2f + 1)β)η,
f3 = (1+ f β)η.
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Case 5. α = 1, β = 2.
We have u1 ≡ −u1 ≡ 0, u3 ≡ u2,−u3 ≡ −u2, and uf+4 ≡ −uf+4. As in Case 4 the S-sets QN ,QS , and four
S-parallelograms fail to be allowable. The vertex figureBz has two vertices of odd degree. The facets of [L] are all tetrahedra.
The bottom is represented by Fig. 3(c), while the top resembles Fig. 3(b). We have
f ′0 = 2f + 3,
f ′1 = 6f + 3,
f ′2 = 4f + 2.
A = 0, B = 2, C = 4f . Also
f0 = 2η,
f1 = (2f + 3)η,
f2 = 2(2f + 1)η,
f3 = (2f + 1)η.
Case 6. α = β = 1.
In this case η ≥ 5, by part (c) of Theorem 2 and the fact that ρ and η are relatively prime. We have u1 ≡ −u1 ≡ 0, u3 ≡
u2,−u3 ≡ −u2. And also uf+4 ≡ −uf+4 ≡ 0, uf+3 ≡ −uι(f+3), and−uf+3 ≡ uι(f+3), so f ′0 = 2f . The S-sets QN ,QS,QW ,QE
and eight of the S-parallelograms fail to be allowable. The polytope is simplicial. The top and bottom both resemble Fig. 3(c).
The pointw = uf+3−uι(f+3) is either uf+2 or uι(f+2). It may be that the points±w coincidewith±u4, in which case there are
no vertices of odd degree. Otherwise, there are exactly four vertices of odd degree. The points±w coincidewith±u4 whenΩ
begins with+, ends with+, and has only−’s between, or begins and endwith−’s and has only+’s between. The continued
fractions for these two cases are 12 +
1
f−2 +
1
2 = 2f−34f−4 and 11 + 11 + 1f−2 + 12 = 2f−14f−4 , so the polytopes areB(α, β, 2f −3, 4f −4),
andB(α, β, 2f − 1, 4f − 4).
We have A = B = 0, C = 4f − 4;
f ′0 = 2f ,
f ′1 = 6f − 6,
f ′2 = 4f − 4,
and
f0 = η,
f1 = f η,
f2 = 2(f − 1)η,
f3 = (f − 1)η.
5. Distinguishing among bicyclic polytopes
In this section, we describe how to determine the bicyclic polytopeB given its combinatorial type, completing proofs of
Theorems 3 and 4.
We assume that the bicyclic polytope B is given and that its combinatorial type is known. We must determine the
parameters α, β, ρ, and η for which B is congruent to B(α, β, ρ, η). Because of the congruences among the bicyclic
polytopes, it will be possible to find such parameters, with α ≤ β .
Again it is easy to start with Case 0. Case 0 applies precisely whenB has no tetrahedral facets. The facets ofB are prisms
over α-gons and β-gons, andB ∼= B(α, β, 0, 1). In this case, the vertex figureBz is a tetrahedron.
Now we may assume thatB has tetrahedral facets. We next determine the Case, 1–6, for the polytopeB. We have seen
that the vertex figure has 0, 2, or 4 quadrilateral facets and 0, 2, or 4 vertices of odd degree. The case can be determined by
noting the number of quadrilateral facets, a, and the number of vertices of odd degree, b, that the vertex figure has.
If (a, b) is: then the case is:
(0, 0) 3 or 6
(0, 2) 5
(0, 4) 6
(2, 2) 2
(2, 4) 4
(4, 4) 1.
From this table, we see that Case 1 holds whenBz has exactly four quadrilateral facets. The quadrilaterals come in pairs
that intersect in edges, the vertices of which are of degree 3. In our running example, one of these shows up in Fig. 2 as the
1874 T. Bisztriczky, J. Lawrence / Discrete Mathematics 312 (2012) 1863–1876
top edge; the bottom edge, not visible in the figure, is the other. Thanks to the symmetry of the complex that is obtained
fromBz upon removal of the four vertices of degree three and the facets containing them, it is easy to find the vertical square
facets of the cube. From the sequence of triangular facets of Bz lying on one of these squares, the wordΩ is obtained, and
from this, ρ and η. The additional information needed includes the antiprisms that are present (to determine α and β) and,
whenα andβ are different, which pair of quadrilaterals come from antiprisms overα-gons andwhich come from antiprisms
over β-gons.
For the remaining cases, the determination ofΩ (or equivalently, ρ and η) requires information not previously needed.
This information is obtained by considering certain paths and circuits that can be distinguished in the 1-skeleton of the
vertex figure. A path or circuit in the 1-skeleton ofBz will be called even at v, where v is a vertex of the path, provided that
in the circular ordering of the edges of Bz around v, the two edges of the path are diametrically opposed, with the same
number of edges in each of the two half-circles they determine. If a path is even at v then the degree of the vertex v in the
1-skeleton (graph) of Bz is even. A circuit (path) will be called even if it is even at each of its vertices (even at each vertex,
with the possible exceptions of its starting vertex and its ending vertex). Thanks to the symmetry, it is easy to see that the
paths forming the vertical edges of the cube are even. Once these paths are identified it is a simple task to find the vertical
facets of the cube and to determineΩ .
In Case 2 and Case 4, the vertex figure has two quadrilateral facetswhich share an edge. There are four even paths starting
from the two vertices of this edge and containing the four vertical edges of the cube. From thisΩ is easily determined.
In Case 5, the vertex figure has exactly two vertices of odd degree, but has no quadrilateral facets. The two odd vertices
are joined by an edge which lies on two triangular faces of the vertex figure. These two triangles form the flaps of Fig. 3(c).
It is again an easy matter to find the four even paths containing the vertical edges of the cube.
If each vertex is of even degree then from the table we see that the polytope falls under Case 3 or Case 6. Furthermore,
in Case 6 when no vertices of odd degree are present in the vertex figure, as we have seen in Section 4, B is either
B(1, 1, 2f − 1, 4f − 4) or B(1, 1, 2f − 3, 4f − 4); and these polytopes fall under Case 3, as well, being congruent to
B(2, 2, 1, f − 1) and B(2, 2, f − 2, f − 1). We may assume that we are dealing with a bicyclic polytope that falls under
Case 3.
The top and bottom resemble Fig. 3(b). If we can distinguish the two vertices in the middle of the top and bottom, then
we can easily determineΩ,B, and Bz , as before. Notice that there are two even circuits, C1, C2, containing the top vertex.
Their union contains all the vertices of Bz and they intersect in the top and bottom vertices. Suppose that there is another
vertex ⟨u⟩ that lies on two even circuits whose union contains all the vertices of Bz . One of these two circuits must be
C1 or C2—say, C2. Call the other circuit C3. It is clear that C3 must have exactly two vertices in common with C1. Then C2
contains all the vertices ofBz except for those of C1 ∩ C3. The polytopeBz is a bipyramid over C2, and it is one of the special
polytopes listed in Theorem 3. Otherwise, the top and bottom are distinguished as the only vertices lying on such a pair of
circuits.
Finally, we consider Case 6. We may assume as well that not all vertices of Bz are of even degree, since such polytopes
were handled in the preceding paragraph. By Theorem 2, η ≥ 5 and 1 < ρ < η − 1, from which it follows thatΩ cannot
consist entirely of+’s or of−’s. The bottom edge has neither vertex in commonwith the top edge. If the vertex ⟨u4⟩ is one of
those of the top edge thenΩ is of the form+−− · · ·− (beginningwith+ and otherwise having only−’s) or−++ · · ·++.
Similarly, withw = uf+3−uι(f+3) as before, if ⟨w⟩ is one of the vertices of the bottomedge thenΩ is of the form++· · ·++−
or − − · · · − −+. In these cases the polytope B is a cyclic polytope. Otherwise, ⟨±u4⟩, ⟨±w⟩ are the four vertices of odd
degree. The vertex figure can be pictured schematically as in Fig. 4. The four vertices of the bottom and its flaps are connected
by paths in the 1-skeleton to the four vertices of the top and its flaps. The four vertical sides determined by these paths are
combinatorially equivalent, so excluding the bottom and top edges and the triangles containing them yields a figure with
symmetry as discussed in Case 1 of Section 4. The vertical paths are easily determined. Find an even path containing the
top edge which is maximal, that is, cannot be extended to a longer even path. It is uniquely determined by this. Its ends
are the vertices ⟨u4⟩, ⟨−u4⟩ of the bottom flaps. It consists of two of the four vertical paths together with the top edge. The
other two vertical paths can be found similarly by starting with the bottom edge. To determine Ω , take any of the four
edges of the boundary of the bottom flaps, say one involving ⟨u4⟩. Call s the other vertex of this edge. Let P be the vertical
path above ⟨u4⟩, and Q that above s. Begin Ω with −. Proceed upwards adding one triangle with its new vertex at a time.
If the new vertex is on P , append − to Ω; if it is on Q then append +, until both vertices at the top of the side have been
added.
6. Notes
We conclude with a list of miscellaneous notes and questions.
It would be of interest to understand the higher-dimensional versions of the bicyclic polytopes. The senior thesis of
Ramsey [8] may be of interest. Do the Scarf complexes play a role in the higher-dimensional cases?
Certain centrally symmetric d-polytopes admitting cyclic symmetry groups acting transitively on the vertices, where d is
even, were studied by Barvinok and Novik [1]. It was shown, among other things, that these polytopes have asymptotically
f1 ≈ d−2d

f0
2

edges, and it was conjectured that this is asymptotically the maximum number of edges of a centrally
symmetric d-polytope having f0 vertices. The 4-dimensional versions of these polytopes are of the form [L], where L is
generated over Z2 by ( 1n ,
3
n ). These are the bicyclic polytopesB(1, 3, 1,m) (wherem is even),B(1, 1, 3, 3m+ 2) (m even),
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Fig. 4. Diagram ofBz , when α = β = 1.
B(1, 1, 3, 3m+ 1) (m odd). The number of edges of these polytopes is given by
f1 =

1
3
f 20 if f0 ≡ 0 mod 6;
1
3
f0(f0 + 1) if f0 ≡ 2 mod 6;
1
3
f0(f0 + 2) if f0 ≡ 4 mod 6.
Except when f0 is congruent to 0 modulo 6, it is plausible that these numbers give the actual maximum values.
As far as the minimum number of edges, facets, etc., for bicyclic polytopes in general, the Fibonacci numbers µk play a
role. Recall that µ1 = µ2 = 1 and µk = µk−1 + µk−2 for k ≥ 3. The bicyclic polytopes B(α, β, µk, µk+1) might be of
interest in this respect.
Since the f -vectors of the bicyclic polytopes and vertex degrees of their vertex figures depend only on α, β , and the
numbers δ1, . . . , δe from the continued fraction expansion ofρ/η (not on their order), it is possible for two bicyclic polytopes
to have the same numbers of faces and for their vertex figures to have the same vertex degrees, even though the polytopes
are combinatorially inequivalent. As an example, take α = β = 1, η = 196, and consider the two cases ρ = 29, ρ = 47.
We have
29
196
= 1
6 +
1
1 +
1
3 +
1
7
and
47
196
= 1
4 +
1
5 +
1
1 +
1
7
.
In each case, the numbers δ1, . . . , δ4 are 1, 3, 5, and 6.
Finally, we mention an interesting characteristic of the polytopes of Case 3. The vertices of such a polytope can be four-
colored in such away that each facet (a tetrahedron) has vertices of each color. IfB(2, 2, ρ, η) is so colored, then the convex
hull of the vertices of a given color is congruent toB(1, 1, ρ, η).
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