In this paper, we focus on the problem of identifying semantic factors of variation in large image datasets. By training a convolutional Autoencoder on the image data, we create encodings, which describe each datapoint at a higher level of abstraction than pixel-space. We then apply Principal Component Analysis to the encodings to disentangle the factors of variation in the data. Sorting the dataset according to the values of individual principal components, we find that samples at the high and low ends of the distribution often share specific semantic characteristics. We refer to these groups of samples as semantic groups. When applied to real-world data, this method can help discover unwanted edge-cases.
Introduction
Deep Neural Networks are incredibly hungry for data. Typical training datasets consist of at least several thousands of samples. Such datasets are often either generated automatically by relying on heuristics (e.g., scraping from the internet) or collected over time from established processes (e.g., as part of the clinical workflow). Validating such datasets is crucial for avoiding biases and incorrect samples, yet, as their size grows, this task quickly becomes prohibitively expensive. Image data is particularly hard to validate, since not all relevant factors, such as image quality, are readily available, which necessitates visual inspection of the data.
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Inspect
Existing methods that address this issue fall generally into two categories. The first category attempts to provide tools for easier data exploration, such as data visualization and image retrieval methods [1, 2] . These promote investigation at the individual sample level. The other one encompasses methods like active learning [3] , outlier detection [4] and identifying unknown unknowns [5, 6] . These methods offer assistance in a dataset level investigation but require the training of a supervised predictive model on the dataset. Our approach falls closer to the second category, as it enables dataset level investigation. However it does not require any labeled data and is thus generically applicable to all image data.
Methods
To summarize, our approach consists of three steps. The first step is to train an unsupervised model on the data to obtain high-level representations of the samples in the dataset. In the second step, we disentangle the semantic factors in the representations using Principal Component Analysis (PCA). In the final step, we sort the dataset based on each principal component. Looking at samples with the highest and smallest values for each component reveals the semantic groups in the data. We demonstrate the entire process in figure Fig. 1 .
We used a deep convolutional Autoencoder as the unsupervised model, due to its simplicity and known ability to learn expressive representations [7, 8] . An Autoencoder is a network that consists of two parts: an encoder and a decoder [9] . It compresses an input sample to a latent representation with reduced dimensionality via the encoder and then restores it to full size via the decoder. The rationale is that the network has to describe the datapoint at a higher level of abstraction to preserve the most amount of information possible through the bottleneck that is the latent representation. The reconstruction error between the original sample and the reconstruction from the Autoencoder constitutes the loss signal in this scenario. Since we are working with image data, the layers in our encoder and decoder consist of convolutions, as they provide a good prior for this type of data [10] .
We then used the trained model to convert the dataset into a collection of representations by passing the samples through the Autoencoder and extracting the resulting features at the last layer of the encoder. As the Autoencoder representations are highly distributed, changing a single dimension in the representation results in a negligible change in the reconstruction. In an attempt to disentangle the semantic factors that underlie the image generating process, we applied PCA [11] to the representations. PCA is a statistical method, which identifies the directions of the greatest variance in the data. All directions found by PCA are pairwise orthogonal and ordered in a descending fashion by the amount of variance they account for.
Finally, we used the principal components to inspect the dataset by sorting the samples according to the value of the principal component under study. In this way, we found that semantically distinct groups of samples form for extreme values of some principal components.
Experiments
We tested our methodology on three different imaging modalities: retinal Optical Coherence Tomography (OCT), cranial Magnetic Resonance Imaging (MRI) and chest radiographs (CXR). All datasets are publicly available on Kaggle. In all our experiments, we used a kernel size of three for the convolutions in the Autoencoder. For downsampling, we used strided convolutions and for upsampling, we used bilinear interpolation followed by padded convolutions [12] . After each down-/upsampling layer, we placed two residual blocks [13] with two padded convolutions each for increased model complexity. We doubled/halved the number of channels with every down-/upsampling layer and chose the number of layers such that the resulting representation would have a total size of 8192 neurons. The full implementation and training details can be found online at [REDACTED] .Additionally, we dedicated 20% of the data for validation to check whether the Autoencoder would overfit to the training data. In all cases, we did not experience overfitting, as the validation error did not rise during training (see Fig. A.1 in the Appendix). We trained all models on a single NVidia GeForce 1070Ti.
OCT For the first experiment, we used the AMD SD-OCT dataset from Farsiu et al. [14] , which contains a total of 38400 OCT b-scans (i.e., 2D retinal depth profiles). Each b-scan has a height of 512 pixels and a width of 1000 pixels. We used reflective padding to increase the image width to 1024 to obtain a final shape of 512 x 1024 pixels, which resulted in a representation of shape 256 x 4 x 8. We trained the model for 300 epochs, which took roughly three days.
MRI We performed our second experiment on the brain MRI dataset from Buda et al. [15] . It consists of 2633 images, showing axial brain MRI scans. Each image is the combination of pre-contrast, FLAIR, and post-contrast sequences as its three channels. For the training of the Autoencoder, we used every sequence individually, resulting in a total number of 7899 grayscale images. All images are 256 x 256 pixels in size, which led to a representation of size 128 x 8 x 8. The Autoencoder trained for 1450 epochs in about a day.
CXR In our final experiment, we applied our methodology to the pneumonia chest x-ray dataset from Kermany et al. [16] . This dataset encompasses 5863 chest x-ray images. The images have varying aspect ratios and sizes. For simplicity, we resized all of them to 256 x 256 pixels and trained our network for 1300 epochs (∼ one day) on the resized images. 
Results
When ordering the values for each principal component, we discovered that, for most components, the bulk of the datapoints has a value near zero, while only a fraction of samples had high positive or negative values. The curve, which results from ordering the values, resembles a logit function to some extent (see Fig. A.2 in the Appendix). Looking at samples with such extreme values, we saw that these samples, in many cases, shared some semantic structure. In Fig. 2 we demonstrate the semantic grouping that results from our method. Each subfigure shows the results from one of the datasets. For each dataset, we picked three principal components to visualize, showing the ten images with the highest and ten with the lowest value of that principal component. Identifying, which principal component corresponds to which semantic concept is evident in some cases but can be difficult in others. As such, we put the concept we think a component is responsible for in quotation marks. Generally, we find that the difficulty of interpretation increases with the number of the principal component, as was expected given the nature of PCA.
For the MRI data, we picked the principal components for "brain size" (PC #1), "axial position" (PC #3) and "cutoff" (PC #11), as shown in Fig. 2 . The "cutoff" component reveals that some images in the dataset are cut off. Interestingly, samples with a high value in this component are cut off at the top, while the ones with low values are cut off at the bottom. Depending on the application, these samples should be inspected more closely and removed from the dataset if need be.
In the case of CXR data, we show the components for "non-zero" (PC #1), "chest width" (PC #2) and "contrast" (PC #3). It turns out that 270 images in the dataset have three channels (all containing the same image), while all others are grayscale. Our I/O would read those in as float between 0 and 1 instead of uint8. Since we also divided the samples by 255 to convert them to float, these images are almost zero.
For the OCT data, we included the components which appear to correlate with "vertical position" (PC #1), "signal-to-noise ratio" (PC #5) and "angle" (PC #6). Images with a high value in the "SNR" component show almost pure noise and are unlikely to yield useful results when used in a predictive setting.
Conclusion and Future Research
In this work, we introduced a novel method for investigating the contents of large image datasets. Our approach aids the discovery of groups of images that share a common semantic structure. We demonstrated the application of this method to three different medical image datasets and found relevant semantic groups in each.
However, there are still several questions, which warrant further research. Currently, we do not know how the training duration affects the formation of semantic groups. In particular, since our models did not overfit to the data, even when training for over a thousand epochs, we do not know if overfitting could prove beneficial in this case. In future research, we also wish to investigate, whether regularization (e.g., sparsity) or other Autoencoder variants can help in better disentangling the semantic factors of variation. 
