Introduction
Many sample-based surveys in a business or an administrative environment aim at obtaining parameters estimates for the variables of interest, not only on the population level, but also on the subpopulation or area level. A fundamental survey plan contains the phases which are implemented in a specified order. The sampling design phase contains a plan for the collection of the sample data from the target population. The estimation phase uses the sample data and auxiliary information available often on unit level. The sampling design is a critical phase in the sense that one of its sub-steps, the sample allocation, may have a strong influence on the estimation results. For this reason, the sample allocation is not an independent part of the survey. It must be conditioned on the used model, estimation method and auxiliary information as well as the priorities set on the area and population level estimation. The variation of the variables of interest between and within the areas must also be considered.
The time and budget restrictions in survey sampling can impose limits on the area sample sizes. This may reduce the possibility to obtain area-specific and population parameters estimates with adequate precision. Market research companies and institutes for producing official statistics face frequently this problem. Various models and methods for small area estimation (SAE) have been developed to solve this problem. As Rao and Molina [1] present comprehensively, the assortment of different alternatives is wide. They point out the use of empirical best linear unbiased estimation methods (EBLUP). This is the main reason for applying EBLUP to the selected model. Burgard et al. [2] have studied the performances of different small area point and accuracy estimates for business data. The above sources show that the optimal solutions concerning sampling design and the choice of the model, estimator and estimation method are under intensive study.
We propose a model-based CAL-g1 allocation for stratified sampling where the areas of interest coincide with the strata and where the overall sample size is restricted. The estimated parameters are area and population totals of the study variable y. This allocation aims at obtaining area and population estimates with sufficient accuracy. It is based on analytical optimization and the calibration of area sizes, and uses the selected model, estimation method, and the auxiliary population information, from which the variation between and within the areas can be resolved. The underlying model and the derivation of this allocation are introduced in Sections 2.1 and 2.2.
The performance of the proposed allocation method in a real situation is evaluated by using design-based simulation experiments. An official Finnish register of block apartments for sale in 18 Finnish provinces serves as the sampling population. Five other allocations selected from then literature serve as references. One of them, the MC-q025 allocation introduced by Molefe and Clark [3] , is based on a two-level area model and composite estimator, and uses the same population information as CAL-g1 allocation. It is introduced in Section 2.3. Four other allocations are model-free and have originally been developed for design-based estimation. They are introduced in Section 3. Two of them need only number-based area information for computing the area sample sizes. The other two methods use, in addition to number-based information, area level parameter information of the study variable.
The choice of the reference allocations is based on the diversity in the optimization criteria. Among the model-free allocations, the optimality level is not defined, it is set on the area level, population level or on both levels simultaneously. The priorities for the area and population level estimation can be adjusted in MC-q025 allocation.
Because the parameter information as well as the between-area and within-area variation concerning the study variable y are not available, it is replaced with a proxy study variable y contains the characteristics of the sampling population and the proxy population used in the allocation phase. The populations include also two auxiliary variables. The allocation-specific area sample sizes and the calculation details are presented in Section 4.2.
Different estimation methods are used for producing the estimates for the area and population totals. Model-based EBLUP estimation is applied to the simulated samples drawn according to model-based allocations. Design-based Horvitz-Thompson and model-assisted GREG estimation are applied to the samples drawn according to model-free allocations. The assisting model is the one used in EBLUP estimation. The idea in applying two methods to the same samples is to resolve how the accuracy of the estimates develops when the assisting model is included in estimation. The use of a low overall sample size (n) makes it easier to see how design-based and model-based estimations perform in this survey framework.
For measuring and comparing the performances of the different allocation and estimation method combinations, two quality measures are computed from the simulated samples. The relative root mean square error (RRMSE%) is a numerical approximation for the accuracy of the area-specific and population estimates, and absolute relative bias (ARB%) is a numerical approximation for the bias of the estimates. The biases of the model-based estimates can be high for some areas, indicating the model misspecification, but the design-based estimates are generally almost unbiased. The primary quality measure is RRMSE%. Section 4.3 contains the empirical simulation results. They support the strategy where the allocation is conditioned on auxiliary information, the model and estimation method, and they should be determined as early as in the design phase of a survey.
Allocations using the model

The model and estimation method for estimating area totals
The model for estimating the area totals of the study variable y is a unit-level linear mixed model, also called a nested error linear regression model ) (
(total variance). Matrix V is the variance-covariance matrix of the study variable y with a block-diagonal covariance structure. This model can be used when unit-level values are available for the auxiliary variables x.
A common intra-area correlation  (IAC), see Meza and Lahiri [4] , measures the relative variation of y between the areas and is computed of the variance components as
The variance components, regression coefficients and area effects must be estimated from the sample data before estimating the area parameters. 
The design MSE (mean squared error) for the estimator Eq. (3) is the sum of its variance and squared bias and is defined as
The second-order Prasad-Rao approximation (see Rao and Molina [1] ; pp 180-181) to MSE Eq. (4) for finite populations is , 2 ) ( mse . Nissinen [7, p. 53] that the variation of the area estimates is strongly related to the variation between the areas.
Model-based calibrated CAL-g1 allocation
One criterion for obtaining the area sample sizes in the model-based framework is to minimize the mean of MSEd´s over areas subject to
, but an analytical solution is difficult owing to the complexity of the MSE approximation Eq. (5). Keto and Pahkinen [8] have examined this allocation problem for the first time in an experimental study and have developed later an allocation (basic g1 allocation) based only on the term d g 1 . The reasoning behind this solution is the high proportion of d g 1 in the MSE approximation. We describe first the basic g1 allocation and then extend it to the proposed CAL-g1 allocation.
The basic g1 allocation is based on the minimization of the sum of d g 1´s over the areas:
subject to
The solution is obtained using Lagrange´s multiplier method. The function F of sample sizes ) ,..., , (
An analytical solution for the area sample size
where the intra-area correlation  in Eq. (2) measuring the relative between-area variation is unknown. It is replaced with an adjusted homogeneity measure of variation, which is the approximation of an intra-class correlation (ICC) known of cluster sampling. One area serves as one cluster here. Because y is unknown, it is replaced with the proxy variable y *. They are related to one another, because they measure the same numerical quantity on consecutive points of time.
The homogeneity coefficient is obtained using one-way ANOVA applied to y * between the areas, and then the adjusted homogeneity measure between the areas is computed as 2 2 ,
where MSW is the mean SS of areas and Replacing  in Eq. (9) with the known homogeneity measure Eq. (10), the final expression for computing the area sample sizes is obtained as
The expression in Eq. (11) is an increasing function of the area size d N . In principal, the computed sample sizes are rounded to the nearest integer. Under certain circumstances, such as low homogeneity coefficient, small overall sample size n or area size d N , Eq. (11) may yield negative area sample sizes, which are changed to zero. An extreme case is that all variation is between the areas (  = 1), and Eq. (11) turns to proportional allocation. In case of equal area sizes d N , the solution is equal allocation.
The derived g1 allocation is efficient on the population level, but it can lead to inaccurate estimates for the areas with very small size, because they have a low sample size. This allocation does not take the within-area variation into account. This variation is included in the modified g1 allocation (CAL-g1) using calibration. The steps for the calibration are:
a) The average 
c) The calibrated area sizes are computed as
into Eq. (11) in place of d N , the sample sizes for the CAL-g1 allocation are obtained as
This calibration ignores the true area sizes. The higher the variation in area d, the larger is
, and vice versa. Following the idea of Longford [12] , the calibrated weight
reflects the inferential priority (importance) for area d.
Model-assisted MC allocation
Molefe and Clark [3] have used the following composite estimator for estimating the mean of the study variable y for area d:
This estimator is a combination of two estimators: the synthetic estimator
, where β is the estimated regression coefficient and d X is the area population means of auxiliary variables x, and a direct estimator
, where d y and d x are the area d sample means of y and x. The coefficients d  are set with the intent to minimize the mean squared error (MSE) of the estimator (13) . The approximated design-based MSE of the estimator under certain conditions and assumptions is given as
where
is the sampling variance of the synthetic estimator
A two-level linear model ξ conditional on the values of x is assumed, with uncorrelated stratum random effects d u and unit residuals i  :
where i refers to all units in stratum d. This model implies that After some other simplifying assumptions and solving the optimal weight d  in Eq. (14), the final approximate optimum anticipated MSE is obtained of Eq. (13) as
The criterion F using anticipated MSE´s of the small area mean and overall mean estimators for model-assisted allocation has the final approximative form
Optimal sample sizes for the areas are obtained minimizing Eq. (17) 
following the idea of Longford [12] . The weight . The quantity G is a relative priority on the population level. If G is set to zero, the attention is focused only on the area level estimation, and the increment in G diminishes the importance of area level estimation.
If also the population estimation has a priority (G > 0), F must be minimized numerically by using, for example, the NLP method. If G = 0 and the unit survey cost are fixed, the minimization of Eq. (17) with respect of d n has a unique solution
Equations (17)- (18) 
Model-free reference area allocations
Four allocation methods developed originally for the design-based estimation are introduced shortly in this section. They are model-free in the sense that they can be used also in other model and estimation method frameworks. Depending on which kind of auxiliary information each one uses, they are divided into two groups: number-based and parameter-based allocations.
Number-based allocations
Two basic commonly used allocations go under the names equal allocation and proportional allocation, see Cochran [5] . They don´t contain any specific criterion on the area or population level. Their implementation requires only information on the number of strata D and the numbers of units d N in each stratum. In the equal allocation (EQU), the area sample size d n is simply
It is recommended to choose the total sample size n so that the quotient is an integer. This allocation method does not take the internal characteristics of the areas into account in any way.
As Choudry et al. [11] state, it can be efficient on area level, but can lead to inaccurate estimates for very large areas, and thus for the whole population. A natural lower limit of the sample size is min n = 2D. Proportional allocation (PRO) is a frequently used basic method. The area sample size d n is proportional to the area size d N and is computed as
If a stronger variation can be anticipated in large areas compared with small areas, this allocation can be a reasonable choice, but on the other hand, strong differences between the area sizes can lead to situations where 2  PRO d n for the smallest areas. This is an obstacle in calculating reliable direct design-based area estimates as well as their unbiased variances. The population estimates are generally accurate, because large areas have high sample sizes, but the small area estimates are probably less accurate. Costa et al. [6] have proposed a convex combination
between equal and proportional allocation for a specified constant k
to avoid very small sample sizes, but it can be difficult to justify the optimal value for k.
Parameter-based allocations
Parameter-based allocations use area-level information of the study variable y. In practice the unknown y is replaced with a proxy variable y * such as a study variable measuring the same characteristics and is obtained from the past data. If the past data is not available, an auxiliary variable x correlated with y can be used as a proxy variable. The allocation criteria can be set on population level, only on area level or on combined population and area level.
The Neyman allocation (NEY) aims at reaching an optimal accuracy on the population level and uses area parameters , see Tschuprow [9] and Cochran [5] . The standard deviation of the study variable y and the number of units in each area must be known. This allocation favors large areas with strong variation and can lead to area sample sizes d n < 2 preventing the unbiased estimation of the variances. An alternative to avoid this problem by using the boxconstraint optimal allocation has been proposed by Gabler et al. [10] .
Choudry et al. [11] present the NLP (non-linear programming) allocation for direct estimation. Criteria for the allocation are defined by setting first upper limits for CV´s of the area sample means d y and population sample mean st y . The CV´s are computed as
The program searches the minimum sample size
n n subject to pre-set tolerances for the CV´s in Eq. (22). The constraints are defined so that the function to be minimized becomes separable and convex. The SAS procedure NLP with Newton-Raphson option was used to find the solution. The allocation favors areas with high CV regardless of the area size d N . A summary of the model-free allocations and the formulas for calculating area sample sizes are presented in Table 2 . Table 2 . Summary of number-based and parameter-based allocations.
Some other parameter-based allocation methods are mentioned briefly. Longford [12] introduces the inferential priorities d P for the strata d and G for the population and uses those constraints for deriving sample size allocation schemes for three types of estimators. Falorsi and Righi [13] propose an overall sampling strategy that guarantees a pre-defined precision for the domain estimators when the overall sample size is bounded. The strategy aims at controlling the area sample sizes by using a multi-stage sampling design based on a balanced sampling selection technique and a GREG-type estimation.
Estimation methods for model-free allocations
The finite population denoted 
The model-assisted GREG (Generalized Regression) estimator for area total
is based on a model, and here it is the linear mixed model Eq. (1). See Lehtonen et al. [14] for details. The first part of Eq. (24) is the predicted value for d Y when the model is applied. The predicted value for every kU can be computed, because the unit-level values of the auxiliary variables x are known according to the model. The second term protects against model misspecification (Lehtonen et al. [14] ).
Empirical results
This section contains the descriptions of the research data populations, the allocations and the clarifying details in computing the sample sizes, as well as the performances of the allocations based on sample simulation experiments. The estimated parameters are area and population totals of the study variable y, and the overall sample size n is fixed.
Periodically collected business register
A national Finnish register of block apartments for sale is the source of the research data. This register is maintained by a private company, Alma Mediapartners Ltd, whose customers are real estate agencies. They save all the necessary information of the apartments into this register as soon as they receive an assignment from the owners. The population for sample simulations consists of 21,025 block apartments (serve as sampling units) for sale selected from the register. They cover 18 Finnish provinces, which serve as areas, in October 2015. The smallest area contains 160 units and the largest area contains 6,813 units. The study variable (y) measures the apartment price (1,000 €) and the auxiliary variables ( 1 x and 2 x ) measure the size (m 2 ) and age (years) of the apartments. All the allocations except EQU and PRO allocations are based on the proxy variable y * , which is the price variable of the proxy data register in April 2015. This register contains 22,230 apartments for sale in 18 provinces, and the variables are the same as in the sampling population. The reasoning behind the use of the proxy data for the allocations is that the structure of this phenomenon under study has remained practically unchanged from April to October in 2015. The adjusted measure of homogeneity of the y * is 2 , * y a R = 0.1697 indicating a moderate variability between the areas. Table 5 in the Appendix contains area sizes ( d N ), population summary statistics (totals, means, standard deviations and CV´s) for y and the proxy variable y * . The corresponding population statistics except totals for x-variables, as well as correlations between y-and xvariables, are given in the Appendix Table 6 . The characteristics of the areas have a wide range concerning the variables price and age. There is not a very significant variation in the sizes of apartments between the areas, as can be expected. The province of Uusimaa (around capital Helsinki) is a dominating area, because its size is clearly the largest (32.4 % of the population size) and the general price level is by far the highest among the provinces. The study variable y has a strong positive correlation with 1 x (size) except for one small area and a negative correlation with 2 x (age) in all areas except for the largest area (Uusimaa). The area-specific correlations between auxiliary variables are low.
Allocations
In general, the overall sample size depends on the available time and financial resources in the research project. These limitations have no significance now, because the low overall sample size (n) is an essential feature in our experimental study. The value of the sampling ratio was determined as f % = 216/21,025 = 1.03 %. Method-specific allocations are based on the formulas presented in Table 1 and Table 2 .
Some details are clarified. We have substituted y * for y in two model-free and two modelbased allocations using area parameters. The Excel Solver procedure with non-linear option is used for solving the area sample sizes for NLP allocation. The selected CV limits 0.1901 (19.01 %) for areas and the CV limit 0.0800 (8.00 %) for the population lead to the overall sample size 216. Two smallest areas have a computational sample size one in NEY allocation, but they were raised to two, on the cost of Uusimaa province, to allow unbiased variance estimation. The value for the adjusted homogeneity coefficient (Section 2.2) used for CAL-g1 and MC-q025 allocations is 0.1697. For the MC-q025 allocation, the value of q was set to 0.25, and the quantity G was set to zero. The reason for the choice of these values is to avoid the strong concentration of the sample on one area (Uusimaa) and a very low or zero sample size for many areas.
The allocation-specific area sample sizes, which are presented in Table 3 , vary strongly between the allocations. The area sizes in the proxy population and the calibrated area sizes used for CAL-g1 allocation are also presented. Uusimaa area dominates in three allocations, and in NEY allocation it represents almost 60 % of the overall sample. Four areas have sample size two in NEY allocation. Low area sample sizes appear also in MC-q025 and PRO allocations. Table 3 . Area sample sizes by allocation.
Simulation experiments
The results are based on design-based simulation experiments. For each allocation, r (here r = 1,500) independent stratified SRSWOR samples were simulated using SAS program, which was used also in the computation of estimates for regression coefficients, area effects and area totals in EBLUP estimation. Other calculations from the simulated samples were implemented with SPSS program. We have applied design-based Horvitz-Thompson (H-T notation in tables and figures) and model-assisted GREG estimation to the model-free allocations and modelbased EBLUP estimation to CAL-g1 and MC-q025 allocations.
The performances of the allocations (accuracy and bias) are evaluated in terms of two quality measures computed from the simulated samples. The relative root mean square error RRMSE% is the numerical approximation of design MSE Eq. (4) 
and ARB% for area d is defined as
and their means over all D areas are computed as
The estimate for the population total in the i th simulated sample (i = 1, …, r) is the sum of the estimates of the area totals:
RRMSE% for the population total is computed as
where Y is the true value of the population total, and the corresponding ARB% is computed as
The evaluation of the quality measures is based on the means over the areas, the population values, and the area-specific distributions.
The RRMSEd % means over the areas (MRRMSE%) and population RRMSE%´s are presented in Figure 1 . The allocations and estimation methods are ordered so that they highlight the change in accuracy of area and population estimates when the design-based and modelassisted GREG estimation have been applied to the model-free allocations. The population level RRMSE%´s and means over the areas (MRRMSE%) have decreased clearly in EQU and NLP allocations. The corresponding changes in PRO and NEY allocations are contradictory in the sense that population RRMSE%`s have decreased slightly, but the means over the areas have increased considerably. The typical properties of the EQU, PRO and NEY allocations can be recognized from the results. The EQU allocation performs well on the area level, but poorly on the population level (H-T: 13.26 % and GREG: 10.97 %). The PRO and NEY allocations are far from good performance on the area level.
On the population level, PRO/GREG combination reaches the lowest population RRMSE% (4.82 %), but all the other allocations except EQU and NLP have almost the same accuracy. If the allocation-specific aggregate RRMSE%´s are experimentally computed as the sums of the means over the areas and population values, the allocations CAL-g1 and MC-q025 have the lowest sums, but their mutual differences are small. Table 7 . The distributions illustrate the relative variation in the area total estimates obtained from the simulated samples and express the impact of the randomness on the samples. High values and outliers exist in every distribution. The GREG estimation has different effects on the distributions of the model-free allocations. The distributions are considerably wider in PRO and NEY allocations. The distribution level of EQU allocation falls, but on the other hand, high values (25.37 % and 20.91 %) for the largest area Uusimaa occur, regardless of the estimation method. The distribution level of NLP allocation falls also, except for two smallest areas. The model-based allocations have otherwise a tight distribution with a quite low level, but they both have one small area as an outlier case. The randomness is best controlled in the EQU/GREG combination and CALg1 allocations. Figure 2 . Distributions of area-specific RRMSEd %s by allocation and estimation method. Table 4 contains the bias (ARB%) means over areas and population ARB%´s obtained from EBLUP estimation for every allocation, together with corresponding RRMSE% values. The results concerning both quality measures in the model-based allocations are similar. CAL-g1 allocation has lower values on the area level, and MC-q025 performs better on the population level. As expected, the area estimates obtained for the model-free allocations are almost unbiased. The overall performances are evaluated by experimentally combining first the area and population level RRMSE% and ARB% values and then combining the two sums into overall sums. The NLP/GREG and EQU/GREG combinations have the lowest overall sums (25.59 % and 27.13 %), but CAL-g1 and MC-q025 allocations have only slightly higher sums. The Appendix Table 8 contains the area-specific bias (ARB%) values for each allocation and estimation method combination. As can be anticipated, the model-based allocations have considerably higher biases for most of the areas compared with the model-free allocations. The low biases occur only in the same five areas, one of which is small. Four same areas have a bias 10 % or higher, and one of them has a bias as high as over 20 %. The high area biases demonstrate that the used model is inappropriate for those areas. The CAL-g1 allocation outperforms MC-q025 allocation according to the area-specific biases.
NEY, PRO, and EQU allocations represent the extreme solutions in the sense that they are either very strongly or not at all related to the area sizes. These solutions lead to good estimation results only on one level. A strong connection between sample and area sizes does not occur in the rest of the allocations (CAL-g1, MC-q025, and NLP), and excluding a few exceptions, they perform moderately well on both levels. Any pre-set priorities or tolerances are not used in CAL-g1 allocation, but NLP and MC-q025 are based on such limitations, and it may be difficult to find proper values for them. The choice of these limitations depends on what importance is addressed to the quality of estimation on the area and population level.
Compared with Horvitz-Thompson estimation, the application of model-assisted GREG estimation improves the accuracy of estimates for EQU and NLP allocations. On the other hand, the GREG estimation leads to reduced accuracy on area level for PRO and NEY allocations, which are tightly related to the area sizes and in which one area (Uusimaa) dominates. EQU and NLP allocations do not have the same kind of dependency on the area sizes.
The two model-based allocations perform moderately well as a whole. The results for small areas indicate that model-based estimation can produce accurate estimates despite a low sample size, but sometimes a much larger sample size is necessary for reaching adequate accuracy. The available auxiliary information suggests that if the characteristics of an area deviate much from the corresponding population characteristics, it can lead to a strong underestimation or overestimation of the area totals, regardless of the area size d N . If the area sample size d n is 13 very low, the synthetic part in the estimator Eq. (3) dominates, and the area total estimate depends almost completely on the sampled units from the other areas.
Conclusion
The focus in this study was in resolving how area sample sizes can be controlled in stratified sampling, when the unit-level linear mixed model and EBLUP estimation is applied to the sample data and when the overall sample covers only 1 % of the population. The low overall sample size was a deliberate choice in the sense of highlighting the problems in small area estimation. The control aims at obtaining the area and population estimates with adequate accuracy and low bias. The proposed CAL-g1 allocation method uses auxiliary information, the model, and method and is derived in the design phase of the survey.
The performance of the proposed allocation both on the area and population level was assessed through design-based sample simulations using real population data. Five allocations selected from the literature served as references. Each of them is based on a different optimization criterion and the use of auxiliary information. The MC-q025 allocation uses another area model, whereas the other four allocations are model-free. The sample sizes except for equal and proportional allocations were calculated using the previous real register data. EBLUP estimation was applied to the samples in case of model-based allocations. The designbased Horvitz-Thompson and model-assisted GREG estimation using sampling weights were applied to the samples drawn according to model-free allocations. The results indicate that the incorporation of an assisting model does not always improve the estimation results.
The area sample sizes and estimation results have a large variability in the studied allocations. An allocation and estimation method combination with indisputably best performance does not exist among the studied alternatives, if the comparison is based on the accuracies of the area and population estimates. Every combination has high RRMSE% values, and a clear majority of the values over 20 % occur in the distributions of the design-based allocations, regardless of the estimation method.
Proportional and Neyman allocations perform well on the population level, but poorly on area level. It is also noteworthy concerning these two allocations that compared with HorvitzThompson estimation, the inclusion of the assisting model leads to reduced accuracies of the area estimates. It seems that under these circumstances with an uncommon area structure and the strong dependency between sample and area sizes, the model-assisted estimation can be more inefficient than Horvitz-Thompson estimation. As far as NLP and equal allocations are concerned, the application of GREG estimation improves also the accuracies of area estimates on the average, in contrast with proportional and Neyman allocations. The distribution of NLP allocation contains two smallest areas as outlier cases, and its overall performance is not the best anyway. The largest area Uusimaa is an outlier case in the distribution of equal allocation, and many other large areas have inaccurate estimates. The population level RRMSE% values which are by far the highest, demonstrate one common weakness of this allocation. As is expected, the area and population estimates are almost unbiased when the design-based estimation is applied.
Cal-g1 and MC-q025 allocations perform well both on the population and area level according to RRMSE% values, except for one small area as an outlier case. The population estimates are almost unbiased, but the area-specific distributions contain the same four areas with a strong bias (over 10 %). If these two allocations are evaluated in terms of area-specific bias distributions, CAL-g1 allocation performs better compared with MC-q025 allocation, but anyway, the same strongly biased four areas are a common problem for both allocations. This indicates the model misspecification for these areas. The bias level of a single area remains regardless its sample size.
When analyzing the results from different standpoints, it is worth taking into consideration that they have been obtained in a quite demanding survey and area framework. Although the results are partly contradictory, they support the principle that the used model and estimation method as well as the available auxiliary information are incorporated in the sampling design implemented at the planning stage of the survey. If it is important to obtain accurate area and population estimates, the variation between and within the areas must be included in the allocation solution. Both model-based allocations satisfy these requirements, but the existence of outliers indicates deficiencies which must be corrected.
A wider conception of the performance of the proposed allocation requires, that it is tested together with the reference allocations in various other area frameworks using different study and auxiliary variables. Possible directions for further development of the proposed allocation are the use of every MSE term (not only d g 1 ) and the improvement in calibration of area sample sizes. The complexity of the MSE makes it difficult to reach an analytical solution, and for this reason, the use of software tools like nonlinear programming become necessary. It is likely that an optimization problem relating to the used model has not a closed-form solution in this situation. The question related to MC-q025 allocation is the setting of priorities between population and area level estimation. This question arises anyway when both the area and population level parameters are estimated, regardless of the estimation method. The choice of the priorities should be a reasonable trade-off between the levels. 
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