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Abstract
As of now, all analogue gravity models available in the literature deal with the emergence
of an acoustic geometry through linear perturbations of transonic fluids only. It has never
been investigated whether the analogue gravity phenomena is solely a consequence of linear
perturbations, or rather a generic property of arbitrary perturbations of inhomogeneous,
inviscid and irrotational fluids. In the present work, for the first time in the literature,
we demonstrate that acoustic spacetimes may be formed through higher order non-linear
perturbations, and thus establish that analogue gravity phenomena is rather more general
than what was thought before. We consider spherically accreting astrophysical systems as a
natural classical analogue gravity model, and develop a formalism to investigate non-linear
perturbations of such accretion flows to arbitrary order. Our iterative approach involves
a coupled set of equations for the mass accretion rate and the density of the fluid. In
particular, we demonstrate that the wave equation for the mass accretion rate involves an
acoustic metric which can be perturbatively constructed to all orders. We numerically solve
the coupled equations about the leading transonic Bondi flow solution. This analysis uses
boundary conditions set to the original unperturbed values, with the time dependence of
the mass accretion rate perturbation taken to be exponentially damped. The perturbed
solutions indicate that second order and higher perturbations of the metric generically cause
the original acoustic horizon to oscillate and change in size. We explain this phenomenon in
detail and its implications on non-linear perturbations of accretion flows in general.
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1 Introduction
Perturbations of irrotational, inhomogeneous, inviscid, transonic fluid flows may lead to the
formation of an acoustic metric embedded within the background stationary flow. Such
metrics are like black holes in that they contain acoustic/sonic horizon(s) from within which
phonons cannot escape [1–7]. As of now, analogue gravity models have been constructed only
through linear perturbation. In our present work, we shall generalize the idea of analogue
spacetimes by demonstrating their existence within non-linear perturbations up to arbitrary
order as well. Such generalizations of the emergence of analogue spacetimes has never been
presented in the literature before.
It has been recently proposed that accreting astrophysical systems may be considered as
natural examples of classical analogue gravity models [8–24]. In our present work, we shall
consider such a model to manifest our formalism. Arguably the simplest accretion model
comprises the system of a non-relativistic fluid in the presence of a gravitating central mass.
The potential of the accretor is taken to be spherically symmetric, Φ(r) = −GM
c2r
, where M
denotes the mass of the object, G is Newton’s constant, c is the light speed and r is the
distance from the center of body placed at the origin. The quantity rg =
GM
c2
is the only
relevant length scale in the problem which we hereafter normalize by working in units where
G = M = c = 1. The fluid is assumed to not self accrete and spherical symmetry ensures that
the fluid velocity is radial and irrotational. Denoting the radial component of the velocity
vector, pressure and density of the fluid by v, P and ρ respectively, the dynamics is governed
by the continuity equation
ρ˙+
1
r2
(
r2ρv
)′
= 0 , (1)
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and the Euler equation
v˙ + vv′ +
1
ρ
P ′ + Φ′(r) = 0 , (2)
where dots denote time derivatives and primes are derivatives with respect to r. In most
cases, it is convenient to assume that the fluid is isentropic and satisfies the adiabatic equation
of state P = κργ. The adiabatic exponent γ is the ratio of the constant specific heats cP
and cV of the fluid, while κ is a measure of the fluid’s constant specific entropy. The local
adiabatic sound speed of the fluid can also be determined and is given by
c2s =
∂P
∂ρ
= κγργ−1 (3)
Steady state solutions of Eq. (1) and Eq. (2) along with linear perturbations about them have
been well investigated in the literature. The solution space involves a critical point where
v = cs. There exist a family of subsonic flow solutions with v < cs which never pass the crit-
ical point. Likewise, a class of supersonic solutions with v > cs also exist and reside only in
the region between the critical point and the boundary of the accretor. Bondi demonstrated
that there exists a unique transonic flow solution which passes from the subsonic region into
the supersonic region through the critical point [25]. This solution is relevant for accretion
flows on black hole spacetimes in the approximation where astrophysical effects close the
event horizon are ignored. Linear perturbations of the velocity potential and mass accretion
rate [26] also demonstrate the stability of the Bondi flow solution. Perhaps the most strik-
ing consequence arising from a linear perturbation analysis involves the identification of an
analogue spacetime. Unruh demonstrated that linear perturbations of the velocity potential
about the transonic solution can be considered as propagations of a massless scalar field on
an acoustic geometry [2]. This spacetime has a well defined causal structure and a positive
definite curvature, with the critical point being the location of the acoustic horizon. The ex-
istence of stable transonic solutions and an acoustic geometry are important characteristics
which define accretion flows in general.
In this paper we initiate a systematic investigation of non-linear perturbations of spherically
symmetric accreting flows. We first demonstrate that Eq. (1) and Eq. (2) can be cast as a
pair of coupled differential equations to be solved for the mass accretion rate and the density.
In particular, the second-order differential equation for the mass accretion rate is manifestly
in the form of a wave equation on an acoustic background. We reproduce the known linear
order perturbation equation of the mass accretion rate using our approach, before deriving
the second, third and nth order perturbation equations. The acoustic metric to all orders
is shown to admit a non-vanishing curvature and causal structure. We then proceed to
investigate solutions of the perturbation equations. We consider solutions of the linear mass
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accretion rate perturbation that are exponentially damped in time in two regimes, when
ω < 1 (low frequency) and ω ≥ 1 (high frequency). By high frequency, we mean that the
corresponding wavelength is at least the order of the accretor boundary or lower, while low
frequency means that the corresponding wavelength is at least of the size of the accreting
fluid or higher. In numerically solving the coupled perturbation equations at linear order,
we find that for high frequency damped solutions, the mass accretion rate grows slowly and
the density perturbation decays behind the horizon. Conversely, up to linear perturbation
in the low frequency regime, the density perturbation initially grows behind the horizon. In
all cases, the sonic horizon of the perturbed acoustic geometry oscillates and either grows
to a new stable value (high frequency) or shrinks to a new stable value (low frequency)
at late times. We find that second-order solutions of the perturbed equations in the high
frequency regime possess the qualitative properties of the first-order solutions. On the other
hand, higher order perturbations in the low frequency regime have the property that high
frequency properties resurface. This ensures that the acoustic horizon does shrink indefinitely
and tends to the configuration of high frequency damped perturbations.
2 Algorithm for nonlinear perturbations
Linear perturbations of Eq. (1) and Eq. (2) are usually considered by first expanding the fields
around some stationary solution of the equations, such as the Bondi flow. The perturbed
field of interest is taken to either be the mass accretion rate
f = ρvr2 , (4)
or in other cases the velocity potential Ψ, where ~v = ~∇Ψ. The equation governing linear
perturbations of either field can then be shown to satisfy the Klein-Gordon equation for a
massless field on an acoustic spacetime.
In the following, we base our perturbation scheme on the mass accretion rate. We first
demonstrate that the unperturbed Eq. (1) and Eq. (2) provide a pair of coupled equations -
a continuity equation and a wave equation, entirely in terms of the fluid density ρ and mass
accretion rate f . By expanding these fields about a stationary solution, the equations can
be iteratively solved to any order in perturbation.
Using the definition in Eq. (4), we find that Eq. (1) can be readily expressed as
ρ˙+
1
r2
f ′ = 0 (5)
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This is the continuity equation in our perturbation scheme. The wave equation follows from
taking the time derivative of the Euler equation. Using Eq. (3) we also have
1
ρ
P ′ = κγργ−2ρ′ (6)
Substituting this expression in Eq. (2) and taking the time derivative gives
v¨ +
(
vv˙ + κγργ−2ρ˙
)′
= 0 (7)
By taking the time derivative of Eq. (4) and using the expression for ρ˙ in Eq. (5), we find
the following expression for v˙ in terms of f and its time derivative
v˙ =
1
ρr2
(
f˙ +
f∂rf
ρr2
)
(8)
Substituting Eq. (8) and Eq. (5) in Eq. (7) then gives
∂t
(
1
ρr2
∂tf
)
+ ∂t
(
f
ρ2r4
∂tf
)
+ ∂r
(
f
ρ2r4
∂rf
)
+ ∂r
((
f 2
ρ3r6
− γκ
r2
ργ−2
)
∂rf
)
= 0 (9)
If we now define the inverse acoustic metric components
gtt =
1
ρr2
, grt =
f
ρ2r4
= gtr , grr =
f 2
ρ3r6
− γκ
r2
ργ−2 , (10)
we find that Eq. (9) has the expression
∂µ (g
µν∂νf) = 0 (11)
Eq. (11) is the wave equation that will feature in our perturbative approach. While we will
continue to work with f and ρ treated as the independent variables in this section, it will be
useful here and later on in our paper to consider the inverse metric components in terms of
the velocity v and the speed of sound cs. Using the expressions in Eq. (4) and Eq. (3), we
find that the inverse metric components in Eq. (10) can be expressed as
gtt =
v
f
, gtr =
v2
f
, grr =
v
f
(
v2 − c2s
)
. (12)
We will be considering perturbations about stationary solutions which always involve a pos-
itive definite (inflowing) velocity and a constant positive mass accretion rate. Taking these
properties to hold in the perturbative solution, we see that gtt and gtr are always positive.
On the other hand, grr is negative in the subsonic region where v < cs, positive in the su-
personic region where v > cs and vanishes at the critical point v = cs. The critical point
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provides the location of the acoustic horizon. The horizon can change/fluctuate significantly
in considering perturbations, which is a central topic of our paper.
We consider a perturbative expansion of f and ρ about a known stationary solution up to
nth order to be of the form
f(r, t) = f0 +
n∑
k=1
kfk(r, t) = f0
(
1 +
1
f0
n∑
k=1
kfk(r, t)
)
(13)
ρ(r, t) = ρ0(r) +
n∑
k=1
kρk(r, t) = ρ0(r)
(
1 +
1
ρ0(r)
n∑
k=1
kρk(r, t)
)
, (14)
where f0 and ρ0 denote the stationary solution values. As mentioned, the stationary solution
has the property that f0 is a positive constant while ρ0 = ρ0(r) is independent of time. The
dimensionless counting parameter  measures the strength of the perturbation. From the
expansions in Eq. (13) and Eq. (14), we can also determine all other dependent quantities,
such as components of the inverse acoustic metric, the velocity or the speed of sound, to any
order in perturbation. If A(r, t) with the nth order expansion
A(r, t) = A0(r) +
n∑
k=1
kAk(r, t) = A0
(
1 +
1
A0(r)
n∑
k=1
kAk(r, t)
)
, (15)
denotes any of the fields (dependent or independent) then the expansion is perturbative
provided

|Al+1|
|Al| < 1 , l = 0 , · · ·n− 1 (16)
To determine the nth order solutions of f and ρ, we first substitute the expansions of Eq. (14)
in Eq. (5) and Eq. (11). We then collect the expressions in powers of  and solve for the
coefficients. The coefficient of 0 is manifestly satisfied by the stationary solution. The
coefficient of  resulting from Eq. (5) is
ρ˙1 +
∂rf1
r2
= 0 , (17)
while from Eq. (11) we find
∂µ
(
gµν(0)∂νf1
)
+ ∂µ
(
gµν(1)∂νf0
)
= 0 , (18)
where
gtt(0) =
1
r2ρ0
, gtr(0) =
f0
r4ρ20
= grt(0) , g
rr
(0) =
f 20
r6ρ30
− γκρ
γ−2
0
r2
(19)
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gtt(1) =
1
r2ρ0
(
−ρ1
ρ0
)
, gtr(1) =
f0
r4ρ20
(
f1
f0
− 2ρ1
ρ0
)
= grt(1) ,
grr(1) =
f 20
r6ρ30
(
2
f1
f0
− 3ρ1
ρ0
)
− γκρ
γ−2
0
r2
(
(γ − 2) ρ1
ρ0
)
(20)
Since f0 is a constant, Eq. (21) simplifies to
∂µ
(
gµν(0)∂νf1
)
= 0 , (21)
The inverse metric gµν(0) is completely determined by the given stationary solution. We can thus
solve Eq. (21) for the unknown first order pertubation f1, which is then used to determine ρ1
from Eq. (17). We note that the acoustic metric at this order is completely time independent
and that Eq. (21) is the known linear order equation describing the propagation of the
perturbed field on the background.
The second order equations are coefficients of 2 resulting from substituting the expansions
in Eq. (13) and Eq. (14), which are
ρ˙2 +
∂rf2
r2
= 0 , (22)
from Eq. (5) and
∂µ
(
gµν(0)∂νf2
)
+ ∂µ
(
gµν(1)∂νf1
)
+ ∂µ
(
gµν(2)∂νf0
)
= 0 (23)
from Eq. (11), where the coefficients of gµν(0) and g
µν
(1) are those in Eq. (19) and Eq. (20)
respectively, while the coefficients of gµν(2) are
gtt(2) =
1
r2ρ0
((
ρ1
ρ0
)2
− ρ2
ρ0
)
, gtr(2) =
f0
r4ρ20
(
f2
f0
− 2
(
ρ2
ρ0
+
f1
f0
ρ1
ρ0
)
+ 3
(
ρ1
ρ0
)2)
= grt(2) ,
grr(2) =
f 20
r6ρ30
((
f1
f0
)2
+ 2
f2
f0
− 3ρ2
ρ0
+ 6
((
ρ1
ρ0
)2
− f1
f0
ρ1
ρ0
))
− γκρ
γ−2
0
r2
(
1
2
(γ − 2) (γ − 3)
(
ρ1
ρ0
)2
+ (γ − 2) ρ2
ρ0
)
(24)
As in the linear perturbation analysis, the constant f0 implies that Eq. (23) is simply
∂µ
(
gµν(0)∂νf2
)
= −∂µ
(
gµν(1)∂νf1
)
(25)
Unlike the first order equation, we now see that the equation for the second order perturbed
field f2 involves a source term constructed from the solutions of the preceding order in
perturbation. This is a generic trait which distinguishes the first-order perturbation equation
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from those at higher orders. We may interpret Eq. (25) simply as the perturbed mass
accretion rate f2 propagating on the lowest order acoustic background in the presence of a
first order source. However, from Eq. (11) we know that we always have an equation for a
massless scalar field on an acoustic background. Hence a more accurate description is that
the combined field at this order f0 + f1 + 
2f2 propagates on a background expanded up
to linear order gµ(0) + g
µν
(1). This property also continues to hold at higher orders, namely,
the perturbed mass accretion rate up to order n propagates on the n− 1 acoustic spacetime.
The perturbation solutions at second order follow from first solving Eq. (25) for f2 and then
substituting it in Eq. (22) to determine ρ2.
The iterative procedure continues up to order n. Assuming that we have solved all equations
up to order n− 1, we now collect the n coefficient resulting from substituting Eq. (13) and
Eq. (14) in Eq. (5) and Eq. (11). We find the expressions
ρ˙n = −∂rfn
r2
(26)
∂µ
(
gµν(0)∂νfn
)
= −
n−1∑
k=1
∂µ
(
gµν(k)∂νfn−k
)
(27)
The total mass accretion rate f up to order n propagates on an acoustic background metric
gµνeff(n−1) constructed from the preceding n− 1 orders in perturbation
gµνeff(n−1) =
n−1∑
k=0
kgµν(k) (28)
3 Curvature and causal structure of the acoustic metric
In the previous section, we determined that an effective inverse acoustic metric can be de-
scribed to every order in perturbation theory. The properties of the inverse metric to all
orders is most conveniently investigated by using the form in either Eq. (10) or Eq. (12),
with the understanding that the expressions at a particular perturbation order results from
using the expansions in Eq. (13) and Eq. (14). In this section, we will be interested in the
causal structure and curvature of the acoustic metric. We will thus use the components of
the inverse metric given in Eq. (12)
gµν =
(
gtt gtr
grt grr
)
=
(
v
f
v2
f
v2
f
v
f
(v2 − c2s)
)
(29)
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The determinant of Eq. (29) is the inverse of the determinant of the metric, which we denote
as g−1, with the expression
g−1 = −v
2c2s
f 2
(30)
The negative value indicates the Lorentzian signature of the spacetime. Using Eq. (30), we
find the metric
gµν =
(
gtt gtr
grt grr
)
=
(
ggrr −ggrt
−ggtr ggtt
)
=
(
f
v
(
1− v2
c2s
)
f
c2s
f
c2s
− f
vc2s
)
(31)
We can now define the line element in the usual way
ds2 = gµνdx
µdxν = gttdt
2 + 2gtrdtdr + grrdr
2 (32)
The causal structure on the acoustic background follows from considering the analogue of
the light cone in spacetime, here also characterized by ds2 = 0 in Eq. (32). This leads to a
quadratic equation in dt admitting two roots
dt =
gtr
gtt
±
√(
grt
gtt
)2
− grr
gtt
 dr (33)
Using the metric components in Eq. (31) we find the solutions
dt =
1
c+ v
dr , (34)
dt = − 1
c− vdr (35)
Eq. (34) and Eq. (35) describe motion with and against the fluid respectively, which char-
acterizes the causal properties of this spacetime with respect to the flow. These solutions
further motivate the definition of ingoing and outgoing null coordinates
du =
1√
2
(
dt− 1
c+ v
dr
)
, dv =
1√
2
(
dt+
1
c− vdr
)
, (36)
with which the sonic line element in Eq. (32) can be expressed as
ds2 = 2dudv (37)
This metric describes the causal structure in the subsonic region. From the acoustic horizon
up to the accretor boundary we only have ingoing flows. In particular, in the supersonic
region where v > c, the expression for dv in Eq. (36) also describes an ingoing flow.
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We can also demonstrate that there exists a non-trivial curvature of the spacetime. A 2
dimensional Riemmanian spacetime has only one independent curvature term - the Ricci
scalar R. The Riemann tensor is expressed in terms of R as
Rtrtr =
1
2
(
gttgrr − g2tr
)
R (38)
To compute the curvature, we will need to determine the connection components
Γαµν =
1
2
gαβ (gµβ ,ν + gνβ ,µ − gµν ,β) (39)
and subsequently the Ricci tensor and Ricci scalar
Rµν = Γ
α
µν ,α − Γαµα ,ν + ΓαβαΓβµν − ΓαβνΓβµα , (40)
R = gµνRµν = g
ttRtt + 2g
trRtr + g
rrRrr . (41)
Explicitly, one can derive the connection components
Γttt =
1
2
grrg˙tt + gtr (g
′
tt − 2g˙tr)
g
, Γttr =
1
2
grrg˙
′
tt − gtrg′rr
g
Γtrr = −
1
2
gtrg
′
rr + grr (g˙rr − 2g′tr)
g
, Γrtt = −
1
2
gtrg˙tt + gtt (g
′
tt − 2g˙tr)
g
Γrrt = −
1
2
gtrg
′
tt − gttg˙rr
g
, Γrrr = −
1
2
gttg
′
rr + gtr (g˙rr − 2g′tr)
g
(42)
Using Eq. (40) and Eq. (41) we find the following Ricci scalar
R =
1
2 (gttgrr − grt)2
[
gtr (g
′
rrg˙tt − 2gtr (g′tt − 2g˙tr)− g˙rr (g′tt + 2g˙tr)) + gtt
(
g′rr (g
′
tt − 2g˙tr) + g˙2rr
)
+ 2g2tr (g
′′
tt − 2g˙′tr + g˙rr) + grr
(
g′2tt + g˙tt (g˙rr − 2g′tr)− 2gtt (g′′tt − 2g˙′tr + g¨rr)
) ]
(43)
The metric at linear order in perturbation is constructed from the given stationary solution
and is time independent. However, in considering second order and higher perturbations the
curvature acquires a time dependent profile. It can be noted that if the perturbative solutions
of f and ρ are well behaved, the acoustic spacetime curvature is well defined to all orders in
perturbation.
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4 Numerical solutions
In this section, we will numerically investigate the solutions of f , ρ and inverse acoustic
metric components up to second order in perturbation. We will first need to describe the
unperturbed transonic Bondi solution and its properties. In our analysis, we set γ = 1.35
and κ = 1 throughout the flow. The solution is determined about the critical point where
v = cs using the Runge-Kutta 4
th order method with the Bernoulli constant chosen to be
E = 1.001, where
E =
v2
2
+
γκ
γ − 1ρ
γ−1 + Φ(r) (44)
Given our choice of units, the boundary of the accretor is located at r = 1 and we assume
a maximum radius of R∞ = 100 to denote the outer boundary of the accreting fluid. With
this setup, we determine v0 and cs0 throughout the flow whose plots are given in Figure 1.
20 40 60 80 100
r
0.2
0.4
0.6
0.8
1.0
v0
20 40 60 80 100
r
0.1
0.2
0.3
0.4
0.5
cs0
Figure 1: Plot of v0(r) (left) and cs0(r) (right). The origin is at (1, 0) in both plots. We note
that v0(r) = 0.96 at r = 1 and falls rapidly, while cs0 = 0.48 at r = 1 and changes slowly
past the horizon.
From these solutions for the fluid velocity and sound speed, we can uniquely determine the
expressions of f0 and ρ0 using Eq. (4) and Eq. (3). We find that f0 = 0.0129 and the plot
for ρ0(r) is given in Figure 2.
The transonic solution also determines the lowest order metric components using Eq. (19).
This is the acoustic metric on which first order perturbations of the mass accretion rate
propagate. At this order, the inverse metric components are spatial and the graphs of its
components are provided in Figure 3. We find that grr(0) vanishes at r0 = 2.362, which is the
location of the acoustic horizon. We also see that grr(0) > 0 for r < r0 and g
rr
(0) < 0 for r > r0.
On the other hand, gtt(0) and g
tr
(0) remain positive definite throughout the flow.
With the stationary solution characterized, we will now consider perturbations which are
exponentially damped in time. There are two aspects which will factor into our numerical
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0.010
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0.014
ρ0
Figure 2: Plot of ρ0(r). The origin is at (1, 0).
analysis - the range of time and the frequency. Since we are considering exponentially damped
perturbations, we need to choose a time range which is neither too short, such that the
effect of the damping is irrelevant, nor too long, such that the damping is overwhelming
rendering the perturbation irrelvant. Since we expect that damped waves are accompanied
by a superposition of exponentially growing and decaying modes in space, we choose the time
domain to be an order larger than the spatial range and thus t ∈ {0, 103}. The upper limit
in the time domain will be taken as representing ‘late times’.
The other aspect we will keep track of is the frequency. Here we will characterize the per-
turbations as ‘high frequency’ and ‘low frequency’. By high frequency, we will mean the
corresponding wavelengths are the size of the accretor boundary or lower. Accordingly,
ω ≥ 1 (since rg = 1 in our units) is the high frequency domain. Conversely, by low frequency
we mean that the corresponding wavelength is the size of the accretion fluid or higher. Hence
ω ≤ 10−2 will represent the low frequency domain. In the following subsections, we will in
fact be concerned with sufficiently high and low frequencies. We will take the high frequency
value to be 103 and the low frequency value to be 10−3.
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20
40
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gtt
20 40 60 80 100
r
20
40
60
gtr
20 40 60 80 100
r
10
20
30
40
50
grr
Figure 3: Plots of inverse metric components gtt(0)(r) (upper), g
tr
(0)(r) (middle) and g
rr
(0)(r)
(lower). The origin is at (1, 0) in all plots. The location where grr0 = 0 is at r = 2.362.
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4.1 High frequency perturbations
As mentioned, we set ω = 103 throughout our high frequency analysis with t ∈ {0, 103}. In
solving Eq. (21), we set the temporal boundary condition f1(r, 0) = f0 and the condition
e−ωt at initial time from r = 1 to r = 100. This results in the solution plotted in figure 4.
We see the resulting interference of exponentially growing and decaying waves in space, over
time. We expect that at high frequencies, the growing mode in space dominates the decaying
mode in the supersonic region. As a consequence, on average ∂rf1 < 0 as we move away from
r = 1. We also see from Eq. (17) that ρ1 is suppressed by r
−2 and is thus largely sensitive to
the behaviour of ∂rf1 in the supersonic region near the accretor. These aspects of f1 and ρ1
provide a significant conclusion. A negative change in the mass accretion rate moving away
from the accretor implies a negative change in the density perturbation. In solving Eq. (17)
numerically, we find that this is precisely the case and the result is plotted in figure 5.
Figure 4: Solution of the first order pertubed mass accretion rate f1(r, t).
Since ρ1 is negative near the accretor, the density up to linear order perturbations will be less
than that of the stationary solution. In addition, we have also noted that the mass accretion
rate on average and up to linear order in perturbation is slightly greater than f0. These
results are consistent in the presence of a decreasing density accompanied by an increasing
fluid velocity. We thus expect the first order corrected metric to have an acoustic horizon
greater than the stationary solution, with a time dependent profile.
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Figure 5: Solution of the first order perturbed density ρ1(r, t). The perturbation is most
relevant near the accretor boundary. The negative value reflects the increasing mass accretion
towards the accretor boundary in the supersonic region.
To explore this, we substitute the stationary and first order perturbation solutions of f and
ρ in the metric component expressions given in Eq. (20). These components are plotted in
figure 6. In order to construct the perturbed metric, we now need to adopt an appropriate
choice for  such that the condition in Eq. (16) is satisfied. The magnitudes are largest near
the accretor boundary, with the highest magnitude in all the plots appearing for grr(1)(r, t) at
approximately t = 620, where grr(1)(1, 620) = 2.29 × 106. We thus set  = 17 × 10−6. This
ensures 
|g(1)|
|g(0)| to be roughly 0.3 for all metric components near the accretor boundary and
about 0.03 near the acoustic horizon.
By using Eq. (28) and the metric components in Eq. (20), we can construct the effective
metric that will enter in the second order perturbation analysis
gµνeff(1) = g
µν
(0) + g
µν
(1) (45)
The corresponding plots of the effective metric Eq. (45) are given in figure 7. While there are
small time dependent perturbations in the region near the horizon and into the supersonic
region, these are barely noticeable in these plots of the full effective metric. This is a desired
result, since it confirms that our choice in  had the effect of constituting small perturbations.
Nevertheless, in close up considerations of the near horizon region, we can see a pronounced
effect of the perturbation. A close up overhead view of the horizon region, from r = 2.362 to
r = 2.37 has been provided in figure 8. The blue shaded plane is that of grreff(1) = 0. We see
that the horizon fluctuates and grows from the original value r = 2.362 at t = 0 to r = 2.365
at t = 103. At no point after t = 0 does the horizon ever return to its original value. The
15
Figure 6: Perturbed metric expressions for gtt(1)(r, t) (upper), g
tr
(1)(r, t) (middle) and g
rr
(1)(r, t)
(lower).
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fluctuations are expected from considering the effect of a damped exponential wave about a
local minima, which appears near the original acoustic horizon.
We now proceed to solve the second order perturbation equations of the mass accretion rate
and the density given in Eq. (22) and Eq. (25) respectively. In solving for the mass accretion
rate, we provide the initial boundary conditions f2(r, 0) = f1(r, 0) , f2(1, t) = f1(1, t) and
f2(100, t) = f1(100, t), which ensures consistency with the first order perturbation solution
and the exponentially damped in time behaviour. Likewise for the density perturbation, we
require only one condition at initial time ρ2(r, 0) = ρ1(r, 0). The plots of the resulting solu-
tion has been provided in figure 9 and figure 10. We see that the second order perturbation
are more pronounced versions of the first order solutions and maintain its properties. The
density perturbation decays even more at this order as can be seen from comparing figure 10
with figure 5.
With the second order solutions in hand, we can construct the second order perturbed inverse
metric and determine the effective metric up to second order. These components are actually
relevant for third order perturbations of the mass accretion rate and density, which will not
be considered here. Nevertheless, it is important to consider these solutions since this is
the next order where time dependence is involved in the metric solutions. As such, we can
compare the metric at this order with those in the preceding order to identify time evolution
trends appearing in higher orders of perturbation.
The third order inverse metric components are calculated using the expressions in Eq. (24)
with the corresponding plots given in figure 11. Comparison of these plots with those of
the first order solutions in figure 6 demonstrate that the trends are simply more pronounced
at this order, with some small perturbations developing in the subsonic region. The largest
magnitude increase is in grr(2)(r, t) at r = 1 , t = 620 where we now have g
rr
(2)(1, 620) = 10
7,
which is an order of magnitude larger than the peak in the first order solution. However, we
note that 2 ∼ 10−12 which is several orders of magnitudes smaller than  at the first order.
From this we conclude that while solutions for f and ρ at higher orders in perturbation
are more pronounced versions of the first order solutions, they are highly suppressed in our
perturbative analysis.
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Figure 7: Perturbed metric expressions for gtteff(1)(r, t) (upper), g
tr
eff(1)(r, t) (middle) and
grreff(1)(r, t) (lower).
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Figure 8: Overhead view of grreff(1)(r, t) from r = 2.362 to r = 2.37 over all time. The blue
plane demarcates grreff(1)(r, t) = 0 and the intersection with the orange curve of g
rr
eff(1)(r, t)
traces out the horizon location in time. We note that the horizon fluctuates and grows to its
new value of r = 2.365 at t = 103.
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Figure 9: Solution of the second order pertubed mass accretion rate f1(r, t).
Figure 10: Solution of the second order perturbed density ρ1(r, t). The solution is more
negative near the accretor boundary than the corresponding solution at first order given in
figure 5.
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Figure 11: Perturbed metric expressions for gtt(2)(r, t) (upper), g
tr
(2)(r, t) (middle) and g
rr
(2)(r, t)
(lower).
We can construct the effective metric up to this order
gµνeff(2) = g
µν
(0) + g
µν
(1) + 
2gµν(2) . (46)
We have not plotted the components of the effective metric as they appear almost identical
to those in figure 7. It is important to consider the effect close to the horizon at this order.
In figure 12 we have plotted the overhead view of grreff(2)(r, t) from r = 2.362 to r = 2.37 over
all time, just as in figure 8 for grreff(1)(r, t). In comparing with g
rr
eff(1)(r, t), we see that while the
horizon of grreff(2)(r, t) has grown at late times, the changes are very small and do not affect
the qualitative result at first order.
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Figure 12: Overhead view of grreff(2)(r, t) from r = 2.362 to r = 2.37 over all time. While
the horizon has grown slightly more than those of grreff(1)(r, t) in figure 8, they are very small
corrections which do not affect the overall qualitative behaviour of the metric at first order.
Our analysis demonstrates that higher order perturbation solutions in the high frequency
regime are amplified versions of the first order solutions. For weak perturbations, higher
order solutions provide minor corrections to first order results. It is possible to set  to be
closer to 1 to represent strong perturbations. In this case, we should expect the corrections
to be more significant and in accordance with the properties of the first order solutions.
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4.2 Low frequency perturbations
We will now consider low frequency damped perturbations by setting ω = 10−3 in an interval
t ∈ {0, 103}. We solve Eq. (21) with the initial boundary conditions f1(r, 0) = f0 and
f1(1, t) = e
−ωt = f1(100, t). We now find solutions which have been plotted in figure 13.
We one again find a solution resulting from the interference of exponentially growing and
decaying waves in space, over time. We now expect that as a consequence of considering
very low frequencies, the supersonic region involves the decaying mode to slightly dominate
the growing mode in space. As a consequence ∂rf1 > 0 on average as we move away from
the accretor boundary at r = 1, and we expect to find a net positive change in the density
perturbation. This is confirmed through the solution plot of Eq. (17) in figure 14.
Figure 13: Solution of the first order pertubed mass accretion rate f1(r, t).
Since ρ1 is positive near the accretor boundary for low frequency damped perturbations, we
now expect the density up to linear order to be greater than that of the stationary solution.
This increases the first order corrected sound speed solution relative to the stationary solution
value. The net decrease in the mass accretion rate at linear order, given an increase in the
density perturbation, can only mean that the first order corrected velocity is less than that
of the given stationary solution. We thus expect that the first order corrected metric has an
acoustic horizon which is less than that of the stationary solution at late times.
Let us first consider the effect of the first order perturbation solutions of f and ρ on the
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Figure 14: Solution of the first order perturbed density ρ1(r, t). The perturbation is once
again most relevant near the accretor boundary and is positive unlike in the high frequency
analysis.
inverse metric components in Eq. (20). The plots of these components are given in figure 15.
Like the high frequency solutions, the corrections are dominant near the accretor boundary.
However, unlike the corresponding solutions in the high frequency analysis (plotted in figure
6), the corrections are negative and are an indication of the shrinking of the horizon we
expect to observe. We now choose  with respect to the highest value present in grr(1) in such
a way that 
|g(1)|
|g(0)| is roughly 0.3 for all metric components near the accretor boundary. By
making this choice, we one again find that 
|g(1)|
|g(0)| near the acoustic horizon is approximately
0.03. Hence the results to follow are considered at the same relative strength as those we
assumed for the high frequency analysis in the previous subsection.
We can now use Eq. (45) to construct the effective inverse metric up to first order in per-
turbation. Since the strength of the perturbation in this case is also very small, we end up
with full range plots which appear as in figure 7. As noted in the high frequency analysis,
the interesting effects are present in close up plots from the near horizon region. In figure
16, we have provided a close up overhead view of the horizon region, now from r = 2.348 to
r = 2.362. The blue shaded plane as before demarcates grreff(1) = 0 and intercepts with the
horizon over time. We see that the horizon fluctuates and shrinks from the original value
r = 2.362 at t = 0 to r = 2.3595 at t = 103. The horizon never returns to its original value
at t = 0 at any time in its evolution. Since the perturbation strengths are comparable with
those in the high frequency analysis, with the frequencies being inverses of one another, we
may compare the results to draw inferences. We note that the amount the acoustic horizon
shrinks in the low frequency case is marginally less than the horizon grows in the case of high
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Figure 15: Perturbed metric expressions for gtt(1)(r, t) (upper), g
tr
(1)(r, t) (middle) and g
rr
(1)(r, t)
(lower). Unlike the corresponding plots given in figure 6 for the high frequency case, we now
find that the corrections are negative near the accretor boundary at r = 1
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frequencies. This suggests a tendency for the horizon to always grow under perturbations.
We will see evidence to this effect moving forward.
Figure 16: Overhead view of grreff(1)(r, t) from r = 2.348 to r = 2.3632 over all time. The
horizon fluctuates and shrinks to its new value of r = 2.3595 at t = 103.
We now solve the second order perturbation equations of the mass accretion rate and the
density given in Eq. (22) and Eq. (25) respectively. The initial boundary conditions for the
mass accretion rate are chosen to be f2(r, 0) = f1(r, 0) , f2(1, t) = f1(1, t) and f2(100, t) =
f1(100, t), while for the density perturbation we choose ρ2(r, 0) = ρ1(r, 0). The plots of the
resulting solutions has been provided in figure 17 and figure 18. We can make an interesting
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observation on comparing with the first order and second order solutions. In first considering
the high frequency regime, the comparison of figure 4 and figure 9 reveals that the second
order mass accretion rate perturbation is an amplified version of the first order perturbation,
with an increase in amplitude by two orders in magnitude. In comparing figure 5 and figure
10, we likewise see that the density perturbation increases by a factor of 3 in going from
first order to second order perturbations in the supersonic region. In now considering the
low frequency results, we find on comparing figure 13 and figure 17 that the magnitude of
mass accretion perturbations remains in the same order and does not necessarily increase
on average. The comparison of figure 14 and figure 18 shows that the density perturbation
decreases by an order in magnitude going from first order perturbation solutions to those at
second order. This implies that the exponentially growing mode in the mass accretion rate
perturbation tends to dominate at higher orders in the supersonic region. The density and
mass accretion rate perturbation results demonstrate a tendency to return to the behaviour
present in the high frequency analysis at higher orders in perturbation.
Figure 17: Solution of the second order pertubed mass accretion rate f1(r, t).
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Figure 18: Solution of the second order perturbed density ρ1(r, t). The solution is more
negative relative to the corresponding first order solution in figure 15.
We can now compute the second order perturbed inverse metric using the expressions in
Eq. (24). These components are plotted in figure 19. We see that at the second order itself,
the inverse metric components have the qualitative form present in the case of high frequency
perturbations, whose plots are given in figure 6 and figure 11.
We would thus expect to see an increase in the horizon size relative to the first order solution.
However, due to fact that 2 falls faster than the any change in the metric components, this
effect is highly suppresed in considering weak perturbations (as in this paper). In figure 20,
we have provided a close up overhead plot of the horizon region from r = 2.348 to r = 2.362
for the second order effective metric component grr(2)(r, t). While there is an increase in the
horizon size relative to the first order effective metric component, this increase is marginal.
The horizon grows from r = 2.3595 to r = 2.3598 at t = 103.
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Figure 19: Perturbed metric expressions for gtt(2)(r, t) (upper), g
tr
(2)(r, t) (middle) and g
rr
(2)(r, t)
(lower). Unlike the first order solutions in figure 16, we now find growing perturbations near
the accretor boundary as in the high frequency plots in figure 6 and figure 11.
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Figure 20: Overhead view of grreff(2)(r, t) from r = 2.348 to r = 2.362 over all time. The horizon
has grown slightly more than than in grreff(1)(r, t) at t = 10
3 given in figure 17, from r = 2.3595
to r = 2.3598 . The correction at this and higher orders are suppressed by growing powers
of . Thus for very weak perturbations, the original horizon size may not be recovered. This
might not be the case with stronger perturbations in general.
In conclusion, we see that in the case of very low frequency damped perturbations, there
is the interesting effect that the acoustic horizon fluctuates and reduces in size. This effect
however is a low order perturbation artefact, as higher order perturbations tend to increase
the mass accretion rate and decrease the density in the supersonic region. This leads to metric
corrections which increase after the first order perturbation as we go to higher orders. In the
conservative case where the strength of the perturbation is assumed weak,  1, the higher
order corrections at the acoustic horizon are suppresed by powers of . However, in generically
considering stronger perturbations, an initially low frequency damped perturbation will be
expected to have a horizon which increases in size. We may alternatively state that initial
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low frequency damped perturbations tends to the configuration of high frequency damped
perturbations at higher orders.
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