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A utilização de técnicas de Inteligência Artificial em Sistemas Tempo-Real vem se tor- 
nando uma necessidade devido a crescente complexidade dos sistemas envolvidos. No en- 
tanto muitas das técnicas até agora utilizadas não contemplam aspectos primordiais refe- 
rentes ao problema do Tempo-Real: o determinismo e reatividade que devem caracterizar 
as aplicações, e a garantia de atendimento às restrições temporais impostas. 
Este trabalho apresenta uma proposta para a geração de Sistemas Baseados no Co- 
nhecimento para aplicações Tempo-Real. O sistema é fundamentado em um formalismo 
bem definido, construído sobre uma extensão da lógica temporal proposicional. O carater 
paraconsistente desta lógica permite o tratamento automatizado de questões relativas à. 
inconsistência e incompletude da Base de Conhecimentos do sistema, bem como a repre- 
sentação de informações imprecisas e incertas. 
Para a Representação do Conhecimento utiliza-se o paradigma “Sistema Baseado em 
Regras”. As regras são posteriormente transformadas em um conjunto de fórmulas lógicas, 
e sua aplicação é então feita a partir dos valores de um conjunto finito de atributos. 
O enfoque temporal utilizado é síncrono, no qual o agente computacional deve responder 
instantaneamente aos estímulos provenientes do ambiente. O tempo é considerado direta- 
mente a partir da ocorrência de eventos que promovem a comunicação entre o ambiente e 
o agente computacional. 
A correspondência entre o formalismo proposto e uma classe restrita de Sistemas Dinâmicos 
é estabelecida. Isto permite a inclusão natural de outras formas de representação, tais como 
funções e sistemas dinâmicos qualitativos. 
Uma metodologia e um ambiente para 0 desenvolvimento de sistemas também são pro- 
postos. A obtenção de um mecanismo de execução eficiente (autômato) é feita através do 
pré-tratamento prévio e completo de toda a Base de Conhecimentos do sistema. Foram 
desenvolvidos algoritmos e estruturas de dados para uma implementação desta sistemática. 
Entre as aplicações visadas por este trabalho incluem-se especialmente as áreas de Con- 
trole de Processos, Automação Industrial e Robótica.
IX 
Abstract 
The use of Artificial Intelligence techniques in Real-Time Systems becames more and 
more a necessity due to the increasing complexity of these systems. Meanwhile, the cur- 
rent techniques usually do not address important features of these systems: determinism, 
reactivity and the satisfaction of the required temporal conditions. 
This work presents a new approach for real-time rule-based systems generation. The 
system is substantiated in a rigorous formalism, constructed over an extention of the propo- 
sicional temporal logic. The paraconsistent character of this logic permits the automatizated 
treatment of some questions about incomplete and inconsistent information in the system 
knowledge-base, as well as the representation of incertain / imprecise information. 
The paradigm “Rule-Based Production System” is used for knowledge representation. 
Afterwards the rules are translated as logical formulas and its application is based on the 
values of a finite set of attributs. 
The synchronous temporal approach is used, which considers that the computational 
agent must react instantaneously to the stimulus received from the environment. Time is 
considered simply as a sequence of the events that promote the communication between 
the environment and the computational agent. 
The relation between the proposed formalism and a restricted class of Dynamical Sys- 
tems is established. It permits the easy inclusion of others forms of knowledge representa- 
tion, as qualitative functions and dynamical systems. 
A design methodology and a developping environment are also proposed. The obtention 
of a efficient execution mechanism (automata) is done by a complete pretreatment of the 
entire knowledge-base of the system. Data structures and algorithms to implement the 
proposed strategy were also developed. 




llnt ro dução 
A construção de ferramentas de programação fundamentadas em modelos matemáticos 
formais constitui uma preocupação crescente em Informática. Têm sido exemplos correntes 
desta preocupação os estudos sobre a formalização da programação seqüencial e dos pro- 
cessos paralelos (e.g. as lógicas de Floyd-Hoare, as álgebras de processos), o ×\-cálculo, a 
programação em lógica e a teoria de tipos [BENVENISTE 9la]. 
Em alguns domínios, no entanto, só recentemente esta meta começa a ser atingida: 
o na Inteligência Artificial (IA), onde a maioria dos sistemas existentes - Sistemas Espe- 
cialistas, núcleos geradores (kernels), etc - não são completamente formalizados, por 
causa da deficiência de expressividade na lógica adotada, geralmente a clássica, ou de 
problemas ligados diretamente à aplicação. Inconsistência e incompletude em bases 
de conhecimentos, o raciocínio não-monotónico, e as dificuldades na representação de 
condições temporais, são os exemplos mais conhecidos de problemas que, apesar das 
inúmeras soluções propostas, ainda se constituem em dificuldades reais à. construção 
de sistemas inteligentes [LAFFEY 88]; 
o nos Sistemas Tempo-Real (STR), onde historicamente predominam as soluções es- 
pecfficas (ad-hoc), que visam atender aos requisitos de tempo do sistema concentrando- 
se no problema de performance do mesmo. Neste domínio uma das formalizações 
que se destacou nestes últimos anos utiliza o enfoque síncrono, que é baseado em 
conceitos matemáticos claros e elegantes oriundos da teoria dos sistemas dinâmicos 
[BENVENISTE 91b]. 
A interseção destes dois domínios constitui o objeto de interesse deste trabalho. A 
ampliação da área de aplicação dos STR em direção as áreas onde predominam as atividades 
cognitivas e o conseqüente aumento de sua complexidade, tem levado ao uso de técnicas de 
IA na sua construção [LAFFEY 88], [WRIGHT 86], [STANKOVIC 88]. Surge assim uma 
nova classe de sistemas, cujos componentes serão aqui denominados Sistemas Baseados no 
Conhecimento para aplicações Tempo-Real (SBCTR). Estes sistemas, além de levar em 
conta a natureza tempo-real das aplicações, estão muitas vezes sujeitos a outras limitações, 
como e.g. as restrições de hardware nos sistemas embutidos, o que os distinguem dos 
Sistemas Baseados no Conhecimento (SBC) tradicionais. 
Em um sentido mais restrito a aplicação dos resultados deste trabalho se destina a 
análise e ao tratamento de pequenas e médias aplicações, em que se procuram soluções 
simples porém de alta confiabilidade.
1
2 
1.1 Por que utilizar Sistemas Baseados no Conheci- 
mento para aplicações Tempo-Real '? 
Os SBCTR podem ser vistos como um novo tipo de Sistema Tempo-Real, que se apre- 
senta como o mais adequado em situações onde a carga de conhecimento se torna impor- 
tante [GHALLAB 93], e a quantidade de informações fornecida ao usuário deve ser redu- 
zida. Neste caso o SBCTR age como um elemento auxiliar para a avaliação da situação 
ou ajuda à. condução (situation assessment), atuando de forma a fornecer ao usuário uma 
visão simplificada do problema [JAKOB 90]. Uma evolução natural desta conduta con- 
siste na retirada do usuário do laço de execução do sistema, criando “sistemas autônomos 
inteligentes” [HAYES-ROTH 90]. 
As situações acima se refletem diretamente em algumas áreas de aplicação visadas por 
este trabalho: o Controle Inteligente de Sistemas Contínuos, o Controle de Sistemas a 
Eventos Discretos e a Programação para a Robótica. 
Para aumentar a confiabilidade e garantir a segurança de plantas industriais complexas, 
o uso da Teoria de Controle de Sistemas Contínuos muitas vezes não basta. Eventuais 
intervenções dos operadores são de importância crucial, em particular quando o sistema 
está sujeito a contingências, como falhas em componentes, operação em condições severas, 
mudanças bruscas de comportamento, adaptação a novos parâmetros de trabalho, etc. Seria 
desejável a utilização de um sistema que fosse capaz de atuar tão eficientemente quanto 
os especialistas humanos nestas situações. Um sistema de controle que incorpore algumas 
destas características é um exemplo típico de SBCTR. 
No caso de Sistemas a Eventos Discretos (SED) existe um fator complicador: a ine- 
xistência de uma teoria bem sedimentada que fundamente o tratamento destes sistemas, ao 
contrário do que ocorre no caso anterior (Sistemas Contínuos). Um resumo das principais 
abordagens propostas para o tratamento dos SED pode ser encontrado em [SILVA 92]. A 
condução dos SED por meio de heurísticas e regras de conduta pode se apresentar como 
uma alternativa pratica à, solução de problemas reais, indicando assim a aplicabilidade do 
paradigma SBCTR neste caso. 
As aplicações em Robótica se constituem numa das áreas de atuação mais características 
dos SBCTR, pois estão sujeitas a fortes restrições temporais e a exigências de funciona- 
mento autônomo inteligente. Entre as muitas tarefas envolvidas neste processo podem ser 
citadas: a fusão e integração dos dados provenientes de sensores, os controles direcionais 
e de atuadores, e os problemas de planejamento e execução das tarefas pré-programadas. 
Ressalta-se que neste caso são mais evidentes as restrições sobre o hardware utilizado na 
implementação. 
1.2 A proposta do trabalho 
O objetivo deste trabalho é o de propor um modelo formal, uma metodologia e um 
ambiente para o desenvolvimento de Sistemas Baseados no Conhecimento para aplicações 
Tempo-Real, utilizando como forma de representação do conhecimento o paradigma “Sis- 
tema Baseado em Regras”, tratando a questão “Tempo-Real” segundo o enfoque síncrono, 
e visando aplicações nas áreas de Controle de Processos, Automação Industrial e Robótica.
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No capítulo 2 trata-se da conceituação e modelagem dos STR, e da apresentação da 
abordagem síncrona para o desenvolvimento destes sistemas. Em seguida introduz-se o 
paradigma SBCTR e seus principais requisitos; o atendimento a estes requisitos dentro do 
escopo do trabalho também é discutido. 
A definição de um formalismo matemático destinado a fundamentar a construção de 
SBCTR é o objetivo do capítulo 3. ' 
Vários cálculos proposicionais de complexidade crescente são desenvolvidos, culminando 
na definição de uma lógica temporal proposicional paraconsistente, que inclui, além dos 
conectivos lógicos clássicos, extensões obtidas com o auxílio da teoria dos autômatos. 
Mostra-se ainda a correspondência entre os modelos destes cálculos e a relação entrada 
/ saída de um sistema baseado em regras reativo, bem como as suas potencialidades para 
expressar condições e restrições temporais. 
O tratamento formal também permite a inclusão natural de outros elementos, tais como 
funções e sistemas dinâmicos qualitativos, de grande importância para o desenvolvimento 
dos SBCTR nas áreas de aplicação consideradas. - 
Neste capítulo são finalmente apresentados algoritmos e estruturas de dados que permi- 
tem a utilização efetiva do formalismo. O processo fundamental envolvido consiste na pré- 
compilação total da base de conhecimentos do sistema: as regras fornecidas como entrada 
são transformadas em estruturas equivalentes (autômatos), de execução extremamente efi- 
ciente, para atuação direta com o ambiente. 
Os principais passos necessários à construção de um SBCTR dentro dos fundamentos 
teóricos propostos são apresentados no capítulo 4. 
Para a descrição do sistema adota-se uma linguagem fundamentada especialmente na 
decomposição do sistema em módulos, cada um dos quais é composto por um conjunto de 
regras. Propriedades Tempo-Real do sistema podem ser diretamente incluídas no sistema, 
de forma a se garantir o atendimento' as especificações em qualquer condição prevista de 
funcionamento. 
Um procedimento especial de compilação permite a obtenção, a partir da descrição 
do problema feita nesta linguagem, de uma estrutura de execução altamente eficiente 
(autômato), que pode ser diretamente empregado para a operação definitiva frente ao am- 
biente. 
Finalmente alguns exemplos ilustrativos da aplicação do formalismo também são apre- 
sentados. 
No capítulo 5 são indicadas as principais conclusões e perspectivas do trabalho, destacando- 
se como principais contribuições: 
o a construção de um núcleo gerador e a proposta de uma metodologia de desenvolvi- 
mento de SBCTR baseados em um formalismo matemático bem definido, fundamen- 
_tado em lógica temporal e que segue o enfoque síncrono; 
o a consideração automática das questões relativas a consistência e completude pelo tra- 
tamento paraconsistente dado ao formalismo; o mesmo tratamento permite ainda que 
se incorporem ao sistema de modo formalizado representações de elementos incertos 
e imprecisos;
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o o manuseio pelo sistema de construções temporais complexas construídas com 0 auxílio 
de autômatos; 
o a incorporação de propriedades tempo-real a verificar diretamente no formalismo; 
o o tratamento uniforme dado às regras que compõem o sistema e às funções e sistemas 
dinâmicos qualitativos; e 
o a geração de um autômato para a execução, de acordo com o enfoque síncrono, o que 
garante o determinismo e a reatividade desejados nas aplicações. 
Salienta-se ainda que este trabalho propõe a “Síntese Automática de Programas”, pela 
geração automática de código executável a partir das especificações dadas no formato de 
regras, e do uso de mecanismos de verificação das propriedades exigidas do sistema.
\
Capítulo 2 
A abordagem síncrona nos Sistemas 
Baseados no Conhecimento para 
aplicações Tempo-Real 
Este capítulo tem por objetivos básicos fixar o paradigma SBCTR dentro do enfoque 
síncrono e apresentar os principais requisitos destes sistemas. 
Inicialmente é estabelecido o conceito de Sistema Tempo-Real adotado ao longo do tra- 
balho. Em seguida apresenta-se o enfoque síncrono para o desenvolvimento destes sistemas, 
com uma indicação das diversas linguagens existentes e dos paradigmas utilizados. 
A aplicabilidade de técnicas de IA em STR é discutida na seqüência; conceitos funda- 
mentaissobre Sistemas Baseados no Conhecimento são apresentados, e em seguida analisa- 
se o problema crucial de performance oriundo da integração entre SBC e STR. Para ilustrar 
este ponto apresenta-se sinteticamente o sistema KHEOPS, uma ferramenta empregada 
para o desenvolvimento de sistemas segundo o paradigma Sistema Baseado em Regras, e 
destinada a aplicações tempo-real. 
A seguir são apresentados os principais requisitos dos SBCTR e estabelecidos os que 
serão considerados primordialmente no contexto deste trabalho. 
Conclui-se o capítulo com um esboço da proposta, que visa a construção de um gerador 
de SBCTR segundo o enfoque síncrono, dentro dos fundamentos expostos. 
2.1 Conceitos básicos sobre Sistemas Tempo-Real 
Definições 
Muitas definições de STR podem ser encontradas na literatura - ver por exemplo 
[LAFFEY 881, [DODHIAWALA 891, [YOUNG 821, [KOPETZ 90] [MOK 901, [ANDSLEY 90] 
[KOPETZ 92] e uma apresentação resumida destas em [KAESTNER 91]. Nestas definições 
destaca.-se a relação entre a parte computacional do sistema e seu ambiente, que estão 
conectados por sinais de interface (estímulos e respostas) e relacionados por restrições de 
ordem temporal (ver figura 2.1). 
Denominar-se-á. Sistema Reativa (SR) um sistema que mantém interação contínua com 
seu ambiente, reagindo aos estímulos provenientes do mesmo e fornecendo, após o proces- 









Figura 2.1: O conceito de STR adotado_ 
A seqüência de comunicação e processamento que ocorre entre um estímulo e uma 
resposta se denomina uma reação. Cabe ressaltar que a ocorrência das reações (e dos 
estímulos / respostas que as compõem) não é determinada pelo projeto do sistema, mas 
depende unicamente do ambiente [BENNETT 88]. Um Sistema Tempo-Real (STR), por sua vez, é um sistema reativo sujeito adicional- 
mente a restrições de ordem temporal. 
A violação de uma restrição temporal ocasiona uma falha. A cada falha está. associada 
um custo; a partir desta visão relativa a segurança, os STR podem ser classificados em duas 
categorias: 
0 sistemas soft real-time, onde o custo de cada falha é comparável aos beneficios decor- 
rentes da operação normal do sistema 1; e 
0 sistemas hard real-time, onde as falhas tem um custo muito superior ao da operação 
normal do sistema; o não atendimento a uma restrição temporal pode significar em 
algumas situações a sua paralisação completa e definitiva 2. 
Os STR podem ainda ser classificados em dois grupos, segundo o enfoque de imple- 
mentação adotado [KOPETZ 92]: 
o sistemas de melhor esforço (“best eflort”), nos quais se supõe que a disponibilidade 
de recursos é insuficiente para o atendimento de todas as condições operacionais de 
projeto, de forma que a melhor opção é escolhida em função das probabilidades de 
ocorrência de eventos e de prioridades associadas às situações; 
0 \sistemas ditos de resposta garantida ( “guaranteed reponse”), onde para toda condição 
de carga de trabalho ou regime de falha devem ser previstas condições de operação 
1E.g. nos sistemas transacionais de consulta a cadastros, não se considera que o sistema tenha falhado 
irremediavelmente se certo tempo limite de resposta não é atendido. 
2E.g. num sistema de auxílio à. condução em uma planta industrial, onde o não atendimento a uma 
restrição temporal pode trazer conseqüências catastróficas para o sistema.
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consoantes com as especificações do projeto; é nesta categoria que se encontram as 
aplicações que se pretende atender neste trabalho. 
A busca de um formalismo para a modelagem, especificação, implementação, e prova de 
propriedades dos STR tem sido objeto de muitos trabalhos recentes. Entre estes podem ser 
citados o formalismo TTM/RTTL (Timed Transition Models / Real-Time Temporal Logic) 
[OSTROFF 89], as álgebras de processos temporizados [NICOLLIN 91], os sistemas de 
transição temporizados [HERZINGER 91] e os autômatos temporizados [ALUR 91a] 3, além 
de trabalhos caracterizados por seguir um enfoque síncrono, como é o caso das linguagens 
ESTEREL [BERRY 83], SIGNAL [BOUSSINOT 91] e LUSTRE [HALBWACHS 91]. 
Nenhum dos formalismos citados se preocupa especificamente com a integração de 
técnicas de IA nos STR. Este trabalho se concentra na aplicação do enfoque síncrono para 
o desenvolvimento de STR que envolvam a utilização de IA. A 
A correção dos Sistemas Tempo-Real 
Um STR pode também ser visto como um Sistema Dinâmico a Eventos Discretos 
[HAYES-ROTH 90], [OSTROFF 891, no qual um conjunto de variaveis internas determina 
o estado corrente do sistema. Para expressar a evolução que ocorre durante a execução, 
associa-se uma série temporal de valores a cada variavel . 
As mudanças no estado do sistema se denominam eventos, que ocorrem em instantes de 
tempo discretos (sem duração). Estímulos e respostas são considerados eventos externos, 
e propiciam a comunicação entre o componente computacional do sistema e o ambiente 
[DASARATHY 851. 
A evolução de um STR é em geral determinada pela história passada, a partir de 
condições temporais sobre os estados. Supõe-se que cada estado armazena as informações 
necessarias para determinar a evolução futura do sistema (fusion-closed hypothesis [ALUR 91a]) 
Em muitos casos os valores das variáveis ficam invalidados ao longo do tempo, o que pode 
ocasionar a produção de resultados incorretos. 
Como visto anteriormente, a correção de um STR depende não apenas do seu funcio- 
namento logicamente correto (correção funcional E correctness), mas também do instante 
em que os resultados são produzidos (correção temporal E timeliness). 
As abordagens temporais assíncrona e síncrona 
Um Sistema Tempo-Real pode ser decomposto em uma série de processos, que execu- 
tam funções específicas; estes processos são executados em paralelo, e interagem para a 
sincronização e a troca de informações. 
A interação entre os processos pode ser considerada segundo duas abordagens 
[KAESTNER 91]z 
o o enfoque assíncrono, em que os processos concorrentes evoluem a velocidades relati- 
vas indeterminadas; e 
o o enfoque síncrono, em que a evolução se dá de forma cadenciada e bem determinada. 
3Um resumo de vários formalismos empregados pode ser encontrado em [ALUR 91b].
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No caso síncrono considera-se que nenhum tempo ocorre entre a execução das ações 
atômicas em um processo; não é possível para um componente permanecer inativo (idle) 
por qualquer instante de tempo. Já no caso assíncrono os processos podem permanecer 
inativos, incluindo instantes de tempo entre suas ações elementares. Consequentemente, no 
que diz respeito ao aspecto temporal, a resposta à uma solicitação em um sistema assíncrono 
é inerentemente não-determinista; nos sistemas síncronos, ao contrário, o comportamento 
temporal é totalmente previsível. ` 
2.2 O enfoque síncrono para os Sistemas Tempo-Real 
As limitações da abordagem assíncrona 
O tratamento clássico dos STR é feito seguindo a abordagem assíncrona: os processos 
são geralmente implementados sobre um núcleo ou executivo tempo-real, e sua execução 
é feita segundo alguma estratégia de escalonamento pré-definida, em função dos eventos 
recebidos e de prioridades a eles associadas (event-driving scheduling). 
A garantia de atendimento as restrições temporais não pode ser estabelecida sem que se 
conheça completamente o mecanismo de escalonamento do sistema e sua carga em execução 
[MOK 90], [JAHANIAN 86]. Usualmente utiliza-se a preempção - suspensão temporária de 
um processo antes de seu término - para o atendimento de eventos mais prioritários. Este 
mecanismo torna ainda mais evidente o não-deterrninismo implícito da abordagem, já. que 
o instante de fim de um processo nunca é conhecido exatamente: a qualquer instante o 
processo pode ser interrompido para o atendimento de outra solicitação. 
Os inconvenientes da abordagem assíncrona são resumidos a seguir: as manipulações do 
tempo são pouco precisas e pouco claras; o atendimento dos requisistos temporais depende 
diretamente do software e do hardware utilizados; o não-determinismo imposto se opõe ao 
determinismo natural das aplicações; e finalmente são introduzidos problemas de tama- 
nho, complexidade e eficiência, em especial para as aplicações de pequeno e médio portes, 
onde se buscam soluções rudimentares porém eficazes [BERRY 871. Em particular, com os 
constantes progressos nas áreas de hardware e software parece um contrasenso especificar 
e desenvolver STR limitados a uma determinada tecnologia: a abordagem síncrona vai ao 
encontro da flexibilidade exigida. 
A abordagem síncrona 
A abordagem síncrona foi estabelecida inicialmente por Pnueli [BERRY 83] para os 
Sistemas Reativos. Vários formalismos e linguagens especificamente adaptados a estes siste- 
mas têm sido recentemente desenvolvidos, destacando-se as linguagens síncronas ESTEREL 
[BERRY 83], [BERRY 89], [BOUSSINOT 91], LUSTRE [HALBWACHS 91], [CASPI 87] e 
SIGNAL [BENVENISTE 90], [GAUTIER 87], [LeGUERNIC 91], o sistema de composição 
de autômatos REX ÍKAELBLING 88], a linguagem para especificação composicional e ve- 
rificação de controladores de estado finito CSML [CLARKE 911, além do formalismo de 
especificação StateCharts [DZIERGOWSKI 90]. 
A principal característica exigida para um SR é seu determinismo: com efeito ele deve 
reagir sempre da mesma forma à. mesma seqüência de entradas. Este determinismo pode 
ser estendido a um STR, considerando que ele deve também manter o determinismo em 
relação ao fluxo de eventos a que está sujeito o sistema. Uma conseqüência imediata
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do determinismo é que estes sistemas são inerentemente mais fáceis de analisar, verificar 
e depurar. Determinismo, porém, não implica seqiiencialidade: muitos STR podem ser 
decompostos em subsistemas concorrentes que cooperam de forma determinista. 
O princípio de base do enfoque síncrono considera a existência de Sistemas Reativos 
ideais, onde as respostas são fornecidas de modo absolutamente síncrono em relação às 
entradas, numa reação instantânea. Considera-se portanto que 0 processamento não con- 
some tempo.
A 
Esta hipótese, denominada “hipótese do sincronismo” , pode ser reescrita de outra forma: 
toda reação é executada sem que se considere a chegada de nenhum outro estímulo após o 
início do ciclo. Resumidamente: 
Hipótese do Sincronismo E 
Tempo de Resposta Nulo E 
Atomicidade de Cada Reação 
Esta hipótese é verificada se o sistema computacional é suficientemente rápido para 
concluir o processamento exigido por uma reação antes do inicio da próxima reação. Por- 
tanto, embora a performance não seja o único elemento exigido de um STR, é um requisito 
necessário também nesta abordagem. 
Além da preservação do determinismo são também objetivos da abordagem síncrona: 
o o reagrupamento num mesmo formalismo de todos os aspectos reativos do sistema: 
sincronização, comunicação, controle. O princípio de base deve portanto ser encarado 
num sentido amplo: assim como as reações são instantâneas, também o são a comu- 
nicação e a sincronização entre os processos, o que garante uma visão unificada de 
todos os processos e do ambiente; 
o a utilização de técnicas formais para a especificação, implementação e verificação; e 
o a produção de um código de execução eficiente, pela eliminação de perdas durante a 
execução (run-time overheads). 
As linguagens síncronas ESTEREL e SIGNAL 
A linguagem ESTEREL [BERRY 83], [BERRY 89], ÍBOUSSINOT 91] segue o para- 
digma “linguagem imperativa”, que, além dos comandos de uma linguagem imperativa 
convencional, inclui comandos que determinam a execução paralela de processos. 
O compilador ESTEREL, seguindo o princípio de base das linguagens síncronas, produz 
um autômato para a execução a partir da linguagem de entrada. Desta forma, embora a 
linguagem permita a definição de processos paralelos, um código seqüencial é gerado, e 
o escalonamento é feito em tempo de compilação. Isto também garante o determinismo 
desejado nas aplicações. 
A geração de um autômato para execução é também conveniente por facilitar a satisfação 
da hipótese do sincronismo, a partir do tempo de transição maximal do autômato gerado, 
e por permitir a verificação de propriedades. 
Uma descrição resumida e um exemplo característico de aplicação da linguagem ESTE- 
REL são apresentados no anexo A.
10 
A linguagem SIGNAL [BENVENISTE 90], [GAUTIER 87], [LeGUERNIC 91] segue o 
paradigma “linguagem tipo fluxo de dados” (data-flow language). Um programa em SIG- 
NAL é formado por um conjunto de equações que devem ser verificadas e mantidas coerentes 
durante a execução. 
A linguagem procura utilizar conceitos semelhantes aos empregados na Teoria de Con- 
trole de Sistemas Contínuos, como, por exemplo, a divisão de um sistema em blocos e sua 
interconexão por sinais. ' 
Assim como em ESTEREL, um código seqüencial é gerado, permitindo a fácil verificação 
da hipótese do sincronismo, além da preservação do determinismo. 
Um mecanismo especial, denominado “cálculo de relógios” serve como instrumento for- 
mal de verificação. As propriedades desejadas do sistema podem ser diretamente codificadas 
em SIGNAL, e sua satisfação decorre do resultado da análise efetuada sobre o sistema se- 
gundo este cálculo. 
O anexo A apresenta uma descrição resumida e um exem lo de utilização da lin ua em P E 5 
SIGNAL. 
2.3 O problema do Tempo-Real nos Sistemas Base- 
ados no Conhecimento 
Alguns conceitos básicos sobre Sistemas Baseados no Conhecimento 
Neste contexto utilizar-se-á o termo “Sistema Baseado no Conhecimento” para designar 
a classe de sistemas que utilizam conhecimentos sobre um domínio restrito para a resolução 
de problemas típicos neste mesmo domínio, de uma forma que seria considerada inteligente 
se realizada por um ser humano [RICH 83]. 
De uma maneira geral os SBC são constituídos por dois componentes basicos: 
o uma Base de Conhecimentos, que descreve de uma maneira conveniente o conheci- 
mento disponível sobre o problema; e 
0 um Mecanismo de Inƒerência, que permite a dedução de novos conhecimentos a partir 
dos já estabelecidos. 
Muitos são os paradigmas empregados para a representação do conhecimento e a in- 
ferência, como e. g. a lógica, as redes semânticas, os sistemas baseados em regras de produção 
e os frames [BARR 86b]. 
Discutir-se-á. aqui em especial o paradigma “Sistema Baseado em Regras” (SBR). Nestes 
sistemas a Base de Conhecimentos pode ser conceitualmente particionada em dois subcon- 
juntos: (a) a Memória de Regras, que descreve os conhecimentos operatórios necessarios 
à resolução do problema; e (b) a Memória de Trabalho, que descreve o estado corrente do 
problema, usualmente por meio de um conjunto de atributos e de valores a eles associados. 
(lMecanismo de lnferência, por vezes também denominado Motor de Inƒeréncia, atua 
da seguinte forma: a partir do estado corrente do problema são determinadas as regras 
aplicáveis; uma ou várias destas regras são utilizadas (disparadas), modificando o estado 
do problema; este ciclo é repetido até que se encontre a solução desejada. 
Os SBR também podem conter outros elementos, tais como interfaces especiais para o 
usuário, para o engenheiro do conhecimento e para o especialista, módulos especiais para
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a justificativa da linha de inferência utilizada, etc. Uma descrição mais detalhada pode ser 
encontrada em [WATERMAN 86]. 
Caracterização do problema tempo-real nos SBC 
É fato bem conhecido que os sistemas de IA são inerentemente ineficientes [MCDERMOTT 78 
[FORGY 82], [GHALLAB 88]. Esta ineficiência se reflete praticamente em todos os para- 
digmas utilizados para a construção de SBC, e em particular nos SBR. 
As principais causas da ineficiência dos SBR podem ser identificadas: 
o o acesso associativo dos dados - filtragem, em oposição ao acesso direto na pro- 
gramação clássica; e
_ 
0 o não-determinismo do controle de execução - em oposição ao controle explícito feito 
diretamente pelo programador. 
Nos SBR a etapa de filtragem (pattern-matching), i.e., a 'determinação das regras 
aplicáveis a uma situação dada, pode ocupar mais de 90 % do tempo de execução do 
sistema [McDERMOTT 78], [FORGY 82], [GHALLAB 81], [GHALLAB 88]. Vários al- 
goritmos têm sido propostos para melhorar a performance desta etapa (ver por exem- 
plo [FORGY 82], [MIRANKER 87], [GHALLAB 84], [GARNOUSSET 88] para os algorit- 
mos e [ALBERT 9l] para uma análise de sua complexidade média). Entretanto a sim- 
ples aplicação destes algoritmos não é suficiente para garantir a performance exigida de 
um SBCTR. Resta a questão do atendimento às restrições temporais e da previsibilidade 
através do controle da inferência: o número de disparos de regras necessarios para se atingir 
uma solução não é, a priori, limitado. Esta capacidade, que leva a considerar um tempo 
de reação imperativamente limitado, é uma condição essencial para se falar de SBCTR 
[LAFFEY 88]. 
Apesar deste obstáculo vários SBCTR têm sido desenvolvidos e empregados em muitas 
aplicações reais. O anexo B apresenta uma descrição de diversos SBCTR, bem como da 
sua forma de atendimento aos principais requisitos exigidos de um Sistema Tempo-Real. 
Algumas novas soluções são possíveis. Em particular no caso de sistemas decisionais 
fechados [GHALLAB 82] - onde o conjunto de regras aplicáveis é conhecido a priori e as 
inferências são feitas sobre atributos também pré-determinados, uma possibilidade con- 
siste no tratamento prévio e total da base de conhecimento do sistema. Embora este 
pré-tratamento tenha um custo exponencial na etapa de construção do sistema, ele traz 
benefícios efetivos quando da execução: nesta etapa um tempo de reação maximal pode 
ser garantido. O sistema KHEOPS, que é apresentado resumidamente a seguir e o sistema 
RUM [BONISSONE 90] funcionam segundo esta abordagem. 
Uma solução: o sistema KHEOPS 
Ó sistema KHEOPS [GHALLAB 84], [PHILLIPE 89] desenvolvido no LAAS/CNRS 4 
foi proposto como uma nova ferramenta para a construção de SBC, destinada prioritari- 
4LAAS/CNRS: Laboratoine d'Automatique et d'/lnalyse des Sysièmes / Centre National de Ia Recherche 
Scientiƒique, Toulouse, França.
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amente às aplicações tempo-real. KHEOPS foi utilizado em diversas aplicações, entre as 
quais pode-se citar: o sistema SIAD para a supervisão e diagnóstico de falhas no sistema de 
propulsão dos trens de subúrbio de Paris [GHALLAB 86]; GELIS, um sistema para auxílio 
ã condução de um processo de manufatura de produtos cerâmicos [IPPOLITO 90]; VA- 
LAB, para a validação de resultados de análises médicas [PHILLIPE 89]; e no sistema de 
controle direcional do movimento lateral de um veículo autônomo no contexto do projeto 
Prometheus [BRUNESSAUX 92]. O sistema é escrito em LISP, pode atuar diretamente 
nesta linguagem ou gerar um código executável em “C”.
_ O sistema KHEOPS procura resolver 0 problema de previsibilidade a partir do uso de 
técnicas de compilação e geração de procedimentos, que tranformam um conjunto de regras 
proposicionais em uma rede de decisão otimizada, de comportamento determinista. 
Uma base de conhecimento KHEOPS é formada por um conjunto finito de regras, no 
formato clássico (IF <condição> THEN <ação>), que executam inferências sobre um 
conjunto também finito de atributos. A partir de atributos fornecidos como entrada (espaço 
de entrada) o motor de inferência KHEOPS deduz o valor de outros atributos (espaço de 
saída). . 
A inferência é monotônica: nenhum disparo de regra pode reverter uma conclusão já. 
obtida. Com isto a ordem com que se efetuam os disparos deixa de ser relevante, o que 
facilita o processo de compilação. Por outro lado surge um novo problema: a presença de 
situações de inconsistência e incompletude. A inconsistência provém do conflito entre um 
fato conhecido e a conclusão de uma regra disparada. A impossibilidade de determinar de 
forma precisa todas as saídas a partir das entradas caracterizam a incompletude. Estas 
questões serão analisadas mais precisamente no capítulo 3. 
No sistema KHEOPS estas situações são identificadas e cabe ao programador a tomada 
de medidas visando a sua eliminação, se isto for julgado necessário. 
A compilação é feita como segue: 
1. um conjunto de valores é fixado para os atributos de entrada; 
2. todos os possíveis encadeamentos de regras são efetuados, as ações correspondentes 
são executadas; 
3. estados idênticos (i.e. que têm os mesmos valores definidos para todos os atributos) 
são agrupados; - 
4. repetem-se os passos de 1 a 3 até que nenhum novo estado seja gerado; e finalmente 
5. a estrutura obtida é otimizada e compactada, pela eliminação de redundãncias e 
estabelecimento de uma ordem ótima de avaliação. 
A finitude da rede pode ser assegurada já que se considera que os atributos assumem 
valores sobre domínios finitos: para um atributo que assume valores sobre um domínio 
simbélico esta finitude é imediata; no entanto para um atributo numérico um procedimento 
de discretização deve ser empregado. Neste último caso o sistema KHEOPS utiliza um 
mecanismo de limiares: inicialmente um número finito de intervalos é obtido a partir das 
regras; os valores de atributos numéricos podem ser então convertidos para um domínio dis- 
creto, constituído por estes intervalos; a relação de pertinência do valor do atributo em cada 
intervalo determina diretamente a conversão. A figura 2.2 ilustra este mecanismo. Nesta
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figura temperatura, pressão e estado são atributos sobre os quais impõem-se as condições 
presentes nas premissas das regras. Os valores de comparação (limiares) também são indi- 
cados. 
ATRIBUTO ARIDADE TIPO LIMIARES 
Temperatura Numérico -1. 1. 99. 101 
Pressao Numérico 0.99. 1.01 
Estado Simbólico sólido. líquido. gasoso 
-1 1 99 101 
I I t I › (0) (1) (2) (3) (4) 
0.99 1.01 
I I > (B) (1) (2) 
Esmdo sólido ¡ líquido I gasoso › (0) (1) (2) 
Temperatura 
Pressão 
Figura 2.2: O mecanismo de limiares do sistema KHEOPS 
Um limitante do sistema KHEOPS refere-se a exigência de monotonicidade adotada 
no seu modelo de base. Com efeito, como se verá no ítem 2.4, as aplicações tempo-real 
são eminentemente não-monotônicas: a sucessiva chegada de eventos obriga a considerar 
alterações nos valores dos dados. Igualmente limitante é o fato que a execução da rede 
dedutiva gerada pelo KHEOPS é atemporal, i.e., desconsidera-se formalmente a evolução 
histórica do sistema. 
Estes problemas são tratados pela consideração de evoluções restritas: valores de atri- 
butos deduzidos em ciclos (i.e., execuções de procedimento de inferência do KHEOPS) 
anteriores são utilizados como entrada do ciclo corrente. Na sintaxe KHEOPS denota-se 
por %a (respectivamente @a) o valor do atributo de saída (respectivamente de entrada) a no 
ciclo precedente de inferência. A consideração de evoluções restritas permite a construção 
de condições temporais complexas relacionando os atributos. Além disto, outras condições 
temporais para o KHEOPS foram desenvolvidas, tais como as indicadas na figura 2.3. Estas 
condições são testadas a partir de um sinal de relógio pré-definido (e.g. segundo, minuto, 
ciclo, etc). 
Um exemplo típico de uso do KHEOPS é apresentado no anexo C. 
A aplicabilidade do enfoque síncrono em Sistemas Baseados no Conhecimento 
para aplicações Tempo-Real 
E evidente que em situações onde a carga de conhecimento utilizada se torna importante 
0 emprego do paradigma “Sistema Baseado em Regras” facilita em muito a descrição do 
problema e a especificação do controle. 
Neste contexto o sistema KHEOPS apresenta uma resposta as principais questões ligadas 
a viabilidade de construção dos SBCTR: o acesso às condições das regras é direto (não há. 
operação de filtragem na etapa de execução) e o não-deterrninismo é apenas aparente (0 
percurso na rede é determinista e um tempo maximal de travessia pode ser determinado). 
Embora não tenha sido desenvolvido segundo o princípio de base das linguagens síncronas 
o sistema KHEOPS pode ser considerado como atuando dentro desta abordagem, seja de-
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TEMPO tl tz instanteatual › CONDIÇÃO 
- 
' 
~ [C :starts (before tl) :ftntshes (before t2)] 
. . [C :starts (before tl) :ftntshes t2] 
~ 
' - [C :starts (before tl) :finlshes (after t2)] 
' ' [C :starts tl :finishes (before t2)] 
' 
_ 
' [C :starts tl :firttshes t2] 
[C :starts tl :finishes (after t2]] 
[C :starts (after tl) :ftnishes (before t2)] ~ 
[C :starts (after tl) :firtishes t2] 
f 
' 1 [C :starts (after tl) :firtishes (after t2)] 
Z 
1 É [C :since (before t2)] 
[C :since t2] 
§ (c zâmzze (mew 12))
l1
Figura 2.3: Semântica das condições temporais presentes no sistema KHEOPS 
vido ã forma reativa através da qual o sistema fornece respostas em saída a partir das 
entradas em cada ciclo, seja pela forma que caracteriza a estrutura executável obtida pela 
compilação. 
Muitos dos fundamentos do sistema KHEOPS serão considerados neste trabalho. No 
entanto algumas observações podem ser feitas sobre o sistema: 
o o processo de dedução não é completamente formalizado; embora baseado numa ex- 
tensão da lógica proposicional [PHILLIPE 891, o processo de compilação do KHEOPS 
é correto mas não completo (a cada folha da árvore gerada pelo compilador KHEOPS 
corresponde um modelo da teoria lógica subjacente, mas a recíproca não é verdadeira); 
o os problemas de inconsistência e incompletude das Bases de Conhecimento são apenas 
identificados pelo KHEOPS, e não sofrem tratamentos adicionais; 
o o tratamento temporal no sistema não é construído sobre uma base formal; apenas 
indica-se a semântica dos operadores temporais; 
o não existem procedimentos para a verificação automática de propriedades tempo-real;
e 
0 em relação a abordagem síncrona, apenas as evoluções restritas e as condições obtidas 
quando se utiliza como unidade de medida o ciclo (que equivale na terminologia dos 
SR a noção de reação) podem ser consideradas coerentes com o enfoque. Isto decorre 
do fato que a aplicação das condições temporais nos sistemas síncronos deve ser feita 
sobre qualquer evento, e não sobre um sinal particular (como o segundo, etc). 
Este trabalho apresenta uma proposta alternativa para a geração de SBCTR segundo o 
enfoque síncrono, que visa resolver as questões acima citadas.
15 
2.4 Requisitos e principais características dos Siste- 
mas Baseados no Conhecimento para aplicações 
Tempo-Real 
Esta seção apresenta alguns dos requisitos necessários à construção de SBCTR, em espe- 
cial no que se refere à. representação do conhecimento e ao processo de inferência utilizado. 
2.4.1 Requisitos referentes ao Tempo-Real 
O objetivo principal de um Sistema Tempo-Real é a manutenção da conduta do sistema 
dentro dos limites de tempo impostos pelo ambiente, o que corresponde a manter a correção 
funcional e temporal do sistema.
i 
Em conseqüência os SBCTR devem atender, em primeiro lugar, aos seguintes requisitos 
que caracterizam o seu funcionamento [KAESTNER 91]: 
1. previsibilidade (determinismo): é a principal condição requerida de um STR, afirma 
Stankovic [STANKOVIC 88], [ANDSLEY 90]: “A propriedade mais importante de 
um STR é sua previsibilidade, i.e., seu comportamento funcional e temporal deve 
ser tão determinista quanto necessário para satisfazer as especificações do sistema”. 
Este requisito está. ligado diretamente a confiabilidade operacional exigida do STR: 
correção funcional e temporal só podem ser efetivamente garantidas em um sistema 
previsível [YOUNG 82]; 
2. correção temporal: caracteriza o atendimento às restrições temporais impostas; nos 
sistemas visados por este trabalho isto significa que o sistema deve ser capaz de forne- 
cer ao ambiente de forma determinista a resposta mais aceitável que esteja disponível 
no instante limite imposto pelas restrições de tempo; 
3. reatividade: pela própria modelagem, um SBCTR esta em constante comunicação 
com o ambiente, de forma que 0 tratamento da entrada e saída dos dados deve merecer 
atenção especial. Em vários casos, a comunicação externa deve ser feita também 
com outros SBCTR, por razões de distribuição ou redundância ÍLEINWEBER 87], 
[HAYES-ROTH 90]. 
Além disto o tempo de reação do sistema deve ser coerente com o exigido pela aplicação, 
satisfazendo as restrições temporais impostas. Como citado anteriormente o desempe- 
nho constitui o principal empecilho para a construção de SBCTR, devido a natureza 
freqüentemente combinatória e a complexidade inerente as técnicas de IA utilizadas. 
Os requisitos acima apresentados devem ser incorporados aos SBCTR, já que não são 
usualmente considerados no desenvolvimento de um SBC tradicional. As consequências 
desta integração sobre a estrutura de conhecimento e sobre os mecanismos de inferência em 
um SBR são analisadas em [KAESTNER 91] e resumidas a seguir. 
2.4.2 Requisitos quanto à representação de conhecimento 
Serão analisadas a seguir varias dimensões do conhecimento especialmente envolvidas 
no tratamento de um problema tempo-real.
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Representação da variável tempo 
O tempo é a variável mais importante presente nas aplicações tempo-real, pois distin- 
gue estas aplicações das demais, e deve se integrar convenientemente à. metodologia do 
projeto, ã linguagem de programação utilizada e às técnicas empregadas para especificação 
e verificação do sistema. 
A possibilidade de representação e de raciocínio sobre eventos e fatos atuais, passados e 
futuros, bem como o seqüenciamento de suas ocorrências é uma funcionalidade fundamental 
e indispensável a exigir de um SBCTR. ~ 
A inclusão do tempo como uma dimensão suplementar ao conhecimento utilizado nos 
SBCTR permite o emprego de heuristicas dependentes do tempo, a indicação de de- 
pendências temporais entre os elementos, como e.g. dados históricos, análise de tendências, 
etc [MOORE 90], [PERKINS 90]. ~ 
A representação do tempo necessita em primeiro lugar da definição do modelo temporal 
adotado para o sistema. O enfoque síncrono utiliza naturalmente o domínio do tempo 
discreto, determinado a partir das ocorrências de eventos. 
Uma consequência deste tratamento é o caráter multiforme do tempo: todo evento da 
origem a uma temporização baseada nos instantes de sua ocorrência. Assim os quantifi- 
cadores e relações temporais, que devem ser aplicados sobre os atributos para compor a 
estrutura das regras e limitar o escopo temporal de sua aplicação (ver figura 2.4), devem 
ter sua temporização baseada nos eventos. 
escopo de atuação := <<l\1‹1f\fifi¢âd0Y> 
zemp of ¿1 <r eleição temp or a1› 
<designaçã'o temp or al> 
onde; 
<quantificador> 1= ALWAYS 
ONCB 
J US'I` 




<de;i,gn¿çã0 temp or a1› z= ‹valor temp oral> 
‹funçäo temp or al› 
Figura 2.4: Exemplo de quantificadores e relações temporais 
De particular importância são as restrições temporais impostas sobre os eventos ex- 
ternos do sistema, que impõem limitações (e.g. máximo, mínimo, de duração) sobre suas 
ocorrências. Entre estas restrições a mais importante é a que fixa o prazo limite de uma 
resposta (deadline) [JAHANIAN 86], [MOK 90]. 
Representação de informações imprecisas e incertas 
Os conceitos de impreciso e incerto podem ter diferentes significados segundo o contexto. 
Aqui como em [DUBOIS 80] estes termos indicam dois pontos de vista antagônicos da
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imperfeição da informação sobre uma realidade. O impreciso (também o difuso) concerne 
ao valor da informação, e o incerto é relativo a sua conformidade para com a realidade. 
O tratamento deste tipo de informação nos SBCTR provém da necessidade de reco- 
nhecer e de tratar dados de validade imprecisa ou decrescente, devido a ruídos, medidas 
inconsistentes provenientes de diferentes fontes, etc [LAFFEY 88]. Além disto como em 
qualquer SBR o conhecimento descrito pelo especialista pode conter uma incerteza inerente 
associada [MOORE 90]. ' 
Cabe ainda salientar que o emprego de alguma forma de raciocínio aproximado permite 
uma maior flexibilidade no tratamento do problema da geração da resposta mais aceitável 
para uma restrição temporal imposta [DECKER 90), [LESSER 88], [DURFEE 88]. 
As principais técnicas de representação do impreciso / incerto 5 utilizam métodos quan- 
titativos, que associam números ou indices associados aos atributos e às regras. Vários 
métodos são utilizados e se diferenciam quanto à. semãntica dada à. representação numérica, 
como e.g. os conjuntos difusos [ZADEH 78], os fatores de certeza [SHORTLIFFE 76], e 
a probabilidade condicional [KUENG-CHI 90]. Em todos os casos é também fundamental 
garantir a propagação correta e eficiente da informação imprecisae incerta, o que garantirá 
sua correta aplicação ao problema ÍBONISSONE 90]. 
Conhecimento profundo (deep-knowledge) 
O conhecimento necessário a solução de um problema pode ser distinguido entre asso- 
ciativo (shallow) e profundo ou baseado em modelos (deep). O conhecimento associativo 
corresponde ao normalmente utilizado nos SBC: heurísticas, regras de decisão, etc. Por ou- 
tro lado, o conhecimento profundo representa conhecimento formado por relações, funções 
ou equações diferenciais, que interrelacionam grandezas físicas (e.g. a lei de Ohm), e des- 
crevem a dinâmica de um processo. Este conhecimento é portanto seguramente válido na 
modelagem escolhida [MOORE 90]. 
A integração entre estas duas formas de conhecimento é muito importante para os 
SBCTR e tem sido recentemente muito utilizada em aplicações específicas, especialmente 
na área de Controle de Processos [D`AMBROSlO 871. 
Chamada de procedimentos externos 
Os SBCTR não funcionam isoladamente. Em sistemas complexos pode ser conveniente 
a utilização de algoritmos para a realização de tarefas especiais tais como a compressão 
de dados, o tratamento de sinais, a extração de características, o tratamento de entrada 
/ saída, etc [LAFFEY 88], [WRIGHT 86]. Novamente esta situação se encontra com mais 
freqüência no caso de aplicações em controle, onde muitos algoritmos são bem conhecidos e 
podem facilmente ser utilizados, através da chamada de procedimentos [D'AMBROSlO 87], 
[WRIGHT 86]. 
Metaconhecimento 
O termo metaconhecimento designa o conhecimento utilizado para aplicação do conhe- 
cimento ao nível do problema disponível em um SBC. E o responsável pela determinação 
do contexto de aplicação das fontes de conhecimento (formadas por conjuntos de regras no 
5Para um resumo destas técnicas ver [KUENG-CHI 90].
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caso dos SBR) e perrnite que outros componentes do sistema, como por exemplo o meca- 
nismo de inferência ou um gerenciador de conhecimento, deterrninem a aplicabilidade deste 
conhecimento [MOORE 90]. 
O emprego do metaconhecimento é importante nos SBCTR, já que forma a base do me- 
canismo de foco de atenção (focus-of-attention) do sistema, de forma similar ao que ocorre 
com o especialista humano. A ação do SBCTR é dirigida pelos dois objetivos seguintes 
[Mooiua 9o]z ‹ 
1. a manutenção de uma vigilância sobre o estado global do sistema, de forma a estar 
atento a ocasionais eventos prioritários; e 
2. uma concentração no sub-problema mais imediato a resolver, que passa a ter maiores 
recursos disponíveis e pode ser mais rapidamente solucionado.
_ 
As exigências de representação de conhecimento em um SBOTR, apresentadas acima, 
permitem concluir que estes sistemas possuem inerentemente uma complexidade maior que 
os SBC tradicionais, exigindo uma multiplicidade de formas de representação do conheci- 
mento, tornando necessário o uso de técnicas convenientes para o manuseio de cada forma 
de representação, em cada componente funcional do sistema. 
2.4.3 Requisitos quanto aos mecanismos de inferência 
Tão importante quanto a representação do conhecimento é sua utilização. Os próximos 
ítens analisam as necessidades de um SBCTR referentes ao processo de inferência. 
Manutenção da verdade (truth maintenance) 
O requisito de manutenção da verdade está relacionado ã garantia de um conhecimento 
consistente durante o processo de inferência. Este problema provém da não-monotonicidade 
inerente aos SBCTR, pois em aplicações tempo-real os dados presentes no sistema não 
permanecem estáticos durante a execução, mas são freqüentemente modificados, seja pelo 
aparecimento de novos dados provenientes do ambiente, ou por perda de validade do próprio 
dado [LAFFEY 88]. 
Do ponto de vista estático o processo de manutenção da verdade tem por objetivo 
modificar a parte dos dados dependente de uma mudança efetuada. Esta modificação pode 
ocorrer, por exemplo, quando as hipóteses que levaram a uma conclusão são refutadas. 
O uso da técnica de revogação (backtracking), onde o sistema retorna a um estado 
anterior conhecido, exige que se recalcule por diversas vezes as mesmas asserções, o que é 
impraticável em um STR. 
Os sistemas de “manutenção da verdade”, (TMS: truth-maintenance systems) buscam 
encontrar uma solução para este problema. Vários sistemas são disponíveis para este fim, 
como por exemplo o TMS [DOYLE 79], e o ATMS [DeKLEER 86a]. 
Outra possibilidade é a utilização de uma ferramenta teórica não-convencional para o 
tratamento do problema. Nesta linha situam-se as lógicas deƒaults [REITER 80], 
[ETHERINGTON 87], as lógicas não-monotónicas [McDERMOTT 78] e autoepistêmicas 
[THAYSE 90], e mais recentemente a lógica paraconsistente [COSTA 89], [COSTA 90], que 
será empregada neste trabalho.
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'1\'atamento de hipóteses 
Diretamente relacionada aos requisitos de foco de atenção e de manutenção da verdade 
esta a exigência do gerenciamento de hipóteses, utilizadas como teste para a solução do 
subproblema corrente. 
O gerenciamento correto de hipóteses deve permitir a utilização de mecanismos de in- 
ferência em encadeamento misto (forward / backwand), o que pode reduzir consideravel- 
mente o espaço de busca [D'AMBROSIO 87], [BONISSONE 90], [DECKER 90], 
[HAYES-ROTH 90]. - 
O tratamento de hipóteses é especialmente útil em problemas de diagnóstico, onde o 
conjunto de hipóteses para o problema pode ser definido de forma adequada “a priori” 
{R1cH 831. 
Manuseio de situações prioritárias 
A habilidade do sistema de estar atento aos eventos provenientes do ambiente corres- 
ponde ao requisito de reatividade (responsiveness) de um STR [DODHIAWALA 89]. 
Sob o ponto de vista do processo de inferência, um SBCTR deve ser capaz de tratar as 
mensagens provenientes do ambiente de acordo com sua prioridade: quanto mais urgente for 
a situação, mais rapidamente o sistema deve perceber sua importância, executar o raciocínio 
e tomar as ações indicadas [LAFFEY 88], [HAYES-ROTH 90]. 
Nos SBCTR a inferência é caracterizada pela constante modificação dos dados fora do 
controle do próprio mecanismo de inferência, o que ocasiona uma necessidade de manter 
a coerência do raciocínio. Como este é um processo custoso, não devem ser poupados 
esforços no sentido de diminuir a complexidade desta operação, seja pela restrição dos fatos 
considerados (foco de atenção) seja pelo controle da prioridade dos eventos atendidos em 
cada instante. 
2.4.4 Garantia de resposta 
O atendimento ã correção funcional e temporal pode significar, nos SBCTR, o forneci- 
mento da melhor resposta possível, mesmo com perda de qualidade, dentro das restrições de 
tempo impostas [LAFFEY 88]. Isto deve ocorrer mesmo na presença de situações de pico de 
carga cognitiva ou de taxa maxima de falha do sistema, pois assume-se que o mesmo dispõe 
de recursos para atender a todas estas situações (i.e. o sistema ê totalmente determinista) 
[KOPETZ 921. 
Para obter uma tal resposta, o SBCTR deve ser capaz de raciocinar sobre critérios de 
aceitação de uma solução, e ser capaz de avaliar o tempo necessário para a execução dos 
planos elaborados. 
Se a obtenção da solução ótima - de acordo com o plano correspondente - não é possível 
dentro do tempo disponível, um compromisso adequado entre o instante de disponibilidade 
de uma solução e sua qualidade deverá. ser encontrado, resguardada sempre a segurança do 
sistema frente a situações críticas [LESSER 88]. 
Este compromisso tempo x qualidade pode ser analisado sob três pontos de vista: com- 
pletude (alguns aspectos da solução são ignorados, nem todos os objetivos são atendidos,
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nem todos os sub-problemas são resolvidos); precisão (alguns elementos são determinados 
apenas de forma aproximada); e certeza (algumas evidências não são consideradas). 
Em problemas complexos uma série de diferentes formas de aproximação podem ser 
necessárias para que se atinja a solução adequada [LESSER 88]. Três grandes classes de 
aproximações podem ser identificadas: 
1. estratégias de busca aproximada, que exploram uma região mais reduzida do espaço 
de busca do problema; 
2. aproximações sobre os dados, com o emprego de uma visão mais abstrata dos mesmos, 
o que fornece um espaço de pesquisa mais reduzido; e 
3. aproximações sobre o conhecimento aplicado, o que permite uma pesquisa mais rápida 
no espaço de estados do problema. 
A definição da etapa (a priori ou durante a inferência) e forma (ver os três itens acima) 
com que se darão as aproximações em um problema deve ser definida no projeto do SBCTR. 
Podem-se fixar ainda as três condições necessárias para uma boa aproximação [LESSER 88], 
[DECKER 90], [DURFEE 88): 
1. as aproximações devem ter um efeito bem definido sobre a solução, em termos do 
tempo, precisão e certeza, de maneira que se possa determinar claramente se a solução 
satisfaz ou não o objetivo; 
2. as aproximações devem ser bem formadas: o raciocínio aproximado e o exato devem 
ser integrados dando uma continuidade às soluções; e 
3. o raciocínio aproximado deve ser consistente com o raciocínio exato. As aproximações 
não devem jamais eliminar elementos que estão presentes na solução ótima. 
2.4.5 Requisitos e necessidades complementares de um Sistema 
Baseado no Conhecimento para aplicações Tempo-Real 
Vários outros requisitos e necessidades complementares dos SBCTR podem ser indicados 
além dos expostos anteriormente. 
Quanto a representação de conhecimento e mecanismos de inferência: 
o mecanismos convenientes para a aquisição e edição do conhecimento, preferencial- 
mente com o uso de ícones, que permitem uma representação natural dos componentes 
do sistema [MOORE 90]. 
o mecanismos para explanação do raciocínio efetuado, que devem incluir também re- 
~ ferências temporais; e 
o mecanismos para a verificação da consistência das bases de conhecimento e prova da 
correção e completude do processo de inferência. 
Outras condições necessárias podem ainda estar presentes:
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o a necessidade de integração dos SBCTR com sistemas STR convencionais existentes; 
o restrições quanto ao hardware disponível para execução; 
o a distribuição, que pode ser uma imposição do ambiente ou uma exigência de projeto. 
2.5 Esboço preliminar da proposta 
Este trabalho visa apresentar alternativas para solucionar algumas das limitações apre- 
sentadas na utilização dos Sistemas Baseados em Regras para aplicações Tempo-Real. 
O formalismo de base
t 
O ponto de partida é a adoção da abordagem síncrona como princípio de base para 
a solução do problema tempo-real, o que simplifica sobremaneira a questão e facilita sua 
formalização. Utilizando o princípio comum ao KHEOPS e as demais linguagens síncronas 
(ESTEREL, SIGNAL, . . . ), i.e., a compilação total e a geração de um código determinista, 
buscou-se um tratamento matemático mais formal, construído com base no estudo da teoria 
de modelos subjacente à. lógica que fundamenta a proposta. 
O processo de compilação consiste na busca de todos os modelos da teoria lógica formada 
pelas regras que compõem a base de conhecimentos do sistema, o que determina o seu 
comportamento - e o da saída - para todas as situações possíveis da entrada. São portanto 
eliminados os problemas de controle e encadeamento de regras, pela pré-compilação total e 
prévia da Base de Conhecimentos do sistema. 
Visando contemplar também o caso temporal, optou-se por utilizar uma lógica temporal 
proposicional, linear em relação ao passado - o que possibilita a fixação clara da semântica 
dos operadores temporais - e arborescente em relação ao futuro - o que permite a codificação 
direta na linguagem de propriedades tempo-real no sistema. 
Como se mostrará a seguir, o formalismo proposto também permite a solução de ou- 
tros problemas - tais como a analise de situações de inconsistência, etc - pelo tratamento 
paraconsistente dado a lógica. 
A representação do conhecimento 
Serão considerados de forma direta os seguintes requisitos: 
o representação da variavel tempo e de condições temporais, sempre consideradas sobre 
eventos - elementos primitivos na proposta; neste ponto cabe ressaltar que, de acordo 
com o enfoque síncrono, as primitivas temporais devem ser passíveis de aplicação a 
qualquer tipo de evento e não apenas a um sinal particular de temporização; 
o integração de conhecimento profundo e procedural, pelo uso de técnicas advindas do 
` Cálculo Qualitativo [IWASAKI 89]; 
o dados imprecisos e incertos poderão ser utilizados, como conseqüência marginal do 
tratamento paraconsistente dado à. lógica empregada.
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Mecanismos de inferência 
Serão tratados os seguintes problemas: 
o o uso de uma lógica temporal paraconsistente permitirá. o tratamento do problema de 
manutenção da verdade no sistema; 
o os mecanismos de modularização propostos permitem fo tratamento dos problemas de 
aplicação das fontes de conhecimento e foco de atenção.
' 
Verificação 
O tratamento lógico adotado permite a incorporação direta e natural de propriedades 
tempo-real ao sistema, facilitando sobremaneira a tarefa de verificação de propriedades nos 
sistemas gerados. 
A satisfação dos requisitos especificamente tempo-real é feita de acordo com o enfoque 
síncrono: sua adoção garante o atendimento à previsibilidade exigida de um SBCTR, bem 
como a reatividade instantânea às mudanças do ambiente externo. 
Quanto ao problema crucial de desempenho e de garantia de resposta, é de responsabi- 
lidade do programador a verificação do atendimento da hipótese do sincronismo no sistema 
gerado. 
A figura 2.5 apresenta um resumo dos requisitos mencionados neste capítulo e indica 
sua forma de atendimento, dentro deste trabalho. 
nu 2.6 Conclusao 
Neste capítulo foram apresentados os problemas advindos da integração 
IA + STR = SBCTR 
dentro do enfoque síncrono. 
O ponto inicial da discussão refere-se à. real possibilidade desta integração, já que é fato 
conhecido que, do ponto de vista temporal, as técnicas de IA são inerentemente ineficientes. 
O enfoque síncrono para os STR foi apresentado como uma nova possibilidade de tra- 
tamento do problema, indo em direção aos requisitos de determinismo, correção temporal 
e reatividade exigidos destes sistemas. 
O sistema KHEOPS foi apresentado como exemplo de SBCTR já largamente utilizado 
em aplicações reais, o que comprova a possibilidade da integração, desde que sejam utiliza- 
dos os tratamentos convenientes. 
Em seguida foram analisados os principais requisitos exigidos dos SBCTR, no que se 
refere especificamente ao problema tempo-real, à. representação do conhecimento e aos me- 
canismos de inferência, dentro do paradigma “Sistema Baseado em Regras”. 
Finalmente apresentou-se 0 esboço preliminar da proposta de trabalho, que será. deta- 
lhada nos próximos capítulos, e cujo objetivo final é a construção de um gerador de SBCTR 
que siga o enfoque síncrono.
REQUISITO FORMA DE ATENDIMENTO 
Quanto ao tempo- real 
previsibilidade enfoque síncrono 
correção temporal verificação da 
hipótese do sincronismo 
reatividade por eventos 
(enfoque síncrono) 
Quanto à. Representação do Conhecimento 
representação do tempo condições temporais 
por autômatps 
impreciso / incerto indiretamente por 
lógica paraconsistente 
conhecimento profundo e procedural cálculo qualitativo 
metaconhecimento não considerado 
Quanto aos Mecanismos de Inferéncia 
manutenção da verdade lógica paraconsistente 
tratamento de hipóteses desnecessário 
(o cálculo de modelos inclui) 
situaçoes prioritárias nao considerado 
(enfoque síncrono) 
Quanto à. Garantia de Resposta 
verificação da hipótese do sincronismo 
Figura 2.5: Requisitos considerados e forma de atendimento na proposta
Capítulo 3 
O formalismo matemático 
O objetivo deste capítulo é propor uma estrutura formal que permita modelar, especifi- 
car, analisar, implementar e verificar as propriedades tempo-real de SBCTR que seguem o 
enfoque síncrono. O interesse primordial neste tipo de sistema está. nos aspectos ligados à. 
evolução entrada / saída de um sistema que evolui de forma reativa frente a seu ambiente, e 
na expressão das condições temporais associadas a esta evolução. Como elementos de base 
para a formalização utilizar-se-ão extensões da lógica temporal proposicional e a teoria dos 
autômatos. 
Inicialmente será. estudado o caso atemporal. O ponto de partida é a definição de uma 
lógica proposicional, adequada para o caso onde as variáveis tomam valores sobre domínios 
finitos. Como será visto este formalismo permite a integração natural de mecanismos oriun- 
dos do Cálculo Qualitativo, sobre o qual se baseia a representação do conhecimento profundo 
no sistema. 
Os problemas de inconsistência e incompletude de um conjunto de expressões lógicas 
(uma teoria) são abordados em seguida. Propõe-se para a lógica subjacente ao sistema 
um tratamento paraconsistente, permitindo que se desenvolvam teorias inconsistentes mas 
não-triviais. 
Parte-se então para o estudo do caso temporal. Inicialmente o problema da expressão 
de condições temporais é tratado. As condições temporais compatíveis com o enfoque 
síncrono são obtidas com o auxílio de elementos da teoria dos autômata, atendendo à. ex- 
pressividade desejada do sistema. Em seguida propõe-se a partição de toda teoria temporal 
num subconjunto de fórmulas que contêm apenas condições sobre o passado, e o outro sub- 
conjunto que inclui as condições temporais sobre o futuro. No primeiro caso, mostra-se que 
as fórmulas podem ser traduzidas na forma de um sistema dinâmico sujeito a restrições, 
o que facilita sua implementação. Já. as condições temporais sobre o futuro expressam si- 
tuações de funcionamento desejadas do SBCTR, estando ligadas a propriedades tempo-real 
do sistema. 
Neste capítulo o estudo será. fundamentalmente semântico: o interesse principal é o 
cálculo de modelos dos conjuntos de fórmulas lógicas que formam a base de conheci- 
mentos em Cada problema- Entretanto em alguns casos são apresentados os tratamentos 
axiomãticos das lógicas correspondentes, como um elemento adicional de caracterização. 
Finalmente são também apresentados os algoritmos e as estruturas de dados que 
implementam esta geração. A estrutura de dados básica utilizada é o hipercubo, e os 
algoritmos utilizados têm base na interpretação geométrica destes elementos.
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Nas seções que se seguem serão desenvolvidos dois cálculos proposicionais. 
O primeiro deles é uma formalização de uma lógica proposicional extendida, que foi 
definida sob a forma equivalente de “dedução natural” na construção do sistema KHEOPS 
[PHILLIPE 891. 
O segundo é uma apresentação de um cálculo proposicional paraconsistente, que segue 
a linha das lógicas anotadas como definidas em [BLAIR 88]' e [COSTA 90]. 
A principal contribuição nesta parte do trabalho refere-se à. formalização da questão 
relativa a integração entre teorias lógicas, funções e relações qualitativas, dentro dos cálculos 
expostos. 
3.1 O cálculo P'DA 
Seja A = (alaz . . um conjunto finito e ordenado de simbolos proposicionais, cujos 
elementos serão chamados atributos 1. A cada a E A está associado um domínio finito e 
não vazio de valores Da. 
Definição 3.1.1 (ARIDADE) A aridade de um atributo a E A é denotada por ||D,,|| (car- 
dinalidade do conjunto Da). Sem perda de generalidade os elementos de 'Da de cardinalidade 
||D,,|| = n + 1 serão associados de forma simplificada a naturais 0, 1, . . . n G N. 
Definição 3.1.2 (ESTADÔ) Seja 
mzna. 
a€A 
O conjunto das atribuições W : A _› 'DA é chamado conjunto de estados sobre os atributos 
A 2. Um estado w G W especifica uma atribuição (no sentido de designação de um valor 
a uma variável) para os atributos em um instante. Observa-se que, como os domínios de 
cada atributo são finitos e o número de atributos também é finito, o conjunto de estados W também é finito. 
Definir-se-á. a seguir o calculo proposicional atemporal sobre DA, que será. denotado 
PDA. 
3.1.1 Sintaxe 
o Os símbolos primitivos de PDA são: 
l. atributos a G A; 
2. naturais 0, 1, . . . que designam os valores possíveis de cada domínio; 
3. conectivos lógicos: ¬ (negação), -› (implicação), 1 (verdadeiro), 0 (falso); 
1Elementos genéricos de A serão denotados por a, b, . .. ao invés de ak. 
2Embora seja possível a definição de estado a partir da união dos domínios e não de seu produto 
cartesiano, optou-se por esta última operação devido à. sua compatibilidade para com as estruturas de 
dados e algoritmos empregados na implementação do sistema, e que serão descritos posteriormente.
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4. símbolos auxiliares: parênteses e chaves. 
o O conjunto de fórmulas .7-` de PDA é dado por: 
1. se a G A é um atributo e i E 'Dm então a{i} é uma fórmula atômica; 1 e 0 
também são fórmulas atômicas; 
2. se F1 e F2 são fórmulas, então (¬ F¡) e (F1 -› F2) são fórmulas; 
3. toda fórmula é obtida pela aplicação das regras acima um número finito de vezes. 
o Utilizar-se-ão também as seguintes simplificações de notação: 
1. as definições usuais: 
(F1V F2) 'E (¬F1 _* F2), 
(F1/\ F2) E (¬(¬F1 V ¬F2)), e 
(F1 H F2)5((F1-* F2) ^ (F2 _* F1))š 
2. as convenções usuais de precedência de operadores e deeliminação de parênteses; 
3. a{i¡ . ..i,,,} E a{i¡} V V a{i,,,}; se D = {i¡ . . . i,,,} é um sub-conjunto de Da, 
pode-se escrever também aD ao invés de a{i1 . . . i,,,}. 
3.1.2 Semântica : 
Definição 3.1.3 (INTERPRETAÇÃO) Uma interpretação I é a associação de um ele- 
mento de 'Da para cada atributo a. Este elemento é denominado valor do atributo a sob I. 
I pode ser considerada formalmente como uma atribuição à. (a1a2 . . _), dentro do domínio 
produto 'DA = (Dal × Da, × Uma interpretação nesta lógica corresponde portanto à 
noção de estado, como visto anteriormente. 
Definição 3.1.4 (VALORAÇÃO) A toda interpretação I está. associada uma valoração 
vz : f _* {0, 1}, definida da seguinte forma: 
1. sempre se tem: v¡(1)= 1 e v¡(0) = 0; 
2. se a é um atributo, então: 
0 v¡(a{i}) = 1 se somente se (sse) I(a) = i; 
0 v¡(a{i}) = O sse I(a) = j, comi gé j; 
3. se F1 e F2 são fórmulas, então: 
0 v¡(¬F1)=1sse v¡(F1)= 0; 
0 v¡(F1 -› F2) = 1 sse v¡(F1)= 0 ou v¡(F2) = 1. 
Definição 3.1.5 
1. (TEORIA) Um conjunto qualquer de fórmulas F é chamado uma teoria sobre o con- 
junto de atributos A. 
2. (SATISFAÇAO) Uma interpretaçao I satisfaz uma fórmula F, denotando-se por I |= 
F sse v¡(F) = 1; se v¡(F) = 0 diz-se que I ƒalsifica F (I bá F).
28 
3. (MODELO) Uma interpretação I é um modelo para uma teoria I` sse I |= F, para 
toda. fórmula F G P; o conjunto de modelos de uma teoria F será. denotado M 
4. (CONSEQUÊNCIA SEMÂNTICA) Se I` é uma teoria e F é uma fórmula, diz-se 
que F é uma consequência semântica de F, e escrever-se-á. I` |= F, sse para toda 
interpretação I na qual v¡(G) = 1 para toda G G F, tem-se também v¡(F) = 1. 
5. (TAUTOLOGIA) Uma fórmula F é válida, i.e. uma tautologia, sse v¡(F) = 1 para 
qualquer I; neste caso escrever-se-á |= F. 
3.1 .3 Axiomatização 
A axiomatizaçao de PDA inclui: 
o Os axiomas do cálculo proposicional clássico: 
1. F1 -'* (F2 -› 
2- ((F1 _* (F2 _* Fal) _* ((F1 _* F2)*'*(F1-' F3)))š 
3- ((¬F1 _* ¬F2) _* ((¬F1 "'* F2) _' F1))š 
para fórmulas F1,Fz,F3; 
e o axioma que assegura a associação de um só valor do domínio para cada 
atributo em cada estado: 
4. (a{0} /\ ¬a{1...n}) \/...V (a{n} /\ ¬a{0...n - 1)), com n +1 = ||D,,|| e para 
todo a 6 A. 
o Regra de inferência (Modus Ponens): 
Í' F1 -'-9 F2, l' F1 
I-Fz 
Utilizou-se acima o simbolo l-, que é ligado às definições de dedução e de prova, apre- 
sentadas a seguir: 
Definição 3.1.6 (DEDUÇÃO) Se F é um conjunto de fórmulas, uma dedução a partir de 
F é uma seqüência (F¡F2 . ..F,,) tal que para todo i com 1 É i É n tem-se: (a) F,~ é um 
axioma da lógica; (b) F¡ é um elemento de F; ou (c) F.~ pode ser obtida a partir de dois 
membros anteriores da seqüência (e.g. Fj e Fk comj < i, lc < i), pela regra de inferência 
(Modus Ponens). Neste caso escreve-se P l- F,,. 
Definição 3.1.7 (PROVA) Uma prova é uma dedução a partir de F = 0; F,, é dito um 
teorema, e escreve-se l- Fn. 
Para este cálculo proposicional, os seguintes resultados podem ser obtidos: 
Proposição 3.1.1 São válidas as seguintes fórmulas, para todo a G A: 
1. a'D,,; 
2. ¬aD ‹-› a(Da \ D);
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3. aD V aE ‹-› a(D U 
O segundo ítem desta proposição estabelece uma forma alternativa de definir a negação 
em PEA . 
Proposição 3.1.2 Para a inferência, podem ser utilizados: 
1. o Modus Ponens generalizado: 
aD, aD' -› bE, D Ç D' 
bE 
2. restrição de domínio: 
aD, aE 
a(D F) E) 
Proposição 3.1.3 O sistema axiomãtico apresentado é correto (sound) (i.e. se l` l- F 
então F }= F) e completo (i.e. se F )= F então l¬ l- F) para PDA . 
Este resultado é uma conseqüência direta da adequação e completude do cálculo propo- 
sicional clássico e do fato que o axioma (4) acima produz a restrição de unicidade desejada 
às interpretações. 
Exemplo 3.1.1 Sejam A = (a b c d) com Da = Dz, ={012},DC = Dd ={01}e: 
f` ={ a{01}/\ b{12}-› c{0}, (a{2} /\ ¬b{1}-› c{0}) -› d{0}, 
a{1}/\c{1}-›d{1}, a{2}/\c{1}-›b{1}Vd{1}, 
¬(a{0 2} A b{0 1) /\ d{0}) } 
Os modelos de l` podem ser obtidos de diversas formas. Neste exemplo 36 interpretações 
diferentes são possíveis, correspondendo ao produto das aridades dos atributos. Estas 
interpretações são os modelos da teoria vazia l`ø = (0. Cada fórmula impõe uma restrição 
sobre as interpretações que são satisfeitas. No exemplo para que a última fórmula de F acima 
(¬(a{O 2} /\ b{0 1} /\ d{0})) seja satisfeita é necessária a eliminação de 8 interpretações (as 











































As outras fórmulas da teoria causam o mesmo efeito. portanto possível obter todos os 
modelos de uma teoria pela enumeração extensiva das suas interpretações e pela elirninação 














Um método eficiente para a obtençao de M (F) será descrito mais adiante (ver seção 
3.11). . 
Proposição 3.1.4 Sejam F1 et F2 duas teorias sobre o mesmo conjunto de atributos A; 
tem-SCI U F2) = fl 
H(l'1) H(l`2) 
Figura 3.1: União de teorias e seus modelos 
Em particular o acréscimo de novas fórmulas a uma teoria diminui o número de modelos 
desta teoria. 
3.2 Teorias lógicas em P'DA, relações e funções 
A simples definiçao de uma teoria lógica nao é suficiente para que se obtenha a mo 
delagem desejada de um SBCTR. Como citado anteriormente um aspecto primordial a 
considerar é a evolução do sistema frente ao fluxo de eventos que implementa as interações 
entre o mesmo e seu ambiente (reações). 
Esta necessidade de modelar a reatividade do sistema será estabelecida a seguir, de 
forma coerente com o enfoque síncrono. Inicialmente definem-se conjuntos de atributos de 
entrada e de saída. As reações podem ser então consideradas da seguinte forma: a partir de 
valores fornecidos para os atributos de entrada obtêm-se os valores dos atributos de saída, 
de acordo com a teoria lógica que define o comportamento do sistema.
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Definição 3.2.1 (RELAÇAO INDUZIDA) Seja A um conjunto de atributos e U = {u1 uz. 
Y = {y1 yz . . . yq} dois subconjuntos de A, denominados atributos de entrada e de saída. A 
toda. teoria l` está associada uma relação Rr sobre DU × D9, onde DÚ = Du, × . .. × Du, 
e D9 = Dy, × × Dyq; esta relação é chamada relação induzida por F, e é definida da 
seguinte forma: 
Seja G D0, 33€ Dy, ii Rr sse existe algum m E M(I`) 
tal que m |= u,-{(ú),~}, i=1,p e m )= y,~{(3)),~}, j = 1,q. A 
onde (ú),~ representa a i-ésima coordenada de ii. 
Deve-se notar que são aqui considerados os modelos das fórmulas lógicas completas e não 
os modelos parciais para as premissas e conclusões de um condicional (IF. . .THEN. . .), 
como é usual utilizar nos sistemas baseados em regras. 
Definição 3.2.2 (PONTOS DE INCONSISTÊNCIA E DE INCOMPLETUDE) As entra- 
das E DO que não estão em Dom(Rr) são denominadas pontos de inconsistência de Rr. 
As entradas 6 DU tais que há. várias saídas yã, . . .yi com Rr yí), Rr são 
denominadas pontos de incompletude de Rr. 
Alguns casos particulares podem ser considerados segundo a natureza da relação Rr 
(ver figura 3.2): 
0 se Rr é uma relação total, i.e., Dom(Rr) = DU não há. pontos de inconsistência; 
0 se Rr é uma função parcial DÚ /-› D9, não há pontos de incompletude; 
o se Rr é uma função (total), não há. nem pontos de inconsistência nem de incompletude; 
para cada valor em entrada é possível se obter um único valor em saída. 
Proposição 3.2.1 (RECÍPROCA) Toda relação R sobre DO × Dy (que são domínios fi- 
nitos) define uma teoria FR cujos modelos são os pontos de R, i.e., tal que a sua relação 
induzida é R. 
Prova: suficiente considerar FR = { F1 V V Fi } onde as fórmulas são dadas por: 
F.~ = u¡{ú1} /\. ../\u,,{ú,,} /\y¡{z}1}/\ . . . /\yq{3}q}, para todo elemento (121 × .. . × 12, × 321 × 
...×g§q) 6 R. 
Exemplo 3.2.1 Seja a relação ® : {0 1 2 3} × {0 1 2} _» {0 1 2 3) definida pela tabela 
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É possível se escrever uma teoria l`® cujos modelos são justamento os pontos da relação 
®. Para tanto sejam D., = 'Dc = {0 1 2 3} e Db ={01 2}; a teoria 
Fa ={ (¢{0} ^ (‹1{3} V (‹1{0} ^ b{01l)V(‹1{2}^ b{0 2}))) 
(C{1} ^ ‹1{1}) 
(¢{2} ^((fl{1}^ 1>{0}) V (‹1{2} ^ b{2}))) 
(¢{3} ^ ((‹1{0} ^ b{2}) V (<1{2} ^ b{1}))) 
tem os modelos desejados. 
-*<<< 
Exemplo 3.2.2 No caso de funções, i.e. quando a cada ponto no domínio corresponde 
um só ponto na imagem, a teoria pode ser dada por um conjunto de equivaléncias. Seja a 
função EB 2 {0 1} × {0 1} -› {0 1} definida pela tabela: Iml lulfll 
Ifllfll ll | 
_ 
C :- 
A teoria FG, sobre A = (a b c) com 'Da = Db = 'Dc ={01}: 
Fé» ={ ¢{0}<~> (‹1{0}^b{0})V(‹1{1}^b{1}) , 
¢{1}‹~> (a{1}^b{0})V(‹1{0}^b{1}) } 
tem como modelos os pontos de PQ.
Ê ÊE
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3.3 Teorias lógicas em P'DA, relações e funções qua- 
litativas 
Como mencionado no capítulo 2 no que diz respeito aos requisitos dos SBCTR, a in- 
tegração entre o conhecimento heurístico e o conhecimento profundo é fundamental ao 
desenvolvimento dos SBCTR. Enquanto as regras e outras heurísticas fornecidas pelo espe- 
cialista refletem procedimentos de operação, imitando o raciocínio humano, o objetivo da 
Física Qualitativa [KUIPERS 86], [IWASAKI 89] é o de fornecer equações que traduzam 
as leis físicas que governam o processo. Cabe salientar que esta integração esta cada vez 
mais presente nas aplicações, como e.g. em [STEYER 91]. 
A forma de representação deste conhecimento profundo que é mais facilmente integrãvel 
ao modelo proposto consiste na utilização do cálculo qualitativo [IWASAKI 89], como 
indicar-se-á a seguir. 
No cálculo qualitativo considera-se que variáveis assumem valores dentro de domínios 
finitos. Por exemplo, se a e b são variáveis qualitativas de domínios D., = {0 1 . . . ||D,,|| -1} e 
'Db = {0 1 . . . ||D¿,||-l} respectivamente, uma relação (função) qualitativa ®(a, b) (b = ®(a)) 
relacionando as variaveis a e b é simplesmente uma relação (função) ordinária entre Da e Db. 
Este procedimento pode ser generalizado para relações (funções) cujos domínios e imagens 
são constituídos por mais de uma variavel. 
Mostrar-se-ã que teorias lógicas em PDA e relações e funções qualitativas estão relacio- 
nadas da forma seguinte: 
(teoria lógica em PDA) + (definição de atributos de entrada e saída) 
(relação qualitativa sobre os atributos) 
A partir desta expressão, deduz-se que a integração entre as duas formas de conheci- 
mento pode ser facilmente analisada, em especial no que se refere aos problemas de con- 
sistência e completude. No formalismo apresentado a resposta a esta questão é simples. 
Considera-se a seguir apenas o caso de relações e funções qualitativas (o caso de equações 
diferenciais qualitativas serã analisado na parte correspondente ao caso temporal). 
Se f 1 A -› B é uma função ou relação qualitativa sobre domínios finitos A e B, é 
possível a construção de uma teoria l`¡ como descrita na subseção precedente; sendo dado 
um conjunto de regras F, o problema de consistência entre as duas formas de representação 
do conhecimento reduz-se ã análise da teoria F, U l¬¡. 
Exemplo 3.3.1 Este exemplo ilustra a questão da integração. Seja o domínio PQ = 
{pp p m f com o seguinte significado: 
pp = muito pequeno, muito fraco, muito mau, . . . = pequeno, fraco, mau, . . . 
= médio, normal, medíocre, . . . 
= forte, elevado, bom, .. . 
= muito forte, muito elevado, excelente, . . . 
=n*°¬;;"v 
Este domínio pode ser codificado {0 1 2 3 4}; seja agora o operador ® sobre PQ:
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a ® b 
A teoria correspondente a ® é dada por: 
--'<<<<<< 
<<<<<< 
F8, ={ c{0}/\a{0123}/\b{0} c{0}/\a{01}/\b{l} V 
c{0}/\a{0}/\b{2} c{1}/\a{234}/\b{1} 
¢{1}/\‹z{1}/\b{2} ¢{2} /\‹z{2} /\b{2} 
c{3} /\ a{3} /\ b{2} c{3} /\ a{01 2} A b{3} 
c{3} /\ a{0} /\ b{4} c{4} /\ a{4} /\ b{2} 
c{4} /\ a{3 4} A b{3} c{4} A a{12 3 4} /\ b{4} 
¢{1}/\‹z{4}/\ b{0} 
Considere-se agora a teoria I`,, que representa o conhecimento de um especialista: 
F, ={ a{Ú123}/\b{U123}‹-›c{2} , a{012}/\b{234}-›c{0123}, 
C{012}-› a{0} , a{0} -› b{2 3} , 
a{3 4} V b{12}--› c{2} } 
Os modelos de I`,. são dados por: 
IIHIII IIEII IIEII III III 
O sistema formado por estas regras e pelo operador ® é inconsistente, pois pode-se 
verificar que não há. modelo de l`® que seja também um modelo de I`,. 
Conclui-se assim que neste caso o conhecimento heurístico (do especialista) e profundo 
(modelo qualitativo) são inconsistentes. 
Predicados sobre atributos 
A sistemática apresentada permite a definição de predicados sobre os atributos, como 
um caso especial de função qualitativa de contra-domínio {0 1}. Assim, se 'Da = Db = 
{0 . . . n} sobre o qual se considera a relação de ordem usual, as tabelas abaixo definem os 
predicados “igual” e “menor”.
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aí 
E 0 0 0 
n 0 0 0... 1
I 























E 0 0 ...01... 1 
Predicado “menor” (a < b) 
3.4 O cálculo paraconsistente PTA 
Na seção anterior mostrou-se a relação entre os pontos de inconsistência. e incompletude 
de uma teoria e a qualificação da. relação associada (relação total, função parcial ou função 
global). 
Embora a simples identificação destes pontos de inconsistência e incompletude já seja 
um passo muito importante pois permite conheçer as limitações do sistema 3, sua retirada 
não é tarefa simples, pois por exemplo as inconsistências podem provir de opiniões de dife- 
rentes especialistas sobre uma dada situação, o que dificulta sobremaneira sua eliminação 
[COSTA 89]. 
Outrossim, seria conveniente que o tratamento da inconsistência e incompletude fosse 
feito de modo automático pelo sistema, dentro do próprio formalismo de base adotado. 
lsto é o que ocorre por exemplo nos sistemas baseados em lógica difusa [ZADEH 781, já 
que neste formalismo, que se baseia na contribuição individual das regras e sua posterior 
composição, o problema é eliminado por ponderação [BONISSONE 90]. 
A situação ideal para garantir a consistência e a completude é aquela em que a relação 
entrada / saída é uma função total, i.e. a toda entrada corresponde uma saída bem de- 
terminada. Isto garante o fornecimento de uma resposta correspondente a todo estímulo 
proveniente da entrada. 
O cálculo paraconsistente PT4, que será. apresentado a seguir se coloca como uma 
solução para resolver os problemas de incompletude e inconsistência. O termo paraconsis- 
tente indica que o referido cálculo admite teorias inconsistentes mas não triviais [COSTA 90]. 
O desenvolvimento seguirá a linha das lógicas anotadas de Blair e Subrahmanian [BLAIR 88] 
A construção do cálculo PTA (sintaxe, semântica, pode ser feita de forma similar 
ao que foi feito para PDA em seção anterior, sendo que ao invés de se utilizar a estrutura 
3A hora atual poucos sistemas permitem esta identificação; um deles é o sistema KHEOPS já citado.
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linear de conjunto dos domínios Da, empregar-se-á uma nova estrutura definida a seguir: 
um reticulado completo 72, para todo a E A 4. 
Definição 3.4.1 (RETICULADO) Um reticulado é um conjunto T parcialmente ordenado 
no qual para todo par de elementos (,u, 1/) existem o ínfimo ¿nf(p, 1/) e o supremo sup(a, u) 
I Í em T. Um reticulado é dito completo se para todo T' C T, inf(T ) e sup(T ) existem em T 5. 
Os elementos ,u, 1/ 6 T serão denominados constantes de anotação. O maior e o menor 
elementos de 'T serão denotados por T e .L respectivamente. Para a representação dos 
reticulados utilizar-se-ão os diagramas de Hasse [BURRIS 81]. 
Assim, considerando que A é um conjunto ordenado de atributos, e 7:, é o reticulado 




0 PTA é definido usando os seguintes símbolos primitivos: 
1. atributos a E A; 
2. constantes de anotação a,1/,. . . de cada reticulado domínio; 
3. conectivos lógicos: ¬ (negação), -› (implicação), /\ (e), V (ou), 1 (verdadeiro), 
0 (falso); 
4. símbolos auxiliares: parênteses e dois pontos. 
o O conjunto de fórmulas .T de P'T,1 é dado por: 
1. para todo atributo a E A e a E 7;, então (a : il) é uma fórmula atômica; 1 e 0 
também são fórmulas atômicas; 
2. se F1 e F2 são fórmulas, então (¬ F1), (F1 V F2), (F1 /\ F2) e (F1 -› F2) são 
fórmulas; 
3. toda fórmula é obtida pela aplicação das regras acima um número finito de vezes. 
0 Utilizar-se-ão a simplificação (F1 ‹-› F2) E ((F1 -› F2) /\ (F2 -› F1)) e as convenções 
usuais de precedência de operadores e de eliminação de parênteses. 
Definição 3.4.2 (LITERAL e HIPERLITERAL) Um literal é uma formula atômica ou 
sua negação. Se a é um atributo e il é uma constante de anotação de 72,, então a fórmula 
¬ 
. . . ¬(a : a) 
k vezes 
onde ¬ aparece lc vezes é chamada de hiperliteral e sera denotada por ¬¡°(a : a). Uma 
fórmula não atômica que também não é um hiperliteral é chamada uma fórmula complexa. 
Definição 3.4.3 (NEGAÇÃO FORTE) Se F é uma fórmula, define-se a negação forte de 
F como: 
(~ F)E(F-›((F-*F)^¬(F¬F)))- 
4P'T,4 é construído a partir de uma modificação do trabalho [BLAIR 88], em que se consideram reticu- 
lados diferentes associados a cada atributo a E A. 
5Maiores detalhes sobre reticulados podem ser encontrados em [BURRIS 81], [SZASZ 71].
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3.4.2 Semântica 
Definição 3.4.4 (INTERPRETAÇAO) Uma interpretação I é uma assinalaçao de um 
valor à. (alaz . . .), dentro do reticulado produto (71, × Ta, × . . 




1. v¡(1)= 1 e v¡(0) = O; 
2. se a é um atributo, então: 
° v1((‹1=/1))=1SS°Í( )2#; 
o v¡((a : p)) = 0 sse I( ii; _ 
o v¡(¬"(a : ¡.i)) = v¡(a : ¬'°p) onde a segunda ocorrência de ¬ denota uma função 




3. se F1 e F2 sao fórmulas, então: . 
o v¡(F1 -› Fz)=1sse v¡(F¡) = 0 ou v¡(Fz) = 1; 
o v¡(F1 /\ F2) = 1 sse v¡(F1)= 1 e v¡(Fz) = 1; 
0 v¡(F¡ V F2) = 1 sse v¡(F¡) = 1 ou v¡(Fz) = 1; 
4. se F é uma fórmula complexa (nenhuma das regras de negação acima pode ser apli- 
cada) então v¡(¬F) = 1 sse v¡(F) = 0. 
As definições de satisfação, modelo, fórmula válida e conseqüência semântica são feitas 
como em PDA. Se v¡(F) = 1 para todo F G F, F é satisfeita e a interpretação I é um 
modelo para l`. Se l-= F, F é válida em PTA. F }= F sse para toda valoração em que 
v¡(G) = 1 para todo G' E 1¬,tem-se v¡(F) = 1. 
3.4.3 Caracterização da paraconsistência de PTA 
Apresentam-se a seguir alguns resultados importantes sobre o cálculo PTA, que o carac- 
terizam como paraconsistente [BLAIR 88]. O termo paraconsistente, como anteriormente 
mencionado, identifica teorias inconsistentes mas não-triviais. 
Proposiçao 3.4.1 
1. Se K é um esquema (i.e. um conjunto de axiomas) válido do cálculo proposicional 
positivo (i.e. que não inclui a negação), então K é válido em PTA; 
2. para cada interpretação I e para cada atributo a existe p E T., tal que v¡((a : ;¿)) = 
`v¡((a : ¬;i)) = 1. 
Definição 3.4.6 
1. A interpretação I tal que v¡((a : ;¿)) = v¡((a : ¬a)) = 1 será denominada de ¬- 
inconsistente;
38 
2. uma interpretação I é dita não trivial sse existe um atributo a e uma constante de 
anotação y E 'L tal que v¡((a : ,a)) = 0. 
3. uma interpretação I é dita paraconsístente sse I é ¬-inconsistente e não-trivial. 
Proposiçao 3.4.2 
1. PTA é paraconsistente sse Z 2 para algum a 6 A'; 
2. para toda F 6 .7" e para toda I tem-se: 
o v¡((F-› F)/\¬(F-› F))=0; 
o v¡(~ F)=1ssev¡( =0; 
o v¡(~F)=0ssev¡( =1. 
3. l= (a: .L) para todo a G A; 
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4. l=((a:¡¿)-›(a:1/))sea€Aep21/,comp,z/€'I;; 
5. se G é uma fórmula complexa então l: (¬G' ‹-›~ G); 
6. se a G A e p G 7;, tem-se l= (¬¡°(a : ,u) ‹-› (¬"'1(a : ¬;1))); 
7. se v¡(F -› (a : ,a,-)) = 1 para todoj G J (J é um conjunto de índices) então 
v1(F -+(‹1=#))=1›0fld@ /1 = wP,êJ(/11); 
8. se Q é um hiperliteral, em geral se tem lzê (¬Q ‹-›~ Q) (em geral ¬ e ~ nao sao 
equivalentes). 
Prova: ver [BLAIR 88].
~ 3.4.4 Axiomatizaçao 
No esquema de axiomas que se segue F1 indica uma fórmula qualquer, G; indica uma 
fórmula complexa e a um atributo [BLAIR 88]. 
o Para fórmulas quaisquer: 
1. (F1 -‹› F2) -› ((F1 -› (F2 -› F3)) -› (F1 -› F3)); 
2. F1 -› (F2 -› F1); 
3. ((F1 -› F2) -› F1) -› F1; 
4. (F1 /\ F2) -› F1; 
5. (F1 /\ F2) -› F2; 
6. F1 -› (F2 -› (F1 /\ F2)); 
‹ 7. F1 -› (F1 V F2); 
8. F2 -› (F1 V F2); 
9- (F1 _* F2) _* ((F3 _* F2) -* ((F1 V F3) _* F2)); 
o para fórmulas complexas:
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1- (G1 -* 532))-*((G1-* ¬G2) _* ¬G1); 
2. G1 -› (¬G'1 -› F); 
3. G V ¬G'; 
o para atributos: 
1. (a: .L); 
2.(a:a)-›(a:1/)com,u21/; ~ 
3. se F -› (a : pj) para todo j E J, então F -› (a : p) onde a = sup,~€_¡(;z,~). 
o Regra de inferência (Modus Ponens): 
l' F1 _* F2, l" F1 
I-Fz 
Apresentam-se a seguir os principais teoremas sobre PTA [BLAIR 88): 
Proposição 3.4.3 O sistema axiomatico apresentado é correto e completo para PTA. 
Proposição 3.4.4 Se Ta é finito para todo a G A entao PTA é decidível. 
Proposição 3.4.5 Se 'IL é finito para todo a G A e se F 6 .7-` é tal que I` I- F então existe 
um subconjunto finito F' de F tal que F' l* F (completude fraca). 
Exemplo 3.4.1 Seja/1 = (a bc) com7Í, = {0 I},'IÍ, = {_L 01T}e'I; = {_L al az ¡i3 /iu T 
com a estrutura de reticulado indicada à figura 3.3. 
P/ 
°\ \_/ 12 
'*1 "2 l 0[FaI:o] É 
8 b c 
1- 
1 ívemaueirol 1' ¡/ \ 
| 
I \ "3 
Figura 3.3: Reticulados adotados para os atributos a, b, c 
Se l` é a teoria composta pelas fórmulas (a : 1)/\ ¬(b: 0) -› (c : al), (a : 1)/\ (c : p3) -› 
(c : az) e ~ (a : 0), pode-se calcular M(l`) de acordo com a definição da semântica de PT,¡. 





















Dada uma teoria I`, a ordem presente nos reticulados 'L induz naturalmente uma ordem 
j sobre M(l`) da seguinte forma: 
ml j mz sse para todo a E A tem-se m¡(a) É mz(a) em 7;. 
Este ordenamento pode ser utilizado para a analise de questões especulativas sobre os 
modelos [COSTA 89], nas quais se deseja saber da possibilidade do sistema em atender 
determinadas condições. ~ 
3.4.5 Casos particulares de reticulados 
Nesta seção apresentam-se algumas particularizações de PTA, que servirao para mostrar 
a potencialidade e a generalidade do mesmo. Estas particularizações são obtidas como casos 
especiais dos reticulados Ta, mostrando que vários calculos podem ser considerados como 
casos particulares de aplicação do formalismo paraconsistente. Sem perda de generalidade 
considerar-se-a nesta seção que os reticulados associados a. todos os atributos são idênticos, 
i.e., 7;", = 72" para todo a,,¬,,a,, G A. Outros casos podem ser facilmente obtidos a partir 
destes considerando a composição conveniente. 
Para comparar sistemas lógicos será adotado o critério semântico (ver [AUDUREAU 89]) 
que utiliza a seguinte definição: 
Definição 3.4.7 Dados dois sistemas lógicos .C1 e C2 cujas interpretações estão definidas 
sobre a mesma classe de modelos, dir-se-á que LÍ¡ é menos expressivo que Ez, sse para 
qualquer fórmula F1 6 .C¡ existe F2 6 C2 tal que: 
VM, M |=¿;1F1 sse M l=¿;, F2.
7
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O cálculo proposicional “clássico” 
Considere-se o caso em que o reticulado 'IL = 2, Va G A é dado na figura 3.4, e a seguinte 
definição para a função negação ¬: 
{ 
¬(1) = 0 e 
¬(0) = 1. 
Estes elementos definem o cálculo paraconsistente P2. 
1 [Verdadeiro] 
O [Falso] 
Figura 3.4: O reticulado de base para P2 
Seja ainda 0 cálculo proposicional clássico PC como definido usualmente (ver por exem- 
plo [MENDELSÔN 79], [HAMILTON 78]); neste caso vale o seguinte resultado: 
Proposição 3.4.6 PC é menos expressivo que P2 (aqui se utilizam na correspondência os 
conectivos -›, /\, V e ~; note-se o emprego da negação forte ~ e não de ¬). 
Prova: Considerando a definição 3.4.7, tem-se: 
o dada uma variavel proposicional p E PC, considere-se (p : I) E P2; se I é uma 
interpretação tal que I(p) = 1; então I((p : 1)) = 1 em P2; da mesma forma se 
I(p) = 0, tem-se I((p : 1)) = 0 em P2 (no entanto observa-se que para I(p) = 1 ou 
I(p) = 0 tem-se I((p: 0)) = I em P2); 
o para as fórmulas do tipo Fl -› F2, F1/\ F2, F1 \/ F2 a equivalência decorre diretamente 
das definições de satisfação em PC' e P2; 
o para fórmulas que envolvem a negação a equivalência ocorre diretamente da pro- 
posição 3.4.2. 
Cabe observar que a correspondência entre PC' e P2 fica exata se em P2 se consideram 
apenas átomos do tipo (a : I). 
O cálculo PDA 
Seja 'IL = -29°, o reticulado reverso do reticulado das partes do conjunto Da, para 
todo a E A, considerado como uma álgebra de Boole, ou seja, tendo como função negação 
o complemento usual de conjuntos ¬a{z'¡z'2 . . . i,,} = D., \ a{i1z'z . . . z',,} . 
De forma similar ao que foi visto no ítem anterior, uma correspondência entre PDA e 
PTA pode ser estabelecida. fácil verificar que a pertinência do valor va de um atributo 
a ao conjunto D que compõem uma fórmula - definição de satisfação em PDA - equivale 
à. superioridade deste valor (tomado como conjunto atômico) em relação a D dentro do 
reticulado reverso das partes de Da ( -29" ) - definição de satisfação em PTA. Desta forma 
PDA é menos expressivo que P - 22.
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Exemplo 3.4.2 Seja a com D., = {0 1 2}; a fórmula a{0 1} em PDA é satisfeita para 
as interpretações em que a assume os valores 0 ou 1. Ora estes valores (tomados como 
conjuntos atômicos) verificam a noção de satisfação em PTA considerando-se o reticulado 
-2{° l 2} associado ao atributo a (ver figura 3.5), pois são superiores a {0 1} segundo a 
ordem do reticulado. 
Í Í ÍN 
foi Í1 } {2} 
(01) ¡U2! (1 2) 
{01 2) 
Figura 3.5: O reticulado 7:, para Pa = {0 1 2} 
Outros reticulados utilizados 
Alguns outros reticulados são de interesse, por darem origem a lógicas que têm aplicações 
importantes, tais como: 
1. o reticulado 4 (ver figura 3.6), no qual a função negação é definida da seguinte forma: 
¬(I) = 0, ¬(0) = 1, ¬(.L) = _L, ¬((T) = T; o cálculo P4 nele baseado é utilizado no 
estudo do problema de inconsistência em bases de conhecimentos e em procedimentos 
de resolução de cláusulas não-Horn [BLAIR 88], [COSTA 90]. 
/*\ 
O 1 \¿/ 
Figura 3.6: O reticulado “4” 
2. o intervalo real [0, 1], com a negação sendo definida por ¬(a) = (1 - p), que dá. origem 
ã lógica P[0, l], que facilita o raciocínio qualitativo ou difuso [BLAIR 88]; 
3.~ 0 intervalo produto CD = [0, 1] × [0, 1], onde se interpreta a primeira coordenada como 
um grau de crença na proposição associada, e a segunda coordenada como um grau de 
descrença na mesma; a negação é definida por ¬(,u, U) = (1/,;i) [BLAIR 88], servindo 
para um tratamento formal da incerteza em Sistemas Especialistas; mostra-se a seguir 
um exemplo ilustrativo da aplicação deste reticulado.
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Exemplo 3.4.3 Seja o conjunto de atributos A = (tl tz t3 aux sl sz) onde tl, tz e t3 
são os atributos de entrada, sl e sz são os atributos de saída e aux é uma atributo auxi- 
liar; todos estes atributos tem para domínio o reticulado C' D acima descrito; a teoria F 
abaixo representa as relações entre estes atributos em termos de crenças e descrenças de 
um especialista: 
r = { z, [095 0.00] 
zl [090 0.00] _› sl [1.00 0.00] 
ú, [1.00 0.00] 
tz [1.00 0.00] /\ aux [0.80 0.00] -› aux ]0.80 0.00] 
aux [0.75 0.00] -› sl [0.00 1.00] 
fz., [0.88 0.00] 
13 [085 0.00] -› sz [1.00 0.00] } 
Considerem-se os modelos de F: a primeira implicação obriga que se tenha sl [1.00 0.00]. 
Por outro lado como a partir das segunda e terceira implicações deduz-se que sl [0.00 l.00]. 
Considerando sobre M (F) a ordem induzida por C D, observa-se que no menor modelo 
possível desta teoria sl [l.00 0.00]; por outro lado no maior modelo possível sl [1.00 1.00]. 
Quanto ao atributo sz, cujo valor é deduzido unicamente em função da última implicação 
da teoria, tem-se sz [1.00 0.00] (tanto no maior quanto no menor modelos suportados). 
Se a questão envolvida fosse a escolha entre as alternativas sl e sz esta última deveria 
ser escolhida, já que existe a possibilidade (um modelo) no qual sl é igualmente considerado 
em termos favoráveis (C = 1) e desfavoráveis (D = 1), 0 que não ocorre com sz.




Como visto anteriormente, a definição de uma cronologia e o uso de uma repre- 
sentação temporal é uma caracteristica fundamental a incorporar nos SBCTR. Os vários for- 
malismos existentes fazem hipóteses substancialmente diferentes sobre a modelagem e com- 
putação do tempo, e.g. usando tempo denso ou discreto, linear ou ramificado [ALUR 91a]. 
Seguindo a proposta de fundamentar o sistema em elementos formais, propõe-se a seguir a 
utilização de lógicas temporais derivadas dos cálculos atemporais definidos anteriormente. 
São adotadas as seguintes características para a estrutura temporal (ver figura 3.7): 
o o tempo é discreto: esta abordagem é coerente com a utilização de eventos para a 
marcação do tempo que caracteriza o enfoque síncrono; 
o o tempo possui uma origem, definida pelo estado inicial de funcionamento do sistema; 
o o tempo passado é linear: o passado é conhecido e determinado; 
o o tempo futuro é arborescente: o futuro é indeterminado, esta indeterrninação se 
justifica pelas diferentes possibilidades de evolução do sistema. 






Figura 3.7: A estrutura temporal adotada 
Geralmente se consideram estruturas temporais do mesmo tipo - lineares ou arborescen- 
tes - para um tratamento unilateral ou simétrico do tempo passado e futuro [BESTOUGEFF 
[THAYSE 89]. Entretanto estruturas temporais do tipo apresentado neste trabalho se mos- 
tram mais adequadas à. modelagem da evolução temporal de sistemas. Por outro lado a 
definição de uma lógica fundamentada neste tipo de estrutura implica certo grau de difi- 
culdade para expressar as definições semânticas, como já observa [N EF 90]. 
Finalmente a lógica temporal paraconsistente tem sido considerada apenas de maneira 
convencional como uma extensão da forma proposicional correspondente [COSTA 861; sua 
utilização apresenta o interesse de incorporar os benefícios relativos ao tratamento de si- 
tuações de inconsistência e incompletude ao caso temporal. 
Com o objetivo de aumentar ainda mais a expressividade da lógica adotada, utilizam- 
se autômatos finitos para expressar condições temporais; este tipo de enfoque não é usual, 
sendo mais comuns o uso de um operador “próximo” ( “nezt”) generalizado [SOUZA 92], ou
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o uso de gramaticas [AUDUREAU 89]. No entanto, como em [MICHEL 84], considera-se 
que o uso de autômatos é mais operacional, além de ser consistente com o enfoque síncrono 
visado para a implementação do sistema. 
Os pontos acima descritos são especialmente considerados na próxima seção. 
3.5 O cálculo PTPA , 
Este cálculo será. desenvolvido a partir do cálculo PDA (ver seção 3.1), utilizando as 
mesmas definições de base e introduzindo a representação temporal. 
3.5.1 Sintaxe 
o Os símbolos primitivos de PTDA são: 
- os atributos a 6 A e os naturais 0, 1, que designam os valores possíveis de 
cada domínio; ` 
- os conectivos lógicos: ¬ (negação), -› (implicação), 1 (verdadeiro), 0 (falso), 
L (o último valor), P (em algum instante no passado), sX (em próximo 
instante possível), sF (em algum instante em um futuro possível), aF (em 
algum instante em todos os futuros possíveis); além de parênteses e chaves. 
o As fórmulas de PTDA são dadas pelo menor conjunto .7-` que atende as condições 
abaixo: 
1. se a E A é um atributo e i E Da, então a{i} G .7-'; 1 e 0 E f; estas fórmulas são 
chamadas atômicas e seu conjunto é denotado por .A(f); e 
2. se F,F¡ e F2 G f, então (¬ F), (F1 -› F2), (L F), (P F), (sX F), (sF F) e 
(aF F) 6.7. 
o Além das simplificações definidas no caso atemporal (ver seção 3.1), utilizar-se-ão 




1. H F E ¬(P ¬ F em todos os instantes no passado); 
2. aX F E ¬(sX em todos os possíveis próximos instantes); 
3. aG F E ¬(sF¬ em todos os instantes de todos os futuros possíveis); 
4. sG F E ¬(aF¬ F m todos os instantes de algum futuro possível). 
3.5.2 Semântica 
Definiçao 3.5.1 (TRAJETÓRIA) Seja W o conjunto (finito) de estados e R uma relação 
binária total sobre W, definidos por: w,~ R w,~ sse w, é um sucessor imediato de w,~. O 




i.e., pelo conjunto das funções que associam o estado correspondente a cada instante, 
respeitando as condições de acessibilidade entre os estados.
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Definição 3.5.2 (HISTÓRIA) A história h,,(r) associada à. uma trajetória 1' no instante 
n G N é a sub-seqüência finita de T: < wo, . . .w,, >. O instante wo é o estado inicial e w,, 
é o estado atual de T. 
Definição 3.5.3 (TRAJETÓRIA PARCIAL) Seja a relação ~,, sobre C, definida por 
T1 ~,, 'rz sse h,,('r¡) = h,,('r2) . 
Evidentemente ~,, é uma relação de equivalência sobre C.. Uma trajeto'ria.parcial de 
história h,,(T) é a classe de equivalência [rn] de C., associada `a h,,(T). 
Definição 3.5.4 (wn-RAMO) Toda seqüência infinita r =< w,,,w,,+1, . .. > tal que 
w,~ R w,~+1, Vi é chamada um wn-ramo sobre W. A 
Definição 3.5.5 (EVOLUÇAO) Seja T, uma trajetória parcial de história h,,(1',,), e w., o 
estado atual do sistema. Uma evolução de T, de n a n + 1 após a recepção de w,,+¡ (o novo 
estado do sistema) é uma nova trajetória parcial T,,+1 definida por 
'r,,+¡ = < w0,...w,, w,,+¡ > /~n+1 
O estado w,,+¡ ê o novo estado corrente do sistema no instante n + 1 (ver figura 3.8). 
Novo estado 
W., W, W., W, “M 
Trajetória parcial Trajetória parcial 
Figura 3.8: Evolução da trajetória quando da mudança de estado do sistema 
Proposição 3.5.1 Tem-se sempre: 1',,+¡ C TP. 
Definição 3.5.6 (INTERPRETAÇAO) Uma interpretaçao If, sobre (W, R) restrita à. tra- 
jetória parcial 'r,, de história h,,(1',,) = < wg, . . .w,, > é uma atribuição 1,, : A × W -› DA. 
Definição 3.5.7 (VALORAÇÃO) A toda interpretação está. associada uma valoração: 
vz", : .T × W _› {0 1}, definida como segue: . 
o para toda I tem-se v¡,,_(1 ,w) = 1 e v¡,p(0, w) = 0 em todo estado w; 
o para os atributos, tem‹se:
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1. v¡,p(a{z`},w) = 1 sse I,p(a,w) = i, e 
2. z›z.,(‹z{z'},w› = 0 I«,.(‹z,w› = 1, z' #1 ,vw e W; 
o para as fórmulas atemporais: 
1. v¡,P(¬F,w)=1sse não v¡,p(F,w) = 0, Vw G W; e 
2. v¡,P(F¡ -› Fz,w)=1sse v¡,P(F1,w) = O ou v¡,P(Fz,w) = 1, Vw G W; 
o para as fórmulas temporais: . 
1. v¡,p F,w,,)=1sse v¡,P(F,w,,_1)= 1; 
2. v¡ PF,wn)=1sse Hw' G h(T,,) tal que v¡,p(F,w') = 1; 
3. 111,? sXF,w,.) = 1 sse Bw' com w,.Rw' e v¡,P(F,w') = 1; ~
É /*\/¶/É 
b‹ 
4. v¡,P(sFF,w,._) = 1 sse existe um wn-ramo 1' =< w,,,w,,_.+,,... > tal que Hw' G r 
com v¡,p(F,w') = 1; 
5. v¡,P(aFF,w,,) = 1 sse para todo w,,-ramo r =< w,,,w,¿+1,. .. > tal que Éiw' E r 
com v¡,p(F,w') = 1. 
As definições de teoria, satisfação, modelo e validade são feitas como em 3.1.5. Escrever-se-al 
Í, wn l= F para indicar que a interpretação I satisfaz a fórmula F no instante w,,. 
3.5.3 Axiomatização 
O sistema temporal apresentado é similar aos sistemas DUX de Manna e Pnueli 
[AUDUREAU 89], [TALA 90] para o passado (lógica temporal linear) e a UB de Ben- 
Ari [AUDUREAU 89] , CTL [THAYSE 89] para o futuro (lógica temporal ramificada). O 
tratamento axiomático destes sistemas é apresentado em [AUDUREAU 89]. Um tratamento 
axiomático similar foi empregado no sistema Kb de Rescher e Urquhart [NEF 90]. Os 
axiomas são: 
1. Os axiomas do cálculo atemporal PPA , incluindo a unicidade do valor de cada atributo 
num estado (ver 3.1.3): 
(a{0}/\¬a{1...n})V...V(a{n}/\¬a{0...n-1}); 






3. para o futuro (UB [AUDUREAU 89]): 
O aG(F1 _? F2) '-7 (GGF1 -›
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o aX(F¡ -› F2) -› (aXF¡ -› aXF2); 
o aG'F-›F/\aXF/\aGaXF; 
o aG'(F-› aXF)-›(F-›aGF); 




4. regras de inferência: 
o Modus Ponens: i“F1_›F2, l`F1 
l- F2 
o necessitação: 
l-F I-F íe____ 
l- PF I- sGF 
Proposição 3.5.2 O sistema PTDA é correto e completo para esta axiomatização (ver 
[AUDUREAU 89]). 
3.6 ,O cálculo PTTA 
Assim como se obteve o cálculo paraconsistente PTA a partir de PDA, é possível se 
construir naturalmente um cálculo paraconsistente temporal a partir de PTDA. 
3.6.1 Sintaxe 
o Os símbolos primitivos de PTTA são: 
1. os atributos a E A, as constantes de anotação p, 1/ de cada reticulado dominio 
7;; 
2. os conectivos lógicos: ¬, -›, /\, V, I , 0, L ,P , sX , sF , aF ; bem como 
parênteses e dois pontos. 
o O conjunto de fórmulas .7-` de PTTA é definido da seguinte forma: 
1. se a é um atributo e se p G 7;, então (a : p) é uma fórmula atômica; 1 e 
0 também são fórmulas atômicas; 
- 2. se F, F1 e F2 são fórmulas então (¬F), (F1 -› F2), (F1 A F2), (F1 V F2l› (LF)› 
(PF), (sXF), (sFF) e (aFF) são fórmulas de PTTA. 
o As mesmas simplificações de notação empregadas em 3.5.1 também são utilizadas. 
Da_ mesma forma que no cálculo paraconsistente atemporal definem-se as noções de 
hiperliteral (3.4.2) e de negação forte (3.4.3).
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3.6.2 Semântica 
A semântica de PTTA é obtida a partir de uma estrutura temporal como definida 
anteriormente, onde permanecem válidos os conceitos de trajetórias possíveis, história de 
uma trajetória, trajetória parcial, wn-ramo, evolução, etc. Uma interpretação restrita ã 
trajetória parcial de história h,,('r,) é, neste caso, uma atribuição 1,, : A × W --› TA. 
A valoração é feita da maneira usual (ver 3.4.2 e 3.5.7); e.g. para as fórmulas atômicas, 
se a é um atributo e ,u é uma constante de anotação, tem-se: ~ 
- z›z.,‹<‹z z fz» = 1 1..‹‹z› z fz; 
o v¡,P((a : ¡¿)) = O sse I.,P(a) 2 p; 





A axiomatização deste sistema pode ser feita combinando-se convenientemente os axi- 
omas dos sistemas PTA e PTDA. Uma axiomatização similar pode ser encontrada em 
[cosTA 861. 
nv 3.7 Extensao das lógicas: novos operadores tempo- 
rais 
Um problema bem conhecido que surge neste tipo de lógica (PT'DA, PT'T,¿) é sua falta de 
expressividade 6 , sendo que o exemplo mais clássico é o do operador pair(F A semântica 
deste operador é a seguinte: a fórmula pair(F) é satisfeita para uma seqüência de estados 
< w,,, w,,+¡, . .. > sse F é uma fórmula satisfeita nos estados w,,, w,,+z, w,,+4, . . ., i.e., nos 
estados pares. Com esta semântica o operador pair(F) não pode ser expresso na lógica 
descrita acima (nem para o passado linear nem para o futuro arborescente). 
Uma possibilidade de resolver este problema é aumentar a lógica por meio de gramáticas 
ou, equivalentemente, por autômatos. Seguir-se-á aqui um caminho similar ao de M. Michel 
[MICHEL 84], onde autômatos não-deterministas foram empregados. Os autômatos serão 
utilizados para a construção de condições temporais. Na exposição que segue será. conside- 
rado apenas o caso PTDA; o caso PTTA é semelhante, desde que se considere a definição 
correspondente para as fórmulas atômicas. 
3.7.1 Autômatos finitos para expressar operadores sobre o pas- 
` sado 
Para operadores referentes ao passado o tempo tem um instante de inicio (o instante 
inicial wo) e um fim (o instante atual w,,). Assim a história de uma trajetória parcial r,, 
pode ser encarada como uma palavra finita sobre o alfabeto A --› {0 1 }; da mesma forma 
5Problema levantado por Wolper, ver [AUDUREAU 89].
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a cada fórmula F corresponde uma palavra sobre {0 1 } que diz se F é satisfeita (ou não) 
a cada instante. Equivalentemente pode-se considerar palavras sobre 2^(7:) (0 conjunto das 
partes de A(.7-`)), que tem como z'-ésimo caracter o conjunto das fórmulas atômicas que são 
satisfeitas no estado w,~ (ver figura 3.9). 





Figura 3.9: Evolução de uma interpretação temporal 
Definição 3.7.1 Seja X C A(f)U { 0 1} um subconjunto de fórmulas atômicas e seja É = 
2X. O autômato finito 7 d define um operador temporal d (X¡ . . . Xn), para X,- G X, i = 1, n 
da seguinte forma: 
d (X1 . . . Xn) é satisfeito no instante wn sse o estado q do autômato d após a recepção 
da seqüência h,,(r,,)|,z é um estado terminal de d. h,,(r,,)|¿» representa a restrição da história 
parcial h,,(r,,) às fórmulas de X. 
Definição 3.7.2 (CONDIÇAO TEMPORAL) Pode-se associar um atributo a¿ a um autômato 
d e a um conjunto de fórmulas {X¡ .. .X,,} estendendo- se a interpretação IT, a este novo 
atributo, considerado sobre o domínio D¿ = {0 1}, da forma seguinte: 
o Í,,,(a¿{l}) =1 sse I., I: d (Xl . ..X,,); 
0 I,,,(a¿{0}) =I sse In, b& d (X1...X,,). 
Este atributo a¿ será denominado uma condição temporal associada ao autômato d. 
De fato sempre é possível fazer corresponder a uma fórmula F dada um atributo f de 
domínio Df = {0 1 }, de forma similar ao exposto acima. Isto permite separar as fórmulas 
de uma teoria que contêm operadores atemporais, operadores sobre o passado e operadores 
sobre o futuro. Esta divisão será. utilizada oportunamente. 
7Uin autômato finito determinista (uma máquina de Moore) é uma 5-upla d = (Q, qo, E, ƒ, T) onde: 
Q 1 é o conjunto de estados; 
qo : é o estado inicial; 
E : é o alfabeto do autômato; 
ƒ : é a função de transição f : Q × E --› Q; T : é o conjunto de estados terminais.
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Nas figuras que seguem para a representação de autômatos p e q representam fórmulas 
atômicas, o estado inicial é marcado por um arco sem origem e os estados finais são indicados 
por círculos duplos. 
Exemplo 3.7.1 Seja X = {p}; alguns operadores representados por autômatos são mos- 
trados na figura 3.10: (a) o autômato dl representa o operador Pp; (b) o autômato dz 
representa o operador Hp; (c) o autômato dz representa o operador pair(p). 
A condição correspondente a dl é falsa enquanto a fórmula p não foi satisfeita (estado 1 
do autômato); passa a ser verdadeira a partir do instante em que p foi satisfeita (transição 
entre os estados 1 e 2 do autômato) e a partir deste instante esta valor permanece inalterado 
(estado 2 do autômato). Esta descrição corresponde exatamente à semãntica de Pp. dz e 
d3 se interpretam de forma similar.
V 
{ 1 { i. ipi W 
ui win) = fp 
[2] has_been [p] = ÀQ1 
{}. {p} 
(31 Pfiif (P1 
Figura 3.10: Alguns operadores e sua representaçao por autômatos 
Exemplo 3.7.2 Seja X = {p, q}; o autômato da figura 3.11 representao operador temporal 
since(p, q) (p é satisfeita desde que q é satisfeita). 
Outros formalismos equivalentes a autômatos podem ser utilizados para a representação 
de condições temporais, e.g. transdutores e expressões regulares. 
Para o caso dos transdutores 8 
, pode-se considerar como alfabeto de saida {0 1} 
[DOUGHERTY 88]. Vale então o resultado seguinte: 
8Um transdutor (máquinas de Mealy) é uma 6-upla t = (Q, qo, 2, <I>, f, g) onde: 
Q : é o conjunto de estados; 
qo : é o estado inicial; 
E : é o alfabeto de entrada; 
z é o alfabeto de saída, {0 1} neste caso; 





@ {P.q} ífll . 
(qi . U Í 
{ },{p1,{q1 




Figura 3.11: O operador temporal since(p,q) 
Proposição 3.7.1 Se d = (Q, qg, 2, f, T) define um operador temporal, a condição tempo- 
ral d associada pode ser dada pelo transdutor 
, - , 1 T t: (Q,q0, Ê, <I>,f,g), onde g e a funçao de saida dada por: g(q,o) ={ 0 :Ê Z Ê T . 




Figura 3.12: O atraso como um transdutor 
Com efeito o valor emitido na saída do transdutor correponde exatamente ao estado de 
saída da transição correspondente: 1 para o estado 1 e O para o estado 2 do autômato; o 
estado é pois utilizado para armazenar a última ocorrência de p. 
3.7.2 Autômatos para expressar operadores sobre o futuro 
Assim como a lógica proposta foi estendida para o passado é possível se considerar um 
autômato d como agindo sobre os w,,-ramos de W. Desta forma cada autômato d define 
dois operadores sd (some = em alguma futura execução) e ad (all = em todas as futuras 
execuções) com a seguinte semântica: sd é satisfeita se existe um w,,-ramo (infinito) 1' 
tal que d aceita r; ad é satisfeita se para todo w,,-ramo r de origem em w,,, d aceita 1°.
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Neste caso deve-se considerar os autômatos de Buchi, cuja verificação da aceitação é mais 
complexa 9. 
Entretanto em muitos casos é possível se considerar prefixos de comprimento finito dos 
w.,-ramos, e fazer a verificação da aceitação sobre autômatos ordinários. Como considera-se 
aqui uma estrutura a número finito de estados, o processo de verificação de uma condição 
temporal futura nestes casos é sempre decidível. 
Exemplo 3.7.4 Seja o autômato da figura 3.13. Este autômato define dois operadores 
temporais sobre o futuro: sd (em alguma execução futura possível F é satisfeita nos dois 
próximos instantes) e ad (em todas as futuras execuções possíveis F é satisfeita nos próximos 
dois instantes). 
{}›{P} 
o ø @. 
Figura 3.13: O operador nos-dois-próximos-instantes 
3.7.3 Axiomatizaçao: 
A axiomatização de operadores temporais construídos com o auxílio de autômatos - na 
forma equivalente de gramática - se encontra descrita em [AUDUREAU 89]. 
'Dansdutores e Sistemas Dinâmicos 
Na definição de uma condição temporal feita por um transdutor nada impede conside- 
rar como alfabeto de saída atributos de domínio diferente de {0 1 }, gerando uma condição 
temporal mais geral: neste caso fica-se próximo de uma definição bem conhecida em Au- 
tomática: os Sistemas Dinâmicos. A seção seguinte tratará esta questão. 
Exemplo 3.7.5 Sejam Da = Db = {0 1 2}, e 2 = Da, Ó = 'D¡,. O transdutor apresentado 
na figura 3.14 produz como saída o atraso unitário do atributo de entrada a. Denotar-se-á 
o atraso unitário por b = a$1. 
De forma similar ao atraso para p apresentado anteriormente (ver figura 3.12), cada 
estado armazena um valor possível para do atributo a no instante anterior. 
QA construção de um autômato de Buchi que aceita uma fórmula temporal pode ser encontrada em 
[THAYSE 891.
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â{n}/h{n} °{0}/b{1} °{1l/bm 
mi rh¡ ° âíli/hm 
, â{21/hm 
Figura 3.14: O atraso unitário b = a$1 
3.8 Relação entre Sistemas Dinâmicos sujeitos a Res- 
triçoes e Teorias Temporais 
De forma similar ao que foi visto no caso atemporal em relação às funções qualitativas 
(ver seção 3.3), estabelece-se nesta seção a correspondência entre os modelos de uma teoria 
lógica no caso temporal e as soluções de um sistema dinâmico qualitativo. 
Esta correspondência pode ser resumida pela seguinte expressão: 
(teoria lógica em PTDA) + 
(definição de atributos de entrada e saída) + 
(limitações sobre a evolução do sistema) 
(Sistema Dinâmico sujeito a Restrições) 
Os objetivos basicos deste desenvolvimento são os seguintes: 
o a incorporação direta no formalismo de Sistemas Dinâmicos Qualitativos, que com- 
porão a base para a representação de conhecimento profundo no sistema; e 
o a utilização de Sistemas Dinâmicos sujeitos a Restrições como geradores de modelos 
` das teorias temporais associadas, o que servirá de base à implementação do sistema. 
Mostrar-se-á que a mencionada equivalência inclui também as condições temporais ge- 
radas por autômatos, e é aplicável à. lógica PTTA.
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3.8.1 Definições e principais conceitos sobre Sistemas Dinâmicos
~ Definiçoes 
Defizúçâo 3.8.1 (SISTEMA D1NÀM1co SUJEITO A RESTRIÇÓES) sejam os conjun- 
tos disjuntos de atributos: de entrada U, de estado X, e de saída Y; um Sistema Dinâmico 
sujeito a Restrições SDR é representado por um modelo matemático formado pelas equações: 
X,~+¡ = ƒ(X,~,U,~,Y,-) (equação de estado) 
h(X,~, U,~, Y,~) = O (restrições) ^ 
que definem os valores dos atributos de saida (Y) a partir dos atributos recebidos em 
entrada (U), do estado atual do sistema (X) e do conjunto de restrições; f e h são funções 
ou relações que definem este comportamento desejado do sistema. _ 
Uma solução deste sistema corresponde evidentemente a uma seqüência de atribuições 
de valor a X, Y e U que satisfaz às suas equações. 
Este tipo de representação é similar ao utilizado na Teoria Clássica de Controle dos Sis- 
temas Contínuos [KUO 85], [OGATA 82], e também serve de base à definição da linguagem 
síncrona SIGNAL [BENVENISTE 90]. 
A equação de estado limita as possíveis evoluções temporais do sistema, ao passo que 
as restrições correspondem ao relacionamento entre os atributos em um mesmo instante. 
Definição 3.8.2 (SDR DE ATRASO UNITÁRIO) Um sistema dinâmico SDR cuja equação 
de estado é formada por equações escalares na forma = x.~+1 é dito de atraso unitário. 
Utilizar-se-á a notação X = X* $ 1 para esta equação. 
Um sistema dinâmico de atraso unitário pode ser implementado sob a forma de uma 
máquina sequencial de Huflman [DOUGHERTY 88], um caso particular de transdutor, 
empregado classicamente na definição de circuitos seqüenciais [TAUB 841, [KOHAVI 78]. 
Um conjunto de fórmulas proposicionais concretizam as restrições h(X,~, U,~, Y,~) = 0, e podem 
envolver os atributos ligados ao estado presente (present state X) e próximo estado do 
sistema (nezrt state X+), ambos considerados no mesmo instante. Na figura 3.15 0 bloco 
1 / Z indica a representação do atraso unitário, que corresponde à. transferência do valor 
dos atributos do próximo estado ao estado presente, fazendo-se para tanto as atribuições 
necessárias. 
Definição 3.8.3 (SISTEMA A NÚMERO FINITO DE ESTADOS) Considerando que o 
número de estados de um SDR como definido anteriormente é finito, pode-se descrever a 
evolução temporal de tal sistema por meio de um grafo Qr obtido da seguinte forma: 
o os nós do grafo correspondem aos estados possíveis do sistema, i.e. aqueles que 
satisfazem suas restrições; e 
o os arcos do grafo descrevem a relação de acessibilidade entre os estados, de acordo 
com a equação de estado do SDR. 
Este grafo se denomina um Sistema a número Finito de Estados (SFE) [AUDUREAU 89] 
e pode ser diretamente interpretado como a estrutura modal de Kripke [HUGHES 68], 
[THAYSE 89] subjacente ao sistema considerado, podendo servir de base a verificação da 
satisfação de fórmulas temporais 1°. 
1°Em geral utilizar-se-á a notação w,~ para indicar o estado corrente do sistema no instante i.
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Cálculo 
11 . _ Y ProposlclonalL 
Figura 3.15: Sistema dinâmico como máquina de Hu_[fman~ 
3.8.2 SDR na forma clássica de um transdutor 
Como mencionado anteriormente os SDR podem ser encarados como uma forma parti- 
cular de transdutor [DOUGHERTY 88], [ARNOLD 90]. Esta seção trata de apresentar os 
SDR sob a forma utilizada classicamente na definição de trandutores. 
As definições que seguem refinam o conceito de estado de um SDR: 
Definição 3.8.4 (ESTADO RESTRITO) Denomina-se estado restrito a uma atribuição 
de valores aos atributos X de um SDR. Os estados restritos correspondem assim a uma 
restrição do conceito de estado apresentado na definição dos calculos lógicos, quando se 
consideram apenas os atributos de estado X do SDR, o que será denotado por w.~|X. 
Definição 3.8.5 (EVENTOS) Os atributos que pertencem a UUY denominam-se os sinais 
observaveis do SDR. Um evento é uma atribuição de valor aos sinais observãveis. As 
atribuições dadas a U e Y denominam-se respectivamente eventos de entrada e de saída. 
Pode-se agora considerar um SDR sob a forma clássica de um transdutor da seguinte 
YI1âI1€lI`â.I 
0 Cada estado do transdutor corresponde a um ponto do produto cartesiano dos domínios 
das variaveis de estado (X), i.e. a um estado restrito; 
o se no SFE que descreve a evolução do SDR há um arco indo de w,~ para wj, então há 
uma trarisiçao de w,~|x para w¡|X, tendo para eventos de entrada w.~|U e para eventos 
de saida w,~|y. 
3.8.3 Sistemas Dinâmicos sujeitos a Restrições para modelar 
Equações Diferenciais Qualitativas 
Os SDR também podem modelar equações diferenciais qualitativas oriundas de sistemas 
dinâmicos contínuos [IWASAKI 89]. Neste caso a equação de estado está. intimamente 
ligada às limitações impostas sobre a evolução do sistema dinâmico original, e.g. devido a 
continuidade dos domínios das variáveis ou ao relacionamento que ocorre entre atributos 
em funçao da derivada associada. 
Um exemplo simplificado desta modelagem é apresentado a seguir.
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Exemplo 3.8.1 (SISTEMA DE DILUIÇÃO DE PRODUTO) Seja um tanque utilizado 
como misturador, conforme indicado a figura 3.16. Um solvente puro (pl) alimenta o 
tanque com uma vazão constante ql; um produto pg com uma concentração C2 entra no 
tanque a uma vazão também constante qz. A solução de saída tem uma concentração C3 
e sai do tanque com uma vazão q3. Como o volume V do tanque é considerado constante, 
deve-se ter ql + qz = q3. 
O taxa de acúmulo do produto pz no tanque é dado pelaf seguinte equação diferencial: 
dC . 
(Isca _ fI2C2 = VT? 




q¡=Ka v 'la-Ca í) -_-D 
P2.'12zC2 
Figura 3.16: Sistema de diluição de produto 
Considerem-se as variáveis qualitativas [C3], [ágil = e [0], de domínios discretos 
'D¿¬3 = DC, = {- 0 +} e 'D9 = {0 +} “. Associando-se uma variável qualitativa a 
cada componente da equação diferencial que rege o processo, obtem-se a seguinte equação 
qualitativa:
_ 
[Cal + [Cal = [9]- 
Sejam ainda as seguintes regras de condução do processo de mistura, que realimentam 
o valor de saída [C3] para a entrada [0]: 
lCõl{-} -* l0l{+l C lCs]{+} -> l0l{0} 
Considerando em con`unto a e ua ão ualitativa e as re ras de condu ão e su ondo Ç › 
que “+” e “=” são operadores bem definidos sobre os domínios das variaveis, é possível se 
calcular os modelos atribui ões ossíveisl ara este sistema ualitativo:À
+ 0
0 + +
















trações fora da especificação. 
10 pode significar uma faixa desejada de valores de C3, enquanto que + e - podem significar concen-
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Como mencionado acima, a evolução entre estes estados deve levar em conta a equação 
diferencial do sistema contínuo original. Várias são as regras a considerar; uma descrição 
destas regras pode ser encontrada em [IWASAKI 89]. A título de indicação em nosso 
exemplo não é possível a passagem direta de ml para m5, devido à. condição de continuidade 
da variável [C3] - não se pode passar de “-” para “+” sem cruzar o domínio “0”. 
A figura 3.17 mostra as evoluções possíveis para este exemplo. De forma similar ao 
apresentado anteriormente para teorias temporais, a estrutura obtida pode ser considerada 
como um S F E , o que comprova a uniformidade do enfoque em relação à. introdução de 
equações qualitativas. 
lê» .e»^°‹V 
Figura 3.17: SFE que indica as evoluções possíveis para o sistema dinâmico qualitativo 
diluição de produto 
3.8.4 Teorias temporais e Sistemas Dinâmicos sujeitos a Res- 
trições 
Consistência 
Várias definições apresentadas anteriormente para os cálculos lógicos podem ser imedi- 
atamente aplicadas aos SDR, como as noções de estado e de trajetória. Em particular uma 
solução de um SDR é uma interpretação temporal que satisfaz suas equações: 
Definição 3.8.6 (CONSISTÊNCIA ENTRE UMA INTERPRETAÇÃO TEMPORAL E 
UM SDR) Uma interpretação temporal I.,p é consistente com um sistema dinãrnico SDR 
se para todo conjunto de atributos U LJ X U Y, a trajetória parcial Tp é uma solução de 
SDR, i.e. se para todo estado w,~,w,~ G 'r com w,~Rw,~ a equação de estado e as restrições 
são satisfeitas.
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Teorias temporais com operadores temporais sobre o passado e Sistemas Dinâmicos 
sujeitos a Restrições 
O caso do atraso unitário 
Considere-se inicialmente o caso de uma teoria temporal Ap que envolve apenas o ope- 
rador L. 
Uma fórmula do tipo L p , em que p é uma fórmula atômica, equivale diretamente 
ao atraso unitário p $ 1. Com o auxílio de atributos auxiliares podem ser estabelecidas 
equações do tipo p = p+$1 . 
As demais fórmulas da teoria se tornam então atemporais: como visto anteriormente na 
parte atemporal 3.2, estas fórmulas equivalem a uma relação envolvendo os atributos, que 
pode ser representada por h(X,~, U,~, Y,~) = 0. 
Obtem-se desta forma um SDR de atraso unitário a partir de Ap. As soluções deste 
SDR (interpretações temporais consistentes com o sistema) correspondem diretamente aos 
os modelos da teoria Ap. 
O caso geral das condições temporais 
A correspondência entre os modelos de uma teoria e as soluções de um SDR pode ser 
estendida a toda teoria temporal Pp que envolve somente fórmulas referentes ao passado, 
inclusive as que incluem condições dadas por transdutores. 
A proposição que segue estabelece este resultado: 
Proposição 3.8.1 Toda condição temporal dada por um transdutor t = (Q,q0, Ê, <I>, f,g) 
onde E e <I> são definidos sobre os atributos u E U e y G Y pode ser traduzida, com o 
auxilio de atributos auxiliares, em uma teoria temporal, ou equivalentemente, em um SDR 
de atraso unitário. 
Prova: (algoritmo) 
Seja' t : (Q1q0› 2) (paƒag) com E = Ui uíidila di G Du. e Q = dj E 'D3/¡' 
1. consideram-se atributos auxiliares 1:* e zr, utilizados para armazenar o próximo valor 
e o valor presente do estado corrente do transdutor t; estes atributos comporão a 
equação de estado = x,~+¡, considerando-se D” = 'Dx = 
| q¡ G 
2. a partir de ƒ(q¡,a) = qm e 0 = u,~{d.~}, obtem-se a fórmula :v+{m} ‹-› a:{l} /\ u,›{d,~}; 
3. a partir de g(q¡,a) = y,~{d¡} e 0 = u,~{d,~}, obtem-se a fórmula y,~{d,~} ‹-› x{l} /\u,~{d,‹}. 
Os modelos da teoria temporal Pp formada por estas fórmulas (restrições) mais a 
equação de estado x = 2:* $ 1 permitem a obtenção do resultado desejado. 
Embora a prova acima considere a teoria temporal sobre PT'DA, a aplicação ao caso 
PTTA é imediata: com efeito como são apenas consideradas fórmulas atômicas (que definem 
os atributos de entrada, de estado e de saída), basta considerar fórmulas do tipo (a : ii) ao 
invés de a{p}, e, para os atributos a: e 1+ que relacionam os estados, e 7; = T,,+ e.g. como 
indicado à figura 3.18.
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Figura 3.18: Um reticulado possível para os atributos as e 2+ em PTTA 
Observações sobre o cálculo dos modelos 
Em geral não é necessário o uso da proposição acima para o cálculo dos modelos tempo- 
rais que satisfazem um SDR, sendo possível encontrá-los diretamente a partir das funções 
de transição e de saída (g) do autômato. No entanto a proposição acima mostra a 
coerência do enfoque em relação ao cálculo de modelos em teorias lógicas. 
Outra observação importante é que a utilização explícita dos estados que compõem os 
autômatos de uma condição temporal como atributos ordinários em um sistema pode levar 
a um crescimento indesejável do número de modelos da teoria em questão. Para diminuir 
este problema é possível se considerar as condições temporais como variáveis booleanas de 
entrada no sistema, fazendo com que sua satisfação seja verificada de forma “interpretada”, 
i.e. fora.do mecanismo de cálculo de modelos do sistema. 
Exemplo 3.8.2 Seja o transdutor t, representado à. figura 3.19, que corresponde à. condição 
temporal y = always(u). A tabela abaixo resume os valores das funções de transição 1+ e 
de saída y associadas a este transdutor: 
II ii 
um /yu; uífl ll /y{l1} 
11{U} /Y{fl} 
i l
H + Y *Ê 
Pífí Êfi ÍÍ P-'Ê
Â 
o›_l 
Figura 3.19: Um transdutor para y = always(u) 
A partir desta tabela é possível construir a seguinte teoria:
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Os modelos desta teoria, associados a equação de estado = :c¡+1 correspondem ao 









Exemplo 3.8.3 Seja o transdutor tz mostrado à figura 3.20, que representa a condição 








{(u,n1,(1,r11}/1 {(fl.01.I1,fll}/ U 
0 t1.11/1 ° 
(0,111/n 
(n,11/n . 
{l0.Ul,(fl.11.(1.01} /0 {l1.01.t1,11}/ 1 
Figura 3.20: Um transdutor para R = sínce(P, Q) 
A tabela com as funções de transição e de saída ar* e r é dada por: 
If*/TH (zw)
H ‹0,0› I ‹0,1› I 0,0) I ‹1,1› 
1/0 0/1 2/1 
1/o 1/o 2/1 
o/1 
- 1 / O 3/01/0 2/12/1 3/01/0 3/0 2/1 





F2 = { ff¬`{0} H (2{0} ^ P{0} ^  ‹1{0}) V (2{0} ^P{1} ^  ‹1{0}) 
2+{1} H (¢{0123}^P{0}^‹1{1})V(2{1}^P{0}^<1{0})V 
(1{1} ^ P{1} ^ ‹1{0})
, 
I+{2} H (2-'{012 3}^P{1} ^ ‹1{ V(I{2}^P{1}^<1{0}) 
I¬`{3} H (I{2 3} ^ P{0} ^ ‹1{0}) {3} ^ P{1} ^ ‹1{0}) 
1"{0} H (f'={1 2 3} ^ P{0} ^ <1{0} (=={01 2 3} ^;v{0} ^ ‹1{1})V 
(f{0 2} ^P{1} ^ ‹1{0}) ” 
f{1} H ¬f{0} } 
~<: <1:~ 
3.8.5 Sistemas Dinâmicos sujeitos a Restrições como geradores 
de modelos de uma teoria temporal 
O objetivo é, a partir de uma teoria temporal l` qualquer e da definição de um conjunto 
de atributos de entrada, estado e saída, obter um Sistema Dinâmico sujeito a Restrições no 
qual as seqüências de execução (sua solução) são exatamente os modelos de I`. 
Encontra-se o SDR associado a uma teoria temporal qualquer l`, procedendo da forma 
seguinte: 
1. efetua-se uma partição da teoria I`, com o uso de atributos auxiliares, em dois sub- 
conjuntos: 
0 Pp que contém somente fórmulas atemporais e fórmulas que envolvem o passado 
(L, P, H e autômatos sobre o passado); e 
0 Fr que inclui as fórmulas sobre futuros possíveis (sX,aX,sF,aF,sG,aG, e 
autômatos do tipo sd et ad sobre o futuro); 
2. obtem-se todos os modelos de Pp, conforme o que foi apresentado anteriormente; a 
teoria Pp corresponde a um SDR de atraso unitário; como a equação de estado é 
suposta verificada por construção, as trajetórias que formam a solução deste SDR 
são os modelos de Pp; 
3. verifica-se a satisfação das fórmulas temporais relacionadas aos futuros estados possíveis 
- o subconjunto Fr - sobre o SFE Çp oriundo de Pr; neste caso tem-se: 
o os nós sao os modelos de Pp; 
o os arcos indicam a relação de acessibilidade entre os modelos, obtida a partir da 
equação de estado X = X+$1 . 
Observa-se que é possível que apenas parte do grafo Qp verifique todas as fórmulas da 
teoria: é justamente esta parte que formará. os modelos da teoria temporal I` = Pp U Fr. 
O enfoque acima é geral; sistemas atemporais podem ser considerados como SDR es- 
tacionários, onde há. um único estado que permanece inalterado durante a evolução do 
sistema. Isto também significa que não é imposta qualquer limitação sobre a evolução do 
sistema. 
A seção 3.12 a seguir apresenta algoritmos e estruturas de dados convenientes para a 
implementação da sistemática exposta acima.
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O exemplo a seguir ilustra a utilização dos SDR e dos trandutores correspondentes 
como geradores de modelos de teorias temporais. 
Exemplo 3.8.4 Seja a teoria sobre A = c d), com D., = 'D¡, = {0 1}, Dc = {1 2}, 
D¿ = {0 1} cuja equação de estado é d = Sejam U = (a b), Y = (c) os atributos de 
entrada e de saída e as fórmulas: 
Q/*\ 
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l` ={ a{01}/\b{0}-› c{1}, c{1} -› d{0}, 
a{0}/\b{1} -›c{2}, c{2}/\a{0} -›d{1}, 
a{1}/\sFb{l}/\c{1} V aXd{0} } 
O conjunto de modelos M(l`) pode ser obtido da seguinte forma: 
1. partição I` = I`p U l`¡.¬: 
fp =={ a{0 l} /\ b{0} -› c{1}, 
c{1} -› d{0}, . 
a{0} /\ b{1} -› c{2}, 
c{2} /\a{0} -› d{1} } e 
l`p ={ a{1} /\ sFb{1} /\ c{1}V aXd{0} } 
2. o SDR já está na forma de atraso unitário, com equação de estado d = a $ 1; 
3. os modelos de Pp são (0 procedimento de cálculo sera descrito a seguir 3.11): 







4. para a verificação das fórmulas de Pp: apresenta-se na figura 3.21 o SFE associado 
ã teoria l`p, sob a forma de um grafo. E sobre este grafo que serão verificadas as 











A figura 3.22 apresenta para cada sub-fórmula de I`¡.¬ 0 conjunto de modelos que as 
satisfazem (procedimento de cálculo é apresentado em 3.12.1). A conclusão é que o SFE 
formado pelo grafo Qp | (mo ,,,3 ,M ms) é a estrutura que concretiza os modelos de F. 
Este S F E pode também ser apresentado sob a forma de um transdutor, considerando 
quea variavel de estado é d e utilizando-se a metodologia descrita anteriormente 3.8.2. A 
implementação de um sistema construído com base na teoria F e na equação de evolução 
d = a$1 pode ser feita com base neste transdutor, de acordo com o enfoque síncrono para 






Figura 3.21: SFE associado à. F 






D' m0 ml m2 m 
sFb‹ {1} m0 ml m2 m3 m4 m5 
a{1} /\sFb{1} ml m2 m4m 
¢{1} m3 m4 mõ 
a{1]› /\sFb{l}/\c{1} m4 m5 
zz{o}› m1 m3 m4 m 
aXd {0} m0 m3 
a{l} /\ sFb{1} /\c{1} V aXd{0} m0 m3 m4 m 
Figura 3.22: Modelos que verificam as sub-fórmulas de I`¡.¬ 
‹1{1}b{1}/¢{1} 
"-5 
Q ml! wO 
fl{0}b{1}/¢{2} mÍ{n}b{u}/zm 
Figura 3.23: Transdutor associado a I¬
Parte III
% 
A obtenção dos modelos de uma 




Nas seções precedentes os estudos sobre a relação entrada / saída e sobre a evolução 
dos sistemas foi baseado na geração dos modelos de teorias lógicas (em PDA, PTA, PTDA, 
PTTA). Nas seções seguintes são apresentados as estruturas de dados e os algoritmos que 
implementam esta geração. 
A estrutura de dados básica utilizada para a representação dos modelos destas teorias é o 
hipercubo, aqui entendido como uma representação do dominio produto ou de um diagrama 
de Hasse no espaço n-dimensional [XUONG 92]. . 
J á. os algoritmos propostos para o cálculo dos modelos de uma teoria são fundamentados 
numa variante do método das conexões de Wallen e Bibel [BIBEL 82], [WALLEN 87]. 
3.9 Hipercubos e modelos 
A estrutura hipercubo se baseia na representação concisa de conjuntos de dados (set- 
theoretic data structures [DOUGHERTY 881), e na extensão das operações usuais sobre 
conjuntos para n-uplas destes conjuntos. 
3.9.1 A estrutura de dados de base: os hipercubos 
Definições 
Definição 3.9.1 (HIPERCUBO) Sejam: A um conjunto de atributos e {a,~ 
| j G J} um 
subconjunto de A , cujos atributos são referenciados por um conjunto de índices J; Da, 
o domínio associado a a,~; e Da] um subconjunto de Da). Neste texto denominar-se-á. 
hipercubo (hcubo) h sobre um conjunto de índices J a um vetor de dimensão cuja 
j-ésima coordenada tem o valor Da). Denotar-se-á. h = [Dan ...D,,,"J"]. O conjunto J é 
considerado ordenado segundo a relação de ordem induzida por A. 
Definição 3.9.2 (COBERTURA DE UM hcubo) A cada hcubo h = [Dan ...D,,,"J"] está 
associado um conjunto de estados {a,~ 
| j 6 J}, i.e., um sub-conjunto de Dan × . . . × Dajm 
da seguinte forma: {:í:' = ..:r,~ . . 6 'Dan × . . . ×D,,,"J" |:::,~ E Da), Vj G J}. Este conjunto 
de estados será chamado de cobertura c(h) do hcubo h. 
Exemplo 3.9.1 Sejam A = (a b c), D., = 'Db = {O12},DC = {0 1}, e J ={012}. O 
hcubo h = [{0 1 2} {1 2} tem por cobertura o conjunto de estados (ver figura 3.24): 
c(h) = {(0, 1,0), (0,2,0),(1, 1,0), (1,2,0), (2, 1,0), (2,2,0)} 
No exemplo anterior pode-se constatar que os hipercubos são uma forma concisa para 
a representação de conjuntos simétricos de pontos. 
Cabe ressaltar ainda que os hcubo são também adequados para o caso em que a atri- 
buição feita por uma interpretação tem como domínio um reticulado (caso das lógicas PTA 
e PTTA), pois neste caso os domínios são vistos como conjuntos ordinários, i.e., desprovidos 









Figura 3.24: Um hipercubo e sua cobertura 
Definição 3.9.3 (CONJUNTO NÃO REDUNDANTE DE HIPERCUBOS) Seja. H = {h¡,, 
lc = 1, l} um conjunto de hcubo de mesmos índices J, tal que para todo par (kl, kz) tem-se: 
hk, FW /1;., = 0. Este conjunto será. denominado um conjunto não-redundante de hipercubos 
(Hcuboset). 
Definição 3.9.4 (COBERTURA E CARDINALIDADE DE UM Hcuboset) A cobertura 
de um Hcuboset H é definida por 
¢(H) = U¢(h/‹)~ 
A cardinalidade de H (denotada é definida como 0 número de hcubo que o compõe. 
Proposição 3.9.1 Sendo dada uma interpretação I sobre um conjunto de atributos A 
existe um Hcuboset tal que c(H) = {a¡{m} | I(a,~) = m} (ou equivalentemente v¡(a,~{m}) = 
1). 
Definição 3.9.5 (EQUIVALENCIA DE Hcuboset) Dois Hcuboset H¡,H2 são ditos 
equivalentes sse c(H1) = c(Hz). 
Minimização de conjuntos de hipercubos 
Dado um Hcuboset H , define-se o problema de minimização de H da seguinte forma: 
encontrar um Hcuboset H' equivalente tal que para todo Hcuboset H" equivalente a H, 
tem-se: \|H'|| < ||H”||. No caso da representação dos modelos de uma teoria lógica, a uti- 
lização do Hcuboset minimal é importante para melhorar a performance do procedimento 
de busca de modelos. Esta questão é similar à minimização de expressões lógicas, tratadas 
usualmente por métodos como os de Karnaugh, de Quine-McCluskey e o método do con- 
senso [XUONG 92], [KOHAVI 78], [TAUB 84]. Entretanto no caso das teorias lógicas, a 
questão é ainda mais complexa, pois exige-se que as coberturas dos hcubo que compõem 
o Hcuboset não tenham pontos em comum: Vh,-, h,- E H, : c(h.~) 0 c(h,~) = 0. 
Neste trabalho será. utilizado um procedimento simplificado para efetuar a adição de 
um hcubo a um Hcuboset. A partir de um hcubo e de um Hcuboset fornecidos em
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entrada o procedimento fornece um Hcuboset quase minimal que cobre os mesmos pontos 
que os elementos dados na sua entrada. Este procedimento, chamado neste texto de adição 
(h EB H ), tem como inspiração o método do consenso e é descrito no anexo D. 
Normalização de Hcuboset 
Até este momento foram considerados hcubo e Hcuboset sobre um mesmo conjunto de 
índices J. Se hl é um hcubo sobre J¡ e hz é um hcubo sobre Jz, estes dois hcubo podem 
ser normalizados, i.e. tomados sobre um conjunto comum de índices, considerando-se para 
tal o conjunto Jl U Jz e a seguinte definição: 
h,: Da, sej€J1 e 
1 Da, sej€Jz
e 
h,: Dal. sej€Jz e 
2 Du] S6 É J1 
Este procedimento também pode ser empregado para normalizar os Hcuboset . 
3.9.2 Operações sobre hipercubos e conjuntos de hipercubos 
Considerando os hcubo (h¡...) e os Hcuboset (H1...) como elementos de base, a 
representação dos modelos associados a cada (sub-)fórmula de uma teoria pode ser feita 
com o auxílio de operações elementares sobre estes elementos. Estas operações são baseadas 
na teoria dos conjuntos e fazem apelo à natureza geométrica dos hcubo e dos Hcuboset , 
que são portanto identificados às coberturas correspondentes. 
As operações definidas sobre os hcubo e os Hcuboset são: 
1. a união (hz U hz, hl U Hz, Hz U Hz); 
2. a interseção (hz Í) hz, hj O Hz, H1 O Hz); 
3. o complementar (h, H); 
4. a diferença (hz \ hz, Hz \ hz, Hj \ Hz); 
5. a projeção sobre um eixo coordenado (proj,~ H); e 
6. a restrição para um subconjunto de índices (H|{,~=,,_. 
| 
×,‹,~€¡}). 
A partir destas operações iniciais é possível definir outras operações mais complexas, 
como por exemplo, os seguintes predicados: 
0 hz O Hz 96 { } ? e H1 O Hz 96 { } '?, que retornam 1 se as respectivas interseções são 
não vazias e 0 em caso contrário; e 
o hz C Hz ?, e hz = Hz '?, que retornam 1 respectivamente se a inclusão ou a igualdade 
entre os elementos indicados ocorrem.
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Estas operações são suficientes para uma representação compacta e eficiente dos mode- 
los, como se verá. nas próximas seções. Os algoritmos que implementam estas operações são 
descritos no anexo D. 
3.10 Obtenção de modelos: o método das conexões 
Para a obtenção dos modelos de uma teoria proposicional diversos métodos são possíveis, 
e.g. as tabelas verdade, o cálculo de seqiientes, as tabelas semânticas, etc. Os dois últimos 
métodos citados têm a vantagem de examinar apenas as interpretações booleanas que podem 
satisfazer a teoria, diminuindo sensivelmente o trabalho de verificação; procura-se fechar 
(i.e. obter uma proposição e sua negação) todos os ramos da árvore criada pelo cálculo dos 
seqiientes ou pela tabela semântica [GOCHET 90]. 
Uma outra possibilidade é a enumeração inicial de todos os caminhos (ramos) das 
fórmulas e a posterior verificação do fechamento. O célebre princípio de resolução, que 
é subjacente à. linguagem Prolog e suas derivadas, pode ser considerado como sendo cons- 
truído segundo este enfoque [BIBEL 82]. 
O método das conexões, que é empregado neste trabalho, também se fundamenta no 
fechamento. Porém ao contrário do que ocorre no princípio de resolução, o pré-tratamento 
das regras não é necessário e o método pode também ser aplicado às lógicas não-clássicas 
[TURNER 861, [CATACH 90]. 
Estas últimas caracteristicas foram decisivas para sua adoção neste trabalho. Cabe 
lembrar que um dos objetivos é a geração extensiva de todos os modelos de uma teoria 
dada, da forma mais eficiente possível. 
3.10.1 Fundamentação do método 
Definições 
A primeira etapa consiste na construção da árvore sintãtica (parsing tree) .Ap associada 
ã teoria F, que enumera os elementos sintãticos das fórmulas que compõem l`. Os axiomas 
são considerados como implicitamente conectados por uma conjunção (/\) 12. 
Definição 3.10.1 (POLARIDADE DE UMA FÓRMULA) A cada fórmula de uma teoria 
está associada uma polaridade da forma seguinte: uma sub-fórmula F de uma fórmula 
G tem a polaridade positiva (1) se ela aparece no escopo de um número par de negações 
explícitas (¬) ou implícitas (a premissa de uma implicação -›). No outro caso sua polaridade 
é negativa 
Intuitivamente a polaridade associada a uma (sub-) fórmula indica se a mesma deve ou 
não ser satisfeita, segundo a definição indicada na semântica da lógica. 
A partir do conectivo que domina cada sub-fórmula e de sua polaridade é possível a 
aplicação das regras de eliminação de conectivos, como no caso do cálculo por seqüentes. 
flvzf [GOCHET 901, [BIBEL s2], [WALLEN 811.
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Q G1 az 
<F1/\F2,1> <F1,1> <Fz,1> 
<F1VFz,0> <F1,0> <F2,0> 
<F,-›Fz,0> <F1,1> <Fz,0> 
<¬F1,1> <F,,0> 
<¬F1,0> <F¡,1> 
fl 61 flz 
<F1^F2,0> <F1,0> <F2,0> 
<F1vF2,1> <F1,1> <Fz,1> 
<F,-›Fz,1> <F1,0> <Fz,1> 
Figura 3.25: Regras de eliminação de tipos primário e secundário associadas a uma fórmula 
Definiçâo a.1o.2 (REGRAS DE ELIMINAÇÃQ DE coNEcT1vos) As regras de eli- 
minação associadas à. cada fórmula são de dois tipos: 
1. o tipo primário é função do conectivo dominante e de sua polaridade: ela será. do tipo 
a se dá. origem a um prolongamento (para a satisfação da fórmula todos seus ramos 
devem ser satisfeitos), e do tipo 5 se dá lugar a uma ramificação (para a satisfação 
da fórmula ao menos um dos ramos deve ser satisfeito); 
2. o tipo secundário é obtido à partir da fórmula pai da sub-fórmula: a1,a2 se a fórmula 
é descendente por prolongamento, fll, 52 se ela é descendente por ramificação. 
As regras são apresentadas na tabela 3.25. 
Intuitivamente o tipo a (respectivamente B) está associado ao meta-conectivo “e” (res- 
ectivamente “ou” na defini. ão da no ão de satisfa ão de uma fórmula na teoria.Ç 
Definição 3.10.3 (CAMINHO) Os caminhos de uma teoria I` são posições da árvore 
sintática de F, definidos recursivamente como segue: denotar-se-á por ak ou B* um nó 
lc de tipo primário a ou 5 de Ap. 
0 base: se ko é a raiz de Aff, ko é um caminho; 
o recursão: se S é um caminho que contém o nó ak, (S'\ {a'°}) U {af a§} é um caminho; 
se S é um caminho que contém o nó ,3'“, (S\ {fl"}) U e (S\ {,B¡°}) U são 
caminhos. 
A aplicação desta definição permite a obtenção de caminhos atômicas, i.e., aqueles que 
são formados somente por fórmulas atômicas. 
Definição 3.10.4 (CONEXÃO) Uma conexão num caminho S é um sub-caminho S” em 
que duas posições indicam a mesma fórmula atômica (a mesma variável proposicional e 
domínio) mas com polaridades distintas. Um conjunto de conexões recobre uma fórmula F 
sse todo caminho atômico obtido a partir de F contém uma conexão.
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Utilização do método para a demonstração de teoremas 
Proposição 3.10.1 (Andrews, Bibel) [WALLEN 87] Uma fórmula proposicional F é válida 
sse existe um conjunto de conexões que recobre < F, 0 >. 
Esta proposição é uma conseqüência do seguinte resultado sobre tabelas semânticas 
(Smullyan): Uma fórmula proposicional é válida sse existe uma tabela semântica fechada 
para < F, 0 >. 
Utilização do método para a obtenção dos modelos de uma teoria 
Proposição 3.10.2 Para uma teoria I` os modelos M (F) são obtidos pelas conexões atômicas 
de < l`, 1 > (axiomas da teoria ligados por conjunção). 
Análise do método 
Análises do método das conexões podem ser encontradas em [GÕCHET 90] e [ESCALADA 91 
Salientam-se aqui as principais conclusões: 
o não há redundância pois nenhuma fórmula é repetida; 
0 a utilização de ponteiros permite que se trabalhe com estruturas de dados eficientes; 
0 nenhuma pesquisa não-necessária é executada: as conexões formam o mínimo de 
interpretações exigidas para que se proceda a verificação; 
o a complexidade é reduzida: não há necessidade de várias árvores de prova, a árvore 
sintática Ap é a estrutura única sobre a qual é realizado o procedimento de cálculo. 
3.11 A obtenção de modelos no caso atemporal 
Nesta seção descreve-se o procedimento desenvolvido para a obtenção dos modelos de 
uma teoria I` , que tem por base o método das conexões e emprega para estruturas de dados 
os hcubo e os Hcuboset. 
As etapas seguidas são: 
1. construção da árvore sintática Ap da teoria F; a raiz de .Ap é formada pela conjunção 
de todos os axiomas de F; 
2. propagação da raiz para as folhas (top-down) da polaridade e dos tipos - primário, 
secundário - de todas as sub-fórmulas que compõem a teoria; para tanto emprega-se 
um procedimento recursivo cujo esquema básico é apresentado no anexo E; 
3. propagação das folhas à. raiz (bottom-up) dos conjuntos de átomos (“pontos”) que sa.- 
tisfazem cada sub-fórmula, utilizando as operações básicas definidas sobre os hcubo e 
Hcuboset; uma descrição resumida desde procedimento é apresentada no anexo E; 
4. o Hcuboset associado à raiz da teoria é a representação compacta de M
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Salienta-se que, apesar do cálculo ser feito por extensão - com a. geração direta de todos 
os modelos - a representação compacta fornecida pelos hcubo e Hcuboset permite que 
se obtenha um procedimento computacionalmente aceitável para o mesmo. 
Exemplo 3.11.1 Sejam as fórmulas do exemplo 3.1.1 (A = (a b c d), Da = Db = {0 12}, 
Dc = 9,1 ={01}): 
F1 ={ a{01}/\ b{12}-› c{0}, (a{2} /\ ¬b{1}-› c{0}) -› d{0}, 
a{l}/\c{1}-›d{1}, a{2}/\c{1}-›b{1}Vd{1}, ' 
¬(a{0 2} A b{01}/\ d{0}) } 
A figura 3.26 apresenta a árvore sintática deste conjunto de fórmulas. Nesta árvore as 
polaridades e tipos são propagados da raiz para as folhas. « 
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Figura 3.26: Árvore sintática, polaridades e tipos associados a I`¡ 
Em seguida os Hcuboset que representam os modelos que satisfazem cada sub-fórmula 
de F1 são calculados. Para as fórmulas atômicas este cálculo é direto, de acordo com a 
semântica da lógica correspondente. Para as fórmulas de tipo primário oz o Hcuboset as- 
sociado corresponde a interseção dos Hcuboset das suas fórmulas filhas; para as fórmulas 
de tipo 5 a união dos Hcuboset é empregada. 
A figura 3.27 apresenta estes elementos; o Hcuboset associado a raiz de Ap, traduz 
os modelos desta teoria.
fórm. COI1. PO l. tl t2 Hcuboset 
f0 O Í121' 10121' 101110111 1 
fl O Í10 1 21 101' 10 11 10 111 1 
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Figura 3.27: Conjuntos de hipercubos associados às fórmulas de I`1
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Exemplo 3.11.2 Seja a teoria paraconsistente F2 apresentada no exemplo 3.4.1. A se- 
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Figura 3.28: Árvore sintática associada a (a : 1) /\ (c : ,u3) -› (c : pg) 
Os Hcuboset associados a estas fórmulas são indicados na figura 3.29. 
3.12 A obtenção de modelos no caso temporal 
3.12.1 O método 
De forma geral a obtenção dos modelos de uma teoria temporal F pode ser feita da 
seguinte forma: 
1. as fórmulas de l` são particionadas em dois conjuntos: fp (fórmulas sobre o passado) 
e l¬p (fórmulas sobre 0 futuro); esta partiçao é possível pela introdução de atributos 
auxiliares; 
2. o conjunto l¬p é transformado em um SDR de atraso unitário; 
f0 ' ' 51 
| 
{l{0}{J-01T}{i/11/12113/112T}l} 
fl ' 0 - 52 
l 
{Í{Ú1}{-L0ÍTl{-Lfliflz/1i2}]} 




1 - flz {Í{01}{i01T}{#zu1zT}]} 
` Í4 _* 1 Ú ' lllolli-01Til-l-l11#2#3l112Tll 
l{1}{l01T}{l/11/1z#1zT}l} 
H fórm. Í] con. I pol. | tl | t2 I Hcuboset H 
E H
0 
Figura 3.29: Conjuntos de hipercubos associados as sub-fórmulas de 
(a:1)/\(c:,u3)-›(c:,uz)
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3. o SFE associado a este SDR é então obtido, na forma de um grafo QP, como já. visto 
anteriormente: 
o os nós sao os modelos da teoria Pp; 
ø as arestas são construídas a partir da equação de estado, mantendo-se a con- 
sistência da evolução: assim se no SDR tem-se b = a$l e se em mo o valor de 
a é v, haverá uma aresta entre mo e mk sse o valor de b em mk for também 
U; neste caso a equação de estado é suposta verificada por construção, devido a 
propagação de valor representada por b = a$l; 
as trajetórias deste SDR descrevem os modelos de Pp; 
4. a satisfação das fórmulas de F1: é em seguida verificada sobre 0 grafo gp, considerado 
como um sistema a número finito de estados (SFE); a parte do grafo que não satisfaz 
estas fórmulas é eliminada de Çp: o resultado é um subgrafo que traduz conveniente- 
mente os modelos temporais de F. . 
A metodologia acima descrita também pode ser empregada para SDR com outros tipos 
de equação de estado, desde que se garanta a satisfação da mesma ã cada evolução. O grafo 
obtido também pode servir de base ã construção de um transdutor de comportamento 
entrada / saída equivalente ao sistema. 
A próxima seção se concentra no último passo desta seqüência, i.e. na satisfação das 
fórmulas temporais que envolvem o futuro. O enfoque aqui utilizado emprega a geração 
explícita do S F E associado a teoria temporal, e os procedimentos de verificação se baseiam 
em algoritmos oriundos da teoria dos grafos. 
Outros enfoques são encontrados na literatura: em especial no sistema MEC [CRUBILLE 
cada operador temporal está associado a um conjunto de equações sobre as quais se calcula 
um ponto fixo [ARNOLD 90], [VERNADAT 86]. O procedimento de cálculo é recursivo, 
tendo como base os valores de w,x¡.¬ e waxp, e se justifica devido à, monotonicidade dos 
operadores envolvidos [AUDUREAU 891. A utilização deste enfoque alternativo dentro do 
formalismo apresentado neste trabalho também é possível (ver [KAESTNER 92a]). 
3.12.2 Construção do grafo de evolução e satisfação das fórmulas 
temporais 
O primeiro passo consiste na geração explícita do grafo de evolução Çp; a verificação da 
satisfação das fórmulas temporais será feita em seguida sobre esta estrutura. 
O enfoque é similar ao empregado na linguagem CSML [CLARKE 91]. O grafo é tratado 
como uma estrutura de Kripke da teoria temporal, de forma que se denominará. um modelo 
atemporal (um nó w E gp) de mundo. A cada mundo w está associado um conjunto 
de sucessores (S'uc(w)) e um conjunto de predecessores (Pre(w)), segundo a relação de 
acessibilidade determinada pela equação de estado. 
De forma similar ao caso atemporal, é possível se associar a cada subfórmula F da árvore 
sintática de I`¡.¬ o conjunto de mundos w¡.¬ que a satisfazem. 
A definição das polaridades e tipos para os conectivos temporais (sX , aX , 
sF, aF, sG, aG) é direta: toda fórmula com estes conectivos tem a mesma polaridade da
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fórmula pai e o seu tipo primário é definido como sendo 7, que indica ser o conectivo do 
tipo temporal. Da. mesma forma. o tipo secundário de uma fórmula filha destas fórmulas é 
definido como sendo 'y¡. O cálculo dos mundos que satisfazem a fórmula é feito em função 
do conectivo temporal, segundo a definição de satisfação apresentada a seguir. 
Se F e G são fórmulas, a satisfação é definida da seguinte forma: 
o Para as fórmulas atemporais: 
1. w¬¡:~ = (nós(Q¡¬) \ wp); 
2- w1‹¬/tc = w1‹¬ fl wc; 
3- w1‹¬vc; = wi-¬ U wc; 
4- w1‹¬-.G = w¬FvGš 
o e para as fórmulas temporais: 
1. w,x¡.¬ = {w' G nós(Ç¡¬) 
| 
w'Rw e w E w¡.¬}; 
2. w,p¡.¬ = {w' G nós(Ç¡¬) 
| 
não há componente fortemente conexa de (gp \ wp) que 
pode ser atingida a partir de w' }; 
3. wapp = {w' 6 nós(Qp) 
I 
todo caminho que sai de w' não atinge nenhuma 
componente fortemente conexa de (Çp \ wp) 
Os algoritmos utilizados para as fórmulas temporais são apresentados no anexo F. Eles 
são semelhantes aos utilizados em [AHO 74], para o cálculo das componentes conexas de um grafo e para se encontrar o fechamento transitivo de uma relação. 
Exemplo 3.12.1 Seja a teoria apresentada no exemplo 3.8.4. A árvore sintática para 
l`¡.¬ ={ a{1} /\ sFb{1} A c{1} V aXd{0} } 
é apresentada na figura 3.30. As polaridades e tipos são propagados. Em seguida os mundos 
nos quais cada subfórmula é satisfeita são calculados de acordo com o método previamente 
apresentado, com base no SFE mostrado à. figura 3.21. 
Outrossim, a verificazção de condições temporais dadas por autômatos atuando sobre o 
futuro é possível, desde que se empreguem mecanismos de busca no grafo gp. 
Caso estas condições sejam dadas por autômatos finitos ordinários sobre prefixos dos 
w,,-ramos, pode-se observar que um autômato ordinário de n estados aceita uma linguagem 
não vazia se e somente se aceita uma palavra de comprimento m < n [HOPCROFT 69]; 
como é possível se encontrar todos os caminhos de comprimento n no grafo gp, a verificação 
destas condições é sempre decidível. 
Lembrando que uma condição temporal representa um operador d n-ário sobre as n- 
fórmulas que compõem a sua entrada, o mesmo procedimento descrito para os operadores 
temporais usuais pode ser empregado: o nó da árvore sintática correspondente à. subfórmula 
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Figura 3.30: Árvore sintêítica, polaridades e tipos para l`¡.¬ 
_. 3.13 Conclusao 
Neste capítulo foi desenvolvido o formalismo matemático que fundamenta a construção 
de SBCTR segundo a proposta. 
Considera-se que a evolução de um SBCTR reativo que segue o enfoque síncrono 
pode ser convenientemente traduzida por meio do cálculo de modelos da teoria lógica que 
compõem a Base de Conhecimentos do sistema (constituída por fórmulas lógicas), e pela 
definição de atributos de entrada e saída. Este tratamento exaustivo é coerente com as 
necessidades de determinismo, reatividade e garantia de resposta desejados neste tipo de 
sistema. 
Assim o formalismo se baseia na definição de uma lógica temporal, com destaque para 
as seguintes caracteristicas: 
o consideração dos problemas de inconsistência e incompletude nos conjuntos de regras, 
pelo tratamento paraconsistente dado ã lógica; 
o estrutura temporal linear em relação ao passado e arborescente em relação ao futuro; 
o aumento de expressividade da lógica pela utilização de condições temporais complexas 
«geradas com o auxílio de autômatos (para o passado linear); 
o possibilidade de verificação de condições temporais sobre o futuro (0 que permite a 
análise de propriedades); e 
o inclusão natural dentro do formalismo de funções e sistemas dinâmicos qualitativos.
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Quanto à implementação, mostrou-se que de maneira geral é possível a obtenção dos 
modelos da teoria lógica em questão como trajetórias (a solução) de um Sistema Dinâmico 
sujeito a Restrições, que possui a equação de estado sob a forma de um atraso unitário 
(máquina de Huflmann). Este procedimento é coerente com a geração de códigos de 
execução compactos e deterministas, como ocorre nas demais linguagens sincronas. 
Finalmente foram apresentados os procedimentos utilizados para o cálculo de modelos 
dentro do formalismo anteriormente apresentado. Empregam-se procedimentos fundamen- 
tados no método das conexões de Wallen e Bibel, que trabalham basicamente sobre a 
árvore sintãtica da teoria em questão. Os algoritmos apresentados também se baseiam em 




Uma proposta de Sistema Baseado 
em Regras para aplicaçoes 
Tempo-Real 
Como apresentado no capítulo 2, as linguagens síncronas fornecem uma nova aborda- 
gem para o tratamento de STR, na direção do atendimento aos requisitos de previsibilidade, 
correção temporal e reatividade exigidos por estes sistemas. O enfoque síncrono apresenta 
ainda outras vantagens, tais como o tratamento explícito do tempo, a facilidade de veri- 
ficação, etc. 
Este capítulo trata da especificação de um núcleo para a geração de SBCTR que visa 
incorporar os resultados e as vantagens provenientes da utilização da abordagem síncrona 
nos sistemas de IA, a partir do formalismo definido no capítulo anterior. 
Inicialmente apresenta-se uma visão geral da metodologia proposta, na qual estão envol- 
vidas duas etapas: a primeira de desenvolvimento, que inclui as atividades de descrição do 
problema e de verificação de propriedades tempo-real do sistema, e a segunda de operação, 
que considera a atuação definiva do SBCTR frente ao ambiente. 
A representação do conhecimento no sistema se apresenta na forma de um conjunto 
de módulos interconectados, cada módulo sendo construído de acordo com o paradigma 
“Sistema Baseado em Regras”. Uma descrição suscinta da linguagem de descrição proposta 
é apresentada. 
A fim de permitir a efetiva aplicação do formalismo considera-se a definição de um 
procedimento, que será denominado genericamente “compilação”, cuja função é produzir, a 
partir da linguagem de entrada do sistema, um código executável na forma de um autômato. 
A geração deste autômato, além de assegurar o determinismo e a reatividade desejados, 
permite a verificação do atendimento da “hipótese do sincronismo”, que é fundamental 
para a correta aplicação do enfoque proposto. 
Finalmente a utilização prevista para este sistema é ilustrada através de um exemplo, 
que trata da supervisão e auxílio à. condução e de um processo industrial.
` 
4.1 A metodologia de desenvolvimento proposta 
O formalismo descrito no capítulo anterior foi fundamentado na hipótese de que a cons- 




0 Na etapa de desenvolvimento exploram-se os recursos disponíveis (a. nível de repre~ 
sentação do conhecimento, mecanismos de inferência, etc) - para se encontrar a es- 
tratégia que deve ser usada na etapa de operação, assegurando que sejam obtidas as 
melhores respostas possíveis dentro das restrições temporais impostas. 
0 Na etapa de operação, o mecanismo obtido deve reagir as solicitações do ambiente de 
forma determinista no que se refere ao comportamento funcional e temporal. 
Neste trabalho será. apresentada apenas a etapa de desenvolvimento, pois é nela que 
se determina efetivamente o atendimento aos requisitos funcionais e temporais impostos. 
Quando se considera que a resposta é satisfatória, 0 código executável gerado pode ser 
empregado na operação contínua com o ambiente, enquanto persistirem mesmas condições 
de funcionamento. ' 
Esta etapa envolve a descrição ou especificação do problema, feita neste caso com o 
auxílio de uma linguagem modular de representação do conhecimento, que pode inclusive 
expressar as propriedades tempo-real desejadas do sistema; isto garante o seu atendimento 
para toda situação prevista de funcionamento. 
Um processo de compilação é o responsavel pela geração do código a partir desta lin- 
guagem, cujo produto final pode ser diretamente utilizado na etapa de operação. 
4.2 A representaçao das especificaçoes do problema 
Propõe-se que a descrição de um problema seja feita de forma modular, com base nos 
seguintes princípios: 
0 o uso extensivo de módulos, cada um dos quais representando um componente cogni- 
tivo do sistema; 
o em cada módulo, este conhecimento é representado por meio de um conjunto de regras; 
o o funcionamento conjunto dos módulos é obtido a partir de uma operação de com- 
posição dos módulos. 
O sistema total é o resultado da composição dos módulos representados por meio de 
Sistemas Dinâmicos sujeitos a Restrições (SDR). Outrossim, além de facilitar a concepção, 
esta modularizazção vem em resposta a outra questão que surge quando se adota um pro- 
cedimento exaustivo de geração de autômato como o proposto: o problema da “explosão 
combinatória”, que é inerente a este tipo de cálculo. 
Por outro lado a adoção do paradigma “Sistema Baseado em Regras” (SBR), como 
elemento principal de representação do conhecimento, se justifica diretamente por duas 
razões: 
1. em primeiro lugar este paradigma é adequado para a descrição das heurísticas e regras 
de conduta comumente utilizadas nos sistemas que compõem as áreas de aplicação 
visadas por este trabalho [MOORE 90], [LAFFEY 88];
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2. em segundo lugar é o paradigma que melhor se adapta ao formalismo matemático 
proposto, pois cada conjunto de regras fornecido pode ser traduzido imediatamente em 
uma teoria lógica correspondente. Neste caso os modelos obtidos pelos procedimentos 
descritos anteriormente correspondem exatamente à. uma análise exaustiva de todas 
as entradas possíveis do sistema e ao fornecimento das saídas correspondentes, a partir 
da aplicação simultânea de todas as regras que compõem a teoria em questão.
1 
Cabe ressaltar que, apesar do uso deste paradigma, o ciclo de inferência ocorre de forma 
substancialmente diferente da maioria dos SBR, procurando ser consistente como princípio 
de funcionamento dos Sistemas Reativos: 
0 Todas as regras sao simultaneamente aplicadas, a partir dos valores dos atributos de 
entrada. ' 
o Não há qualquer estrutura especial para o armazenamento dos dados entre cada passo 
da inferência, (como e.g. memória de trabalho). Os únicos elementos que permitem 
o armazenamento do estado do sistema são os atributos do tipo atraso ($1) e as 
condições temporais. 
4.2.1 Os princípios da modularização e da composição de módulos 
A hipótese subjacente à. modularização é que um sistema pode ser particionado em 
vários módulos que, interconectados, permitem a resolução do problema. Neste contexto 
considera-se que cada módulo Mm que compõe o sistema foi obtido com base no formalismo 
exposto no capítulo anterior, i.e., forma um SDR sobre um conjunto de atributos Am. 
Considera-se também que estes conjuntos de atributos fazem parte de um conjunto global 
de atributos A = Um Am. 
Composiçao de SDR 
Na discussão que segue se considera, sem perda de generalidade, o caso de dois módulos. 
Sejam dois SDR M e N dados pelas equações abaixo, definidos sobre os conjuntos de 
atributos A e B,e sejam os subconjuntos U,X,Y C A e V, Z,W C B, de atributos de 
entrada, estado e saída respectivamente: 
{ 
Xz'+1 = fi ' " N Zz'+1 =f2(Zz'›Vz'› 
zzq 
.Í'< M: (X . 
h1(Xz'›Uz'›Y‹°) = h2(Z‹, Vi, Wf) = 0 
As seguintes considerações podem ser feitas sobre o relacionamento existente entre estes 
módulos: 
o deve-se ter sempre Yfi W = (Ô, pois cada atributo em saída deve ser definido de forma 
única; 
O da mesma forma sempre X O Z = 0, pois os estados dos módulos devem ser indepen- 
dentes; 
o é admitido o caso em que U F`| V ¢ (Z): neste caso parte da entrada é comum aos dois 
módulos, que atuam em paralelo em relação a estas entradas; e finalmente
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o também é admitido o caso onde Y O V =,1É Ú, que ocorre quando os sistemas operam 
em série em relação a estes atributos comuns. 
Os relacionamentos acima descritos podem ser formalizados através da seguinte de- 
finição: 
Definição 4.2.1 (COMPOSIÇAO DE SDR) O sistema composto de M e N, denotado 
por M o N (ver figura 4.1) tem como estados X U Z, como entrada U U (V \ Y) e como 
saída W U (Y \ V), e suas equações podem ser obtidas da seguinte forma: V 
0 a equação de estado de M o N é obtida diretamente por justaposição das equações de 
estado de M e de N; 
o a restrição de M o N é a justaposição das restrições de M e N. 
Os atributos y G Y O V são denominados conexões entre os módulos M e N. Quando Y PI V 75 (ll a definição acima permanece válida; entretanto neste caso escrever-se-ã M -< N, 
ao invés de M o N, de forma a salientar a dependência relativa de aplicação dos módulos.
E ç wN 
Figura 4.1: Forma geral da composição entre dois SDR 
Nesta definição a interconexão entre os módulos foi proporcionada por atributos de 
mesmo nome presentes nestes módulos. Esta consideração equivale a adoção da “hipótese 
de unicidade de nomes” , como se emprega nos formalismos de Bases de Dados [THAYSE 89]. 
De modo alternativo, se M e N são sistemas dinâmicos independentes, i.e. quando se 
tem Y ñ V = 0 = U F) V, é possível realizar a sua composição desde que existam equações 
escalares do tipo y = v (para as conexões em série) ou u = v (para as conexões em paralelo), 
que serão adicionadas a h1(X,~, U.-, Y,~) = 0 e a hz(Z,-, VÊ, = O para formar a restrição 
de M o N. Supõe-se que os domínios dos atributos mencionados em uma conexão são os 
mesmos (por exemplo 7;, = 71,). Quando isto não ocorre uma função qualitativa pode ser 
utilizada para compatibilizar os domínios - por exemplo, para compatibilizar y e v basta se 
usar um atributo auxiliar y' de domínio 71,, a equação v = y' , e uma função qualitativa ƒq 
tal que 1/'= fq (11)-
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Compromisso explosão combinatória x tempo de reação na composição de módulos 
Sejam M e N módulos sobre conjuntos de atributos A = . .a,~ . . e B = . . bj . . .), e FM e FN as teorias correspondentes. O número de modelos máximo de cada um deste módulos fica limitado respectivamente por max M(I`M) = H, ||a,~|| e max M(I`N) = H, Considerando a aplicação em seqüência dos módulos, i.e., a execução de M seguida da 
execução de N, apenas o cálculo de modelos acima indicado é necessário. O sistema global 
resultante da composição teria no caso de módulos independentes um número máximo de 
modelos M(l`M) + M(l`¡v). Outrossim cada ligação entre M e N só pode reduzir ainda 
mais o número de modelos, pois introduz uma nova restrição ao sistema. 
De modo alternativo, pode-se mostrar que se o sistema fosse considerado globalmente, 
i.e., sobre o conjunto de atributos AUB, o número de modelos ficaria limitado a max M(l`MUN) = 
H, ||a,~|| × H, Hb,-||, valor muito superior ao indicado anteriormente. ` Em contraposição, quanto ao tempo de reação, considerando que os transdutores cor- 
respondentes a M e N têm tempos de transição maximal tM e t N respectivamente, 0 tempo 
de reação do sistema composto será uma função linear de tM e de tN, e pode ser superior 
ao tempo de transição do sistema considerado de forma global. 
Conclui-se que o menor número de modelos obtido pela divisão do sistema em módulos 
e sua composição é compensado por uma perda em termos de tempo de reação, quando da 
aplicação sucessiva dos autômatos obtidos para cada módulo. Como o principal problema 
envolvido é a redução do número de modelos a calcular, o uso da modularização se justifica 
não apenas como instrumento metodológico de desenvolvimento, mas como um elemento 
de efetivo auxílio ã implementação do sistema. 
Ciclo de causalidade 
A aplicação irrestrita da composição pode gerar problemas, por exemplo quando um SDR necessita para seu funcionamento de uma entrada cujo cálculo depende de sua saída 
no mesmo instante. Neste caso ocorre um ciclo de causalidade. O resultado a seguir 
estabelece uma condição suficiente para que o problema não ocorra: 
Proposição 4.2.1 Sejam M e N módulos de um mesmo sistema, e a relação -< sobre estes 
módulos. Se o fechamento reflexivo e transitivo -<' de -‹ é uma relação de ordem (parcial), 
i.e. se verifica a propriedade antisimétrica, o sistema não contém ciclo de causalidade. 
Neste caso a execução do sistema pode ser feita também de forma progressiva, de acordo com a ordem induzida por <'. Como já mencionado anteriormente, a execução parcial e 
sucessiva dos módulos permite, embora com perda de eficiência, um ganho substancial em 
termos do tamanho do espaço de estados do problema global. O tempo de reação global do 
sistema permanece determinista. Com efeito, a partir do tempo máximo de reação de cada 
módulo e da topologia das conexões é possível se determinar o tempo máximo de reação do 
sistema global. 
Quando se considera os SDR sob a forma de sistemas de transições (ver 3.8.2), o 
procedimento de composição acima descrito pode ser visto como um produto síncrono [ARNOLD 90]. Neste tipo de produto as transições do produto síncrono são obtidas como um subconjunto dos pares de transições dos autômatos componentes, só sendo admitidos
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os pares que representam conexões válidas entre os módulos. De maneira similar, conside- 
rando os cálculos de processos (e.g. CSP [HOARE 78], CCS [MILNER 89]) a operação 
de composição pode ser vista como uma comunicação do tipo rendez-vous feita sobre um 
canal de comunicação 1. O sistema global é sempre considerado totalmente síncrono, i.e. 
os processos evoluem à. mesma velocidade. 
4.2.2 A linguagem de representação proposta 
Como anteriormente mencionado, para representar um problema propõe-se a utilização 
de uma linguagem fundamentada em módulos compostos de conjuntos de regras, cuja des- 
crição informal (sintãtica e semântica) se apresenta a seguir. 
Esta linguagem contém as características de modularidade, representação do conheci- 
mento por meio de regras equivalentes a fórmulas lógicas, operadores temporais e repre- 
sentação de equações qualitativas, conforme o que foi exposto no ítem anterior e no capitulo 
3. 
Os comandos podem ser divididos, segundo suas características funcionais, nos seguintes 
grupos: 
o Definição dos módulos e interconexão. 
O comando MODULE determina o escopo de um módulo; seus atributos de entrada e 
saída são respectivamente determinados pelos comandos INPUTS e DUTPUTS. 
A conexão entre os módulos é feita automaticamente por atributos de mesmo nome; no 
entanto uma contrução de conexão LINK também está. prevista, permitindo a ligação 
entre atributos de nomes diferentes. 
o Representação do conhecimento: 
- Construções clássicas: 
São compostas basicamente por regras, que dao origem às fórmulas na teoria 
lógica correspondente. 
A principal construção é (RULE <nome> IF <fórmu1a> THEN <:fórmula>), que 
corresponde a uma implicação material. 
Construções similares correspondentes aos outros conectivos definidos no forma- 
lismo podem ser incluídos, tais como (RULE <nome> (IF <fórmula› ONLY-IF 
<fórmula>)), (RULE <nome> (<fórmu1a> AND <fórmula>)), etc. 
- Construçoes temporais: 
Nesta categoria se enquadram: (a) o atraso unitário; (b) os operadores e quan- 
tificadores temporais; e (c) as condições temporais descritas com o auxílio de 
autômatos. 
- O atraso unitário de um atributo a é indicado por a$1 ; ele indica o valor deste 
atributo no instante imediatamente anterior. 
*Uma descrição seguindo esta linha pode ser encontrada em [OSTROFF 89] (CSP, [HOARE 781) ou [ARNOLD 90] (CCS, [MILNER 89]).
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Operadores e quantificadores temporais são incluídos de maneira similar às re- 
gras,comoe.g. (RULE <nome> (PAST <fórmula>)),ou (RULE <nome> (ALL-NEXT 
<fórmula>) ) . 
O sistema prevê a implementação de um conjunto inicial de condições tempo- 
rais descritas por autômatos, como e.g. BEFORE (P, Q) (P ocorre antes da 
ocorrência de Q), ONCE-AFTER (P, Q) (P ocorre ao menos uma vez após a 
ocorrência de Q), etc. Contadores também estão disponíveis, como e. g. # DURING 
que conta o número de ocorrências de F enquanto G é verdadeiro, e que pode ser 
utilizada em expressões do tipo (# F DURING G LT 3) 2. 
Além disto, qualquer módulo implementado no sistema poderá, desde que sejam 
atendidas as restrições de chamada e que a saída seja booleana., ser posterior- 
mente utilizado como condição temporal. - 
Construçoes para tratamento qualitativo: 
Propõe-se a existência de comandos para a definição de funções e sistemas 
dinâmicos qualitativos, e para indicar restrições sobre a evolução de variaveis 
qualitativas. 
Em particular, o comando QUALITATIVE-EQUATION indica a ocorrência de uma 
equação, função ou sistema dinâmico qualitativo; 
DOMAIN-CONTINUITY-RESTRICTI UN e DERIVATIVE-RESTRICTI ON, indicam restrições 
sobre as possíveis evoluções do sistema; estes últimos comandos só poderão ser 
aplicados sobre domínios específicos. 
De forma similar às condições temporais, poder-se-á. utilizar um módulo qualquer 
previamente implementado no sistema como um sistema dinâmico qualitativo. 
Ações externas: 
O comando ACTION permite a execução de procedimentos externos aí estando in-
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cluídas as açoes de entrada e saída. 
Outras declaraçoes: 
Facilidades de representação, tais como abreviações sintáticas, etc. 
O comando DIMENSIUN é utilizado para definir um atributo de tipo vetorial, cujos 
elementos podem ser acessados pelo índice correspondente, como na expressão 
sensor [2]. 
Construções auxiliares, por exemplo para a declaração INITIAL permite a fixação 
dos valores iniciais de atributos. 
Declarações sobre os domínios de atributos. Os comandos DOMAIN e LATTICE 
definem os dornínios de um atributo como sendo do tipo conjunto ou reticulado 
respectivamente; os reticulados utilizados mais freqüentemente poderão estar 
disponíveis sem necessidade de nova definição. 
O exemplo que será apresentado neste capítulo ilustra a utilização destes comandos. O 
anexo E apresenta uma proposta preliminar de sintaxe para a linguagem de entrada. 
2A s principais condições temporais previstas para o sistema são indicadas no anexo E.
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4.3 O procedimento de compilação 
Descrevem-se a seguir os principais passos a serem seguidos para a. geração efetiva do mecanismo de execução de um Sistema Baseado no Conhecimento para aplicações Tempo- 
Real, a partir da linguagem de entrada apresentada anteriormente. O principal procedimento envolvido é o cálculo de modelos da teoria obtida a partir das 
regras que compõem cada módulo, segundo os algoritmos 'descritos no capítulo anterior, - d . - e a geraçao e um automato para a execuçao. Como será. visto no próximo item, este d. bé - proce imento tam m permite a verificação de propriedades tempo-real sobre o sistema em 
desenvolvimento. 
O compilador deve executar os seguintes passos: 
P ~ o ara cada módulo que compoem o sistema: 
determinação dos atributos de entrada, de saída e de estado utilizados no módulo; 
os atributos de entrada e de saída são diretamente indicados pelo programador 
através dos comandos INPUTS e OUTPUTS, enquanto que os atributos de estado 
estão presentes nas expressões de atraso unitário ( a$1 ); 
geração de todas as instâncias das regras, pela eliminação das abreviações sintáticas 
existentes; de forma geral estas abreviações se referem aos atributos vetoriais in- 
dicados na declaração DIMENSION; 
construção de um dicionario que inclui os atributos e seus domínios codificados; 
estes domínios podem também ser formados por reticulados dependendo da uti- 
lização de um formalismo paraconsistente, e servem de base para a tradução das 
regras ã sua forma lógica equivalente; 
criação de uma estrutura para conversão dos valores dos atributos para seus 
domínios codificados, a partir do dicionario obtido no item anterior; esta estru- 
tura é utilizada posteriormente na etapa de operação, e pode ser otimizada de 
acordo com o tipo do atributo em questão; para atributos simbólicos o uso de 
tabelas de hashíng são convenientes; já para atributos que estão envolvidos na 
comparação com valores numéricos, árvores de decisão podem ser empregadas; 
conversão das regras de comportamento do sistema (fornecidas pelo especialista, 
na linguagem de entrada) sob sua forma lógica equivalente; esta tradução decorre 
imediatamente da sintaxe da regra e do dicionario de atributos e domínios; 
conversão análoga para as funções e sistemas dinâmicos qualitativos que compõem 
o módulo; também é utilizado o dicionário de atributos e domínios; 
identificação, análise e armazenamento das condições temporais utilizadas; o 
sistema deve prover um conjunto básico formado pelas condições temporais mais 
freqüentes, além de permitir a definição de novas condições; 
cálculo dos modelos da teoria formada pelas regras, de acordo com o forma- 
lismo proposto; conforme o que foi apresentado no capítulo anterior, esta tarefa 
envolve: 
- a separação da teoria formada pelas regras em suas partes atemporal e tem- 
poral (futuro);
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- o cálculo dos modelos correspondentes à. parte atemporal, segundo a noção de satisfação da lógica adotada; 
- a determinação da equação de evolução e geração do SF E correspondente ao módulo; a equação de evolução se obtém diretamente dos atributos de 
estado; 
- a verificaçao das parte temporal da teoria ,que compõe o módulo, com a 
restrição do S F E à. parte que satisfaz as fórmulas correspondentes; e - a construção de um autômato (transdutor) a partir do SF E definitivo. 
8. determinação do tempo de transição maximal do autômato obtido; este tempo 
será utilizado na verificação de satisfação da hipótese do sincronismo pelo sis- 
tema. 
o Para a composição de módulos: 
1. determinação dos atributos de conexão entre os módulos, e analise das ligações, 
se for o caso; 
2. estabelecimento definitivo da ordem de execução dos módulos, de acordo com as 
relações o e -< identificadas a partir das conexões; 
3. análise de ciclos de causalidade, conforme o que foi exposto anteriormente; 
4. criação de uma estrutura para a execução do sistema composto; esta estrutura 
basicamente tem a função de indicar a ordem de execução dos autômatos obtidos 
a partir dos módulos; evidentemente a aplicaçao sucessiva de autômatos equivale 
ã execução de um único autômato equivalente [LEWIS 8l]. 
5. determinação do tempo efetivo de transição do sistema global, a partir dos tem- 
pos de transição de cada módulo e da topologia das conexões; isto permite a 
verificação definitiva do atendimento da hipótese do sincronismo pelo sistema 
global. 
A estrutura composta pelo conjunto de autômatos que compõem os módulos do sistema pode ser enfim utilizada para a interação definitiva do sistema para com o ambiente. 
4.4 Verificação de propriedades 
Uma das etapas mais importantes no desenvolvimento de um sistema é a de verificação, 
cujo objetivo é provar a correção e o atendimento ã especificação desejada. No caso dos STR é de particular importância a análise das especificações referentes ao comportamento 
temporal. 
Entre os métodos de análise desenvolvidos, destacam-se [VERNADAT 86]: 
o A validação por simulação, que tem por base a verificação das propriedades requeridas 
sobre certas seqüências de funcionamento do sistema. A simulação efetua uma análise 
apenas parcial, e portanto de pouco interesse para o tipo de sistema considerado. 
o A verificação formal, onde o sistema é analisado em termos de propriedades reque- 
ridas sobre o conjunto formalizado de seus comportamentos. Embora mais segura
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e completa, exige a. descrição formalizada do sistema e das especificações, e está li- mitada pelo fenômeno da “explosão combinatória”: em muitos casos os sistemas a verificar são muito complexos para que se torne viável proceder a análise exaustiva de seus comportamentos. 
Geralmente em um sistema quando se pretende realizar a verificação são assumidas duas descrições de comportamento: uma oriunda da implementação, que descreve o sistema propriamente dito, e outra proveniente da especificação desejada ou de referência, que no caso dos S' TR descreve principalmente os requisitos temporais do sistema [ALUR 91a]. Nos métodos de verificação ditos homogêneos, as duas descrições são feitas no mesmo 
formalismo; nos métodos heterogéneos formalismos diferentes são utilizados. O formalismo apresentado no capítulo anterior permite que sejam diretamente codifi- 
cadas na linguagem proposta as propriedades tempo-real a serem satisfeitas pelo sistema, por dois motivos: 
0 o sistema já se encontra devidamente formalizado, pois a representação do conheci- mento é feita a partir de teorias lógicas; e 
0 um dos mecanismos mais empregados para a verificação formal está fundamentado 
na satisfação de fórmulas temporais, que normalmente se referem ao comportamento 
futuro do sistema [VERNADAT 86], [ARNOLD 90]; o formalismo proposto permite 
justamente a inclusão direta deste tipo de fórmula. 
4.4.1 Propriedades de um Sistema Tempo-Real 
De forma resumida as propriedades de um STR podem ser classificadas em três catego- 
rias: 
1. vivacidade: questiona se qualquer execução do sistema permitirá. que se atinja um determinado estado w; propriedades deste tipo podem ser traduzidas, de uma maneira 
geral, por fórmulas temporais como I -› aF J ou I -› sF J, onde I e J são fórmulas 
atemporais quaisquer; 
2. invariáncia: questiona se em todas as execuções possíveis do sistema determinada 
propriedade é conservada; tais propriedades se traduzem por fórmulas temporais como I-›aGJouI-›sGJ;e 
3. eqüidade: questiona se todo estado possível no sistema será efetivamente alcançado; 
se w é um estado futuro potencial do sistema, i.e., pode ocorrer em todas as execuções 
futuras, entao ele ocorrerá infinitamente; este tipo de propriedade não pode ser tra- 
duzida diretamente na lógica apresentada. 
Uma propriedade de eqüidade pode ser expressa admitindo-se que os operadores tempo- 
rais tumbém possam ser aplicados sobre w-ramos (lógica C' TL' para o futuro [AUDUREAU 89]) Contudo o uso desta lógica ocasiona um salto na complexidade dos algoritmos de avaliação, que passam de uma complexidade linear a um problema P-espaço completo [AUDUREAU 89]. Outra possibilidade é a. consideração de restrições sobre o conjunto de estados que compõem 
os w-ramos sobre os quais se verifica a satisfação das fórmulas. Dado um conjunto S' de
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estados, um w-ramo r é dito S-eqüível se pelo menos um estado de S aparece em r in- 
finitamente. A verificação de uma fórmula neste caso seria feita considerando apenas os 
w-ramos eqiiíveis em relação a S. A vantagem do uso deste método é que a complexidade 
de avaliação permanece linear [AUDUREAU 89]. 
As condições temporais mais freqüentes utilizadas na verificação de propriedades tempo- 
real podem ser convenientemente traduzidas dentro do formalismo exposto, seja por fórmulas 
simples ou por meio de autômatos.
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Sao exemplos destas condiçoes: 
o be ƒore(F ): a condição é satisfeita antes da ocorrência de F, equivalendo portanto ã 
fórmula temporal H (¬F ); i 
o always-sz'nce(F, G): a condição é satisfeita se G ocorre (é satisfeita) em todos os 
instantes após a ocorrência de G; esta condição temporal pode ser traduzida pelo 
autôrnato visto anteriormente no exemplo 3.7.2. 
De forma análoga podem ser definidas outras condições, tais como before(F, G), after(F, G), 
.since(F, G), starts-at(F, G), starts-before(F,G), starts-after(F,G), once-after(F,G), 
once-since(F, G), always-after(F, G), always-sz'nce(F, G), always-from-to(F, G, H), e once- 
f rom-to(F , G, H ), além de condições que envolvem a contagem de ocorrência de sinais den- 
tro certo período temporal, como indicado na proposta de linguagem de entrada (ver 4.2.2 
e o anexo 
4.4.2 Proposta para a verificação de propriedades no sistema 
A verificação de propriedades tempo-real neste sistema é feita por checagem de modelos 
( “model checking ”), que consiste na representação de todos os possíveis comportamentos do 
sistema, e na verificação exaustiva das propriedades consideradas sobre esta representação 
[HALBWACHS 91]. Esta abordagem é compatível com o formalismo exposto, que se fun- 
damenta justamente no cálculo exaustivo de modelos. 
Desta forma a simples inclusão de propriedades a verificar como parte da descrição 
do problema permite garantir a sua satisfação; de acordo com os algoritmos descritos no 
capítulo anterior, 0 resultado final da compilação será então um sistema a número finito 
de estados (S F E ) validado, cujos modelos descrevem somente as evoluções do sistema que 
atendem às especificações. Desta forma pode-se dizer que implementação e verificação 
ocorrem de forma integrada na etapa de desenvolvimento. 
No caso da verificação da satisfação de uma propriedade que não foi incluída na espe- 
cificação original, o procedimento consiste em verificar a inexistência de modelos para a 
conjunção S /\ ¬P, sendo que S é o sistema obtido a partir da especificação original e que 
P a nova propriedade a ser verificada. Constata-se então que no contexto deste trabalho, 
uma abordagem homogênea também pode ser diretamente empregada para a verificação. 
Considerando que o tratamento lógico adotado é proposicional, e o número de estados 
é finito, podem ser utilizados nesta verificação procedimentos de decisão, cujo tratamento 
principal é algorítmico, não sendo necessários complexos sistemas de prova.
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No que diz respeito às condições temporais, como já. mencionado anteriormente (3.8.4), 
é possível avalia-las à parte pelo sistema, não interferindo diretamente sobre as restrições 
de evolução. Neste caso elas não têm participação no processo de verificação, agindo como 
entradas no sistema. 
De forma a auxiliar o rocesso de verific ão um mecanismo de abstra ão sobre o7 
formalismo ro osto foi desenvolvido. Este mecanismo ermite ue se utilize a enas aP 
parte do sistema efetivamente necessaria à verificação de determinada propriedade. 
4.4.3 Mecanismo de abstração proposto 
De modo informal, o termo abstraçao designa o mapeamento de uma representação de 
base de um problema (ground representation) para uma nova representação mais abstrata 
(abstract representation), que preserva algumas propriedades escolhidas do modelo inicial 
e é mais simples de manusear [GIUNCHIGLIA 89]. 
As propriedades a preservar devem ser tais que facilitem a solução do problema original, 
e a simplicidade de manuseio usualmente significa decidibilidade e menor complexidade. 
Abstraçao aplicada a PDA 
De modo geral, se LI¡ e .C2 são dois sistemas lógicos, considera‹se uma abstração como 
um mapeamento entre .C1 e Lg, que envolve as linguagens destes sistemas, seus teoremas 
e mecanismos de inferência. Considera‹se especialmente o caso em que .C2 é uma repre- 
sentação “mais abstrata” que .C1 - as TI-abstrações (Theorem .Íncreasíng abstractions) de 
[GIUNCHIGLIA 891. 
A definição abaixo particulariza esta noção para cálculo atemporal PDA: 
Definição 4.4.1 (ABSTRAÇÃO) Sejam PDA e PDAz cálculos definidos sobre os conjuntos 
de atributos A e A', tais que 2 Diz-se que PDAz é uma abstração de PDA se 
existem funções f =< fA,f,,, . .. > tais que: 
0 ƒA : A 7¿-› A' é uma função parcial injetiva; denotar-se-á. a' = fA(a); 
o para todo a G Domz'nio(fA) tem-se ||D,,|| 2 ||Daz||; 
0 a todo a G Domz'nio(fA) está. associada uma função sobrejetiva fa : Da -› Daz. 
Se D C Da, será. utilizada a notação f.,(D) para designar o conjunto D' C Da, tal que 
i' G D' sse i E D e ƒ,,(i) =i'. 
Sendo dada uma abstração, a toda teoria I` de PDA corresponde uma teoria “abstrata” 
F' de PDA/ da seguinte forma: 
1.« se F é uma fórmula atômica de PDA de polaridade p: 
o se ƒA(a) = a' então 
_ aIƒa(D!) se P :_ u+H _ 
{ alva, \ ƒ'a(zDa \ se P = ú‹__//
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o se fA(a) não está definida, 
I = «+11 
f<‹zD› = 
{ 0 22 z = .._,, 
2. se F é uma fórmula complexa, f(¬F) = ¬f(F), e f(F1-› F2) = ƒ(F1)-› f(F2). 
A correspondência imposta acima para as fórmulas que envolvem atributos não perten- 
centes a Imagem(ƒ,4), indica que estas fórmulas podem ser desprezadas na teoria abstrata, 
a menos que sua satisfação independa do valor deste atributo. O mesmo ocorre em relação 
ã redução dos domínios dos atributos. 
A interpretação informal da abstração descrita acima é a seguinte: alguns atributos 
da teoria original são desprezados (aqueles para os quais f,¡ não está. definida), enquanto 
outros tem seus domínios simplificados (pela redução de domínio ocasionada pelas funções 
fa). _ 
Definição 4.4.2 (ABSTRAÇÃO DE UM MODELO) Seja um modelo m de uma teoria F 
em PDA e l" uma abstração de I` obtida através de f; denotar-se-á. por m(a) o valor do 
atributo a em m. A imagem f(m) de m pela abstração f é definida por: 
o se ƒA está definida, f(m)(a) = f,,(m(a)); 





Evidentemente f (m) pertence a mesma classe de modelos de I". 
(RECÍPROCA: EXPANSÃO DE UM MODELO) 
De forma recíproca a todo modelo m' de l" corresponde um conjunto de estados em 
PDA, denotado por ƒ'l(m'), da seguinte forma: se m é um estado, tem-se m E f`1(m') sse 
para todo a E Imagem(f,¿) tem-se ƒa(m(a)) = m'(a'). Note-se que de forma geral f"1(m') 
não é único pois a função de abstração não é injetiva, e não se pode garantir que os seus 
elementos sejam modelos de l`. 
A proposição que segue relaciona a abstração de um modelo aos modelos da teoria 
abstrata correspondente: 
Proposição 4.4.1 Seja I` uma teoria e F' uma de suas abstrações; se m é um modelo de 
I` então f(m) = m' para algum modelo m' de I". 
Prova: Como apresentado anteriormente, cada fórmula de uma teoria pode ser conside- 
rada como uma restrição sobre os possíveis modelos da teoria. A veracidade da proposição 
deco_rre do fato que uma abstração como indicado em 4.4.1 relaxa a restrição imposta sobre 
os modelos. 
A figura 4.2 ilustra a aplicação desta proposição.
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Figura 4.2: Construçao abstraçao / cálculo de modelos proposta 
Abstração como auxílio à verificação 
A proposição acima permite que se simplifique o processo de verificação de uma proprie- 
dade P sobre um sistema S cujo comportamento (SFE) já foi calculado. Para tanto pode-se 
utilizar apenas a visão abstrata do sistema que utiliza unicamente os atributos e domínios 
mencionados em P. A verificação da propriedade pode ser feita sobre esta abstração de S. 
Os passos a serem seguidos sao: 
0 define-se uma abstração PDA/ de PDA, de acordo com os elementos (atributos, 
domínios) presentes em P; 
0 encontra-se a abstração F' da teoria F, que originou S; 
o são calculados os modelos M(I") de I", sobre os quais se procede a verificação. 
Outras aplicações da abstração 
O mesmo processo pode ser aplicado em conjunto com a modularizazção desenvolvida an~ 
teriormente. Com efeito se M e N são dois módulos, seu comportamento conjunto pode 
ser considerado sobre um conjunto mais simples de estados obtidos a partir de uma visão 
abstrata destes módulos. 
O mecanismo de abstração proposto também pode ser utilizado de forma a auxiliar o 
cálculo de modelos de uma teoria. Neste caso procede-se da seguinte forma: 
o efetuam-se os passos acima descritos, obtendo-se M (F ' ) ; 
o« calcula-se a “expansão” do conjunto M (l" ), dada por U,,,,€M(¡-f) f "1(m'); 
o volta-se à. teoria original I`, calculando os seus modelos a partir do conjunto restrito 
de estados encontrado no passo anterior (ver figura 4.2).
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Este processo pode ser aplicado sucessivas vezes, numa composição hierárquica. A busca 
da melhor abstração para uma teoria, em termos da eficiência no cálculo dos modelos, deverá 
ser objeto de trabalho futuro. 
Exemplo 4.4.1 Seja a teoria I` sobre A = (a b c), com D, = D1, = {0 1 2}, De = {0 1}, e 
formada pelo conjunto de fórmulas: 
a{01}/\ b{0 2} -› c{1}
i 
a{0 2} /\ c{1} -› a{2} 
a{12}/\ b{1} -9 c{0} 














Considere-se A' = (a' b' c') com Daz = 'D¡,. = Dc, = {0' 1'}, e as funções de abstração: 
fA:af-›a',b›-›b',c›-›c'fa-=ƒ¡,:0›-›0',1›-›1',2›-›1'efc:0›-›0',1›-›1'. 
Obtem-se a teoria “abstrata”l¬', de acordo com a definição 4.4.1: 
a'{0'} /\ b'{0'} -› c'{1'} 
a'{0'} /\ c'{1'} -› a'{1'} 
A abstração da fórmula a{1 2} A b{1} -› c{0}, é tornada trivial: com efeito, tem-se que 
fz,(b{1}) = { }, falsificando a premissa da implicação, que se torna uma tautologia. 
Os modelos de F' são: IIEIII llflfllfll IIEII IIEII III lllfllfll 
Calculando-se o valor de f“1(M(I" obtém‹se os pontos:
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Pode-se observar que todos os modelos de l` estão em f'1(M(I")); entretanto os pontos 
m9, . . . ml3 não são modelos de l`, conforme os resultados expostos nesta seção. 
Abstração aplicada às outras lógicas 
O raciocínio empregado no desenvolvimento acima pode ser generalizado para as outras 
lógicas apresentadas neste trabalho. 
Noàcaso das lógicas paraconsistentes as funções de abstração de domínio fa sobre os 
atributos devem obedecer a uma restrição adicional: a ordem do reticulado “abstração” 
deve ser coerente com a ordem o reticulado de base: se a é um atributo tal que f,4(a) = a', 
a função fa : 7; --› 'Lz deve obedecer a restrição seguinte: para todo ¡¿, 1/ 6 'L com y 5 1/ 
deve-se ter f,,(;i) É f,,(z/) em '2Í,z. O atendimento a esta restrição garante a coerência do 
enfoque apresentado para as lógicas PTA. 
J á. o caso das lógicas temporais pode ser tratado considerando os SDR correspondentes, 
encarados como geradores de modelos da teoria temporal (ver ítem 3.8.5). Neste caso a 
definição de abstração deve ser estendida para as equações de estado, conforme se mostra 
no desenvolvimento abaixo. 
Considere-se o caso em que a equação de estado é formada por equações escalares na 
forma b = a $ 1 (os domínios destes atributos são considerados idênticos). As seguintes 
restrições devem ser seguidas para a obtenção correta de uma abstração: 
o f,¿(a) e ƒ,;(b) devem ser ambas definidas ou ambas indefinidas; 
o no caso em que ambas estão definidas deve-se ter fa = f¿,. 
Estas restrições garantem que a evolução traduzida pela equação de estado no sistema 
abstrato seja coerente com a evolução estabelecida no sistema original.
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4.5 Exemplo de aplicação: supervisão e controle de 
ou um processo de fabricaçao de produto 
A apresentação deste exemplo tem por objetivo ilustrar o uso do Núcleo de SBCTR 
proposto, em uma aplicação de Supervisão e Controle de Processo. Ênfase especial é dada 
à. linguagem de descrição e aos passos realizados pelo procedimento de compilação. 
Considere-se um processo químico industrial no qual estão envolvidas as três atividades 
seguintes: o controle de uma reação de dissolução, a neutralização de um processo de 
corrosão e o procedimento de carga de produto. As indicações são passadas a um operador 
do sistema que supervisiona todo o processo. 
Cada uma destas atividades é um módulo do sistema global, respectivamente denomina- 
dos “mistura”, “anti-corrosão” e “carga-de~produto”. Apresenta-se a seguir uma proposta 
para a descrição de cada um deste módulos. 
Subsistema mistura
_ 
Dois produtos químicos sofrem um processo de mistura em um tanque, de forma se- 
melhante à apresentada no exemplo 3.8.1. A quantidade de soluto que entra no tanque 
pode ser controlada; a concentração da mistura que sai do tanque e sua derivada podem ser 
medidas; os valores obtidos são utilizados para realimentar 0 sistema, formando um laço de 
controle que deve manter a concentração entre limites aceitáveis, através de uma regulagem 
da entrada de soluto no tanque. 
O sistema dinâmico qualitativo que descreve este sub-sistema e 0 respectivo laço de 
controle podem ser codificados na linguagem proposta da seguinte forma: 
(MODULE mistura 
INITIAL concentracao = <0›, 
derivada-concentracao = <0>; 
INPUTS concentracao, derivada-concentracao; 
OUTPUTS teta; 
(DOMAIN concentracao [<-> <0> <+>]) 
(DOMAIN derivada-concentracao [<-> <0> <+>]) 
(DOMAIN teta [<0> <+>]) 
(QUALITATIVE-EQUATIDN teta = concentracao + derivada-concentracao) 
(DOMAIN-CONTINUITY-RESTRICTION concentracao) 
(DERIVATIVE-RESTRICTION derivada-concentracao = D concentracao) 
(RULE ri IF concentracao = <-> 
THEN teta. = <+> ) 
(RÉILE r2 IF concentracao = <+> 
THEN teca = <0› ) ) 
Os principais pontos a salientar nesta descrição e em sua compilação são os seguintes: 
o os atributos concentracao e derivada-concentracao formam a entrada do módulo;
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o estes atributos assumem valores conforme os dornínios discretos indicados pelo co- 
mando DOMAIN; neste caso se utilizam os símbolos <+>, <O> e <-> para elementos do 
domínio; 
o os valores destes atributos, quando recebidos do processo, são contínuos, devendo 
sofrer uma discretização para que possam ser empregados de forma correta no forma- 
lismo; a conversão de dá. por meio de árvore de decisão, como a indicada ã figura 4.3 
para o atributo concentracao; 
concentracao 
<¡¡m_M >-um-inf 
<=lim up >lim-sup 
<-> 
<O> <+> 
Figura 4.3: Estrutura de discretização para os valores do atributo concentracao 
o o corpo do bloco é neste caso constituído pelos comandos QUALITATIVE-EQUATION, 
DOMAIN-CONTINUITY-RESTRICTIUN e DERIVATIVE-RESTRICTION; 
QUALITATIVE-EQUATION define uma restrição a ser atendida pelos valores dos atribu- 
tos envolvidos; ' '+' ' e ' '=' ' são funções qualitativas consideradas como predefinidas 
sobre o domínio [<'> <O> <+>] (uma forma de definir estas funções foi indicada em 
3.3); esta restrição determina os modelos da teoria formada por esta equação, para 
os atributos considerados; 
O DOMAIN-CUNTINUITY-RESTRICTIUN e DERIVATIVE-RESTRICTIUN estabelecem limites 
sobre as possíveis evoluções do sistema; o símbolo D que aparece no corpo deste último 
comando indica uma derivação; e 
o finalmente os comandos RULE indicam a forma de funcionamento do laço de controle 
do sistema: se concentracao é baixa (respectivamente alta) <-> (<+>), maior (menor) 
quantidade de soluto deve alimentar o tanque. 
Os modelos encontrados a partir desta especificação determinam um S' F E que descreve 
as possíveis evoluções do sistema; o autômato obtido a partir deste SF E foi mostrado 
ã figura 3.17, e reproduz de forma adequada os comportamentos admissíveis do sistema, 
fazendo com que o controle (t et a) adequado seja aplicado convenientemente em função dos 
valofes de concentracao e derivada-concentracao recebidos.
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Subsistema anti-corrosão 
A reação descrita acima é considerada corrosiva; a fim de avaliar o nível de corrosão do 
processo, três testes de laboratório (teste[i], i = 0, 1, 2) são feitos sobre a mistura. 
A partir dos resultados obtidos nos testes e de uma série de heurísticas fornecidas por es- 
pecialistas, um reagente conveniente (solucao[1] ou solucao [2]) deve ser adicionado ã 
mistura para diminuir a corrosão; resultados intermediários (auxiliar) também são empre- 
gados. Neste caso considera-se que as heurísticas são descritas por um conjunto de regras, 
conforme a descrição indicada a seguir: ' 
(MODULE anti-corrosao 
DIHENSION teste[3] , solucao [2] ; 
INPU'I'S teste [0 . . 2] ; 
OUTPUTS solucao [0 . . 1] ; 
(LATTICE teste, solucao [CD] ) 
(RULE ri 11-' renato] [o.9o o.oo] 
THEN solucao[0] [1.00 0.00] ) 
<aULE r2 Ir câszetil [1.oo o.oo] AND 
auxiliar [0.80 0.00] 
THEN auxiliar [o.ao o.oo] ) 
(num: ra Ir auxiliar [o.7s o.oo] 
THEN so1ucao[0] [0.00 1.00] ) 
(numa rs IF :ezze[2] [o.as o.oo] 
THEN so1ucao[1] [1.00 0.00] ) ) 
Este módulo é caracterizado pelos seguintes pontos referentes à. linguagem de descrição 
e à. sua compilação: 
o o comando DIMENSION indica a existência dos atributos vetoriais teste (atributo de 
entrada) e solucao (atributo de saída); por exemplo, podem ser empregadas no corpo 
do módulo as referências teste[0] , teste[1] e teste[2]; 
0 o comando LATTICE faz com que um reticulado seja empregado para domínio dos atri- 
butos indicados; neste caso se utiliza o reticulado [CD] , cujos elementos são formados 
por pares de números entre O e 1, que têm por semântica respectivamente um grau 
de crença e de descrença na afirmação correspondente; 
0 de forma similar ao exemplo anterior, estruturas de conversão para domínios discretos, 
devem ser empregadas, fazendo com que, neste caso, valores de crença e descrença 
nos resultados dos testes sejam fornecidos; 
0 salienta-se que este módulo é completamente atemporal, fornecendo o valor do atri- 
buto em saída como reação instantânea aos valores fornecidos na entrada, indepen- 
dentemente do resultado occorrido na reação anterior deste mesmo módulo. 
A situação descrita corresponde ã apresentada anteriormente no exemplo 3.4.3, quando 
se apresentou o tratamento paraconsistente como meio de formalização de elementos im- 
precisos ou incertos. A noção de satisfação para as fórmulas presentes neste módulo corres- 
pondem portanto à. sua definição na lógica paraconsistente correspondente. Os resultados 
fornecidos na saída também podem ser interpretados como indicado anteriormente.
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Subsistema carga de produto 
Enfim, um procedimento de carga de produto deve ser realizado, com base em um 
conjunto de especificações de comportamento. O procedimento de carga é basicamente o 
seguinte (ver figura 4.4): 
o periodicamente carninhões tanque chegam a estação de recarga; quando o caminhão 
está posicionado o operador recebe um sinal “caminhão no lugar”, para que possa 
abrir a válvula que controla o fluxo do produto; z 
o esta válvula pode ser aberta ou fechada por um comando de duas posições no painel de 
controle; para monitorar a posição da válvula dois sensores diferentes são utilizados, 
para maior segurança; 
o os sensores fornecem as indicações “aberto”, “fechado” ou “em movimento” (bar- 
berpole); esta última posição é mostrada no caso em que a válvula não está nem 
aberta nem fechada, mas num estado intermediário - que ê usualmente uma posição “em movimento”, mas pode eventualmente ser devido a uma falha no mecanismo de 
acionamento; 
0 quando o operador está enchendo um caminhão e um sinal “caminhão cheio” é re- 
cebido, ele deve imediatamente fechar a válvula e enviar o sinal “OK para sair” ao 
motorista do caminhao; 
o o procedimento acima descrito deve ser seguido durante todo o dia até as 17:00 horas, 
quando o operador deve encerrar o preenchimento do último caminhão - se este estiver 
ocorrendo - e finalizar o trabalho do dia. 
Durante a execução do plano básico várias falhas podem ocorrer: a falha mais crítica 
é o não-fechamento correto da válvula; outra falha menos crítica corresponde à sua não 
abertura. Quando a válvula falhar em abrir ou fechar, ou se houver uma dúvida sobre sua 
real posição, então o operador deve acionar a parada de emergência, considerado como o 
último recurso de operação. 
O operador deve monitorar diversas condições temporais e agir de acordo com a situação 
presente: 
o C1: se os dois sensores não indicam valores concordantes - i.e. um indica “aberto” e 
o outro indica “fechado”, aquele que não indica uma posição coincidente com o valor 
da posição da válvula deve ser considerado em falha; 
o C2: se ambos os sensores indicam a posição “em-movimento” por mais de 4 segundos, 
considera-se que a válvula está bloqueada e o procedimento de emergência deve ser 
acionado; 
0- C3: se algum dos sensores mostra “em-movimento” por mais de 8 segundos, o sensor 
em questão é considerado em falha; 
O C4: se 6 segundos após a mudança da posição da válvula, o valor esperado não é 
indicado pelos 2 sensores, deve-se acionar o procedimento de emergência; este intervalo 




H"=flfl=33l sensor[1] sensor[2] 
aberto aberto O caminhao-no-lugar 
em-mou inento em-movimento . caminhao-che io fechado fechado 
Sinais de entrada do procedimento de supervisão 
valvula O OK-para-sair f achado . para aberto 
Sinais de controle ' 
sensores IÉIQ SM ~ matam' 
Planta 
Figura 4.4: Diagrama esquemático do processo a supervisionar e controlar 
Durante toda a operação se permite que apenas um sensor falhe. Nesta situação o 
procedimento operacional do sistema muda, mas o sistema pode continuar em operação. 
Já se ambos os sensores falham a operação deve ser imediatamente interrompida. 
Várias construções temporais interessantes estão presentes no exemplo; há interrupções 
no sentido de abortar um plano (como na falha da válvula) e interrupções que devem ser 
armazenadas e postergadas por algum tempo (como no final da jornada diária de trabalho), 
bem como time-outs que aparecem por exemplo quando da indicação de falha de um sensor. 
O subsistema pode ser codificado a partir da descrição do problema e do procedimento 
de operação, da seguinte forma: 
(MODULE carga-de-produto 
DIMENSION sensor[2], estado-sensor[2]; 
` INITIAL estado-sensor[0] = OK, 
estado-sensor[1] = OK; 
INPUTS caminhao-no-lugar, caminhao-cheio, 
sensor[0..1], apos-17-horas, seg; 
OUTPUTS valvula, OK-para-sair, pare;
(RULE R-c1 IF 
sensor[i] <> sensor[i+1] AND 
sensor[i] = valvula 
THEN 
(RULE R-C2 IF 
(8 seg 
THEN 
(RULE R-ca IF 
(8 seg 
THEN 
(RULE R1-C4 IF 
(8 seg 
THEN 
(RULE R2-C4 IF 
(8 seg 
THEN 
(RULE R-abrir IF 
THEN 








estado-sensor[i+1] = falha ) 
DURING (sensor[0] = em-movimento AND 
sensor[1] = em-movimento)) GE 
pare = TRUE ) 
DURING sensor[i] = em-movimento) GE 8 
estado-sensorfi] = falha ) 
DURING (estado-sensor[0] = OK AND 
estado-sensor[1] = OK AND 
valvula <> sensor[O] AND 
valvula <> sensor[1])) GE 6 
pare = TRUE ) - 
DURING (estado-sensor[i] = falha AND 
valvula <> sensor[i+1])) GE 3 
pare = TRUE ) 
caminhao-no-lugar 
valvula = aberto AND 
OK-para-sair = FALSE ) 
caminhao-cheio 
valvula = fechado ) 
estado-sensor[0] = OK AND 
estado-sensor[1] = OK AND 
sensor[0] = fechado AND 
sensor[1] = fechado AND 
NOT (apos-17-horas) 
OK-para-sair = TRUE ) 
estado-sensor[i+1] = falha AND 
sensor[i] = fechado AND 
NOT (apos-17-horas) 





estado-sensor[0] = OK AND 
estado-sensor[1] = OK AND 
sensor[O] = fechado AND 
sensor[1] = fechado 





estado-sensor[i] = falha AND 
sensor[i+1] = fechado 
pue=TME)
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(RULE seguranca ALL-GOING 
(NOT sensor[0] = aberto AND 
sensor[1] = aberto AND 
OK-para-sair)) ) 
Algumas considerações referentes a esta descrição e à. sua compilação podem ser feitas: 
0 DIMENSION define sensor e estado-sensor como atributos vetoriais; 
o o comando INITIAL fixa o valor inicial dos atributos estado-sensor[O] e 
estado-sensor[1], utilizados para o cálculo das condições temporais; 
o os atributos de entrada deste subsistema são: caminhao-no-lugar, caminhao-cheio, 
apos-17-horas, sensor [0], sensor[1] , e seg; 
os sinais de controle enviados ao processo são valvula, OK-para-sair, e o indicativo 
de parada de emergência pare; 
o instâncias proposicionais devem ser geradas para algumas regras; por exemplo a regra 
R-C1 da origem às duas instâncias proposicionais seguintes: 
(RULE R-C1[0:l IF 
sensor[0] <> sensor[1] AND 
sensor[0] = valvula 
THEN estado-sensor[1] = falha ) 
(RULE R-c1lÍ1] IF 
sensor[1] <> sensor[O] AND 
sensor[1] = valvula 
THEN estado-sensor[0] = falha ) 
o os domínios dos atributos podem ser obtidos a partir das regras; por exemplo o atri- 
buto valvula tem como domínio 0 conjunto discreto {aberto , fechado , em-movimento}, 
construido a partir de todos as referências ao atributo em questao presentes nas regras; 
o uma estrutura de conversão para os valores dos atributos em domínios codificados 
deve ser construída pelo compilador; no caso do atributo valvula, por exemplo, uma 
tabela de hashing é a estrutura mais adequada para efetuar a conversão; 
o as regras devem ser convertidas à. estrutura lógica equivalente; por exemplo, se os 
domínios dos atributos caminhao-no-lugar, valvula e OK-para-sair são codifica- 
dos respectivamente por {0 1}, {0 1 2} e {0 1}, a regra R-abrir corresponderá. a 
implicaçao: 
caminhao-no-lugar{1} -› valvula{0}/\ OK-para-sair{0} 
Ívárias construções temporais estão presentes neste subsistema, como # seg DURING 
(sensor[0] = em-movimento AND sensor[1] = em-movimento)) GE 4na regrafl-C2. 
Esta condição é satisfeita se a parte DURING permanece verdadeira durante quatro 
ou mais ocorrências do evento seg, e pode ser apresentada na forma do transdutor 
indicado à figura 4.5.
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{<e|c>,<e|ë>} I l 
<e|c><e|c›<e|c›<e|c> 
- ë ë ê - ê 
e = <sensor[Il]=em_movimento | 
seus or[ l]=em_movimento> 
c = <seg> 
Figura 4.5: A condição temporal presente em R-C2 como transdutor 
sensor [0] sensorfl] valvula estado-sensor[1] 
aberto fechado aberto falha 
aberto em-movimento aberto falha 
fechado aberto fechado falha 
fechado em-movimento fechado falha 
outras combinações possíveis OK 
Figura 4.6: Modelos para um subconjunto dos atributos no módulo carga.-de-produto 
o a regra seguranca descreve uma propriedade desejada de funcionamento, incorporada 
diretamente a descrição do problema; 
o o próximo passo do processo de compilação é a geração dos modelos da teoria lógica 
obtida a partir deste conjunto de regras; a figura 4.6 apresenta os modelos obtidos para 
o subconjunto de atributos sensor[0], sensor[1], valvula e estado-sensor[1]; 
o finalmente a estrutura de evolução dos modelos (SFE) é obtida, criando o autômato 
que é utilizado como código de execução para o módulo. 
Composição dos subsistemas 
O sistema global é obtido pela composição dos três módulos descritos anteriormente, da 
seguinte forma: 
(HODULE sistema-global 
DIHENSIUN teste[3] , so1ucao[2], 
sensor [2] , estado-sensor [2] ; 
INPUTS concentracao, derivada-concentracao, 
teste C0. .2] ,
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caminhao-no-lugar , caminhao-che io , 
sensor [0. . 1] , apos-17-horas , clock; 
OUTPUTS tata, solucao [0. . 1] , 




(LINK clock = seg) ) ) 
De forma geral foram empregados os mesmos nomes para os atributos no sistema global 
e nos subsistemas, fazendo com que as conexões sejam efetuadas diretamente; uma exceção 
é o atributo SEG, que fica conectado no módulo sistema-global ao atributo clock, que 
serve como sinal de temporização. 
No exemplo não ocorre ciclo de causalidade, e os módulos podem ser executados em 
paralelo, como indicado por I I entre os módulos, pois não há. conexões entre suas entradas 
e saídas. 
A partir da descrição apresentada do problema e por meio do processo de compilação é 
possivel a obtenção, de acordo com o formalismo exposto no capítulo anterior, de autômatos 
que descrevem o comportamento de cada módulo. O sistema global pode então ser con- 
siderado como a sucessão das aplicações destes autômatos; a estrutura final obtida (que 
também forma um autômato [LEWIS 81]) deve ser empregada para a verificação do aten- 
dimento da hipótese do sincronismo pelo sistema, e, finalmente, para a operação direta do 
sistema frente ao seu ambiente. 
4.6 Conclusão 
Apresentou-se neste capítulo uma proposta para a construção de um núcleo gerador de 
SBCTR, que se fundamenta diretamente no formalismo descrito neste trabalho. 
A metodologia proposta preve uma fase de desenvolvimento, na qual o problema é 
modelado segundo uma linguagem de descrição; e uma fase de operação, na qual o autômato 
resultante da etapa anterior será colocado em funcionamento frente ao ambiente para o qual 
o sistema foi projetado. 
Uma proposta preliminar da linguagem de descrição foi apresentada neste capítulo; 
sua principal característica é a decomposição do sistema em módulos, cada um dos quais 
segue a forma declarativa de representação fundamentada no paradigma Sistema Baseado 
em Regras. Propriedades tempo-real podem ser diretamente codificadas na linguagem, 
garantindo seu atendimento no produto resultante de sua compilação. 
O processo de compilação realiza a transformação desta linguagem para o seu formato 
lógico equivalente, conforme o formalismo descrito anteriormente; os modelos correspon- 
dentes ã descrição de cada módulo podem então ser calculados. A estrutura final obtida é 
um autômato, que pode ser empregado diretamente frente ao ambiente - etapa de operação, 
o que assegura 0 atendimento aos requisitos de determinismo, reatividade e satisfação das 
condições temporais impostas. 
A aplicabilidade do enfoque proposto foi ilustrada através de um exemplo na área de 
Controle de Processos e Automação Industrial.
Capítulo 5 
Conclusões e perspectivas 
Uma visão geral do trabalho 
Apresentou-se neste trabalho um formalismo e uma proposta de metodologia para o 
desenvolvimento de Sistemas Baseados no Conhecimento para aplicações Tempo-Real. A 
elaboração de uma proposta para a construção de SBCTR deve levar em conta dois aspectos 
conflitantes: o não-determinismo que caracteriza os sistemas de Inteligência Artificial, ad- 
vindo da aplicação associativa do conhecimento que os compõem, e o desejado determinismo 
dos Sistemas Tempo-Real. 
O formalismo se fundamenta no enfoque síncrono para o tempo, de forma a atender 
aos requisitos temporais impostos e a exigência de reação instantânea do sistema a eventos 
externos. Sua construção se baseia na definição de um conjunto de cálculos proposicionais. 
O mais complexo destes cálculos, denominado PTTA é temporal - com uma estrutura 
linear para o passado e arborescente para o futuro - e paraconsistente, i.e. admite teorias 
inconsistentes e não triviais. A expressividade deste cálculo é ainda ampliada pela inclusão 
de condições temporais expressas por meio de autômatos. 
Em cada um destes cálculos um conjunto de fórmulas - uma teoria - descreve os relacio- 
namentos lógicos sobre uma série de atributos - que correspondem aos elementos atômicos 
de cada cálculo. 
A evolução temporal do sistema pode ser considerada a partir da caracterização dos 
atributos como sendo de entrada, de estado, e de saída. O cálculo explícito de todos os 
modelos da teoria permite que, para uma dada situação dos atributos de entrada e de 
estado, seja possível obter os atributos de saída correspondentes. 
Esta abordagem se assemelha à evolução de um Sistema Dinâmico sujeito à. Restrições, 
que forma a base para a implementação do sistema, e representa um compromisso conve- 
niente entre a utilização associativa do conhecimento disponível e o determinismo desejado 
da estrutura de execução. 
Outros elementos também podem ser incorporados diretamente no formalismo, como 
funções e sistemas dinâmicos qualitativos, que representam o conhecimento profundo do 
sistema e fórmulas temporais sobre o futuro, que se referem às suas possíveis evoluções, 
facilitando a codificação direta de propriedades tempo-real. 
Uma vez definido o quadro formal a ser utilizado, foram desenvolvidos algoritmos e es- 
truturas de dados que implementam a estratégia proposta, tanto para o cálculo dos modelos 
como para a verificação de satisfação de fórmulas temporais. 
A proposta feita neste trabalho é de construir SBCTR que tem por base formal o 
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cálculo citado (temporal e paraconsistente), e que utiliza o paradigma “Sistema Baseado em 
Regras”. Além de ser compatível com o formalismo adotado, esta é a forma de representação 
do conhecimento mais utilizada nas áreas de aplicação consideradas ‹ Controle de Processos, 
Automação Industrial e Robótica. 
A metodologia de geração de um SBCTR prevê uma primeira etapa de Desenvolvi- 
mento do Sistema, na qual se supõe que o conhecimento necessário à. solução do problema 
é descrito pelo especialista na forma de um conjunto de módulos, cada um dos quais con- 
tendo um conjunto de regras que descreve o comportamento do módulo.
_ 
O conjunto de regras é então convertido, através de um processo de compilação, para 
a forma lógica equivalente. O formalismo pode então ser aplicado, obtendo-se os modelos 
da teoria em questão. A estrutura obtida para a representação dos modelos dos módulos 
é finalmente convertida para um autômato, que pode ser diretamente aplicado na segunda 
etapa, dita de Operação do Sistema. O uso de um autômato para a execução assegura 
o determinismo e reatividade ao ambiente desejados para o SBCTR, além de garantir a 
satisfação das condições temporais, a partir da verificação da hipótese do sincronismo. 
Os vários requisitos necessários ã construçao de um SBCTR foram assim conveniente- 
mente considerados como indicado ã figura 2.5: 
O enfoque síncrono e a verificação da satisfação de sua hipótese de base garantem o 
atendimento aos requisitos de correção temporal, reatividade e determinismo desejados dos 
STR. 
Quanto ã representação do conhecimento e aos mecanismos de inferência, o tratamento 
paraconsistente dado ao formalismo permite a expressão formalizada de elementos impre- 
cisos e incertos, e o tratamento de problemas de inconsistência e incompletude da Base de 
Conhecimentos dos sistema; o uso de autômatos aumenta o poder de expressão da lógica 
adotada, sendo conveniente para representar condições temporais; finalmente, a relação es- 
tabelecida entre o formalismo e os Sistemas Dinâmicos Qualitativos permite a fácil inclusão 
deste elementos como forma de representação do conhecimento profundo no sistema. 
Avaliação da proposta de SBCTR 
Principais características 
Os pontos de destaque do trabalho são os seguintes: 
o a utilização de um formalismo matemático bem definido, fundamentado em extensões 
da lógica temporal; 
o construção de um SBCTR que segue 0 enfoque síncrono, o que simplifica o tratamento 
da questão temporal; 
o o manuseio pelo sistema de construções temporais complexas construídas com o auxílio 
de autômatos; estas construções vem na direção do aumento de expressividade da 
lógica adotada, e permitem a aplicação das primitivas temporais a qualquer sinal, 
^ como se exige na abordagem síncrona; 
0 o tratamento uniforme dado às regras que compõem o sistema e funções e sistemas 
dinâmicos qualitativos; este tratamento responde a várias questões relativas à atuação 
integrada destas duas formas de representação, comum nas aplicações de Controle e 
Supervisão de sistemas que constituem uma das motivações principais deste trabalho;
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o a adoção de um tratamento paraconsistente indica um caminho na direção do tra- 
tamento automatico de questões relativas à. consistência e à. completude de Bases de 
Conhecimentos, garantindo a correta aplicação do conhecimento em cada caso; 
0 o mesmo tratamento paraconsistente permite ainda que se incorporem ao sistema de 
modo formalizado elementos incertos e imprecisos, fundamentais para a representação 
de heurísticas; Y 
o a incorporação de propriedades tempo-real a verificar diretamente no formalismo, 
unificando as etapas de desenvolvimento e Verificaçao de propriedades no sistema; e 
o a análise da correspondência entre condições temporais, Sistemas Dinâmicos sujeitos 
a Restrições e autômatos; esta correspondência permite a geração de um código de 
execução determinista, de funcionamento reativo e que garante o atendimento as 
restrições temporais impostas; o uso desta estrutura do tipo autômato leva a uma 
execução extremamente eficiente. 
Limitaçoes da proposta 
Entretanto a proposta apresentada neste trabalho possui uma série de lirnitações, em 
especial as provenientes da adoção do enfoque síncrono e da forma de implementaçao cor- 
respondente: 
o a impossibilidade de modificações incrementais: qualquer modificação no sistema im- 
plica em uma nova compilação e conseqiiente geração de outra estrutura de execução; 
0 o uso do sistema em aplicações desenvolvidas sobre um ambiente distribuído é pro- 
blemática, pois só são possíveis procedimentos de compilação separada para cada 
componente do sistema; e 
o a utilizaçao de mecanismos complementares normalmente empregados em Sistemas 
Baseados no Conhecimento é difícil: em particular os mecanismos de aprendizagem e 
de explanação, que exigem o interfaceamento interativo com o usuãrio do sistema. 
Do exposto acima, constata-se que ocorre uma perda na flexibilidade de aplicação do 
conhecimento, que é uma das características principais dos Sistemas Baseados no Conhe- 
cimento. Entretanto esta perda teve que ser admitida e tolerada quando se considera o 
determinismo que deve caracterizar os Sistemas Tempo-Real, como um requisito essencial 
a ser obedecido nesta proposta. 
No que diz respeito a eficiência do código gerado, as seguintes considerações podem ser 
feitas: 
o como o enfoque síncrono nao previlegia nenhum evento em particular, em certos casos 
^ um tratamento mais eficiente poderia ser obtido para as condições temporais, a partir 
da focalização do sistema em uma “variável tempo” especial, e.g. um sinal de relógio 
proveniente diretamente do hardwam; e
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o a conversão dos valores dos atributos para a sua forma codificada, de acordo com 
a proposta, é sempre feita numa etapa inicial, antes da execução do autômato; a 
utilização de uma rede otirnizada, onde os testes só são efetuados ã medida que 
necessarios, como é o caso no sistema KHEOPS, leva a tempos de reação menores aos 
obtidos de acordo com esta proposta. 
Finalmente outro fator lirnitante da aplicação deste formalismo é o bem conhecido 
fenômeno da explosão combinatória originária de um cálculo exaustivo comoo proposto. 
Embora esta tenha sido uma preocupação sempre presente ao longo do desenvolvimento do 
trabalho, se constitui indubitavelmente em uma limitação de sua aplicabilidade. 
Perspectivas futuras 
Frente ao estado atual do trabalho, considera-se, além da implementação de um protótipo 
de gerador SBCTR, as seguintes possibilidades para a. sua extensão: 
0 A inclusão de condições temporais generalizadas por meio do uso de autômatos sobre 
reticulados [DOUGHERTY 88]; este tratamento é coerente com a lógica paraconsis- 
tente empregada no formalismo; esta extensão permitirá um aumento no poder de 
expressão das condições temporais. 
0 Um estudo mais profundo sobre o uso das técnicas de abstração propostas e sua 
relação com fórmulas temporais; em particular o uso da teoria paraconsistente deve 
possibilitar a generalização do conceito de abstração, permitindo sua exploração de 
forma mais efetiva, em outros pontos da etapa de desenvolvimento. 
o A introdução no formalismo de um esquema de tipagem de dados, o que permitirá. uma 
maior concisão na expressão de condições temporais e a sua utilização em sistemas 
mais complexos. 
o O funcionamente cooperativo de agentes reativos; além de poder ser utilizado de 
forma isolada e individual, é possível se imaginar um conjunto de agentes reativos 
inteligentes atuando em conjunto de forma assíncrona para realização de uma tarefa 
comum; assim o uso de varios destes módulos se comunicando, seja via blackboard 
[RICH 83] ou de por troca de mensagens, pode ser uma alternativa atraente para 
sistemas em ambiente distribuído ou para sistemas demasiadamente complexos. 
0 O uso do formalismo apresentado para a verificação da satisfação de propriedades 
temporais em outros sistemas, particularmente no sistema KHEOPS, que apresenta 
caracteristicas similares; neste sistema cada ramo da árvore de decisão gerada para 
estrutura de execução pode ser encarado como modelo no sentido do formalismo; a 
definição das equações de estado a partir das evoluções restritas permitirão a aplicação 
- direta dos algoritmos desenvolvidos com este objetivo. 
o A aplicação do sistema como uma alternativa para a construção de supervisores para 
os Sistemas a Eventos Discretos, com base em heurísticas e regras de conduta descritas 
por operadores; neste caso passam a ser importantes noções relativas ã diferenciação 
entre eventos controláveis e não-controlaveis [RAMADGE 87].
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o A construção direta em hardware de Sistemas Baseados no Conhecimento; esta al- 
ternativa tem sido cada vez mais considerada [TOGAI 861, [BERRY 91] e pode ser 
facilmente implementada a partir da proposta, devido as peculiaridades da estrutura 
de execução obtida. 
o As linguagens síncronas para a programação de Sistemas Tempo-Real, atuam segundo 
paradigmas diversos: paradigma linguagem imperativa (e.g. ESTEREL), paradigma 
fluxo de dados (e.g. SIGNAL) e sistema baseado em regras (KHEOPS e esta pro- 
posta). A utilização do mesmo princípio de base (hipótese do sincronismo), a geração 
de um mesmo tipo de código objeto (autômatos para execução), e a complementari- 
dade dos propósitos e das representações colocam como perspectiva promissora o uso 
de diversos paradigmas de forma conjugada em aplicações reais. 
Considerações finais 
A proposta deste trabalho se apresenta como uma alternativa para a aplicação de 
técnicas de Inteligência Artificial em Sistemas Tempo-Real. Á adoção da abordagem 
síncrona para o tempo e o cálculo explícito de modelos permite que se obtenham estru- 
turas altamente eficientes para a etapa de execução, garantindo o aplicabilidade do enfoque 
nos casos práticos. 
O sistema que implementará. esta proposta encontra-se na etapa de especificação, sendo 
que os algoritmos descritos foram testados sobre procedimentos escritos em Lisp; o sistema 
deve ser em seguida completamente implementado no LCMI-EEL-UFSC 1, na forma de um 
protótipo de gerador de SBCTR e em seguida aplicado e avaliado num ambiente industrial 
real. 
*Laboratório de Controle e Microinformãtica, Departamento de Engenharia Elétrica, Universidade Fe- 
deral de Santa Catarina.
Apêndice A 
Apresentação suscinta das 
linguagens síncronas ESTEREL e 
SIGNAL 
A.1 ESTEREL 
ESTEREL [BERRY 83], [BERRY 89], [BOUSSINOT 91] é definida por seus autores 
como “uma linguagem imperativa paralela que possui uma semântica matemática rigorosa 
e uma implementação completa” [BERRY 87]. 
Um programa ESTEREL é composto por módulos; cada módulo contém uma parte de- 
clarativa, que descreve os dados utilizados e seus tipos, as constantes e funções empregadas, 
e uma parte procedural, composta pelas instruções propriamente ditas. 
As instruções são muito similares àquelas de uma linguagem imperativa clássica: a 
seqüência (;), as atribuições de valor (:=), os condicionais (iƒ...then...else...), bem 
como comandos para paralelismo explícito ( ) e para a emissão de sinais (emit(S)); além 
disto a linguagem inclui instruções temporais tais como disparadores (await(S')), cães de 
guarda (watchdog S) e laços temporais (loop. . .each S). 
O principal elemento manipulado é o evento, definido como a emissão ou recepção si- 
multãnea de varios sinais; cada sinal representa uma interação atômica entre o sistema e o 
ambiente. Sinais simultâneos são combinados e difundidos a todos os componentes do sis- 
tema segundo o princípio da difusão instantânea (instantaneous broadcasting), e utilizando 
uma função pré-definida de agregação. O tempo é considerado multiforme: cada sinal de- 
fine uma marcação temporal, sobre a qual podem ser aplicados os comandos temporais da 
linguagem. 
A partir da semântica formal definida para a linguagemo compilador ESTEREL constrói 
um código de execução eficiente: as regras operacionais permitem a definição do novo estado 
do sistema a partir do estado atual e do evento recebido na entrada. Um autômato é cons- 
truído simplesmente por agregação (gathering) das transições, identificando estados com os 
res1'd_uos sucessivos obtidos da aplicação das regras operacionais da linguagem [BERRY 86]. 
A tradução para um autômato feita pelo compilador ESTEREL traz inúmeras vanta- 
gens: 
o o programa paralelo inicial é transformado num código seqüencial equivalente: não há. 




input METRO, VOLTA, 
PASSADA, SEGUNDO; 
output CORRER_CADENCIADAMNTE, EXPIRAR, SALTAR, 
CORRER_O_MAIS_RAPIDO_POSSIVEL; 
do Z DURANTE 2 VOLTAS 
loop Z CADA VOLTA 
do 
emit CORRER_CADENCIADAMENTE 
upto 100 METRO; 
do 





upto 20 SEGUNDO; 
emit CORRER_O_MAIS_RAPIDO_POSSIVEL 
each VOLTA; 
upto 2 VOLTA. 
p 
Figura A.1: Programa temporal de treinamento escrito em ESTEREL 
sao minimizados; 
o o determinismo das aplicações é conservado; 
o a hipótese do sincronismo pode ser facilmente verificada: o tempo da transição ma- 
ximal do autômato é calculável e imperativamente limitado. 
Para a verificação de propriedades tempo-real o código gerado por ESTEREL pode 
ser submetido de forma integrada a um sistema verificador de especificações (0 sistema 
“ ” AUTO [VERGAMINI 861). O compilador ESTEREL gera código C , o que possibilita 
a fácil integração do mesmo ao nível das aplicações. Um exemplo típico de utilização é 
apresentado a seguir. 
Exemplo A.1.1 Este exemplo extraído de [BERRY 87] visa mostrar a versatilidade do 
uso de ESTEREL no manuseio de instruções temporais. 
Considere-se um corredor que deve executar o seguinte programa de treinamento: fazer 
duas voltas na pista, correndo cadenciadamente 100 metros, depois por 20 segundos saltar 
expirando a cada passada; terminar a volta correndo o mais rápido possível. A seqüência 
deve ser repetida na segunda volta. 
O código ESTEREL deste procedimento é apresentado à. figura A.1:
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Saliente-se que este programa não pode ser facilmente transcrito nas linguagens clássicas. 
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Figura A.2: Autômato ESTEREL para o exemplo 
A.2 SIGNAL 
SIGNAL [BENVENISTE 901, [GAUTIER 871, [LeGUERN1c 91] é uma linguagem do 
tipo “fluxo de dados”, cuja programação tem um estilo declarativo: um programa é cons- 
tituído por um conjunto de equações que devem ser verificadas e mantidas consistentes 
durante a execução. Este enfoque busca resgatar os mesmos principios que são empregados 
na Teoria de Controle de Sistemas Contínuos, onde ferramentas matemáticas - tais como 
equações diferenciais, etc - constituem verdades imutáveis ao longo da evolução do processo. 
As equações são implicitamente executadas em paralelo. O elemento primitivo da lin- 
guagem se denomina sinal (signal, na linguagem), e é constituído por uma seqüência de 
valores ordenados temporalmente. 
O tempo é multiformez cada sinal produz uma temporização, formada pelas reações em 
que o mesmo está. presente. O sinal booleano H(S') definido a partir do sinal S da seguinte 
forma: H(S) = 1 (TRUE) se e somente se S está presente na reação corrente e H(S) = 
0 (FALSE) no outro caso, determina o relógio do sinal S. A noção de sincronismo entre 
sinais é imediata: dois sinais são síncronos se tem o mesmo relógio, i.e. H(S¡) = H(Sz). 
Cada sinal booleano B pode também servir de suporte temporal para a existência de novos 
sinais: basta considerar que os mesmos estão definidos apenas nos instantes em que B é 
verdadeiro. 
Ãs operações elementares da linguagem são de dois tipos: 
o extensões da aplicação de funções “instantâneas” aos sinais, considerandoa aplicação 
das mesmas pontualmente ao valor corrente de cada sinal e definidas apenas para 
sinais simultâneos; e
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p$l X0 xl X2 X3 X4 . . . 
xl X3 . . . 
p default q X0 yl xl X2 y3 X3 'X4 X5 . . . 
p cell q X0 X0 xl x2 
I 
X2 X3 X4 X5 
p X0 xl X2 X3 X4 X5 . . . 
q y0 yl y2 y3 y4 . . . 
b 0 I 0 1 I 0 . .. 
p when b 
Figura A.3: A semântica dos operadores temporais SIGNAL 
0 operadores que consideram o aspecto temporal dos sinais, relacionando valores que 
nao estao presentes numa mesma reação. 
No primeiro caso se colocam tanto as extensões de todas as funções atemporais usuais 
- e.g. se X = (x0,:rl,x2,...) e Y = (yO,y1,y2,...) são dois sinais simultâneos, X + Y 
representa o sinal adição X + Y = (250 + y0, xl + y1,z:2 + y2, . . .); bem como condicionais 
do tipo if X > Y then X - Y else Y - X, cujo resultado denota o sinal que tem para 
n-ésimo termo a diferença absoluta entre os n-ésimos termos de X e Y. 
Os principais operadores temporais são: o atraso ($l), a amostragem (when), a fusão 
determinista (default), e a obtenção do último valor presente de um sinal (cell). A figura 
A.2 apresenta de forma resumida a semântica destes operadores. 
SIGNAL possui também um cálculo de sincronização, chamado cálculo de relógios, 
formalmente definido sobre polinômios de n variáveis que assumem valores no corpo dos 
inteiros módulo 3 (Z / 3Z ) [BORGNE 891. Este cálculo analisa a sincronização entre os 
sinais e verifica a existência de laços de causalidade, reportando ao usuário os problemas 
existentes. Os relógios são ordenados segundo uma hierarquia de freqüências, formando um 
reticulado. O valor maximal deste reticulado constituirá. o passo do autômato que é gerado 
pelo compilador SIGNAL para a execução do programa. Um código totalmente seqüencial 
é produzido: os estados do autômato não são produzidos de modo explícito, mas ficam 
mascarados nos valores particulares dos sinais; as transições se traduzem por uma série de 
condicionais portando sobre os valores dos estados. 
As mesmas observações feitas para a linguagem ESTEREL em relação à. geração de um 
autômato para execução valem neste caso. Em particular a hipótese do sincronismo pode 
ser facilmente verificada a partir do tempo de transição maximal do autômato. 
A linguagem SIGNAL permite a construção de um sistema através de sua decomposição 
em módulos, de forma similar aos diagramas de blocos empregados em Controle. As 
equações determinam o comportamento individual do bloco, e são previstos mecanismos 
que designam os sinais de entrada e saída e a forma de interconexão dos blocos. Esta 
tarefa é facilitada pela existência, no ambiente de desenvolvimento SIGNAL, de um editor 
gra'.fi_co especializado. O editor também perrnite a construção hierarquizada dos sistemas, 
pela inclusão de blocos pré-definidos no interior de um bloco em construção. 
Quanto a verificação de propriedades tempo-real, além de se utilizarem instrumentos de 
análise de autômatos, uma outra abordagem é possível: a codificação direta em SIGNAL 
das propriedades a verificar. Neste caso o processo de análise de sincronismo e causalidade 
automaticamente permitirá. o atendimento aos requisitos impostos.
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O compilador SIGNAL permite a geração de código F ORTRAN ou “C”. Apresenta-se 
a seguir um exemplo típico da sua aplicação. 
Exemplo A.2.1 A linguagem SIGNAL tem como principal caraterística o tratamento do 
problema de sincronização de sinais. Este exemplo extraído de [DUTERTRE 91] ilustra o 
problema. 
Seja um dispositivo que pode estar ATIVO ou INATIVO, de acordo com os comandos 
ATIVAR e DESATIVAR. Seu comportamento pode ser descrito pelo autômato apresentado na 
figura A.4. 
nrruan ^"°*R nr-:sarwnu i
I 
DESRTIUGR 
Figura A.4: Autômato que representa um dispositico de dois estados 
O sinal booleano SATIVD definido pela expressão 
SATIVO := ATIVAR default (not DESATIVAR) 
produz um valor VERDADEIRO (respectivamente FALSO) se ATIVAR (respectivamente 
DESATIVAR) está presente, com prioridade para a ativação. Porém com esta definição SATIVO 
só está. disponível nos instantes em que ATIVAR ou DESATIVAR existem. Para efetuar uma 
amostragem em qualquer instante podem ser utilizadas as expressões: 
ATIVO := SATIVO default (not ZATIVO) e 
ZATIVO := ATIVO $ 1 . 
fazendo com que ATIVO seja igual ao valor mais recente do sinal SATIVO, e um sinal de H 
que designa os instantes de consulta. 
O processo ESTADO completo pode ser visto ã figura A.5: 
O cronograma a seguir A.6 descreve uma possível evolução de ESTADO, com o sinal 
ZATIVD inicialmente falso: 
Um exemplo de utilização do processo ESTADO é dado no modelo INTERRUPTOR A.7 
abaixo, e cuja representação gráfica. feita através do editor dedicado SIGN AL pode ser 
vista à. figura A.8. 
Este modelo controla a transmissão do sinal ENTRADA para SAIDA pelos comandos ABRIR 
e FECHAR e foi aplicado no problema de descrição e simulação de um sistema de controle de 
passagem ferroviária em nível [DUTERTRE 91].
process ESTADO = 
end 
{ ? event 
! logical 
ATIVAR, DESATIVAR, H 
( I SÀTIVÚ 2= 
I ATIVO := 
I ZATIVU := 
I HATIVU z= 
I synchro {ATIVD, HATIVO} 
I ) 
ATIVO $ 1 
where 
event HATIVO 
Figura A.5: O processo ESTADO em SIGNAL 
ATIVO, ZATIVO } 
ATIVAR default (not DESATIVAR) 
SATIVO default ZATIVO 
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H _ ._ 
ATIVO V V F F V V F 
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Figura A.6: Evolução dos sinais no processo ESTADO 
process INTERRUPTOB. = 
end 
<1egiee1 INICIAL) 
{ ? event ABRIR, FECHAR, ENTRADA 
! event SAIDA 
( I { ATIvo, zAIIv0 } z= 
EsIAn0() {ABRIn, FECHAR, ENTnADA} 
I SAIDA z= ENTRADA when zATIvo 
I ) 
where 
` l0giCal ATIVO, ZATIVU init INICIAL 


















Esrnno sa1nnz=u when zntluo s“¡°“ 
Figura A.8: O processo interruptor na visao gráfica (Editor SIGNAL)
Apêndice B 




O sistema PICON [LEINWEBER 87] é o primeiro gerador de Sistemas Especialistas (SE) 
Tempo-Real disponível comercialmente para o desenvolvimento de aplicações em Controle 
de Processos. A introdução do conhecimento no sistema é facilitada pelo uso de dois níveis 
de representação: inicialmente é estabelecido um vocabulário de frames, que utiliza uma 
representação icônica para os componentes do sistema e que deixa explícita a estrutura de 
base da aplicação; em seguida um editor especial de regras utiliza estes frames para criar as 
regras, sem variáveis, que são utilizadas pelo sistema para a inferência. O sistema PICON 
foi desenvolvido em resposta aos seguintes requisitos: (1) utilização da variável tempo, pois 
a sintaxe das regras permite a referência a intervalos de tempo; (2) ativação de regras alta- 
mente eficiente por meio de uma hierarquia de contextos, o que proporciona ao sistema, em 
tempo de execução, um instrumento de foco de atenção poderoso; (3) reciclagem constante 
da memória de trabalho, com a eliminação des elementos não mais necessários com a passa- 
gem do tempo; (4) aceitação de comandos interativos, o que permite a condução do sistema 
com base nas indicações dos operadores; (5) indicação para os sensores dos tempos de vali- 
dade das leituras e dos períodos de amostragem; os sensores também estão sujeitos a uma 
função de metadiagnose que realiza a analise dos dados históricos e sua tendência, e per- 
mite testes de consistência para os valores medidos; e (6) possibilidade de comunicação entre 
diversos SE, seja para redundância, cooperação entre elementos especializados ou, numa or- 
ganização hierárquica, para a supervisão. O sistema foi implementado sobre uma máquina 
Lisp, e suporta algum processamento periférico através de processadores dedicados; esta 
parte do sistema é implementada em ” C”. O PICON tem sido empregado principalmente 
em aplicações aero-espaciais, para planejamento e otimização, escalonamento de atividades 
e análise a longo prazo do comportamento de estações espaciais, monitoração de satélites, 
etc. _Além disto também foi empregado na indústria petroquímica, e em outras aplicações 




O sistema HEXSCON [WRIGHT 86] - uma sigla para Hybrid Expert System Controlar - 
é um SE experimental dedicado às tarefas de controle em Tempo-Real encontradas em 
aplicações militares e industriais avançadas. O sistema foi desenvolvido considerando uma 
utilização com as seguintes características: (1) capacidade de 5000 regras em um sistema 
microcomputador de 5l2K de memória; (2) tempo de resposta de 10 a 100 ms; (3) habi- 
lidade de manuseio de múltiplos objetos; e (4) habilidade de funcionamento contínuo, a 
despeito da presença de incertezas. O termo “híbrido” empregado no nome deste sistema 
surge da integração proposta entre o conhecimento convencional (procedural) e o obtido 
com as técnicas de manuseio do conhecimento. O uso das técnicas convencionais baseia- 
se no reconhecimento que muitas operações podem ser manuseadas satisfatoriamente pela 
lógica booleana. O sistema incorpora um “tradutor de representações”, que permite a troca 
de informações entre estas duas partes componentes do sistema, sem a necessidade de uma 
compatibilidade de representação completa. A execução do sistema é feita sobre um su- 
porte operacional tempo-real, sendo que a parte baseada no conhecimento constitui uma 
única tarefa para este suporte. A forma de representação de conhecimento utilizada é a de 
regras, que são compiladas produzindo um código compacto. São admitidos vários objetos 
no sistema, mas a hipótese subjacente é que todas as regras se aplicam sobre o objeto que 
se está raciocinando no momento, de modo que as ligações entre objetos são lirnitadas. 
O tempo é incorporado através de frames presente, passado e futuro, estas duas últimas 
armazenadas em disco devido a necessidade de preservar a capacidade de memória do mi- 
crocomputador. O mecanismo de inferência utiliza o denominado “raciocínio progressivo”, 
de forma a permitir a obtenção da melhor resposta possível dentro do tempo disponível. O 
sistema possui quatro níveis de raciocínio, o primeiro dos quais é implementado em lógica 
convencional (componente refiexa do sistema), e os demais são obtidos a partir da base 
de conhecimentos do sistema, com uso das regras. Cada nível utiliza mais dados e mais 
tempo de processamento que o nível anterior. possível o uso de encadeamento para 
frente e para trás, e os problemas são manuseados de acordo com prioridades associadas, 
garantindo que problemas mais urgentes sejam atendidos em primeiro lugar. São também 
utilizados parâmetros de crença ou confiança que indicam a importancia relativa dos fatos 
nas regras, que também servem para o controle do sistema: as regras de maior confiança 
associada são disparadas prioritariamente. Várias linhas de raciocínio são possíveis simul- 
taneamente, e a combinação das evidências é feita usando-se a técnica de Dempster-Shafer 
[KUENG-CHI 90]. A implementação do sistema foi feita em Pascal, de modo a possibilitar 
uma posterior migração para Ada. 
G2 
O sistema G2 [MOORE 87], [MOORE 90] foi desenvolvido para aplicações onde centenas 
ou milhares de variáveis são monitoradas concorrentemente, como em aplicações de controle 
de processos, aplicações industriais CIM, gerência de redes, aplicações financeiras on-line, 
etc. “O G2 permite simulações antes da efetiva utilização, através da criação de módulos 
que geram dados como se estes estivessem sendo enviados pelo ambiente, em uma aplicação 
real. Assim problemas específicos e modos de falha podem ser simulados de forma a testar 
a qualidade dos conhecimentos empregados e validar o raciocínio sobre vários cenários. O 
G2 foi desenvolvido de modo a atender os seguintes critérios gerais: (1) representação de 
conhecimento: os componentes do sistema são descritos através de frames, sobre os quais
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operam duas formas de representação: regras para o conhecimento heurístico e equações 
dinâmicas para o conhecimento profundo; as regras possuem variáveis de forma a possi- 
bilitar generalizações; (2) dimensão temporal: o sistema é dotado de mecanismos capazes 
de expressar o conhecimento sobre o tempo tanto nas equações dinâmicas como por meio 
das regras; (3) performance: a capacidade de execução do sistema é elevada; (4) interface 
para entrada do conhecimento: é realizada por um conjunto de ícones, facilitando bastante 
a tarefa do especialista e clarificando as relações entre os componentes do sistema; (5) ma- 
nutenção da verdade: o sistema é provido com um mecanismo sofisticado que permite a 
modificação dinâmica da cadeia de inferência para frente ou para tras, quando de alterações 
tempo-real sobre os dados, de modo a manter sempre a validade das conclusões; (6) foco de 
atenção: como uso de metaconhecimento, o sistema proporciona a invocação da parte de 
seu conhecimento global necessária ã resolução de um conjunto particular de circunstâncias, 
enquanto apenas monitora o restante do sistema a fim de detetar eventuais situações de 
emergência; e (7) manuseio de incerteza: o sistema permite o emprego de medidas incertas 
associadas aos dados. Além disto o G2 prove uma interface gráfica sofisticada para os ope- 
radores, mecanismos de recepção dos dados on-line e possibilidade de ligação com outros 
sistemas G2 por meio de redes. O sistema é implementado em CommonLisp sobre estações 
de trabalho. 
EUREKA-II 
O sistema Eureka-II [TANO 88] é uma ferramenta de Engenharia do Conhecimento que visa 
suportar a construção de Sistemas Baseados no Conhecimento para aplicações Tempo-Real 
em Controle de Processos. Os requisitos considerados para sua construção foram derivados 
da análise e modelagem do comportamento de operadores especialistas. Estes requisitos 
são: (1) a forma de representação de conhecimento e o método de inferência devem corres- 
ponder à linha de raciocínio seguida pelo operador; (2) o sistema. deve permitir uma fácil 
conexão com o software convencional; e (3) o sistema deve ter uma eficiente capacidade de 
processamento. Para atender estes objetivos o sistema utiliza cinco tipos de conhecimento: 
conhecimento heurístico na forma de regras; conhecimento factual; conhecimento procedu~ 
ral; conhecimento hipotético; e metaconhecimento, obtido por metaregras e com uso de 
prioridades. Estas diferentes formas de conhecimento são processadas por um mecanismo 
de inferência eficiente, constituído de um supervisor, um processador de rede de regras, um 
gerenciador de frames e um gerenciador de hipóteses. As regras são compiladas de acordo 
com uma extensão do algoritmo RETE [FORGY 821, que provê a melhoria deste algoritmo 
através de partições na rede, otimização da ordem com que são efetuadas as junções e 
eficiente manuseio das memórias. possível o encadeamento misto e hierárquico, com o 
uso extensivo da divisão em sub-problemas. A arquitetura permite o processamento de alto 
nível do conhecimento e a sua integração com programas de aplicação existentes. O sistema 
foi utilizado para aplicações em controle de aeração em fornalhas e em outras aplicações 
industriais. 
PAMELA 
PAMELA [BARACHINI 88] é uma linguagem para o desenvolvimento de Sistemas Espe- 
cialistas Tempo-Real. O objetivo essencial do sistema é manter sua operação de acordo 
com a escala de tempo de processo a controlar. O sistema baseia-se no paradigma sistemas 
de produção, e os esforços se concentram na utilização do algoritmo de unificação RETE
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[FORGY 82] e suas possíveis extensões, visando uma performance tempo-real. Um sistema 
de produção puro não é diretamente aplicável a STR, pois eventos esporádicos podem in- 
fluenciar o ciclo de base durante a operação. As extensões propostas permitem o manuseio 
de interrupções e o atendimento destas interrupções mesmo quando da execução das regras. 
De acordo com a metodologia proposta, os nós da rede RETE são implementados através de 
procedimentos recursivos, após uma etapa de redução da rede. Assim estes procedimentos 
podem ser interrompidos como qualquer procedimento ordinário. Há funções especiais que 
permitem a recuperação, criação, deleção e modificação de objetos fora do contexto das 
regras, a partir de rotinas de interrupção. Em todos os casos as ações de criação, remoção 
e modificação são sempre consideradas como atômicas, mas não são executadas direta- 
mente: seu atendimento é feito por um escalonador, que as executa quando conveniente de 
acordo com a estratégia de escalonamento vigente e as prioridades das demais tarefas no 
sistema. Em contraposição são também utilizados demons, executados imediatamente após 
sua instanciação, em qualquer ponto do ciclo de inferência. A execução dos demons exige a 
utilização de funções especiais para determinar quais os elementos da memória de trabalho 
foram modificados e assegurar a coerência da rede. Várias medidas de performance do sis- 
tema foram realizadas sobre microcomputadores, embora a concepção do sistema vise seu 
uso em hardware dedicado. 
RUM 
O sistema RUM [BONISSONE 90] apresenta uma nova abordagem para os SBCTR, base- 
ada na clara distinção entre as duas etapas presentes na utilização destes sistemas: desen- 
volvimento e execução. O sistema é primariamente dirigido a problemas de classificação 
dinâmica, caracterizados pela seguinte estrutura: colecionamento de dados provenientes de 
diversas fontes de forma a gerar um padrão; mapeamento do padrão em um conjunto de 
soluções possíveis; e escolha da solução mais adequada para o caso. Em especial o sis- 
tema é adequado a situações onde os dados e a base de conhecimentos são permeados de 
incerteza. Os requisitos considerados para o desenvolvimento do sistema foram: (1) pro- 
pagação eficiente e correta da informação incerta; (2) representação de defaults; (3) retração 
de conclusões inconsistentes com novas e mais confiáveis evidências; (4) reconhecimento e 
resolução de conflitos evidenciais; (5) modificação incremental da base de conhecimentos 
de forma a eliminar computações desnecessárias; (6) possibilidade de interrupção do sis- 
tema por eventos esporádicos; e (7) manutenção das necessidades de tempo e recursos 
necessários a resposta tempo-real. O sistema é composto de quatro partes: um ambiente de 
simulação (Lotta), um ambiente de desenvolvimento (Rum), um sistema rápido e pequeno 
para execução (Rum Runner) e um software para tradução entre os sistemas de desenvol- 
vimento e execução (Rum e Rum Runner). São utilizadas qualificações para os fatos em 
termos de graus de confirmação e refutação, e graus de suficiência e necessidade para as 
regras; estes elementos são utilizados para o raciocínio aproximado, de forma a compensar 
uma maior rapidez na inferência pela perda de qualidade da resposta em termos da certeza 
associada a esta resposta. O sistema de desenvolvimento é construído sobre frames de um 
sistema convencional (sistema KEE) e regras de primeira ordem. Perrnite também a inte- 
gração com conhecimento procedural, a utilização de contextos e revisão de crenças, além 
de mecanismos de edição, checagem de erros, depuração, etc. Após o desenvolvimento o 
sistema gerado é compilado, de forma que em tempo de execução nenhum novo conheci- 
mento é criado. As regras com variáveis são explodidas em suas instâncias proposicionais,
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de forma a eliminar a necessidade de complexos mecanismos de unificação. O tradutor 
analisa a topologia das regras e deriva um grafo direto acíclico (DAG), que representa as 
dependências entre as regras sob a forma de uma rede compilada, e sobre o qual são feitas 
as inferências. O DAG suporta motores de inferência em encadeamento para frente e para 
trás e também mantem e propaga as incertezas entre fatos e regras. Os esforços maiores 
no desenvolvimento deste sistema se concentraram na construção de um “metacontrolador” 
utilizado na execução. Este metacontrolador é capaz de manusear interrupções e entradas 
externas, organizar e escalonar tarefas com o uso de prioridades, e controlar. os diversos 
componentes de forma a atender as restrições temporais com a solução de melhor qualidade 
possível. O metacontrolador é constituído por: (1) um escalonador baseado em agenda, que 
manuseia as entradas normais e esporãdicas, associando a cada solicitação uma prioridade 
e sua deadline; o escalonamento é feito então por shortest deadline; e (2) por um plane- 
jador, que determina como atender a restrição temporal imposta; esta determinação exige 
a geração de planos (compostos por caminhos no DAG), avaliação de sua utilidade e do 
seu custo, e seleção do plano para atender a deadline; como há incerteza associada, quanto 
maior o número de caminhos utilizados, melhor será a qualidade da solução. Os custos 
associados aos caminhos no DAG são obtidos a partir de intensivas simulações, através 
do outro componente do sistema (Lotta), que gera vários cenários e obtém os tempos de 
execução dos planos gerados. Quando da execução o melhor plano que atende a restrição 
temporal pode ser realizado. Como já citado, neste sistema a melhoria da qualidade de 
uma solução é dada essencialmente pelo aumento da certeza associada a esta solução. O 
sistema é implementado em Lisp, e foi utilizado em diversas aplicações, e.g. o componente 
de situation assessment do sistema Pilot 's Associate [POMEROY 90], de auxílio ao piloto 
em caças tãticos estratégicos. 
DVMT 
O sistema Distributed Vehicle Monitoring Testbed (DVMT) [DECKER 90], [DURFEE 88] 
tem como domínio a monitoração de veículos em movimento detetados por sensores acústicos 
O sistema deve analisar os dados provenientes dos sensores acústicos de forma a identifi- 
car, localizar e seguir os padrões de veículos que se movem em um espaço bidimensional. 
O sistema utiliza uma arquitetura tipo quadro negro (blackboard) [RICH 83] com quatro 
níveis principais: sinais, para análise de baixo nível; grupo, para coleções de sons que são 
produzidos por alguma parte de um veículo; veículo, para sons gerados por cada veículo 
individualmente; e padrão, composto por vários veículos que atuam de forma coordenada. 
As fontes de conhecimento executam tarefas de resolução de problema estendendo ou refi- 
nando soluções parciais ou hipóteses. Uma das principais características do sistema é que o 
mesmo faz uso extensivo de raciocínio aproximado: as hipóteses possuem graus de certeza e 
refutação associadas, e as regras são associadas a graus de certeza, plausibilidade, refutação 
e dúvida. Estes elementos fornecem as ferramentas para a definição de três tipos básicos 
de aproximação: busca aproximada, onde uma região menor do espaço de busca é explo- 
rada; aproximações sobre os dados, que provém uma visão mais abstrata e mais tratável 
dos dados; e aproximações no conhecimento empregado, com o uso de apenas parte do 
conhecimento disponível. O usuário determina critérios para a aceitação de uma solução, 
incluindo deadlines e preferências nas características desta solução (e.g., maior completude 
e menor certeza). O DVMT aplica as fontes de conhecimento para estender e refinar as 
soluções parciais e formar a solução que satisfaz as características solicitadas, decidindo
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sobre as formas de aproximação a empregar. Vários resultados de simulações do sistema 
são apresentados, e refletem 0 compromisso entre a qualidade da solução e a estratégia de 
aproximação escolhida em função do tempo de execução disponível. 
RT- 1 
O sistema RT-1 [DODHIAWALA 89] representa uma arquitetura de SBCTR construída 
sobre os requisitos de velocidade de execução, reatividade, correção temporal e “adaptação 
suave” ou habilidade de reavaliação das prioridades das tarefas de acordo com a carga do 
sistema e a disponibilidade de recursos. O RT-1 é um sistema de pequena escala, distribuído, 
baseado no paradigma blackboard. Suas principais características são: (1) é formado por 
uma coleção de módulos de raciocínio que compartilham um espaço comum e se comunicam 
por meio de eventos sinalizados; (2) estes módulos operam assincronamente e podem estar 
em dois estados: comunicação e computação; (3) cada módulo de raciocínio é dirigido pelos 
eventos recebidos; (4) um diretório de eventos especifica o destino dos eventos externos ou 
sinais enviados; e (5) o blackboard é utilizado como depósito dos dados por todos os módulos 
de raciocinio, podendo ser ele próprio um elemento distribuído. Cada um dos módulos de 
raciocínio é composto por três processos: (1) um processo entrada / saída, responsável pela 
recepção e envio dos sinais; (2) um processo blackboard, que é compartilhado por todos os 
módulos e inclui os objetos que podem ser criados, modificados ou deletados em tempo de 
execução por outros módulos; e (3) um processo raciocínio, feito de acordo com as seguintes 
etapas: acionamento, responsável pela recepção aos eventos externos e estabelecimento 
das respostas relevantes a estas mudanças; teste de pré-condição, que assegura que um 
contexto de informação existe para a execução da ação correspondente; escalonamento, que 
determina a execução das ações de acordo com heurfsticas de controle; e execução, que 
realiza, num mesmo ciclo, todas as ações indicadas. A reatividade do sistema é “regulável” 
via uma margem de execução, que permite o contrabalanceamento entre as atividades de 
atendimento aos eventos - resolução de problema - e atendimento às restrições temporais. 
Assim a execução do sistema pode ser completamente reativa, completamente dirigida pelos 
objetivos (goal-directed) ou algum estágio intermediário entre estas situações. O sistema 
RT‹1 é escrito em Lisp utilizando Flavors sobre uma máquina Lisp, e é instrumentado 
com um conjunto de métricas para a avaliação do atendimento aos requisitos exigidos 
(performance, reatividade, correção temporal, etc). 
O Atendimento aos Requisitos Tempo-Real nestes Sistemas 
A tabela comparativa apresentada à. figura B.1 resume as caracteristicas destes sistemas 
sob o ponto de vista do atendimento aos requisitos de um SBCTR apresentados no texto.
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A análise da tabela apresentada permite verificar os requisitos para os sistemas citados. 
Todos os sistemas apresentados (a excessão do KHEOPS) utilizam a abordagem assíncrona 
para um STR; na maioria dos casos a execução é feita sob a forma de uma tarefa dentro 
de um ambiente ou executivo dedicado ao sistema de tempo real.
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í Exemplo de utilizaçao do sistema 
KHEOPS 
Exemplo C..2 Apresenta-se a seguir um exemplo de programação do sistema KHEOPS. 
No exemplo (ver figura C.1) uma função exterior (random 2) fornece um valor (ação 
RESTRICT) 0 ou 1 aleatório ao atributo zero-or-one. O conjunto de regras permite a 
obtenção na saída do atributo out que está. associado a estabilidade do valor aleatório entre 
dois ciclos consecutivos. Se o valor fornecido a zero-or-one é diferente de 0 ou 1 nenhuma 
regra é aplicada e o sistema assinala um caso de incompletude (os atributos de saída não 
são determinados). Apesar disto o valor nil é atribuído a stability (devido a exceção 
representada pelo comando ELSE). As regras (r4 t) e (r4 nil) ilustram uma facilidade 
sintática de agrupamento de regras que está disponível. A rede decisional construída pelo 
compilador KHEOPS é apresentada à figura C.2. 
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(INPUTS nil) 
(OUTPUTS out stability zero-or-one) 
(INITIALIZATIONS (RESTRICT °/.out t)) 
(RULE r1 IF 
THEN 
(RESTRICT zero-or-one (random 2))) 
(RULE r2 IF (= zero-or-one 0) 
THEN 
(RESTRICT out ni1)) 
(RULE r3 IF (= zero-or-one 1) 
{*i 
THEN 
(RESTRICT out t)) 
'(t nil) 
(RULE (r4 ti) IF (= %°ut ti) 




(ELSE ei (RESTRICT stability ni1)) 
Figura C.1: Regras para testar a. estabilidade de uma variável aleatória
0 %out 
nil f 
° 2810-01'-One ° ZBYO-OT-One 
g ¡ 0 1 OURO 
out=nil out=t incompletude out=ni1 out=t 
stab=t stab=nil stab=nil :tab-=ní1 stab=t \\\\\, 
out-> %out 
Figura. C.2: Rede construída. pelo compilador KHEOPS
Apêndice D 
Algoritmos para operar sobre 
hipercubos e conjuntos de 
hipercubos 
Utilizar-se-á a notação h¡,hz,... para os hcubo (hipercubos) e H¡,Hz,... para os 
Hcuboset (conjuntos não redundantes de hipercubos). Todos estes elementos são consi- 
derados sobre um mesmo conjunto de índices J. A z'-ésima coordenada do hcubo h será 
denotada h[i] e os índices serão denotados por z',j, . . .. 
As operações definidas e os algoritmos correspondentes são: 
hl n hzl 
procedimento hcubo-INTERSEÇÃO (hhhz): 
variáveis: h3 := [ ]; 
para todo 2; E I fazer 






procedimento hcubo-DIFERENÇA (h1,hz): 
variáveis: hauxl := hl; 
hauzz := hl; H =={ }; 
bloco (sair) 
para todo i E I fazer 
hau:r2[i] := hauz¡[i] \ h2[i]; 
hau:1:¡[i] := haua:z[i] F1 hz[i]; H zzhwbo-Hzuboset-An1çÃo <fz‹wz,, H) ;` 







hl U hzl 
procedimento hcubo-UNIÃO (h1,h-2): 
retornar (hcubo-Hcuboset-ADIÇÃO (hl , (hcubo-DIFERENÇA (hl, h;›)))) ; 
fim-procedimento . 
h1 m Hz! 
procedimento hcubo-Hcuboset-INTERSEÇÃO (h¡,Hz): 
variáveis: H :={ }; 
para todo hz G Hz fazer 




H] n Hzi 
procedimento Hcuboset-Hcuboset-INTERSEÇÃO (H1, Hz): 
variáveis: H :={ }; 
Ham: := { }; 
para todo h¡ E H; fazer › 
Haua: := hcubo-Hcuboset-INTERSEÇÃO (h1,Hz); 





ÍL1 U Hz! 
procedimento hcubo-Hcuboset-UNIÃO (h1,Hz) 
variáveis: H := {h1}; 
para todo hz G Hz fazer 





procedimento Hcuboset-UNIÃO (H1, Hz) 
variáveis: H := Hz; 




Íz (complemento 'de um hcubo): 
procedimento hcubo-COMPLEMENTO (h) 
variáveis: haua: := H,~€¡ D,,_.; 




procedimento Hcuboset-COMPLEMENTO (H) 
variáveis: Haurr := h-cube-COMPLEMENTO (primeiro-elemento (H)); 
para todo h E (outros-elementos (H)) fazer 
Ham: z= hcubo-Hcuboset-INTERSEÇÃO .(hcubo-CDMPLEMENTO (h) H) 
fim-fazer; 
retornar (Haux) ; 
f im-procedimento . 
Hl \ hz (diferença de conjuntos): 
procedimento Hcuboset-hcubo-DIFERENÇA (Hhhz) 
variáveis: Haus: := { }; - 
para todo hl G H1 fazer 





procedimento Hcuboset-DIFERENÇA (H¡,Hz) 
variáveisz- Hau:1::= Hcuboset-hcubo-DIFERENÇA (H1, primeiro-elemento (Hz)) 
para todo hz E outros-elementos (Hz) fazer 




hl Q hzfl 
procedimento hcubo-ADIÇÃO (h¡,hz): 
variáveis: hauz: := h¡; 
se existe um único iG I com h1[i] 76 hz[i] 
então hau:z:[i] := hl U hz[i]; 
retornar (haux); 
“ senão 
retornar ({ }); 
fim-se; 
fim-procedimento .
h] @ H-21 
procedimento hcubo-Hcuboset-ADIÇÃO (h¡,Hz) 
variáveis: haua: =={]: 
para todo hz G Hz fazer 
haux := hcubo-ADIÇÃO (h1,hz); 
se haua: 51€ {~} d
' 
entao retornar (hcubo-Hcuboset-UNIAO (hauz, 
Hcuboset-hcubo-DIFERENÇA (Hz, hz) )) 
fim-se; 
fim-fazer; s 
retornar (hcubo-Hcuboset-UNIÃO (h¡,Hz)); 
fim-procedimento . 
H|,~=,,_. (restrição de um Hcuboset para um índice i): 
procedimento Hcuboset-R.EsmIçÃo-s0B-INDICE (H, i, vi) 
variáveis: hauír := H,-6; 'Da_; 
fazer hau:r[i] := v,~; 
‹ fim-fazer; 




v,~¿¡} (restrição para um subconjunto de índices): 
procedimento Hcuboset-RESTRIÇÃO-SUB-CJTO-INDICES (H, I, vz) 
variáveis: Haua: 
Haux *ii __,,.. _. 
11= 
2¡= 
haua: :=[ ]; 
para todo i E I fazer 





1 : hcubo-Hcuboset-INTERSEÇÃU (haux,Hau:c¡); 
2 := Hcuboset-UNIÃO (Haua:,,Hau:z:z); 
:U 
" f im-fazer; 
retornar (Hauxz) ; 
fim-procedimento.
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H1|H, (restrição de um Hcuboset em relação a outro Hcuboset): 
procedimento Hcuboset-RES'I'RIÇÃC|-SUB-SUB-Hcuboset (H1, Hz) 
{ }› variáveis: Hauxl := 
Hauxz := 
haux := [ ]; 
{}: 
para todo hz E Hz fazer 
Hau:z:¡ := Hl; 





i E I fazer 
haux[i] := hz[z`]; 
Hauxl := hcubo-Hcuboset-INTERSEÇÃO (hau:z:,Hau:z:¡) 
Hauxz := Hcuboset-UNIÃO (Haurcz, Hauzz); 
fim-fazer; 
proj,~ H (projeção de um Hcuboset em relação a um eixo coordenado): 
prozeàimenzo H¢ub‹›set-PaoJEçÁo-soB-INDICE (H,z') 
variáveis: v := (primeiro-elemento (H))[i]; 
para todo h 6 outros-elementos (H) fazer 





Bíblíote C0 Uníveršit ' _ U F S C __ arm 
proj{,~€¡} H (projeção em relação a um conjunto de eixos coordenados): 
procedimento HCUb0Set-PRÚJEÇÃU-SOB-CJTU-ÍNDICES (H,Í) 
variáveis: v := 
[ ]; 
V == { }; 
z' E I fazer 




para todo h 6 outros-elementos (H) fazer 
para todo z' E I fazer 
v[i] := h[i]; 
fim-fazer; 






A complexidade 0 destes algoritmos pode ser analisada em função da cardinalidade do 
conjunto de índices J (n = sobre o qual os hcubo estão definidos, ou, de forma mais 
ampla, em relação ao número de atributos da teoria correspondente. ' 
O procedimento hl F1 hz é de complexidade linear em relação à. n. Da mesma forma hl G) hz, 
que realiza a operação de adição entre dois hcubo, e que também tem por objetivo reduzir 
o número de hcubo que compõem um Hcuboset, tem complexidade 
Os demais procedimentos são interdependentes; a tabela D.1 mostra a relação entre cada 
procedimento e as chamadas de outros procedimentos que o mesmo realiza. O calculo 







h1Uh2 hl @ HZ: hl\h2 
h1fiHz h1€3 Hz» hlnhz 
H,fiHz hl ® HZ) h¡f`lHz 
p1z,uH, h1® H2v 1z,\h2 
H1UH2 h¡UHz
h mhz
H hl n H2› Íz 
H1\/22 H; U Hz, h1\1z2 
Hl\H2 H1\h2 
h1ÉBh2 
ÍMÉBH2 hi @h2› 
H1\h2 
hl U H2› 
H lí=v¡ h1fiHz 
H|{i=v¡ 
I 
vz'e1}_ç hl OHQ, H,uH,
ç 
HllH2 hl O Hz, H1UHz 
pro j,~ H 
PT`0Í{‹'e1} H ÍHÉBH2 
Dll d " Figura . : nterdepen ência entre as operaçoes sobre hipercubos e conjuntos de hipercubos
Apêndice E . 
Algoritmos para o cálculo de 
modelos em uma teoria temporal 
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Na apresentação destes algoritmos considera-se a teoria I` particionada nas teorias Pp (parte 
atemporal e temporal sobre o passado) e FF (parte temporal sobre o futuro). 
Os algoritmos são os seguintes: 
Algoritmo para a propagação de polaridades e tipos em Pp: 
procedimento PRQPAGAÇÃU-DE-PoLAP.IDADE-E-Tipo (I`,›)z 
para cada axioma A E I`¡› fazer 
para cada sub-fórmula F E A fazer 
colocar tipo(F) e polaridade(F) 





Algoritmo para a propagação de polaridades e tipos em FF: 
Este algoritmo é idêntico ao anterior, utilizando como conectores temporais (sobre o futuro) 
as definições apresentadas em 3.1.2.2, sobre tipos e polaridades. 
Algoritmo para a construçao ascendente dos Hcuboset associados a cada sub-fórmula de 
Fpi 
procedimento Hcuboset-PROPAGAÇÃO (Pp): 
para cada sub-fórmula F G Ar, (árvore sintática de I`p) fazer 
se tipo (F) é 
atômica (sem tipo): 
o cálculo do Hcuboset associado é direto; 
oz 
o Hcuboset associado é 
a interseção dos Hcuboset das fórmulas filhas;
5 
' o Hcuboset associado é 
a união dos Hcuboset das fórmulas filhas; 
fim-procedimento.
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o Algoritmo para a geracao do grafo Qp (S F E associado a l`): 




(equação de estado: x+fi]==zU]) 
fazer nós (Qp) = À4(F); 
(úmidos par PRQPAGAÇÃO-DE-PULARIDADE-E-rrpo e 
Hcuboset-PROPAGAÇÃU de FP ) 
para todo nz€ nós (Qp) fazer 
para todo1n'€ nós (Qr) fazer 
fim-fazer; 
fim-procedimento 
estabelecer um ramo entre nz e nf 
se e somente se 
w*fiKm)=zUK"flVuí ~ 
fim-fazer; 
o Algoritmo para a geraçao ascendente dos mundos que satisfazem cada sub-fórmula de Pp: 
procedimento PROPAGAÇÃO-DE-MUNDOS (Pp): 
para cada sub-fórmula P'€.ÁpF (árvore sintática de Pp) fazer 
se tipo (PÓ é 





o cálculo dos mundos w que satisfazem F`é direto; 
o conjunto de mundos associado é 
a interseção dos mundos associados 
às fórmulas filhas; 
o conjunto de mundos associado é 
a união dos mundos associados 
às fórmulas filhas; 
o conjunto de mundos associado é 
função do conector temporal aplicado as fórmulas filhas 
(ver definição dos algoritmos a seguir) 
o Algoritmos utilizados no cálculo de satisfação para as fórmulas temporais (futuro arbores- 
cente):
- sX F : 
procedimento ALGUM-PRÓXIMO (W): 
variáveis: Wauz := {}; 
para cada mundo w G W fazer 





procedimento TODO-PRÓXIMO (W): 
variáveis: Waua: := {}: 
para cada mundo w 6 ALGUM-PRÚXIMO(W) fazer 
se Suc(w) C W então 






procedimento ALGUM-FUTURO (W): 






para cada mundo w 6 W fazer 
Wau:::1¡ := {w} 
enquanto existe w' E Wauxl fazer 
para todo w" 6 Waurzrl fazer 
Wresp := Wresp LJ {w"}; 
Wauxz := Wauarz U Pre(w”); 
fim-fazer; 





procedimento TODO-FUTURO (W): 
variáveis: Waux := 
para cada mundo w 6 ALGUM-FUTURO (W) fazer 
se S'uc(w) C W então 







procedimento ALGUM-INDO (W): 












existe w' G Waua:¡ fazer 
para todo w” 6 Wauzl fazer 
se Suc(w”) O W ;É Q) então 
Wresp := Wresp U {w”}; 
fim-se 
Wold := WoldU {w”}; 
Wauxz := Wauxz U Pre(w”); 
fim-fazer; 
Wauzrl := Wauxz \ Wold 




procedimento TUDO-INDO (W): 
variáveis: Wauzl: := 
para cada mundo w G ALGUM-INDO (W) fazer 
se Suc(w) C W então 







A complexidade de alguns destes algoritmos pode ser analisada em função do número 
de estados w: GERA-GRAFO tem complexidade (9(w2); ALGUM-PROXIMO e TODO-PROXIMO 
tem complexidade (')(w), assim como ALGUM-FUTURO e ALGUM-INDO, que tem complexi- 
dade O(w + r), onde 1" é a cardinalidade da relação de acessibilidade entre os estados 
[AUDUREAU 89], [XUONG 92]; finalmente TODO-PROXIMO e TODO-INDO calculam o fe- 
chamento sobre o cálculo efetuado nos conectivos anteriores, podendo ser efetuados em 
O((n + r)2) [AHO 741. '
-
Apêndice F 
Descrição sintática preliminar da 
linguagem de entrada 
Apresenta-se a seguir uma descrição sintatica preliminar da linguagem de entrada pro- 
posta neste trabalho para o núcleo gerador de SBCTR, num formato BNF. Os símbolos 
não terminais serão prefixados por < e sufixados por >. São utilizados os meta-símbolos : := 
(é definido por), * (repetição zero ou mais vezes da expressão quantificada), + (repetição 
uma ou mais vezes da expressão quantificada), I (alternância “ou”), e { e } (que cercam 
elementos opcionais e servem para o agrupamento de ítens). 
Alguns outros elementos são considerados como terminais, tais como numero, numero-inteirc 
cadeia.-de-caracteres, etc. Literais são delimitados por aspas. 
<programa> ::= <modu1o>+ 
<modulo> ::= (MODULE <nome-do-modulo> 
<declaracoes> 
INPUTS { <atributo> | 
<atributo>[<faixa>] }* 
OUTPUTS { <atribuzo> I 
<atributo>[<faixa>] }* 
<corpo-do-modulo> ) 
<nome-do-modulo> ::= cadeia-de-caracteres 
<declaracoes> ::= { <dimensionamento> } 
{ <inicializacao> } 
{ <dominio>+ } 
<dinensionamento> ::= DIMENSION {<atributo>[<indice>]}* 
<atributo> ::= cadeia-de-caracteres 
<indice> ::= numero-inteiro 
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<inicializacao> ::= (INITIAL 
{ { <atributo> = <valor> I 
<atributo›[<indice>] } = <valor> }+ ) 
<va1or> ::= numero I cadeia-de-caracteres 
<dominio> ::= (DOMAIN <atributo> [<va1or>+]) I 
(LATTICE <atributo> [{<va1or> "<" <valor>}+] I 
(LATTICE <atributo> [<reticulado-predefinido>]) 
<reticulado-predefinido> ::= "2" I "4" I "O,1" I "CD" 
<faixa> ::= numero-inteiro I numero-inteiro..numero-inteiro 





(<atributo>+) = <nome-do-modulo>(<atributo>*) 
<conexao> }+ 
<regra> ::= (RULE <nome-da-regra> <formula> ) 
<nome-da-regra> ::= cadeia-de-caracteres 
<formula> ::=
, 
(IF <formu1a> THEN <formula>) I 
(IF <formula> ONLY-IF <formula>) I 
(<formu1a> AND <formu1a>) I 












<formula-atomica> ::= <atomo> I 
<atomo> <predicado> <va1or> | 
<atomo> <predicado> <atomo> I 
<atomo> IN <conjunto-de-valores> | 
<condicao-temporal> ' 
<atomo> ::= <atributo> I <atributo> $1 
<predicad°> ::= ||=|| | ||<n I u<=n I ||>|| I n>=|| | ||<>|v 
<conjunto-de-va1ores> ::= "{" <valor>+ "}" 
<condicao-tempora1> ::= <operador-temporal> (<atomo>+) I 
<contador-tempora1> I ~ 
<nome-do-modu1o> (<atomo>+) 
<operador-temporal> ::= { BEFORE I AFTER I 
STARTS-AT I sTAnTs-AFTER I 
oNcE-AFTER I oNcE-sINcE I 
ALWAYS-AFTER I ALWAYS-SINCE I 
ALWAYS-FROM-T0 I oNcE-FROM-To } 
<contador-temporal> ::= (# <formula-atomica> 
{ DURING | AFTER } 
<formula-atomica> 
{ EQ I LT I LE I GT I GE } 
numero-inteiro ) 
<acao> ::= (ACTION <nome-da-acao> 
WHEN <formula> DO <procedimento-externo> ) 
<nome-da-acao> ::= cadeia-de-caracteres 
<procedimento-externo> ::= chamada-de-funcao 
<equaca0-qualitativa) ::= (QUALITATIVE-EQUATION 
<atributo> "=" 
<atributo> 




<operacao-qualitativa> ::= "+" I "-" I "*" I "/" 
<funcao-qualitativa> ::= <nome-do-modulo> 
<restricao-de-evolucao> ::= (DOMAIN-CONTINUITY-RESTRICTION 
<atomo>)+ I 
(DERIVATIVE-RESTRICTIDN 
<atributo> "=" D <atributo>)+ 
<¢0ne¡a°› ;;= ({L1NK} <atributo> "=" <atributo>)
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