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Preface 
The linearisation problem has been the subject of many articles 
since Poincare's treatment of the problem . Many of these are not 
listed in the Bibliography, but may be found among the references of 
those which are listed . 
In this thesis, we are mainly concerned with results for analytic 
systems, although , as the same methods yield results in other cases, we 
1 · d ck 1· · · a so consi er inearisations . Chapters II and V form the main 
part of the thesis . In these chapters, a discussion of analytic 
linearisations is given : the method of Poincare in Ch.II, and that 
of Sternberg in Ch.V . Chapters III and IV concern results which are 
required in Chapters V and VI. Chapter VI is included for completeness, 
since Theorem 6.1 (Hartman's Theorem) is one of the more important 
results on the subject . The connection between the analytic sections 
and Chapter VI is Chapter III . 
The contribution of this thesis is firstly to give full proofs 
of some of the important results (notably Thms . 3. 1 , 4 .1, 5 .1, and 5.5), 
and also to improve two of the results. Theorem 2 . 2 generalises 
Poincare's original result, Theorem 2 . 1. The method of proof here 
was communicated to me briefly by Professor J . Moser while in Brisbane 
last year. Theorem 5 . 5 is a generalisation of the theorem of 
Sternberg on which it is based , in that it allows repeated eigenvalues. 
In all other instances , the sources of material are acknowledged . 
I would like to record my thanks to Mr . A. Cappel for suggesting 
the topic, and to my supervisor, Dr . A. Howe, for his assistance and 
advice during the preparation of the thesis . 
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CHAPTER I: INTRODUCTION 
§1.1: The Linearisation Problem 
Consider the first-order , autonomous differential equation 
(1) 
where n x ER, and G 
origin: G(O) = o. 
x' ·= G(x) 
is of class c1 , which has a singularity at the 
Hence G can be written uniquely as 
G(x) =Ex+ F(x) 
1. 
where F is of class c1 and F(x) = o(lxl) as lxl -+O , (or equivalently 
clF(O) = 0 ). Here E is the matrix clG(O) . 
Suppose there exists a local change· of coordinates y = R(x) 
about the origin in the x-space such that in terms of the new coordinates, 
the equation (1) becomes the linear equation 
, . 
( 2 ) y ·= Ey 
In other words , Risa homeomorphism of a neighbourhood of the origin in 
the x-space onto a neighbourhood of the origin in they-space which fixes 
the origin, and which maps solutions of (1) onto solutions of (2) 
and conversely, while preserving parametrisation . 
solution of (1) satisfying TO ( x) = x , and Lt(y) is the solution of 
(2) satisfying LO(y ) = y , we require that R satisfy 
= 
(This equation of course is only meaningful in some neighbourhood of 
the origin. ) Then we say that R is a linearising map for the system 
(1), or that R linearises (1). 
A crucial result by Sternberg , Thm 3.1, shows that it suffices to 
find a homeomorphism R0 
which linearises 1 h . T ; t at 1.s , an for 
which R Tl R -l 0 0 = 
A simple expression then provides an 
R which linearises the system ; that is, R Tt R-l = Lt. 
2. 
The linearisation problem , then , is under what conditions can 
such an R be found; further , with what restrictions on the system (1) 
can R be found which satisfies certain conditions of differentiability 
or analyticity. We shall see that the two factors which will determine 
t he answers to these questions are 
i) the eigenvalues of E, and 
ii) the degree of "smoothness " exhib ited by F. 
When considering the existence of a homeomorphism R which is 
analytic or differentiable (Ch 2 , 4 , 5) we will obtain maps R of the 
form R(x) = x + ~(x) where .~(x) = o(lxl) as !xi+ 0 
that is, maps R with aR(O) = I, the identity matrix . 
Perhaps the two most important results that we consider are the 
following: -
l. Theorem 5 . 5 : (an extension of Thm 2 . 2) 
if 
When F is analytic, then an analytic linearising map R exists 
i) 
ii) 
Rt y. < O, i=l,2, •• ,n, where y. are the eigenvalues 
~ ~ 
of E, and 
n 
y. 
~ I l j=l 
m. y. 
J J 
for any 
integers m. ,j=l,2, •• , n, J 
i, and for any non- negative 
such that Lm. > 1. J 
2. Theorem 6 . 1: (Hartman's Theorem) 
When F is only assumed to be c1, then a linearising 
homeomorphism R exists if E has no eigenvalues with zero 
real part. 
An important result for analytic systems by Siegel is cited in 5 . 4. 
In that theorem , an analytic linearising map is shown to exist if a 
stronger form of condition ii) (cf. Thm 5 . 5) is satisfied , without 
r equiring that i) hold . 
Other results include : linearisation of k C systems following 
Sternberg in [12], Thm 5.2; linearisation of c2 "contraction" 
systems by Hartman in [6], Thm 5,3; and linearisation of 
by Sternberg in [13] and Hartman in [9], Thm 5.4. 
C0 
C systems 
The two main sections of the thesis are Chapters II and V. 
In 2.1 a full proof of Poincare's Theorem is given. Then in 2. 2, 
this theorem is used to establish the existence of an analytic 
linearising map when E has complex, simple eigenvalues. 
3. 
In Chapter V, full proofs of the theorems of Sternberg in [12] concerning 
Ck and analytic linearisations are given. As they appear in [12], the 
proofs are brief, and especially for the analytic result, need clarifying. 
In addition, we combine the result on the formal linearisation of a formal 
power series given in Chapter IV with the method of Sternberg to remove 
the assumption of distinct eigenvalues for the analytic case. 
For a history of the linearisation problem and related problems, 
the reader is directed to the Notes at the end of Chapter IX in [9], and 
to a Technical Report by A. Kelley [14]. 
It should be mentioned here that when results are cited in the 
text, the symbols used may differ form those in the original text. 
This is simply to ensure that the notation used is uniform and consistent. 
§1.2: A Linear Change of Variables 
It is often desirable that the matrix E (or the matrix A as 
occurs in Ch III) be in a simple form , such as Jordan canonical form . 
It is therefore very useful to know that, if a system derived from (1) 
by a linear change of variables can be linearised, then so can the 
original system (1). 
Let M be an invertible matrix. Change variables by putting 
z = Mx. Thus (1) becomes 
(2) , z = 
+ 
under this change of variables. 
4. 
Now suppose that (2) can be linearised by R; that is, under the 
change of variables t = R(z) , (2) transforms to 
r ~(ME M-l) t . (3) 
Put Then clearly 
M-lt '~ (E M-l) t 
( ·= El,; 
and thus the homeomorphism R: x ~ r; given by 
0 
I'; = M-l R( Mx ) 
is a linearising map for the system (1). Also , if aR{O) = I, then 
aR (0) = I. 
0 
Clearly, R satisfies any smoothness properties satisfied 
0 
by R. 
Canonical form of a matrix 
We record for future use the two standard results on the similarity 
of matrices to matrices in canonical form. 
Lemma 1.1: Every complex nxn matrix A, for a given £ > O, is similar 
to a matrix of the form 
J 
where Jo is a diagonal 
and J. 
l 
= 
Jo 0 
0 
0 0 
matrix with 
A q+i 0 
= 
£ A 
0 £ 
0 0 
0 
0 
0 
0 
J 
diagonal elements 
0 0 
q+i 0 0 
A q+i 
0 
£ A q+i 
Al' A2' •• ' A q 
i = 1,2, •• ,s 
The A., j=l,2, •• , q+s , are the eigenvalues of A, which need not all be 
J 
distinct , If A. is a simple root , then it occurs in J 0 , and J 
therefore, if all the roots are distinct , A is similar to the diagonal 
matrix 
Jo = 
0 
0 
o o o • • A 
n 
Lemma 1.2: Let A be a real nxn matrix . Then, for any £ > O, there 
exists a real non-singular matrix P such that A= P-l AP has the 
5. 
r eal canonical form consisting of real square matrices A1 , •• ,\;,B1 , •• ,Bm 
down the main diagonal. 
A. 
J 
Each A. has the form 
J 
s. 02 02 J 
= E2 s . 02 J 
02 E2 
02 02 E2 
where 02 is the 2x2 zero matrix, E2 = [: 
02 
02 
s. 
J 
:] [a.-S.l and s. - J J J - 8. a. J J 
6. 
The B. have the form 
J 
"· 
0 0 
J 
e: 
"· 
0 
J 
B. = 0 e: 0 
J 
0 0 0 e: 
"· J 
Here a. ±J..S. are the non-real eigenvalues of A, and 
"· 
are 
J J J 
the real eigenvalues. 
7. 
CHAPTE R II: ANALYTIC RESULTS ( 1) 
§2.1: Poincare ' s Theorem 
In this section, we present the theorem proved by Poincare in [10], 
concerning the analytic system of equations 
(1) J = G(x) = Ex+ F(x) 
where the system may be either real (that is, x E Rn and E , F both real) 
or complex (x E en and E . F both complex) . Poincare proves the 
existence of an analytic change of variables which linearises (1) 
under certain assumptions on the matrix E. One of the assumptions 
is that E be diagonal . Hence the case of a complex analytic system 
I 
x ·= G(x), where the linear part of G has no multiple eigenvalues is 
included in this result , because by a linear change of variables , we 
can transform the equation into one with a diagonal matrix of linear 
terms ( see 1 . 2) . Similarly, the case of a real system I x = G(x), 
where the eigenvalues of the linear part of G are real and distinct 
is included in Poincare ' s result . But the case of a real system with 
complex and distinct eigenvalues is not included . 
Afte r proving Poincare ' s theorem , we indicate where the difficulties 
lie in trying to remove the condition (I) that E be diagonal . 
Then, we show how the result of the theorem can be obtained in the case 
~fa real system, whose matrix of linear terms has complex and 
distinct eigenvalues . 
be an analytic function of x that is, each G.(x) l is a power 
series in then variables x1 , x2 , .. ,xn which converges in some neighbourhood 
of the origin . Furthermore , suppose that each G.(x) l has zero constant 
term: G(O) = O. 
Cons i der the system 
(1) J ·= G(x) = Ex + F(x) 
where E is the matrix of linear terms of G, and F , being the 
rest of G, will consist of terms of order at least two . 
Theorem 2 . 1 : ([10] pp . XCIX- CV) 
If the following conditions on E are satisfied: 
I) Eis diagonal : E = diag(y1, y2, .. , yn) , 
II) the closed convex hull of y1,y2, .. ,yn does not contain the 
origin, (or equivalently , yl, y2, .. , yn lie on the same side 
of a straight line through the origin) , 
8. 
III) y. 
'l,. 
n 
I l m. y., for all i , where m1, m2, •• , mn j=1 J J 
are non-negative 
integers satisfying t: m. > 1, J 
then there exists a unique analytic change of variables of the form 
y = R(x) = x + higher order terms 
which transforms (1) into 
(2) 
, 
y = Ey. 
The proof is in two parts. In the first, a formal solution is 
shown to exist using assumptions (I) and (III), and in the second, 
convergence is proved using (II). 
Proof : If y = R(x) transforms (1) into (2), then 
I y = aR(x) x' 
= aR(x) G(x ). 
So we need to find an analytic R satisfying 
(3) aR(x) G( x ) = E R( x ). 
As G is a power series , we can first of all f i nd a formal power 
series R which satisfies ( 3). 
Let R(x) = ( R1(x), R2(x) , •. , Rn ( x)) . As E is diagonal , 
solving ( 3) is equivalent to solving 
( 4, j) Gl aR. + G2 aR. G aR. R. -1.. -1.. + + -1.. = y. 
axl ax2 n ax J J n 
for each j = 1,2, •• ,n. Clearly , as these n equations are of the 
same type, it suffices to solve any one of them. 
formal power series solution for j = 1. 
Notation: Let µ = (µ1,µ 2 ,• • ,µn) where each 
integer. Define lµI = E µ. ; 
J. 
We shall obtain a 
µ. is a non- negative 
J. 
9. 
a. = (0, •. ,1, •• ,0) where the 1 is. in the i-th place; 
J. 
and 
(4) 
xµ µl µ2 µn 
= xl x2 X n 
µ! = µ' µ ! µ! r 2 n 
Suppose that 
G. (x) = I gi ,µ xµ J. lµl>0 
= y. x. + I gi,µ J. J. lµI >l 
R1(x) = I R xµ lµj> 0 µ 
= xl + I R xµ 
lµl>l µ 
Then (4) becomes 
G1 ( 1 + I µ R xµ-a1 ) + •• + G lµl>l l µ 
= 
Now substitute the series for each G. ( x ) J. 
xµ 
( I µn R xµ-~) n lµl>l µ 
into (4) and compare 
coefficients. The only terms of first order are y1 x1 on both sides. 
For higher order terms we obtain 
10 . 
( 5 ) 
Note that all R 
£ 
occurring in 
= 
(5) satisfy 
Hence the R can be inductively defined , so that the formal power µ 
series obtained satisfies (4) formally. 
We now consider the convergence of the power series obtained above 
= + l 
lµl>l 
We make use of the fact that the series for each G.(x) converges, 
l 
by considering a related equation, similar to (4) , for which a unique 
analytic solution is shown to exist . Then an inequality between the 
coefficients of R1 , and those of the analytic solution of the related 
equation ensures convergence of R1 , near the origin . 
is known as Cauchy ' s majorant method . 
This method 
Lemma 2 . 1: Conditions (II) and (III) on Y1 ,Y2 ,••,Yn imply that 
t here exists a positive number K such that , for each i , 
I ( ml y l + m2 y 2 + • • + my)-y.l n n i > K ( Z:m . J - l) . 
Proof : Let D be the distance of the closed convex hull of y l 'y 2 ' •• ,Y n 
from the origin D > 0 by ( II ). Firstly let i = 1 , and let 
= 
If ml > O, then d (m1 , •• ,mn ) 
hence ld (m1 , •• , mn ) I ~ D. 
If ml = O, note that I d I > 0 
= 
mlyl + + mnyn - Yi where Z:m. > l. 
m1 + m2 + •• + mn - l 
J 
belongs to the closed convex hull and 
as m2y2 + .• + mnyn - Yi 
m2y2 + ·· + mnyn - Yi 
m2 + •• + mn - l 
1 O by (III) . 
= 
m2Y2 + •• + mnYn m2 
+ .• + m n 
m2 + •• + m m2 
+ •• + m - 1 
n n 
Hence m2 + •• + mn - 1 
As \d\ > O, there exists a K1 such that 
Y1 
m2 + •• + 
Allowing i to run through 2,3,.,,n, and putting 
the lemma is proven, 
As G. (x) l. = 
y.x. + 
l. l. 
I 
\µ\>1 
11. 
m - 1 
n 
converges 
The related equation : 
in a neighbourhood of x = 0, ( converges if \ x1 \ , .. , \ xn \ ~ s, say), 
there exists r > O, ( r = 1/s) such that 
I (1/r)\µ\\ < B gi,µ 
for some B > O. 
and consider the series 
Let s 
Q. (x) = x. r
2 B s 2 
l. l. 1 - rs 
= x. B I \µ \ ! 
r\µ\ xµ (simple to 
l. \µ\>l u' 
check) 
.. 
= x. I q. xµ l. \µ\>l 1.,µ 
and thus in the domain 
which is analytic in the domain 
\rS\ < 1, 
The related equation we will use to show 
\x. \ < 
l. 
that 
(6) 
1 
rn 
R 
i=l,2,,,,n. 
converges is 
Ql ~ + Q2 dZ + 
... + Q dZ = 
z 
n ax 
dX2 
n 
axl 
Lemma 2.2, Equation (6) bas a unique analytic solution of the form 
Proof: 
-
z = x
1 
+ higher terms. 
(6) has the same form as (4) with 
Hence (II) and (III) are satisfied and (6) has a unique formal power 
series solution with linear term 
If we can exhibit an analytic 
z = x
1 
+ higher terms, we can conclude that the 
solution of the form 
formal solution converges. 
\ 
\ 
\ 
\ ; 
\ 
It is simple to verify that 
H-r 
f(x) = s ( 1 1 tt 
l - HS"j 
2 H = nB r + r 
satisfies (6). f(x) is analytic in the domain 
and has linear term xl + x2 + •• + 
a solution of (6) for any i,j. 
X • 
n 
In addition, 
Thus the function 
(x. 
l 
X.) 
J 
12. 
is 
is an analytic solution of (6) with linear term x1 , and we conclude 
that the formal solution to (6 ) 
z = + converges. 
Then it follows from (5), interpreted for (6), that 
(7) = + ••• + 
lµI 1 
,' 
where l signifies summation over E and E
1
, subject to 
E + E' = µ + a.. and IE' I > l. J 
Note that = B I E-1 ! 
IEI for Isl > 1, qi E r 
' 
E! 
and hence, (8) ~ lgi El because lgi El < B qi E 
' ' 
' 
Recalling that the formal series for R satisfies (5), and 
Lemma 2 .1, we see that 
(9) 
< 
+ ••• + 
K ( lµI - l ) 
where the summations over E and E1 are as above. 
Without loss of generality , we may suppose that K S 1. 
We will now show that 
(10) IRµI z < µ Klµ l-1 
firstly, R = z = l ; all other R = za.. = 
a.l a.l 
a.. 
l l 
So (10) is true for lµI = l. 
r 
IE I 
using 
IR I E 
o. 
Let lµI = k. From ( 8) and (9), we have 
I I 
l ql £ 1 £1 IR£ 1 + ••• + l ~ £' £ IR£1 (11) JR I < n µ K ( k - l ) 
But all R occurring here satisfy 1£ I < k' thus £ 
IR£1 $ 
z£ 
Kl£1-l 
z 
$ £ ~ K 
Hence l 
IRµI $ 0-2 
z 
$ 
µ 
0-1 
and (10) is established. 
i = 
if 
Now + l z xl 
lµl>l µ 
1,2, •• ,n. Therefore 
K 
lxil < n(nB+r) 
xµ 
by inductive as sumption 
as Ks l. 
I I 
l ql E 1 £1 z£ + ••• + l ~ £' £ 
K ( k - l ) 
converges if Ix. I < l 
l n(nB+r) 
xl + lµt>/µ 
xµ converges 
n 
z £ 
Thus under the assumptions of the theorem, equation (3) has a 
unique analytic solution of the form 
R(x) = x + higher terms 
13. 
in some neighbourhood of the origin, and Poincare's Theorem is proven. 
At this point, we consider whether the assumption that E be 
diagonal is necessary in the above proof. 
E is in Jordan canonical form 
Y1 0 0 
E 02 Y2 0 = 
0 03 Y3 
0 0 0 
It suffices to suppose that 
0 
0 
0 
0 
a yn n 
I 
... 
14. 
where o > o is chosen, and o. = 0 or o i = 2,3, •• ,n. 
l. 
For convenience of notation, we put 01 = o. Referring back to 
equations ( 3) and (4,j), we see that we have to solve 
( 4, j) Gl clR. G2 clR. clR. _] + -1. + G -1. 
clx1 ax2 
... + n 
ax 
= o. R. l + y. 
n J J- J 
The right hand side presents no difficulties here because, simply by 
solving for j = 1, then for j = 2 and so on, the extra term o. R. l J J-
R. 
J 
is only an additional constant in the equation. 
loses its simple form and becomes 
However, equation (5) 
(5) [y - (µlyl + .• + µ y )] R 02(µ2 + 1) R l n n µ µ-al +a.2 
R R 03(µ3 + 1) o (µ + 1) µ-a.2 +a.3 n n µ-a + a n-1 n 
= R.H.S. (involving R e: with I e: I < lµI ) 
Hence for o sufficiently small we can solve (5), uniquely, for all 
coefficients up to order lµI = k, say. In fact, using a method 
identical to that in Ch. IV, we can assert the existence of a formal 
power series R (unique of the form R(x) = x + higher terms), 
which satisfies (5) formally. This is done by observing that R 
is uniquely defined up to order N, if and only if equation (3) 
after a linear change of variables has a unique R of the required form, 
up to order N. By choosing o sufficiently small, as mentioned above, 
this latter condition is satisfied for any chosen N. Thus ( 3) can 
be formally solved without the assumption of distinct eigenvalues. 
However the proof of Poincare which establishes convergence of the 
series obtained does not lend itself to an easy generalisation. 
In that method, the actual formula for R µ in terms of R e: of lower 
order is used. One would not have such a formula in the more general 
case. Hence Poincare's method does not admit a simple generalisation 
to the case of repeated eigenvalues • 
In Chapter V we shall obtain , by a different method , the required 
generalisation ; that is, an analytic linearisation when repeated 
eigenvalues are allowed . 
Poincare's Theorem can be interpreted for both the real and 
complex systems . 
The Complex System . 
Corollary: Let x E en and G be a complex analytic function in 
(1) x' = G(x) G(O) = O. 
15 . 
If the eigenvalues of E, the matrix of linear terms of G, are distinct, 
and conditions (II) and (III) are satisfied by them, then there exists 
a unique analytic change of variables of the form 
y = R(x) = x + higher terms 
which linearises (1) . 
Proof: By s suitable linear change of variables (see 1.2), ( 1) can 
be transformed into a system which satisfies (I),(II) and (III). 
The Real System (with real e ' values) . 
Corollary: Let x E Rn and G be a real analytic function in 
(1) x' ·= G(x) G(O) = O. 
If the eigenvalues of E, the matrix of linear terms of G, are real, 
distinct and satisfy (II) and (III), then there exists a unique real 
analytic change of variables of the form 
y = R(x) = x + higher terms 
which linearises (1). 
Proof: After a suitable linear change of variables (see 1 . 2 ), E can 
be supposed to be diagonal . Clearly , from the proof of the theorem , the 
R obtained is a real series . 
Note that condition (II) on the · real eigenvalues Y1,Y2,•,Yn 
for all i. means that y. < 0 
l 
for all i, or y. > 0 
l 
That is, (1), or the system obtained by replacing t by -t, is a 
"contraction" in the sense that, sufficiently near the origin, all 
trajectories tend to the origin as t ~ oo. 
§2.2: The Real System with Complex Eigenvalues . 
16. 
We noted above, that to analytically linearise ~ = G(x) =Ex+ F(x) 
we have to find an analytic homeomorphism of a neighbourhood of the origin 
y = R(x) ·which · satisfies 
( 3) clR(x) G(x) = E R(x). 
If we assume that R has the form 
R(x) = x + r(x) ; 
- then (3) becomes 
r(x) = o( !xi) as lxl ~ O, 
(I+ clr(x) ) (Ex+ F(x) ) 
F(x) + clr(x) (Ex+ F(x) ) 
= 
= 
E ( X + r( X) ) 
E r(x) 
In the previous section, we proved that this could be solved for 
r(x) under the assumptions that E is diagonal, and that its 
eigenvalues satisfy conditions (II) and (III). 
Theorem 2. 2: 
(1) 
Consider the real system 
:J = G(x) = Ex+ F(x), G(O) = 0 
where G(x) is a real analytic function in some neighbourhood of the 
origin. We asswne that E has distinct eigenvalues (although they 
may be complex) and that they satisfy conditions (II) and (III). 
Then there exists a unique real analytic change of variables 
y = R(x) = x + r(x), 
which linearises (1). 
r(x) = o(lxl) as lxl ~ O, 
Proof of Thm 2 , 2: As G is a power series we can consider the 
complex system 
(12) x' = G(x) = Ex+ F(x) , 
Let M be the complex invertible matrix which diagonalises E, 
= D = 
Change variables by putting 
y = Mx . 
The equation (1 2) transforms to 
(13) I · - 1 y = Dy+ MF(M y), 
By the assumption of conditions (II) and (III) on 
Poincare's Theorem asserts the existence of a unique analytic map 
f,; = R(y) = y + r(y) , r(y) = o(lyl) as lyl + 0 
which linearises (13), As mentioned above , r(y) is the 
unique analytic solution of 
(14) + clr(y) ( Dy + MF(M- 1y) ) = D r(y) 
Now introduce the change of variables 
which transforms E,;' = DE,: into I . r; = Er; • 
We now compose the above three maps to obtain an analytic 
map V where 
V(x) = M- 1R( Mx) 
= M-1 ( Mx + r (Mx) ) 
= X + M- 1r(Mx) 
= X + v(x) 
where v(x) = o(lxl) as Ix I + 0. 
Clearly V(x) is an analytic linearising map for ( 12 ) 
r; = V(x) 
(15) 
transforms (1 2) into 
r;,' ·= E r;, • 
the map 
17. 
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Further V(x) is unique . For s uppose = x + v1(x), and 
= 
they satisfy 
(16) F(x) 
Consider M V. -1 M , 
l 
M V. 
l 
But then, from ( 16 ) 
+ 
are two linearising maps for (12); that is , 
3v.(x) ( Ex+ F(x) ) 
l 
i=1, 2 , which are of the 
= 
form 
E v.(x), i=1,2. 
l 
M-\y) M -1 = y + v.(M y) 
l ( i=1,2 ) 
= 
we see that 
y + r. (y), 
l 
r . < y ) = o < I y I ) as I y I + o • 
l 
MF(M- 1y) -1 M av . (M y) ( EM- 1y + F(M- 1y) ) -1 MEv.(M y) + = 
l l 
MF(M- 1y) + ar. (y) ( MEM- 1y + MF(M- 1y) ) -1 = MEM r .(y) 
l l 
MF(M- 1y) + ar. (y ) ( D y 
l 
+ MF (M- 1y) ) = D r. (y) l 
which is (14), and by Thm 2,1 has a unique solution . 
Thus = 
=> 
Thus the solution of (16) is unique of the form 
V(x) = x + v( x ) , v(x) = o( !x i) as !xi + O. 
Finally, consider the V(x) obtained above which , as we noted, 
is the unique solution of (16 ). -Let V (x ) be the series obtained 
from V by taking the real parts of all coefficients . 
to (16 ), as E and F are real, it follows that V 
( 16). Hence V = V is a real analytic map . 
By referring 
also satisfies 
Thus x =Ex+ F(x), x € Rn , has been linearised by a real 
analyt ic mapping, which is unique of the form 
~ = V(x) = x + higher terms 
and Theorem 2 . 2 is proven . 
Note that, for the real system with complex eigenvalues, 
condition (II) means that 
Rl y. < 0 
l. 
for all i, or Rl y. > 0 
l. 
for all i. 
The system,( or the system obtained by replacing t by -t), 
is a contraction. The condition Rl y. < 0 will occur in 
l. 
several results that we shall consider (see Thms 5,2, 5.3, and 5,5). 
19. 
20. 
CHAPTER III : SOLUTION MAPS 
In the previous chapter we were concerned with finding a map R 
which transforms 
the equation 
x' = Ex + F(x) 
aR(x) (Ex + F(x)) 
into 
= 
I y = Ey by solving 
E R(x ) . 
In the analytic case , this equation can readily be treated because 
a series representation for R, and hence for aR, can be substituted 
into the equation and coefficients compared . Nevertheless , although 
·the formal solution of the equation is simple to establish , the problem 
of convergence of the resulting series, in the general case , presents 
considerable difficulties. 
In this chapter we consider a theorem of Sternberg , which reduces 
the linearisation problem to the problem of linearising a solution map 
of the system, This device is used in almost all of the theorems 
that we consider . The exceptions are Thm 2 . 1 treated in the previous 
chapter, an<l Thm 5,6 of Siegel . In fact , the result of Thm 5 . 6 is 
more general than the accompanying result for the linearisation of 
analytic maps (see Sternberg [15], Thm 9 .1, p . 96) . We will see 
in Chapter V that this approach yields improved results for the analytic 
case, in that the assumption of distinct eigenvalues in Thm 2 . 2 
is unnecessary. 
§ 3.1 : Definition and Properties 
Consider the equation 
(1) x' = G(x) = Ex + F(x) , F( x) = o ( Ix I ) as Ix I -+ 0 
where G and F are assumed to be of class c1 in some neighbourhood 
of X = 0, 
µ(O , x ) = x . 
Let µ(t,x) be the unique solution of (1) satisfying 
Define the map Tt, for each real t , by 
Note that is (1) is autonomous , = 
It is elementary to show ([ 9] p . 231) that Tt has the form 
Tt(x) Et + x(t,x) = e X 
where X(t,O) = 0 and a x<t,o) = o . 
X 
This means that 
t Et a T (0) = e 
X 
that is, 
Consider the equation 
(2) I y = 
The solution y(t) of ( 2) 
Define = 
Et is the e 
Ey . 
satisfying 
Et 
e y. 
linear part of 
y(O) = yo is 
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for a fixed t, 
Tt. 
y(t) 
In linearising (1), we require a homeomorphism R which satisfies 
(3) = 
Note that when expressed in this form, we can consider homeomorphisms 
R of class c0 , whereas the previous method (cf. equ ' n (3) p.8) required 
that R be of class c1 at least. 
The ingenious theorem of Sternberg that we shall prove in 3.2, 
shows that it suffices to linearise T1 , to linearise each Tt. 
That is, it is sufficient to find an R0 which satisfies 
(4) = 
to ensure the existence of a linearising map R. For convenience, we 
shall write T for T1 and 
' 
L for 
Before considering Sternberg's Theorem, we extablish some smoothness 
properties of the solution maps which we will need in the proof 
of the theorem. 
Lemma 3.1: ([11] pp.70-3) 
Let G(x) be of class cq, q=i,2, ••. , 00 , in (1). Then Tt for 
' 
any fixed t, is of class Cq. In particular, T is of class Cq. 
Lemma 3. 2: Let x E en and f(x,t) be a continuous function on 
DxI where D is a domain in en. 
is analytic in x for any fixed t. 
Further, suppose that f(x,t) 
Then g(x) = J~ f(x,t) dt is 
analytic in D. (This is a standard result in complex analysis 
see Ahlfors ,"Complex Analysis", p . 123). 
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Lemma 3. 3 : ([1] pp . 36-7) 
Let G(x) in (1) be real ( complex) analytic . Then for any fixed t, 
Tt is real ( complex ) analytic . In particular , T is analytic . 
Proof: The proof in [1] shows the result only for the complex case , 
however a simple argument extends it to the real system. 
Consider the complex system 
(1) x' = G(x) 
where G( x ) is a complex analytic function in some domain D containing 
the origin. Let X(t) . be the solution of (1) satisfying X( 0) = x • 
0 
If u ED, consider the functions 
(5) 
e (t,u) 
0 
= 
= 
X(t) + (u- x ) 
0 
(defined as long as 8 remains in D) 
0 
u + ft G(0.(s,u)) ds 
0 J 
j = 0,1,2, •• 
By a standard argument, we know that 
e..:<t,u)I 
J 
Lj+l ltlj+l 
(j +1) ! I u-x I 0 
(where L is the Lipschitz constant of G in D) and that , for a fixed u , 
0.(t,u) converges uniformly to µ( t , u) . 
J 
Now fix t, and restrict u to a neighbourhood of x , sufficiently 
0 
small so that all 0.(t,u) 
J 
uniformly to µ(t,u) by 
are defined. 
( 5). Now 8 
0 
Then 0.(t,u) converges 
J 
is analytic in u, and as G 
is analytic, by Lemma 3.2, each e. 
J 
is analytic . Thus µ ( t ,u) is 
analytic in u. 
of the origin . 
That is, Tt is an analytic mapping of a neighbourhood 
Now s uppose that (1) is a real anal ytic system. As G(x) is a 
power series , we can extend G( x ) naturall y to Cn and we can then 
consider the resulting complex system. The map Tt (solution map of the 
* 
complex system) of a neighbourhood of the origin in Cn is therefore 
a comp l ex power series , by above . But Tt restricted to Rn is 
* 
just Tt, the sol ution map of the real system . Thus takes real 
values on has real coeffici ents. Therefore 
r eal anal ytic and the lemma is proven . 
§3. 2 : A Theorem of Sternber g 
Theorem 3. 1 : ([12 ] p . 817) 
(1) 
Consider the system of differential equations 
x' = G(x ), x E Ff , G(O} = 0 
is 
where G is of class ~ , q=l , 2, •. , 00• Suppose there exists a local 
change of coordinates ahout the origin, R0, of class cf (p~l) , 
which linearises T 
(4) = L 
where RO has the f orm 
R0 (x } = x + r (x) , r (x) = o ( lx l) as lxl -+ 0. 0 0 
De f ine R by 
(6) R = 
that is R(x } which is defined in some 
23 . 
nei ghbou:r>hood of the origin . Then R is a local change of coordinates 
of class Cv, (v=min{p,q}), of the form 
R(x } = x + r (x ), r(x) = o( lx l) as lx l -+O 
which linearises (1). 
(3) 
Fu:r>thermore , if G and R0 are real analytic, then so i s R. 
Proof : We will f i rst show that 
= 
Then , by noting that dR(O) = I , we can conclude that 
= 
24. 
(i) = 
= 
as Lt is a matrix. Change variable by putting u = s + t. 
R Tt(x) = Lt ( f1+ s L-u u( s R0 T x) du) 
= 
RO L RO 
-1 
as = T . Note that 
f1~s L-(u-1) RO Tu-\x) du = f~ L-u R Tu(x) du. 0 
Therefore R Tt(x) Lt ( !1 -u u = L R0 T (x) du) 0 
= 
Lt R(x) . 
(ii) If G is of class Cq , q = 1,2, •• , 00 , we know by Lemma 3.1, 
that Tt, for any fixed t, is also of class Cq. Suppose R0 is 
of class cP, p = 1,2, .. , 00 • Then clearly R, defined by (6) is of 
class CV 
' V = min{p ,q}. 
(iii) c)R( 0) = ( !1 c)(L-s R0 Ts) ds) (O) 0 
= f~ L-s aR0 ( o) c)Ts ( O) ds 
= 
!1 
0 
L-s I Ls ds 
= !1 Ids 0 
= I 
Therefore , Risa local homeomorphism, and we conclude that 
= (in some neighbourhood of the origin). 
(iv) Finally we consider the analytic case, Extend G(x), and R0 (x) 
in the natural way to G(z), RO( z ) where z E en. 
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Define R* ( z ) by ( 6) , which is , by Lemma 3. 2 , an analytic function 
of z, satisfying = 
where are the solution maps in of (1) and (2) respectively . 
Clearly from ( 6 ), as 
Thus = 
theorem is proven . 
Tt and 
* 
where 
Lt have real coefficients , so does 
* 
R is R* restricted to n R, and the 
Note: If we have a linearising map R0 which is of class c
0
, then 
(6) defines a continuous map R which linearises Tt in the sense 
that = In Chapter VI, we note that in this case 
R is in fact a homeomorphism of a neighbourhood of the origin. 
The problem of the linearisation of an autonomous , first - order 
differential equation with a singularity at the origin (1), has thus 
been reduced to the problem of linearising the solution map T. 
CHAPTER IV : THE FORMAL LI NEARISATION OF POWER SERIES 
In the next chapter , we shall be considering the linearisation 
of solution maps T , where T may be of class Ck, or analytic . 
To this end , we write T as a k- th order polynomial plus a remainder. 
The first task then will be to linearise the k- th order polynomial . 
Thus we are led to the problem of the formal linearisation of 
polynomials and power series . Although we will not need the full 
r esult on the linearisation of a power series in Ch V, we include it 
here for completeness , and because the method of the theorem is 
referred to in Ch II (see 2 . 1 p . 14) . 
Let P( x ) be an n- tuple of formal power series 
where each P .( x ) is a formal power series in then variables 
l 
with zero constant term . Recalling the notation used 
in Ch II, we may write p. ( x ) 
l 
= 
\' xl-1 l P· lµl>O i , µ 
Definitions : We define the truncation operator TT for m a m 
positive integer by : TT (P) is them- th order polynomial obtained 
m 
by deleting all terms in p of order greater than m. 
We write TT (P) 
m 
= p (m ). If S( x ) is another series we can define 
t he composition of s and Pas follows : the coefficient of xl-1 in 
s p is the coefficient of xl-1 in where here the 
composition is the normal composition of polynomials . (Clearly , this 
is the same as the coeff icient of xl-1 in s (m1 ) 
p 
(m2 ) 
Thus TT satisfies TT (SP) = TT ( TT (S ) P) 
m m m m 
= TT ( S 
m 
TT (P )) 
m 
= TT ( TT ( S) TT (P)) . 
m m m 
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The product of formal power series is easily seen to be 
associative . If Sand P are convergent (near the origin), then 
the formal composition SP is convergent (near the origin), and SP 
is just the composition of the functions Sand P. 
Let A be the matrix of first order terms _of the formal power 
series P(x): A = (pi,a.) • 
J 
Recall that in Chapter II, when linearising an analytic differential 
equation in Poincare 1 s Theorem, we needed to assume condition (III) on 
the eigenvalues of the matrix E of linear terms of the function G. 
In this and the next chapter we are concerned with the linearisation of 
the map T, which has linear part A= eE (see 3.1 p.21). 
If are the eigenvalues of E, then A = e Yt ;.\2 1 ' 
= e Y2 
' 
, = eYn 
• • , I\ 
n 
are the eigenvalues of 
(III) 
non-negative integers 
E 
e = A • Condition (III) on 
for all i, and all sets of 
such that Im. > 1 
J 
is equivalent to condition (III*) on A1 ,A2 , •• ,An namely 
, ~ , m1 A m2 
/\i .,. /\1 2 
non-negative integers 
for all i, and all sets of 
such that Im. > 1 • 
J 
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Thus it is not surprising to find that in the formal linearisation 
of a power series, we need to assume condition (III*) on the eigenvalues 
of the matrix of first order terms. In fact this assumption is 
sufficient as we shall now prove . A brief outline of this proof 
appears in [9] p . 260 . 
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Theorem 4 . 1: Let P be a real (complex) formal p()l,)er series . 
Let A be the matrix of first order terms , and let A1,A2, .. ,An be 
its eigenvalues. If condition (III*) on the eigenvalues is satisfied 
then there exists a real (complex) p()l,)er series R, unique such that its 
matrix of first order terms is the identity matrix, which linearises 
P in the sense that 
(1) RP = A R. 
Proof: First of all, consider the case where A is diagonal: 
A = That is, p . (x) 
l 
= 
If we put R(x) = x + r(x) where r. (x) 
l 
we need to solve 
(2,i) 
( 2 ,i) 
Thus 
'i' xµ l P· lµl>o i,µ 
for lµI > 1 
Pi,µ 
where by Aµ we mean 
= 
= 
+ I A. ( x. l l 1µ1>1 
A. ( 
l I 1µ1>1 
+ r . Aµ + w. 1,µ i,µ 
r. 1,µ 
A µ 1 A µ2 A~ 
1 2 • • • n ' and 
polynomial expression involving coefficients 
and r. e: , I e: I < Iµ I • 
i, 
A.x. 
l l 
'i' xµ + l P· 
1µ1>1 l,µ 
•••(A X n n 
i=1,2, •• ,n 
i=1,2, •. ,n 
= A. r. 
l 1,µ 
w. + piµ = l2µ 2 
A. Aµ l 
where w. is a 1 , µ 
Pj , e:, j=1,2, •• ,n, 
29 . 
Therefore the coefficients r. can be inductively determined since i,µ 
>... i Aµ, i = 1,2, .. ,n, lµI > 1. 
l 
Thus if A is diagonal, and >..1 ,>..2 , •• 
,>.. satisfy condition (III*), there exists a formal power series R, 
n 
unique such that its matrix of first order terms is the identity matrix , 
which satisfies RP = AR. 
In general the procedure is more difficult . We can, by a linear 
change of variables get P into a form where its matrix of first order 
terms is in Jordan canonical form with any chosen a> 0 on the 
sub-diagonal. In the proof, when solving up to N- th order for R, 
we need to make a sufficiently small to ensure that a certain matrix 
is invertible. It may appear that as we try and solve for all R we 
need to make o = 0 . However , as shown below , this difficulty does not 
occur. 
Let P( x) be a complex formal power series with A its matrix 
of first order terms . For each 
matrix Mo such that Mo A Ma 
-1 
>..1 
02 
Aa = 0 
0 
and a. = o or a, i = 2 , 3 , •. ,n . 
l 
we define 01 = O. 
a > 0 ' there exists an invertible 
= Ao where 
0 0 
>..2 0 
03 0 
0 0 
For convenience of notation later, 
Note: If U is an nxn matrix , then we can associate U with a formal 
power series U1 consisting of first order terms only ; namely U1 = U x . 
This association is a natural one because (V U) 1 = V1 U1 • In these 
remarks, we will not make this distinction and will simply use U to 
refer to both the matrix and the power series . No confusion should 
arise here. 
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We will show that for any N, a positive integer, the equation 
= has a unique N-th order polynomial solution ¾ 
whose matrix of first order terms is the identity matrix. If I N > N, and 
¾' -is the solution of 1v (-R P) = 
and thus we can assert the existence of a unique solution R, with R( 1 ) = I , 
to the equation RP = AR. 
Let P = M P M - 1 
o o o 
The matrix of first order terms of P 
o 
is A0 which is in Jordan canonical form with o or O on the sub-diagonal. 
Let ¾ be a solution of nN ( R P) = = I. 
= 
= 
= (A M R Mo-1) TIN O O -N as M0 is a matrix. 
= 
Conversely, if ~ is a solution to nN ( R P0 ) = then 
= = 
Further, 
~ is a unique solution with its matrix of first order terms the identity 
matrix if and only if ¾ is a unique solution with its matrix of first 
order terms the identity. This follows because if 
Mo~ 
-1 
MO~ 
-1 then ~ = ~ , and conversely. Mo = Mo 
o o o 
Let P0 ( x ) = ( P /x), P2( x ), ... , p ( x )), n 
o >...x. l o xµ p. (x) = O.x. 1 + + Pi,µ , l l l - l l 1µ1>1 
R. (x) = x. + l r. xµ. 
l. l 1µ1>1 1,µ 
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The j-th component of R P (x) is 
a 
a l (P0 (x))µ a xµ) p. (x) + r. = (a .x. 1 + A.X. + l Pj,µ + J 1µ1>1 J,µ J J- J J 1µ1>1 
+ l <\x1 l a x£)µ 1 (o x + /\2X2 + l a xE:)µ2 r. + P1 £ P2 E: J,µ 2 1 ... 1µ1>1 lt::1>1 , 1£1>1 , 
••• (0 X 1 + A X l a 
E: µ 
+ pn £ X ) n • n n- n n 1£1>1 , 
The j-th component of A
0
R(x) is 
a. ( x. 1 + l µ I\. ( l xµ) r . 1 X ) + x. + r. J J- 1µ1>1 J- ,µ J ' J 1µ1>1 J,µ 
= a.x. 1 + A.X. + l (a. r. 1 + >.. r. ) xµ J J- J J 1µ1>1 J J- ,µ J J,µ 
= TTN(A0 R), we need to solve 
( 3, j) + 
, a £ µ2 
l p 2 ,£ X) ••• (0 X 1 1£1>1 n n-
+ I\ X 
n n + l 1£1>1 
a E:)µ ) p X n 
n,E: 
= l (a. r. 1 
1µ1>1 J J- ,µ 
+ A. r. µ) xµ) J J, for each j = 1,2, •• ,n. 
Consider this equation for j = 1. By comparing coefficients of xµ 
for each µ, 1 < lµI ~ N, we obtain a finite set of linear equations. 
The equation obtained by comparing coefficients of xµ is of the 
following form 
(4) 
where the 
l 
1<1£1~N 
( µ) 
C 1,£ 
r 1,£ = 
are polynomials in 
p ~ , . , 1 < I e'I :;;; N. J,£ 
and the 
By referring to ( 3) we note the fo llowing properties of the 
32. 
( µ) 
c1 £: 
(i) /µ) = ,Y = A µ 1 A µ2 A % 1,µ 1 2 • • • n 
(ii) /i.t) 1,£ ' for £ t- µ and 1£ I = I µ I , has a factor of a in 
and it does not depend a on any p terms 
' 
(iii) c(µ) = 0 if 1£1 > Ii.ti. 1,£ 
If we order the r , 1 < lµI ~ N appropriately , and writing 1,µ 
(r1 ,µ) N for the column matrix of these terms , we can write the set of 
equations (4) as follows 
(4) = 
where c1 N is a matrix of the form 
c<1) 
N , 2 0 0 0 0 
* 
c <1) 0 0 0 N,3 
c1 = 1: "i': c <1) 0 0 N N,4 
* * * 0 
._; 
* * -;': ~1) 
, N 
where each cN<1 ? , i = 2,3, •• ,N is a square matrix which corresponds 
,1. 
' 
it ' 
to those terms r with 1,µ I µI = i. The diagonal elements of c 1 N are 
µ 
of the form A - A1, by (i) and the off-diagonal elements of each 
c(1? 
N,1. tend to zero as a tends to zero by (ii). As 
det (C~) = det( ~ 11 ) det( c~ 1; ) det( /1) ) 
' ' 
N,N 
there exists a a > 0 for which c 1 N is invertible. 
For j = 2 ,3, •• ,n, equations of the form (4) result, except that 
the right-hand side has an additional term 
choose a a> o, for which all the matrices 
thus we can determine 
they are unique. 
- a. r. 1 • J J- 'µ 
We can 
cj are invertible and 
(r )N in turn and 
n,µ 
I 
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That is, for some a> o, 
= 
has a unique N-th order polynomial solution 
~, with 0 
~(1) = I. 
Hence = TIN(A R) has a unique N-th order solution R, 
with = I , and the theorem is proven in the complex case. 
Finally we consider the real case , Let P be a real formal 
power series with A its matrix of first order terms, Let the 
eigenvalues A1 ,A2 , •• , An ( may be complex) of A satisfy (III*). 
By the previous result, there exists a unique complex power series R 
which satisfies RP= AR. Let R be the formal power series obtained 
from R by taking the complex conjugate of each coefficient . Then 
clearly, RP= AR, as P and A are real . By the uniqueness of R, 
we conclude that R = R and R is a real series. Thus the theorem 
is proven, 
CHAPTE R V: ck and ANALYTIC RESULTS ( 2 ) 
In Chapter IV , we proved that under the assumption that the 
eigenvalues of the matrix of first order terms satisfied condition 
(III*), a formal power series P can be formally linearised by a 
formal power series R. In this Chapter , we will use this result to 
obtain Ck and analytic linearising maps for a certain class of Ck 
and analytic solution maps . In both cases , we will require that 
the eigenvalues of the linear part of T satisfy condition (III*), 
This condition is clearly essential , as can be seen by referring to 
Example A in the Appendix . There we have an analytic equation , 
where ( III*) is violated and there does not exist a c 2 linearisation . 
In the Ck case, we will also assume that the eigenvalues A1 , A2 , •• , An 
are real, that IA. I < 1 and that k is greater than some number 
l 
depending on the eigenvalues. In the analytic case , the only 
34 . 
additional assumption we make is that all the eigenvalues satisfy IA. 1<1 . 
l 
Here we are essentially following Sternberg , [12] pp . 814- 6 . 
However, the proofs referred to in [12] are incomplete in some details 
and the assumption that the eigenvalues are distinct is made . 
Here we give full proofs and we allow the possibility of repeated 
eigenvalues . 
Given an autonomous differential equation 
(1) x' ·= G(x), G( O) = O , 
where G is of class Ck (or analytic ) in a neighbourhood of the 
origin , we obtain the solution map T as described in Chapter III . 
Following the results of Chapter III , if we can linearise T by a 
ck (or analytic) homeomorphism , then ( 1 ) can be linearised by a 
Ck (or analytic ) homeomorphism . 
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Let A be the matrix of linear terms of T. We know from 
Chapter III that A is non-sin gular as E A= e where E is the 
matrix of linear terms of G, Thus none of the eigenvalues 
of A is zero. 
§5.1: Ck Systems 
Notation: Let Ck(N) be the set of Ck functions from N, a neighbourhood 
of the origin in 
we shall write 
Rn , into Rn , which fix the origin. If k f E C ( N) , 
for the j-th order partial derivative 
Define II f Iii = max 
1~i ~n 
r 
the maximum being taken over all partial derivatives of order j; and 
= max II f II i 
j =O , 1,. ,k 
Then II •• IIN is a norm on Ck (N) and with this norm, Ck(N) is a 
Banach space. Let Vj(N) denote the subspace of Ck(N), (j ~ k), 
consisting of those functions in k C ( N), all of whose partial 
derivatives up to order j vanish at the origin. 
Lemma 5.1: ([12] p.815) 
Given any s > O, we can find a sufficiently small neighbourhood 
N c N such that, for f E Vk(N) 
s 
Proof: 
llf II~ + llf II~ 
s 
+ ••• + 
s 
II f llk-i 
NS 
In one dimension , it is clear that 
< 
N is the interval [-q,q] and 
II f II~ + •• + 
M = sup I /k\x) I 
N 
Hence II f II~ + II f II k-
1 
N 
s II f II~ 
s 
where 
= II f II ~ , for all x E N . 
+ .• + q) II f II~ 
and by choosing q sufficiently small to make 
we have the required neighbourhood NS . 
k q + •• + q < s 
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In higher dimensions , consider a ball N of radius q about the origin . 
There exists some number p such that 
I x1 I + + lxnl :::; p ll(x 1,x2 , •• , xn) II 
thus for all X E N, I x1 I + •• + jxnl :::; p q. 
Now II f II k-j N :::; (p q)j llf II~ and hence 
llf II~ II f II~ II f II k- 1 k k-1 k + + ••• + :::; ( (pq) + Cpq) + .. + (pq)) II f 11, N 
Th us by choosing q sufficiently small so that (pq)k + (pq) k- 1 + •. + ( pq) < E 
we have a suitable neighbourhood NE . 
We now return to the problem of the linearisation of a Ck solution 
map T. The assumptions we make on T are 
(i) 
(ii) 
(iii) 
are real and jAil < 1 , 
k > logs/ log S 
or equivalently , 
where s = min !Ail, S = max !Ail, 
s - 1 sk < 1, 
satisfy (III*) , that is 
where m1, •• ,~ are any non-negative 
integers satisfying Im . > 1. 
J 
As the eigenvalues of A are real, there is a suitable linear 
change of variables, for any o > O, such that A takes the form 
A1 0 0 0 0 0 
02 A2 0 0 0 0 
A = 0 03 A3 0 0 0 
0 
0 0 0 0 o A n n 
where o. = O or o . We shall assume that o is sufficiently small to 
l. 
-1 k < 1, where s + o < 1 , and inf 
IIA XII 
make s 1 ( s +o) s l = llx II X 1- 0 
As A is a contraction matrix , there exists a number p > 0 
such that IIT X II < ll x II if ll x II :::; p. 
37 . 
Thus if N is a spherical neighbourhood about the origin of radius 
l ess than p , then 
for j = 1,2 , •••. 
Define the operator DT on 
DT : f ( • ) >-+ A - l f ( T ( • ) ) 
and hence , by the above remarks , E The following l emma 
is the crucial step in finding a linearising map for T. 
Lemma 5 , 2 : ( [12] p . 816) 
Let TE Ck (N) satisfy (i) and (ii) above . Then there exists 
a neighbourhood N* of the origin (N* c N) and some number K, 0<K<1 , 
s uchthatfor fEV\N ) , IIDT(f)II~ < K II f II~ 
Proof : 
and 
where 
* * 
Consider a k- th order derivative of DT(f) . 
= 
( foT ) . . ( x ) 
l l • • , ik = l 
r\ is 
ir 
the 
1~j ~n 
r 
i f th partial 
- 1 A (( foT ). . ) 
l l ' •• , lk 
+ l f ( T(x) a. a. 
derivative of the jr -th 
+ 
) p (x) 
a. 
component of T, 
f is a partial derivative of f of order < k ' p is a polynomial in a. a. 
derivatives of T of order ~ k , and where the summation is taken over 
a l l partial derivatives of order less than k . 
Thus 
where X E N 1 ' N1 a spherical neighbourhood of the origin , and where 
Q. 
J 
is the sum of the absolute values of the functions p corresponding a 
to derivatives of order j . 
Then T~ (O) = 
"·' 
i = 1,2 , • • ,n l l 
T~+1( o ) = Oi+1 ' i = 1 , 2 , .. ,n- 1 , l 
38 . 
and all other T~(O) are zero . l 
Thus, as I A. I ~ s l 
l IT~l (Q) ••• T~ k (o)I ~ ( S + 0 )k 
1~j ~n ll lk 
r 
Now choose 0 > 0 sufficiently small so that 
- 1 
Sl ( (S + o/ + 0 } < 1. 
As the T~ are continuous , there exists a neighbourhood No of l 
the origin such that 
As the Q. are continuous , they are uniformly bounded in No ; 
J 
that is , jQ. I ~ M(o) in No . Let £ > 0 be such that J 
-1 
s1 ( ( S + o/ + 0 + £ ) = K < 1. 
By Lemma 5 .1, there exists a neighbourhood of the origin , NE: ' such that 
ll f II~ llf II~ llf 11k-1 < 
£ llf II~ + + •• + N M(o) 
£ E: £ £ 
for any f E J<(NE:) . 
Let N* = No n N £ n N. Then 
jDT(f). . ( x) j -1 ( + o)k + 0 J II f II~ £ M(o ) llf II ~ ) ~ S l [ ( S + M( o) l l ' •• , ik 
* * 
~ K llf II~ as required. 
* 
The assumption that the eigenvalues of A be real is unnecessarily 
restrictive. The only difficulty is in ensuring that 
< s . 
If A has complex eigenvalues a+ ib, a - ib, then after a suitable 
linear change of variables , A will have entries 
a - b 
•• b a 
instead of 0 
"· 1 .i+ 
39. 
Thus l IT~l(O) T~2(0) T~k(o)I s s if !al + lbl < 1 
1Sjrsn ll 12 lk 
and k is sufficiently large. In general , 
l IT~l( O) T~2(0) T~k(o) I s s 
1Sj rsn ll 12 lk 
if s - 1 sk < 1 where S = max {IRl(A.)I + IIm(A.)I}. 
l l 
We can now apply the result of Lemma 5.2 to obtain a linearising 
map for a Ck solution map T. T can be written T = P + F, where 
FE v<(N). 
with u(1) = 
k-th order to 
to k-th order 
Let 
Then 
Define 
R 
0 
= 
By Theorem 4.1, there exists a real formal power series U, 
I, such that u p = A u. Now truncate u at the 
obtain u (k) . Then u(k) p and A U(k) agree up 
terms. Thus 
u(k) 
-1 
u(k) p terms of order > k. = A + 
U(k)' which is thus a function in 
R = A-1 R p + terms of order > k 
0 0 
R -1 R T f where f E v<(N) = A 
0 0 
R = A-n R Tn 
n 0 
n-1 
= l R ) 0 + R ' 0 n = 1,2, .•. j=O 
n-1 
DT j ( f) = l + R j=O 0 
Now IIDTj(f) II~ s Kj llf II~ under the 
* * 
(X) 
Thus l DT j ( f) converges uniformly on j=O 
and hence R converges uniformly on N to n * 
Also, as aR (0) = I, we have dR(O) 
0 
= I. 
= R ; that is, = A. 
This is summarised in the following theorem . 
assumptions of Lemma 5 . 2 on T. 
Vk(N*) N to a function in 
* 
some l function R. 
Clearly R satisfies 
Theorem 5 . 1 : Let T be a d<- solution map defined on some 
neighbourhood N of the origin in If. Let A be the matrix of 
f irst order terms of T and A1, A2, •• , An the eigenvalues of A. 
If (i ) 
(ii) 
(iii ) 
k > logs I log S 
integers satisfying 
where s = min I A • I , S = max I A . I , 
i, i, 
where ml , •• , mn are non- negative 
Im. > 1, 
J 
then there exists a neighbourhood N of the ongi.n (N* C N) and 
* 
a function RE d<-(N*) , with oR(0) = I , such that RT R- l = A. 
Combining this theorem with Theorem 3. 1 we conclude 
Theorem 5 . 2 : Let :r! = G(x) , G(0) = 0, be an equation of class d<- , 
and let y1, y2, •• , yn be the eigenvalues of E, the matrix of first 
order terms of G. 
( i ) 
Suppose that 
i.s real, and RUy .) < 0, 
i, 
i = 1, 2, •• ,n, 
(ii ) 
(iii) 
k > s*/ S* where s = min Rl(y . ) , S = max Rl(y~) , 
* i, * ., 
where 
non- negative integers satisfying Im . > 1 • J 
are 
(Asswnptions (i) and (ii) may be relaxed slightly as noted immediately 
40 . 
f ollowing the proof of Lemma 5 . 2) . Then there exists a d<- linearising 
map R(x) = x + cp(x} , where cp(x) = o( lxl) as lxl + 0, 
defined on a neighbourhood of the origin. 
§5 . 2 : Two Results of Hartman and Sternberg 
Similar results to Theorem 5 . 2 have been obtained by Hartman and 
Sternberg for different sets of conditions on G and the eigenvalues of E. 
For the linearisation of c2 systems , Hartman proved 
Theorem 5,3 : ( [6] p . 222) 
41. 
Let x =Ex+ F(x) , where F(x) = o (lxl) as x + O, xis an n-vector, 
E a real matrix, be an equation of class cf; that is, FE cf. 
Let Y1, Y2, •. , yn be the eigenvalues of E, and suppose that 
Rl(y .) 
1, 
< O, or n = 2 . 
Then there exists a c1 map 
u = R(x) = x + q>(x) , where qi(x) = o(lxl) as x + O, 
defined on a neighbourhood of the origin, which linearises the equation 
that is , I u = Eu, or equivalently, 
Thus the system of equations in Example A (Appendix), has a 
c1 linearisation if O <a< 1 even though it does not have a 
c2 l inearisation . 
For the linearisation of C00 systems, Sternberg proved 
Theorem 5 . 4: ([13] p . 629) 
Let the system of differential equations 
ch;i = 
dt 
i = 1, 2, •• , n 
be (; and such that Xi(O , O, •• , O) = O. Let 
eigenvalues of the matrix of linear terms of the 
y . 
1, 
y. 
1, 
denote the 
x .. 
1, 
Then if 
m ., 
J 
with Im . > 1, there exists a (; change of coordinates which 
J 
linearises the equation. 
A modified proof for this theorem appearsin [9] , pages 257- 271 . 
This result indicates the importance of the condition (III*) in 
obtaining a differentiable linearising map . 
§5. 3: The Analytic Case 
Lemmas 5 . 1 and 5.2 can easily be adapted to establish the 
existence of an analytic linearising map for an analytic solution 
map under the assumptions 
< i) I/\. I < 1, and 
l 
( ii ) A. 
l 
integers such that tm . > 1. 
J 
That is, an analytic contraction map which satisfies (III*) 
can be linearised analytically. 
42. 
Suppose T is the (analyti c) solution map of an analytic equation 
I 
x = G(x), G( O) = O. Then T naturally extends to an analytic map 
of N, a neighbourhood of the origin in en . We define , for an analytic 
function on N, II f 11 i = max sup If. . I, the maximum being 
1~irgi N 11 , • , , lj 
taken over all complex partial derivatives of order j ' as in 5 .1. 
Let v1<CN) be the set of analytic functions on N, all of whose partial 
derivatives up to order k vanish at the origin . Then by the same 
argument as before, the conclusion of Lemma 5 . 1 holds in en. 
After a suitable (complex ) linear change of variables, say y = Mx , 
we can suppose that A, the linear part of T, has the form 
A = 
0 
0 0 
0 0 
0 
0 
on ~ 
where cr. = 0 or cr, and cr is any positive number . 
l 
As before , let 
s = min IA. I, S = maxi A. I. 
l l 
Then by assumption , S < 1 . Let k be 
a positive integer sufficiently large so that 
in 5 .1, we choose cr , o,E > O such that 
s~ 1 ( (S + cr)k + o + E ) = 
Then as 
K < 1. 
' 
i 
I 
i 
I 
i 
I 
I 
I 
I 
I 
I 
I 
for 
Define DT 
fE0(N) . 
as previously, by DT: f( .) -+ A-l f( T(.)) 
Then Lemma 5.2 clearly holds in this case, and we 
can assert that there exists a neighbourhood N* of the origin , such 
that for any f E 0(N), < k K II f IIN • 
* 
As we are assuming that A1 ,A2 , •• ,An satisfy condition (III*) , by 
Theorem 4.1 , there exists a k-th order polynomial 
T up to terms of order k . That is, 
R which linearises 
0 
R -1 = A 
0 
Then R = A-n 
n 
= 
n-1 
l j=O 
R T 
0 
R Tn 
0 
DT j ( f) 
f where f E 0(N). 
+ R 
0 
n = 1,2, ••• 
converges uniformly to a complex analytic function R on N* . 
Clearly R satisfies = R· , that is , = A. 
We now return to the original system before the linear change of 
variables, y = Mx . If we let T and A now be the solution map and 
its matrix of first order terms respectively of the original system 
then ( see 1.2) = A where s = 
S is complex analytic and as(o) = I. We require a real analytic 
S which satisfies this equation . Now ST = AS ; hence, as T and 
A are both real , ST = AS where S is the analytic function 
43. 
obtained by taking the real parts of the coefficients of S. As R has 
linear part I, so does S. Thus T can be linearised by a real 
analytic map with linear part I . 
Combining this result with Theorem 3. 1, we have 
Theorem 5 . 5 : Let x' = G{x) , G(O) = O, be a real analytic system, 
and let y1,y2, •• ,yn be the eigenvalues of E, the matrix of first 
order terms of G, If 
( i) Rl(y .) < O, and 
'l, 
I 
,' 
' 
,: 
44 . 
(ii ) 
non-negative integers with 
where the m. are 
J 
Em. > 1, 
J 
then there exists a real analytic map R, of a neighbou:r>hood of the 
origin, R(x) = x + ~(x) where ~(x) = o(lxl) as x ~ 0, which 
linearises the system. Th t RT R- l -- A -- eE, . 7 tl a ~s , or equ~vaven y, 
under the transformation y = R(x) , the equation transforms to I y = Ey . 
This result extends Theorem 2 . 2 by allowing repeated eigenvalues . 
The i mportance of condition ( ii) here , is easily seen by referring to 
Example A (Appendix) where we have an analytic system which satisfies (i) 
but for which there does not exist a c2 ' linearisation . 
If condition (i ) in the above Theorem is replaced by 
( i ) Rl ( y . ) > 0 , 
l. 
the system can be linearised . By considering the system x = -G(x) , 
which satisfies the conditions of the theorem , we have an analytic R 
which satisfies = As T- t and L - t are the solution 
maps of the original systems , then R clearly linearises x = G( x). 
§5 .4: Siegel ' s Centre Theorem 
A major improvement on Theorem 5 , 5 was achieved by Siegel , when 
he proved ~hat with a slight strengthening of condition ( ii) , condition 
(i) was not necessary t o ensure the existence of an anal ytic linearising 
map . He proved the following 
Theorem 5 . 6 : ( [15] pp . 100- 101) 
Let X = (X1, .• , Xn ) be an analytic vector field at the origin . 
Let y1, •.• ,yn be the eigenvalues of the matrix [ axi ] at the origin . d.Z • 
J 
> for Em . > 0, m. I o1, ~ J ~ 
where are non-negative integers . Then X ~s equivalent 
to a linear vector field via an analytic change of variables . 
I 
I 
I 
I 
I 
II 
I' 
I! 
1, 
I, 
11 
CHAPTER VI: c0 LINEARISATI ONS 
§6.1: Hartman ' s Theorem 
In this section we give an outline of the proof of Hartman's 
Theorem ([6] p . 244) with details of proof omitted except in one part 
where a simplification is made . The proof as a whole uses different 
techniques to those of an analytic nature used in earlier sections. 
Use is made of the geometric nature of the map T rather than a series 
representation for it . The connection with the earlier work is 
45. 
Theorem 3.1, as here again it suffices to linearise the solution map T, 
and then Theorem 3.1 provides a line arising map for Tt in general. 
(For the remainder of this section, all page references refer to [9], 
unless otherwise stated) . 
We consider the solution map T to the equation 
(1) x' = G( x) 
= Ex+ F(x) where G is of class c1 
and F(x) = o( lxl) as x + O, and where E has no ·eigenvalues with 
zero real part . From 3.1, we know that 
T(x) E = ex+ X( x) 
= Ax+ X(x) , where X =ax= 0 at the origin . 
After a suitable linear change of variables (p.233-4) T has the form 
T ( x ) = Dx + X ( x) 
where D = [: . : ] Band Care invertible matrices of sizes dxd , 
exe respectively, such that b = II B II, 1/c = II c- 111 , b < 1 < c. 
(Of course , if all eigenvalues of E have negative real part or all have 
positive real part, then C or B will not occur ). 
As we are only concerned with the behaviour of ( 1) near the 
origin, we replace F with a function which agrees with F for small 
llx 11, say ll x II < s/2 , and which is zero for ll x II > s. 
( For ease of notation we will keep the symbol F for the modified 
function). It then follows (p.232-4) that X(x) = 0 if llx II > s 
0 
for some s
0 
where s
0 
+ 0 as s + O. 
For convenience we write x = (y,z) where y is ad-vector and 
z is an e-vector; and similarly X = (Y,Z). Then 
T: (y,z) ~ (By+ Y(y,z), Cz + Z(y , z)). 
The first main step in the proof is the following lemma , which 
establishes the existence of invariant manifolds for T. 
46. 
Lemma 6 , 1: For T as above, with s sufficiently small depending on 
b and c, there exists an e-dimensional vector function z = g(y), 
g of class 1 C where g(O) = ag(O) = o, and the maps 
R : u = Y, V = z - g(y) 
transform T into the form 
R T R- 1 : ( u, v) 1+ ( Bu + U ( u, v) , Cv + V( u , v)) 
where (U,V) = a(U , V) = 0 at the origin , and V(u,O) = O. 
The set of points (y, g(y)) is a c1 manifold the stable manifold 
for T, referred to as S+ . It is invariant under T, and if (y,z) ES+, 
then n T(y,z)+O as n + 00 • For s sufficiently small, S+ consists 
precisely of those points x such that Tnx + O as n + 00 , 
It can readily be shown that if s is sufficiently small , T is 
invertible, and has an inverse of the form 
T -1 (y, z ) I+ (B-\ + Y1(y , z) , 
-1 C z + z1(y,z)) 
where y1 = z1 = aY1 = az = 0 at the origin , and where y = z = 1 1 1 
if ll(y, z) II I 2! So for some I Thus so. we have the following corollary 
of the above lemma 
0 
Corollary: There exists ad-dimensional function y = h(z) of class c1 
where h ( O) = ah(O) = O and the maps 
I 
I 
I 
I 
I 
I 
I 
i 
I 
S : U = y - h(z), V = Z 
transform T into the form 
ST s-1 : ( u , v) >+ ( Bu+ U( u , v), Cv + V(u , v)) 
where ( U, V) = a(U,V) = 0 at the origin and U(O,v) = O. The set of 
poin ts (h ( z ), z) is a c1 manifold the unstable manifold for T, 
referred to as S . It is invariant under T, and if (y , z ) ES-, 
T-n(y, z ) + O as n + 00 • 
precisely of those points 
Again for s sufficiently small , S consists 
x such that - n T x + 0 as n + oo . 
Lemma 6 , 2 : ([.9 ] p . 245 ) 
Let T be as above . Then there exists a continuous , one- one 
map R : u = ¢(y, z ), v = ~(y, z ) 
0 
of a neighbourhood of (y , z ) = 0 onto 
a neighbourhood of (u,v) = 0 such that R transforms 
0 
linear map 
Summary of 
equivalent 
( 2) 
( 3) 
R 
0 
-1' T R = L : (u, v) ( Bu , Cv ). 
Proof : We consider the equation L R = R 
0 0 
to the two equations 
B ¢ (y , z ) = ¢(By + Y(y , z) , Cz + Z(y,z)) 
C ~(y,z) = ~(By + Y(y , z) , Cz + Z(y , z )) 
T into the 
T which is 
47. 
Firstly it is shown that (3) has a continuous solution . 
end, define t he s equence of continuous functions 
To this 
= z 
= 
-1 C ~n_1( By + Y(y , z) , Cz + Z(y,z)) n=1 , 2 , •.• 
Clearly ~n (y , z ) = z if II z II ;c: s as Z( y , z ) = 0 if II z II ;c: so 0 
and II Cz II ;c: 1 II z II = C II z II > II z II. 
II c-1 II 
Define ~n (y , z ) = ~ (y , z ) ~n-1(y,z), n = 1, 2 , ••• n 
1 -1 Z(y , z) , Then ~ (y , z ) = C 
n ~ (y , z) = C -1 ~n-1( By + Y(y , z ), Cz + Z(y , z)) , n = 2 , 3, .•• 
I 
I 
I 
I 
I 
48 . 
Thus n t/J ( y , z ) = C-1 ,,.n- 1 ( ( ) ) '+' T y , z 
= 
n-1 Z( T (y , z) ) 
Now II C- n 11 = 1 / cn and Z vanishes outside a ball of 
radius s 0 ; hence Z is bounded . Therefore the t/Jn converge uniformly 
to a continuous function t/J , which clearly satisfies (3) . Further , we 
have ( 4 ) t/J (y , z) = z if 
as e ach t/Jn (y , z ) has this property . ( The proof of the convergence of 
the t/Jn above is considerably simpler than that in [ 9]) . 
As indicated above , Tis invertible and T- 1 has the same form 
as T if s is sufficiently small . Thus ( 2 ) can be rewritten 
( 2 ) <f> ( y , z) = 
and a continuous solution for ( 2 ) can be obtained in the same say as for ( 3) . 
Also ( 5 ) <f> (y , z ) = y 
The map R obtained as a solution of 
0 
L R = R T 
0 
can be 
0 
shown to be one-one ([9 ] pp . 248- 9) by making use of the existence and 
characterisation of the stable and unstable manifolds of the map T, 
described in Lemma 6 . 1 , and the fact that R satisfies 
0 
( 4 ) and ( 5) . 
R i s easily shown to be an onto map by the use of Brouwer ' s Theorem 
0 
on the Invariance of Domain and equations (4) and (5 ). 
Theorem 3. 1 provides a continuous function R defined by 
R = L- s R Ts ds , 
0 
which satisfies = 
I n particular , RT = L R, and now the same argument as used for 
s hows t hat R is one- one and onto the ( u,v ) space . Hence we have 
Theorem 6 . 1 : Hartman ' s Theorem ([9] p . 244) 
R 
0 
If in the system I X = Ex + F(x) , F(x) of ofoss c? , E has 
no eigenvalues with zero real part, then there exists a continuous , 
49 . 
one- one map of a neighbou:r>hood of x = 0 onto a neighbourhood of y = O 
such that R Tt R- l = Lt . That is R transforms the system into 
I 
y = Ey . (Note that R ~s a homeomorphism by the Invariance of Domain) . 
This result is the best possible under the assumptions of the 
theorem. This is seen by referring to Example B (Appendix) where we 
have an analytic system which satisfies the assumptions of the theorem 
and which does not have a c1 linearisation . 
§5. 2 : Grohman ' s Proof 
At about the same time as Hartman proved Theorem 6 ,1, the 
Russian D. M. Grobman published the same result . He had approached 
the problem from a different point of view , but there are underlying 
similarities in the two methods. Grobman ' s approach can be stated 
quite simply. 
Consider the two equations 
( 1) 
( 2 ) 
Let Y1,Y2, .. ,Yn be 
x' = Ex + F(x) 
I y = Ey 
the eigenvalues of E , indexed in such a way that 
Rl(y 1) ~ Rl (y2) ~ ~ Rl(y ) • Suppose that Rl(y.) 'I 0' i=1,2, •• ,n, n J. 
and that Rl ( yk) is the greatest negative number of all the Rl(y.) . 
J. 
As Hartman does, Grohman modifies F(x) outside a small neighbourhood 
of the origin in such a way that F(x) = 0 if llx II> s; F{x) is 
unchanged if II x II < s/2 . s is chosed sufficiently small so that (1) 
has solutions of only 3 types :-
( 1.) + tending to 0 t -+ 00 and to 00 t -+ - 00 0 -curves, as as 
' 
-( 2 .) di verging to t -+ 00 and to 00 t -+ _oo 0 -curves , 00 as as 
' ' 
( 3. ) hyperbolic curves , which diverge to 00 both as t -+ 00 and 
as t -+ _ex, . 
I 
' 
' 
' 
' 
! 
' ! 
' 
' 
I 
i 
l 
' 
I 
! 
-
After a suitable linear change of variables , we can suppose that 
E is in Jordan canonical form . Let Y(t) be a fundamental matrix 
solution of (2), such that Y( O) = I. Let Y1(t) be the matrix 
obtained by letting the last n-k columns of Y(t) be zero; 
similarly, let Y2 (t) be the matrix obtained by letting the first 
k columns of Y(t) be zero. 
so. 
Let x(x ,t) be the solution of (1) which satisfies x(x , O) = x . 
0 0 0 
In [3], Grohman shows , in a rather lengthy proof, that the mapping 
= X 
0 + Joo Y2(-T)[F x(x , T)] dT 0 0 
is both well-defined , and a homeomorphism of the x-space onto the 
y-space which linearises (1). 
In [4] and [SJ Grohman establishes "asymptotic equivalence" 
between the trajectories of systems (1) and (2). 
if IF(x)I tends to zero sufficiently quickly as 
It is shown , that 
x + 0 , then two 
corresponding + O -curves, x(t) and y (t) of systems (1) and (2), are 
asymptotically equivalent in the sense that 
lx( t) y(t)I = oCly Ct)I) as 
Similarly for corresponding O - curves, as t + - 00 • 
I 
' 
i 
; 
! 
I 
' 
I 
' 
' 
I 
' I 
' 
! 
I 
I 
APPENDIX 
Example A: Consider the analytic system of differential equations 
I 
X = -X 
I y 
-2y + = 2 X • 
This can be solved readily to give 
x(t) 
y(t) 
= 
= 
e-t x(O) 
(x2 (o) t + y(O)) -2t e 
51. 
which is the solution satisfying the initial condition x = x(O), y = y(O) 
at t = O. Then, if we put a= 1/e, the solution map T is given by 
T (x,y) -+ 2 2 2 ( ax , a y +ax). 
Now suppose that T has a linearising map ~ = f(x,y), n = g(x,y) 
such that in terms of these coordinates 
T : < ~. n) 
We will show ([12] p.812) 
2 
-+ (a~, an). 
2 that this linearising map cannot be of class C. 
(Theorem 4.3 assures the existence of a c1 linearising map). 
By asswnption = 2 a g(x,y). 
Differentiating with respect to x gives 
( 2 2 2) a g1 ax, a y +ax + 
2 ( 2 2 2) 2a x g2 ax , a y +ax = 
Putting x = y = 0 we have 
Differentiating again with respect to X gives 
2 2 2 2 3 2 2 2 
a g1 1(ax, a y + a X ) + 2a X g2 1 (ax, a y + a X ) + 
' 
, 
3 2a x {g1 , 2 (ax, 
2 2 2 
ay+ax) + 2a X g2 ,2(ax, 2 a Y + a2x2)} + 
2 ( a2y + a2x2) 2a g2 ax, = 
2 
a g 1 1 ( x ,Y). 
' 
Putting x = y = 0 gives Hence the map ~ = f(x,y), 
n = g(x,y) has a singularity at the origin and the equation does not 
admit a c2 linearisation. 
I 
I 
I 
I 
I 
I 
I 
I 
i 
I 
I 
I 
! 
i 
l 
I 
I 
i 1, 
I 
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Example B: Consider the analytic system of differential equations 
I 
x = ax, y' ·= ( a- y)y + E:xz, I z = -yz 
where Cl. > y > 0 This system can be solved easily to 
obtain x(t) = y(t) = e(a-y)t(y(O) + E:x(O)z(O)), 
z(t) = -Yt e z(O) . 
Letting Cl. a = e , so that 0 < C < 1 < a, and ac > 1, 
the solution map T is given by 
T ( x ,y , z) + ( ax , ac(y + E:xz), cz). 
Hartman shows in [7] p . 619, that this map does not admit a 
c
1 linearisation. We note that, by Theorem 5.3, an analytic system 
not admitting a c1 linearisation cannot be found in dimension less 
than three. 
I 
I 
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