This paper proposes a new deep convolutional neural network (DCNN) architecture for learning semantic segmentation. The main idea is to train the DCNN to produce internal representations that respect object boundaries. That is, for any two pixels on the same object, the DCNN is trained to produce nearly-identical internal representations; conversely, the DCNN is trained to produce dissimilar representations for pixels coming from differing objects. This strategy is complementary to many others pursued in semantic segmentation, making its integration with existing systems very straightforward. Experimental results show that when this approach is combined with a pre-trained state-of-the-art segmentation system, per-pixel classification accuracy improves, and the resulting segmentations are qualitatively sharper. When combined with a dense conditional random field, this approach exceeds the prior state-of-the-art on the PASCAL VOC2012 segmentation task. Further experiments show that the internal representations learned by the network make state-of-the-art features for patch-based stereo correspondence and motion tracking.
Introduction
This paper proposes a deep convolutional network (DCNN) architecture for learning semantic segmentation. Deep convolutional neural networks (DCNNs) are the method of choice for a variety of high-level vision tasks [19] . Fully-convolutional DCNNs have recently been popular for semantic segmentation tasks, because they can be efficiently trained end-to-end for pixel-level classification [5, 16] .
A weakness of DCNNs is that they tend to produce smooth and low-resolution predictions, partly due to the subsampling that is a result of cascaded convolution and max-pooling layers. Many different strategies have been explored for sharpening the boundaries of predictions produced by fully-convolutional DCNNs. One popular strategy is to add a dense conditional random field (CRF) to the end of the DCNN, introducing contextual information to the segmentation via long-range dependencies in the CRF [5, 14] . A complementary strategy is to reduce the subsampling effected by convolution and pooling, by using the "hole" algorithm for convolution [5] . A third strategy is to add trainable up-sampling stages to the network via "deconvolution" layers in the DCNN [16] . This paper's strategy, which is complementary to those previously explored, is to train the network to produce segmentation-aware internal representations, so that foreground pixels and background pixels within local regions can be treated differently. In particular, the aim is to improve the quality of output from the convolutional layers, by using local pixel affinities to moderate the application of the filter weights. For instance, if a filter is centered on a "cat" pixel, and the patch includes some pixels from an occluder or the background, the goal is to apply the filter weights exclusively to the "cat" pixels in the patch. This way, the filter response is invariant to distractors in the context.
The key to accomplishing this is to have the network produce internal representations that lend themselves to pairwise comparisons, such that any pair that lies on the same object will produce a high affinity measure, and pairs that straddle a boundary produce a low affinity measure. This work explores several techniques for achieving this, including deep-learned "embeddings", and intervening contours on deep-learned boundary cues.
Similar work has been done using hand-crafted representations [23] , with good results. The current work general-izes this to a fully-learned approach. The entire system is implemented within the framework of a DCNN, and can be trained end-to-end.
Related work
The task of semantic segmentation is to simultaneously recognize and segment objects in an image. This is in contrast to pure segmentation techniques (such as curve evolution [21] and graph cuts [12] ) which rely on object proposals first, and also in contrast to pure recognition techniques (such as DCNN classifiers [11] ) which seek to identify but not localize objects in images.
An important aspect of semantic segmentation is that it requires features to be computed densely across the image. This is not only a computational challenge, but places a burden on the features to be invariant to per-pixel changes in scale and occlusions. An influential approach to this problem has been the search for general "objectness" descriptors [2] , which enable category-independent segmentations and region proposals [7] . State-of-the-art object hypothesis algorithms are very fast, and have high recall [20] . Still, the risk of a missed detection in the front-end has motivated a long and continued history of research into sliding-window detectors [25] .
Prior work on this task most related to the current work involve segmentation-aware descriptors, which are typically handcrafted, and DCNNs, which are typically trained without segmentation-awareness in mind.
Segmentation-aware descriptors. The purpose of a segmentation-aware descriptor is to capture the appearance of the foreground while being invariant to changes in the background or occlusions. There has been significant work in hand-crafting segmentation-aware descriptors. For instance, soft foreground-background segmentations have been used to suppress the contribution of the background in sliding-window HOG features [18] . Similarly, boundary cues [17, 22] and soft segmentation masks [13] have been used to modify SIFT-like patch descriptors to suppress contributions from pixels likely to come from the background [23] . Additionally, superpixel algorithms [1] and HOG descriptors have been used to find pixel affinities within object proposal windows, and construct foreground-and background-focused descriptors for deformable part models [24] .
DCNNs for semantic segmentation. Fullyconvolutional DCNNs are effectively sliding-window detectors. Despite this fact, recent progress in open-source GPU implementations has made this approach very fast and efficient [10] . Part of the appeal of DCNNs for semantic segmentation is they can be trained end-to-end, without the need for any handcrafted feature representations. Still, DCNNs have many hyperparameters to consider, and careful work has gone into engineering around DCNNs' inherent weaknesses. For semantic segmentation in particular, DCNNs' repeated subsampling (through strided convolution and max-pooling) reduces the resolution at which the DCNN can make predictions. Chen et al. [5] recently introduced the "hole" algorithm to partially address this issue (reducing the subsampling factor for a standard architecture from 32 to 8), but blurred outputs are still a problem. Trainable up-sampling stages via "deconvolution" layers in the DCNN [16] are another solution, and appear to produce sharper predictions than bilinear upsampling. A third solution, growing in popularity, is to attach a CRF to the top layer of a DCNN. This has the effect of introducing contextual information to the segmentation, via long-range dependencies in the CRF. The CRF can be trained as a separate module [5] or trained jointly with the DCNN [14] , though in both cases this is at significant added computational cost.
Another approach to the subsampling issue, more in line with the current paper, is to incorporate segmentation cues into a DCNN. Dai et al. [6] recently used superpixels to generate masks for convolutional featuremaps, enforcing sharp contours in their outputs. To date, this has only been implemented using a handcrafted segmentation cue, without any learning. The current paper takes the idea of segmentationaware DCNNs further, by replacing all handcrafted parts with learnable variants, and by introducing new learning objectives to the DCNN to encourage segmentation-aware internal representations.
Contributions. In light of the related work, this paper makes the following contributions. First, the paper frames pairwise feature affinity computation as an convolution-like process that can be efficiently implemented in a DCNN. Second, the paper presents segmentation-aware convolutional nets: DCNNs that learn features that respect object boundaries. Third, the segmentation-aware DCNN is integrated with a state-of-the-art semantic segmentation system, and is shown to improve performance on the VOC2012 segmentation task.
Technical approach
This work builds on the DeepLab [5] model for semantic segmentation, and also on the Holistically-nested Edge Detection (HED) [26] model for contour detection. The core of the DeepLab approach is a fully-convolutional network, initialized by the popular VGG-16 [4] object recognition model. This network has been fine-tuned in fullyconvolutional fashion on semantic segmentation, and it contains several streams for processing the image at different scales. In the complete DeepLab pipeline, a CRF is trained on each output image of the network, and the CRFs produce sharpened outputs. The HED network is another fullyconvolutional multi-scale network, trained to produce an image representing the probability of a boundary at each pixel. In this work, these baseline networks make two out of three parts in a larger network. The third part is the novel segmentation-aware network, and is the main focus of this section.
Learning segmentation embeddings
This work creates a set of convolutional layers focused on creating descriptors or "embeddings" that can be used to calculate pixel affinities relating to semantic similarity. The goal is for pixels that share a semantic category to produce similar embeddings (i.e., a high affinity), and for pairs that do not share a semantic category to produce dissimilar embeddings (i.e., a low affinity). This goal is irrespective of the embeddings' spatial proximity, although in practice the comparisons occur in a small window.
To learn embeddings, pairwise comparisons are made between embeddings produced at different pixels. For a pair of pixels i, j in an image, we compute the distance between embeddings at those pixels |v i − v j |, and penalize large distances for pixels with a shared label l i = l j , and penalize small distances for pixels with different labels l i = l j . Specifically, we define a near threshold α, and a far threshold β, and define the loss of a comparison to be
where v i represents the embedding at a pixel i, and l i represents the label at that pixel. This loss is computed at all pixels i in the image I, and for each pixel j in a neighbourhood N (i) surrounding i, so the total loss L of the network is given by
The network is trained to minimize this loss through stochastic gradient descent. Once these embeddings are learned, they can be used to create segmentation masks. For a pixel i and a neighbour pixel j ∈ N (i), we can define
to be the weight applied to pixel j in a mask centered on i, where λ is a parameter specifying the sharpness of the mask. This parameter can be learned inside a DCNN. To improve the consistency of the masks, we rescale the distances to the range [0, 1] before softening by the logistic function. We apply these masks convolutionally, so that the output at each pixel becomes
where x j is the value of input pixel j, and y i is the output value of the masked convolution at that pixel. The effect of this is to replace each pixel with a weighted average of its affine neighbours. Since the affinities capture semantic similarity, this is expected to improve the quality of the output. In practice, we normalize each output by the sum total of the mask, so that the magnitudes across the image do not change as a function of the neighbourhood size.
Joint masking and semantic segmentation
As an alternative to learning embeddings in a separate training process with a dedicated loss function, we also try training the embedding-enabled network directly on semantic segmentation. In this way, we attempt to learn a segmentation-aware DCNN in an end-to-end manner.
Even without enforcing good distances through a loss function, "embeddings" should still be learned in this endto-end process, since they will be used to produce masks. That is, by expecting the outputs of the embeddding layers to be good material for masks, they should naturally learn to actually represent segmentation awareness. To help this process, we pre-train the embeddings using a dedicated loss before adding them to the end-to-end network for finetuning.
Contour-based affinities
We also explore the use of contour cues to generate pixel affinities. In this work, we use the learned contour cues of a state-of-the-art DCNN trained on the task, named the Holistically-nested Edge Detection (HED) network [26] .
For each pixel i, we compute the intervening contours algorithm [9] for each of its neighbours j ∈ N (i), to determine the maximum probability of a contour being on a line that travels from i to j. If two pixels i and j lie on different objects, there is likely to be a boundary separating them; the intervening contours step returns the probability of that boundary.
As with the embeddings, this step is implemented entirely within the DCNN. Intervening contours are computed on the GPU with a specialized layer for the task. Figure 2 illustrates how the embeddings are integrated in a network. We add the embedding-and-masking process to a pre-trained VGG network.
Evaluation
For training the components of the segmentation-aware network, we use several datasets with per-pixel object labellings: BSDS500 [3] , VOC2012 [8] , and MSCOCO [15] .
For evaluation, our baseline model is the publiclyreleased Deeplab-MSc-Coco-LargeFOV network [5] , which approximately represents the state-of-the-art. This model was initialized from a VGG network trained on Figure 2 . Schematic for the segmentation-aware fullyconvolutional DCNN featured in this work. The image is sent to three processing streams, which merge later: a "Deeplab" network [5] , an "embeddings" network, and a "Holistically-nested Edge Detection" (HED) [26] network. Each layer of the embedding network is sent to a pairwise L1 distance layer (indicated with L1 boxes), and the layers are trained through those istances via loss layers (indicated with L boxes). Affinities computed via embedding distances are added to affinities computed via intervening contours on the HED boundaries, and this sum is multiplied with im2col-processed output of the DeepLab network. The multiplication can be weighted, for normalized convolution. This is finally converted back to image format via a col2im operation. 79.477 Table 1 . VOC 2012 validation results. "Deeplab" refers to the publicly-released multi-scale large field-of-view model from Chen et al. [5] , which was trained on the trainval set of VOC2012 as well as the COCO training set.
ImageNet, then trained on the Microsoft COCO training and validation sets [15] , and finally fine-tuned on training and validation sets of Pascal VOC 2012 [8] . We augment this network with embeddings learned on the VOC training set, and with a HED network trained on the BSDS dataset. Our initial evaluation on the VOC validation set is presented in Table 1 . Results show that using either the embeddings or intervening contours on the boundaries offers approximately a 1% improvement over the Deeplab network. Combining the two segmentation cues together pushes results slightly higher, to a 1.2% improvement.
Conclusion
This paper proposes and provides initial results for a new deep convolutional neural network architecture for learning semantic segmentation. Results show that augmenting a state-of-the-art semantic segmentation DCNN with "segmentation-aware" streams improves results by approximately 1% on the validation set. This is a work in progress.
