Abstract -Chebyshev polynomials of the first and second kind are used to derive approximate solutions of the Cauchy-type singular integral equations of the form
Introduction and preliminaries
m(x, t) t − x ϕ (t) dt = f (x), −1 < x < 1, (
where a, m, and f are given complex-valued Hölder continuous functions and ϕ is an unknown function. If we denote
b(t) = m(t, t) and k(x, t) = m(x, t) − m(t, t) t − x ,
then equation (1.1) can be rewritten in the equivalent form a(x)ϕ(x) + 1 πi Throughout the paper, we will assume that a (1.2) was developed in the fourth and fifth decades of the twentieth century and presented in monographs [7] and [10] . However, approximate solutions of this equation began to be investigated by mathematicians and specialists of mechanics, e.g., by M.A. Lavrent'ev, M.V. Keldysh, and G. Multhopp, in the beginning of the third decade. Now the number of papers on singular integral equations with Cauchy-type kernels is very large. For more information on the subject, we recommend reviewing papers [3, 5, 8] and monographs [2, 6, 12, 15] . In the majority of publications, the methods proposed earlier for solving Fredholm-type integral equations are used to solve singular integral equations. In particular, the computation of approximate solutions are reduced to solving some systems of linear scalar equations. Of course, each such a system of linear equations should have some special properties exactly corresponding to the type of singularity. Unfortunately, the Fredholm-like systems of linear equations used to compute approximate solutions of singular integral equations did not reflect many important properties of equation (1.2) .
In the theory of singular integral equations, it is well known that the solution of a characteristic equation (i.e., equation (1.2) with k(x, t) ≡ 0) can be given explicitly by integrals. However, the classical approximate methods do not reflect this property, i.e., the systems of linear equations are not triangular. The first such method without this disadvantage was presented in [14] , where approximate solutions were constructed by using algebraic polynomials. On the other hand, it was noted in [1, p.187 ] that such an approach could not always be justified. More precisely, in order to obtain a high order of convergence of approximate solutions, it is necessary to use orthogonal polynomials of Chebyshev, or more generally, of Jacobi. In the case where the functions a and b in (1.1) are constant on [−1, 1] Jacobi polynomials were applied to solve integral equations in [9] .
In the following, it will be useful to change the variable in equation (1.2) by the formula 
B(t)Z(t) u(t)
In the theory of Cauchy-type singular integral equations with the Cauchy kernel, the following important formulae
for singular integrals are well known [4] . It will be recalled that Chebyshev polynomials T n and U n−1 of the first and second type are equal to
with the coefficients a
defined by the reccurrent formulae
In this paper, we need the following generalizations:
of the spectral formulae (1.8) and (1.9) for the singular operator K o (u; x) defined by (1.6) where κ denotes the index of the problem (1.4). These formulae will be fundamental to derive two algorithms for solving both the characteristic equation
and equation (1.5) . The error estimates, the orders of convergence, and the special features of these algorithms are presented in the last four sections.
Generalized spectral relations
In the following theorem, it is stated that the fundamental solution X(z) of (1.4) belongs to the Muskhelishvilli class
, whenever X(z) has integrable singularity in the neighborhood of points z = ±1, z = 1, z = −1, or if X(z) is bounded in the neighborhood of points z = ±1, respectively. 
holds, where coefficients α
are given by formula (2.9) below. Moreover, if the fundamental solution X(z) of the linear conjugate problem (1.4) with the index κ < 0 belongs to the Muskhelishvilli class h(−1, 1), then we have
with the coefficients β (k) j defined by formula (2.13).
In the proof, we will use the following lemma [14] . A short proof of this lemma is presented for the completness of our considerations.
is the expansion of the fundamental solution X(z), then
whenever κ 0, and
Proof. Assume first that κ 0. Using the Cauchy integral formula, we have
where L is a positively oriented closed contour such that the interval [−1, 1] and the point z lie in its interior and exterior, respectively. Hence, we obtain 1 2πi 1] . Finally, one can apply the Sokhotski-Plemelj formula to get
This completes the proof of the first formula. Since the proof of the remaining part of the lemma is similar, it is omitted.
Proof of Theorem 2.1. In view of Lemma 2.1., the left-hand side of (2.1) is a polynomial of degree k. Moreover, we have
Therefore, one can integrate both sides of (2.1) multiplied by
for j = 0, 1, . . . , k and k = 0, 1, . . . . By using the formulae
given in [11] , the identities (2.3) can be rewritten in the form
. Now, by using identities [14] 1 π
we prove that
if κ = 0 and j = k = 0 whenever a(x) is not identically equal to zero. For this purpose, we first establish formulae (2.4) and (2.5). By computing residues we get 1 2πi
where L is a positively oriented closed contour, which contains the interval [−1, 1] in the interior. Moreover, it is clear from the properties of X
These formulae in conjunction with (2.6) and (2.7) implies formulae (2.4) and (2.5). Next, note that an easy induction yields
in the neighborhood of the point z = ∞. Since we have
where δ N = N mod 2 and the coefficients b
are defined as in (1.11). Consequently, using the folowing expansion
valid for large |z| , we derive
Further, one can apply again formulae (2.4), (2.5), and (2.8) and use the notations U −1 (x) = 0 and U −2 (x) = −1 in order to get
, the coefficients a
are defined as in (1.10), and
Hence, it finally follows that
The proof of (2.2) is similar. For this purpose, we use the well-known identity
where h 0 = 1 and h j = 1/2 for j = 0. This in conjunction with the formula
given in [11] enables us to rewrite (2.10) in the form
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Additionally, if a(x) is not identical to 0, then one can obtain
in much the same manner as above. Since we have
one can apply (2.8) with N = k − |κ| + j + 1 and the expansion
if |κ| 2,
(2.12)
. To do this, first note that
for large |z|, where M 0 and
Therefore, if k − |κ| − j 0, then we have
and H (1) k−|{|−j+1 is defined by formula (2.12). Similar computations for J
can be given in the case where k − |κ| − j = −1 and k − |κ| − j < −1. This finally yields 
Moreover, we have
Hence the first part of Theorem 2.1 coincides with (1.8) in this particular case. Additionally, in the class h (−1, 1) we have
Therefore, it follows from (2.11) that
This shows that the second part of Theorem 1 coincides with (1.9) in a particular case where a(x) ≡ 0 and b(x) ≡ 1.
Approximate solutions of the characteristic equation
In this section, we apply formulae (2.1) and (2.2) to construct approximate solutions of the characteristic equation defined by (1.12) and (1.6)
It is well known [14] that, in order to determine a solution ϕ(x) of equation (1.1), one can use formula 1.3 and the solution u(x) (e.g., in the class h(0)) of equation (3.1) given in the form
with γ 0 , γ 1 , . . . , γ {−1 being arbitrary complex numbers, whenever the index κ of the char-
(equivalently, of problem (1.4)) is greater than or equal to 0. These numbers γ k will be uniquely determined if we add the following orthogonality conditions:
B(t)Z(t)u(t)t
where A j are given complex numbers. Following [14] an approximate solution u n+{ of problem (3.1), (3.3) is defined to be the solution of the following problem:
where f n (x) is an interpolation polynomial of the form
Formula (3.6) is obtained on the basis of Theorem 7.9 from [11] by the substitution 2T
Since the solution of this problem is an algebraic polynomial of a degree not greater than n + κ (see Lemma 2.1), we propose to express it in the form
with unknown coefficients c k . If we substitute (3.7) into (3.4), then, using the formula
given in Lemma 2.1 we get
Hence by (2.1) we derive
Thus, the coefficients c { , c {+1 , . . . , c {+n can be determined from the following lower triangular system of linear equations:
with α (j) j = 0 for every j. Consequently, these coefficients can be computed by the following recurrent formulae:
Since we have 
where
Thus, the solution of this system can be given by a recurrent formulae of the form
Now consider the case where κ < 0 and the solution u of equation (3.1) is sought in the class h (−1, 1) . Then the conditions
are necessary and sufficient for the existence of a nontrivial solution u. Moreover, it is given by formula (3.2) with
In this case, the approximate solution u n−|{| is defined as the solution of the equation
The coefficients q 0 , q 1 , . . . , q |{|−1 of the polynomial Q |{|−1 (x) should be chosen such that the conditions
are satisfied. Since the integrals on the right-hand side are equal to
into (3.9) in order to get
(3.12)
Comparing the coefficients at T n (x), . . . ., T |{| in (3.12) we derive the system
which enables one to compute the unknown coefficients c n−|{| , c n−|{|−1 , . . . , c 0 . Note that only n − |κ| + 1 equations have been used to obtain the presented formulae for computing c 0 , c 1 , . . . , c n−|{| , while it is possible to derive n + 1 equations from (3.12). We now determine the estimates of the error of the approximate solutions defined by (3.7) and (3. 
where K and µ are constants independent of x 1 , x 2 . Further, assume that the symbol · denotes the uniform norm on the interval [−1, 1]. In the following, we will also assume that M is a constant independent of n, but not necessarily the same in different formulae. 
where M denotes a constant independent of n.
Proof. Since we have 14) in order to obtain (3.13), we can use the estimate (3.15) and the inequalities for the singular inequalities presented in [11] and [13] , respectively. 
Proof. In this case, the integral on the right-hand side of (3.14) can have an integrable singularity. Therefore, we have to estimate the product
Since inequality (3.15) is also valid for the polynomial f * n (x), one can apply the inequalities for the singular integrals from [13] in order to get
for every x. The rest of the proof is obvious.
Numerical experiments
In this section, we present two numerical examples which will illustrate the usefulness of the algorithms presented in the previous section. First, let us consider the equation
The solution of this equation is to be found in the class h(0) of all integrable functions. In this class, the fundamental solution X(z) of problem (1.4) is equal to
In particular, it shows that κ = 4. If we additionally assume that
B(t)Z(t)u(t)t
Further, the solution of this problem is equal to
The first table gives the uniform norm
e n = max {|c k − c * k | : 0 k n + 4} of the difference between the vectors of the approximate and exact coefficients of appropriate solutions. It shows that the error bounds decrease very quickly to zero. 
The solution ϕ(x) is supposed to be in the class h(−1, 1) of all bounded functions. Since the fundamental function X ∈ h(−1, 1) of the problem (1.4) has the form
It is easy to see that the solvability conditions for the right-hand side function f * (x) of equation (3.4) are fulfilled. Moreover, the solution of the equation
is the function
In the second table, we tabulate the quantities These two numerical examples confirm the general rule that theoretical estimates are usually too pessimistic in applications.
Approximate solution of equation (1.2)
In this section, we construct an approximate solution ϕ(x) of the singular equation (1.2) in the class h(0). For this purpose, suppose first that the index κ of the characteristic operator K o is nonnegative. It will be recalled that equation (1.2), rewritten in the form of (1.5), is solvable if and only if the following Fredholm equation
is solvable, where
According to the theory of Fredholm equations, if a homogenous equation obtained by substituting F (x) ≡ 0 into (5.1), is not solvable (i.e., if it has only a solution identically equal to zero), then the solution of the nonhomogeneous equation (5.1)) exists and is equal to
where Γ(x, t) is the resolvent of the kernel N (x, t). Moreover, we have the following theorem in which the operators K o (u; x) and k(u; x) are defined by (1.6) and (1.7), respectively. 
has a unique solution.
We define the approximate solution of problem (1.5), (3.3) as the solution of the following equation:
with the additional orthogonality assumptions as in (3.5)
Moreover, the polynomials f n (x) and u n+{ are defined in the same way as in (3.6) and (3.7). As in Section 4, the coefficients c 0 , c 1 , . . . , c n+{ of the solution u n+{ of the approximate problem (5.2), (3.5) can be determined from the following system of linear equations:
m , f m , I k,j are defined as in (1.11), (3.6) and (3.8). We now compute the integral
whenever the function b(x) has an analytic continuation from the interval [−1, 1] to a complex plane and has a finite number of zeros. E.g., rational functions satisfy these assumptions.
For this purpose, we use the auxiliary relation 
If we want to find the solution ϕ(x) of (1.2) in the class h(−1, 1) of all bounded functions under an additional assumption that κ < 0, then we can transform equation (1.5) to the equivalent Fredholm equation 5) where
Moreover, the conditions of solvability of the form
should be added. In this case, we define the approximate solution as a solution of the equation
where u n−|{| (x) and f * n (x) are as in (3.11) and (3.10), and 
In order to investigate the proposed algorithm, we need the following theorem presented in [14] . 
Theorem 5.2. Let the exact and approximate Fredholm equations
Further, suppose that ε 1 B < 1, where
Then equation (5.10) has a unique solution and
Additionally, if we denote
Note that all the norms in the last theorem are uniform on the interval [−1, 1]. This theorem will be used to to prove the following theorem. 
holds, where M is a constant independent of n.
Proof. System (5.4) and problem (5.2), (2.4) are simultaneously solvable or unsolvable. Next, the last problem is solvable if and only if the following Fredholm equation 12) where
is solvable. To establish the solvability of the last equation, it is sufficient, in view of Theorem 5.2, to estimate the quantity
Since we have
one can apply the estimates from [13] in order to get is bounded. Consequently, we have
Thus, the system (5.12) is nonsingular for sufficiently large n.
Finally, using the following estimates:
|N n,n (x, t)| dt = max follows that any algorithm of approximating the unknown function u(x) has to use quadratures to compute the singular integral Γ(x). Such uniformly convergent quadrature formulae based on spline functions are presented in [16] .
