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Among the data-efficient approaches for online adapta-
tion in robotics (meta-learning, model-based reinforce-
ment learning, etc.), repertoire-based learning (1) gen-
erates a large and diverse set policies in simulation that
acts as a “reservoir” for future adaptations and (2)
learns to pick online the best working policies according
to the current situation (e.g., a damaged robot, a new
object, etc.). Each of these policies performs a different
task, for instance, walking in different directions; these
policies are then sequenced with a planning algorithm
to achieve the given task. In this paper, we relax the
assumption of previous works that a single repertoire is
enough for adaptation. Instead, we generate repertoires
for many different situations (e.g., with a missing leg,
on different floors, etc.) in simulation that act as priors
for adaptation. Our main contribution is an algorithm,
APROL (Adaptive Prior selection for Repertoire-based
Online Learning) to plan the next action by incorpo-
rating these priors when the robot has no information
about the current situation. We evaluate APROL on
two simulated tasks: (1) pushing unknown objects of
various shapes and sizes with a kuka arm and (2) a
goal reaching task with a damaged hexapod robot. We
compare with “Reset-free Trial and Error” (RTE) and
various single repertoire-based baselines. The results
show that APROL solves both tasks in less interaction
time than the baselines. Additionally, we demonstrate
APROL on a real, damaged hexapod that quickly learns
compensatory policies to reach a goal by avoiding obsta-
cle in the path.
Keywords: data-efficient robot learning, model-based
learning, online learning
1. Introduction
Reinforcement Learning (RL) algorithms achieved impres-
sive successes during the last few years, from beating pro-
fessional pro players to learning to play games from pixels,
but at the expense of enormous interaction time with the
system. For example, they required up to 38 days of game-
play (real time) for Atari 2600 games [17], 4.8 million games
for Go [24], or about 100 hours of simulation time (more if
real time) to train a 9-DOF mannequin to walk [14]. This
makes these algorithms good for policy synthesis, that is,
creating a policy for a robot, but impossible to use for on-
line learning in robotics, that is, adapting online to a new
system or a new situation.
Model-based reinforcement learning algorithms (MBRL)
allow robots to learn policies with less interaction time by
alternating between learning a dynamical model of the robot
from the observed data, and using that model for control
(e.g finding a policy [2, 10, 16] or using it for model predic-
tive control [5, 19, 27]). Since these algorithms optimize a
policy (or plan an action) on the learned dynamical model,
they can be highly data-efficient. However, MBRL does not
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Fig. 1. Overview of the APROL algorithm: (1) generates multiple
policy-repertoires (a discrete one-to-one mapping between elemen-
tary policies and transition probabilities) for various situations of the
robot in simulation; (2) uses those repertoires as priors to learn to
map the expected transitions to the actual, as data is available from
execution of the real robot; (3) given the goal, a planner plans the
next action for the robot considering all the priors and the models
to attain the goal as quickly as possible.
scale well with the dimensionality of the state-space as the
amount of data required to learn a model typically scales
exponentially with the dimensionality of the input space.
A promising way to address the “curse of dimensional-
ity” of reinforcement learning for online adaptation is to
learn a model that corrects the expected outcome of a reper-
toire of elementary policies learned beforehand in simula-
tion [3, 6, 8, 12, 23]. This process splits the policy search
problem in two: policy search happens in simulation, where
many samples can be used, whereas adaptation happens in
the task space, which is usually lower-dimensional. For in-
stance, given a repertoire that makes an 6-legged robot (18D
joint space) walk in each direction (one policy for each direc-
tion, 2D task space), we can learn to predict how this space
is transformed when transferred to a damaged robot (e.g,
one missing leg) [3]. With an accurate correction model, a
planning algorithm can then select a sequence of elementary
policies that takes into account the outcome difference be-
tween the prior — the intact robot in simulation — and the
reality — the real, damaged robot. In essence, this means
learning a model in the task space (e.g., the coordinates of
the end effector), instead of the state-space (e.g., the joint
positions) like in MBRL; since the dimension of task space
is often much smaller than the state-space, this reduces the
dimensionality of the model, and therefore the amount of
interaction time.
Like with any learning algorithm based on prior knowl-
edge, the effectiveness of the adaptation process depends
critically on the difference between the prior and the re-
ality: the bigger the difference, the worse it will perform
(more interaction time, lower quality policies). In this pa-
per, we address this issue by allowing the adaptation algo-
rithm to select the most interesting prior among a set of
priors learned beforehand. In other words, we learn sev-
eral repertoires in simulation with different conditions (e.g.,
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different damage) and the robot adapts by both searching
for the most suitable prior and correcting their expected
outcome.
To do so, we propose to generate several repertoires using
MAP-Elites [6, 18] (in simulation) for a sub-set of probable
situations that maps the relative observations (e.g relative
displacement) to unique open-loop controllers. Using these
repertoires as prior mean-function for Gaussian process re-
gression model [21], we learn as many model as the number
of repertoires, which map expected observation to actual
observations. Instead of selecting a single global model for
planning and controlling the robot, we pose this as a max-
imum a posteriori (MAP) estimation problem of the next
action, given the priors, the past observations and the goal.
We call this algorithm APROL (Adaptive Prior selection
for Repertoire-based Online Learning).
2. Related Work
2.1. Data-Efficient Online Robot Learning
To be useful for online learning in robotics, learning has
to happen within a very short interaction time (ideally less
a few minutes) [4]. In this direction, MBRL algorithms
showed promising results by allowing robots to learn new
skills within a few minutes of interaction with the real world
[2, 5, 11, 16]. These model-based approaches mainly fall into
two categories depending upon where the learning process
is inserted [4]: (1) alternating between learning a model and
learning an optimal policy according to the model, which is
called model-based policy search [2, 11], and, (2) learning
a model of the system dynamics which is then used along
with a planner to solve the given task [5, 27], which is of-
ten called adaptive model predictive control. Most of the
experiments so far have been based on episodic learning: af-
ter each trial, the robot is reset to the same starting state.
While this makes sense for manipulation tasks, which can
be reset easily, it is difficult to use for locomotion tasks in
the field.
Nevertheless, learning a model that is good enough to
plan and control a complex robot requires large amount
of data/observations. This contrasts with animal behav-
ior which can adapt to new situations (such as uneven ter-
rain, broken limbs) within a minute or even in seconds.
To accelerate the learning process and thereby increasing
the data-efficiency, many recent papers propose to lever-
age prior knowledge about the system dynamics, that is, a
known but imperfect simulator. In traditional robotics, the
parameters of a parametric model are identified from data
[15]; in more recent approaches [1, 9], a parametric [1] or
fixed [9] model is “corrected” with a non-parametric model
to capture potentially non-linear effects. Meta-learning is a
second way of using prior knowledge (usually also from sim-
ulation), that is, learning from simulated experiments how
to adapt the model quickly (for instance, by starting from
a well-chosen set of parameters for the model) [19].
Repertoire-based learning is another promising approach
for data-efficient adaptation with priors [3, 6, 8, 12, 20, 23].
The general idea is to first generate a large and diverse
repertoire of policies (hundred to thousands policies) with
a known but imperfect simulation, and then learn to pick
from these repertoire the policies that work on the actual
robot in the current situation. The repertoire-based algo-
rithm that is the closest to the present work is “Reset-free
Trial and Error” (RTE, [3]). In this algorithm, a repertoire
of elementary policies is learned with MAP-Elites [6, 18] to
reach points around the current positions; for instance, one
policy to walk forward, one policy to walk backward, one
policy to turn right by 30 degrees, etc. On a damaged robot,
this repertoire needs to be modified since policies that are
supposed to make the robot move forward do not lead to
the same behavior anymore. To adapt this repertoire, the
algorithm learns a Gaussian process from the execution of
the elementary policies to “move” the policies in the reper-
toire to their “location” (expected final position) on the real
robot. To choose the next policy, RTE uses Monte Carlo
Tree Search (MCTS) so that it can exploit the uncertainty
predictions of the GP when planning a sequence of elemen-
tary policy.
Using a repertoire of pre-learned policies assumes that the
repertoire contains policies that will work in the current sit-
uation (e.g., with a damaged robot): since the repertoires
are learned without anticipating situations, it is possible
that no policy work (although experiments show that a sin-
gle repertoire allow to adapt to surprisingly many situa-
tions [6]). A way to relax this assumption is to provide
many repertoires (several dozens) and make the algorithm
choose the most likely one according to the observations.
This approach was recently proposed for Bayesian optimiza-
tion with many prior repertoires [20], but only for episodic
learning. In that case, the repertoires contain many ways of
achieving a single task (forward walking); for non-episodic
learning and planning [3], we need to use repertoires that
contain many different objectives (e.g., walking in each di-
rection).
2.2. Gaussian Process Regression with
Non-Constant Prior
Compared to neural networks, Gaussian processes can eas-
ily include prior knowledge about the function [21]. In par-
ticular, we can provide a prior mean function to the GP
model which is our prior belief about the prediction when
no data is available to train the model. In Bayesian opti-
mization community, there are many recent works that use
non-constant priors coming from simulation to model the
cost function using GP [6, 20]. Instead of learning the sys-
tem model from scratch, many recent works also used priors
from simulation to learn a “residual model” with GP, i.e,
the difference between the simulated and real robot. For ex-
ample, model-based policy search algorithm like PILCO [10]
or Black-DROPS [2] can be combined with simulated priors
and learn to control a cart-pole in 2 to 5 trials [1, 9, 22].
On the one hand, these contributions prove that using
well-chosen priors with GPs is a promising approach for
data-efficient learning, however, on the other hand all pre-
vious algorithms assume that we know the “correct” prior
in advance. This is a very strong and crucial assumption
as a misleading prior can substantially increase interaction
time needed to learn to control the system. In this paper,
we relax this assumption and argue that using multiple pri-
ors for a subset of possible set of situations and allowing the
algorithm to choose the best one for modeling and planning
improves online learning and adaption for robotics.
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3. Problem Formulation
We consider a robot that (1) knows its environment, (2)
knows its current state (e.g., its Cartesian position), and
(3) has access to one or several prior models of its dynam-
ics (simulator(s)). Our objective is to reach an goal state sg
from a starting state ss when the dynamics of the robot does
not perfectly match the one of the prior model(s); this mis-
match can originate from the reality gap, from a mechanical
damage, from a new floor type, from an interaction with a
novel object, etc.
To reach the goal state, the robot executes a sequence of
discrete elementary policies from a repertoire. Each elemen-
tary policy allows the robot to transition from state st to
state st+1 according to a transitions probability T (st, pit) =
P (st+1|st, pit), where pit is the policy selected at time-step
t. After each transition, the robot can observe its new state
and update the transition probabilities for the selected pol-
icy and, potentially, for other similar policies. Here we con-
sider several priors, that is, several repertoires of elementary
policies for various situations that the robot might face.
Each of these policies is associated to a transition probabil-
ity. Our problem is therefore fully specified by a set of n
repertoires of policies Π1, · · · ,Πn, a set of probability dis-
tributions for each policy of each repertoire, an initial state
ss and an objective state sg. The best sequence of elemen-
tary policies is the one that minimizes the number of state
transitions to reach the goal state on the real robot.
Note that our objective is to select the best prior, but we
do not assume that one of the priors perfectly matches the
actual situation: we are interested in cases in which even
the best prior will require some adaptation. Our main idea
is that the right prior will make adaptation easier.
4. Approach
APROL is based on 3 main stages: (1) generating reper-
toires (priors) in simulation for various situations (2) using
the repertoires and observations from the real robot to learn
and update the transition models (3) given a goal, plan-
ning the next elementary policy to be applied on the robot
by picking the best elementary policies from the available
repertoires. Compared to previous work about reset-free
repertoire-based adaptation [3], the main novelty is how to
use several repertoires in the planning algorithm. Compared
to previous work about Bayesian optimization with priors
[20], we use a different strategy to choose the repertoire and
do not need any reset.
Algorithm 1 Generate Priors
Require: S ∈ Rd . Task-space
Require: Θ ∈ Rn . Policy space
Require: C = {c0, c1, ..., cn} . Probable situations
Require: bot sim . Simulator of the robot
Require: feval(.) . Performance function
Require: Nmax . Max evaluation
1: R = {} . Empty set of Repertoires
2: for c in C do
3: Π = map elites(bot sim,Θ, c, S, feval, Nmax)
4: Insert repertoire Π in R
5: end for
6: Return R
Algorithm 2 Planning using APROL
Require: R = {Π0 Π1, ...,Πn} . set of repertoire priors
Require: G . The task/goal
Require: task planner
Require: D = φ . Empty observations set
1: Initialize transition models T = {gp0, gp1, · · · , gpn}
2: while task not solved do
3: s = get current state()
4: g = task planner(G, s) . Plan next sub-task/goal
5: pi∗ = argmaxpi∈Π,Π∈R P (g|pi,D,Π)P (Π|D)P (pi)
6: Execute pi∗ and record data in D
7: Update transition models T with D
8: end while
4.1. Generating Repertoire-Based Priors
We assume that the robot is controlled by a low-level el-
ementary policy parameterized by θ ∈ Rnθ and that any
point on the task-space (or goal-space) can be described
by a vector s ∈ Rns . Additionally, we assume that a
set C = {c0, c1, .., cn} of probable situations for the robot
is available. Then, for each situation, a repertoire of el-
ementary policies pii and their corresponding transitions
T (s, pii) are generated in simulation, such that the task-
space is covered as well as possible [6, 8, 13]. Assum-
ing Gaussian probability distribution for the transitions,
T (s, pii) can be expressed in terms of mean µ(pii) and a diag-
onal covariance σ(pii). Thus, a repertoire is a set of tuples
(s, pii, µ(pii), σ(pii)). Optionally, considering a determinis-
tic simulator, σ(pii) can be set zero. Additionally, fixing
the starting state of the robot in the simulation, s will be
constant for all the tuples. These tuples from each of the
repertoires become priors (or primitive transition dynam-
ics) which can be updated from the observations collected
during the deployment of the robot.
To generate these repertoires, we use an iterative algo-
rithm called “MAP-Elites” [6, 18, 26]. MAP-Elites dis-
cretizes the task-space into some regions or cells. At the be-
ginning, MAP-Elites randomly initializes some policies and
test them in simulation to find out their transitions T (s, pii)
and performance. Then, they are placed in corresponding
cells in the repertoire. After that, MAP-Elites iteratively
picks a policy from any of the occupied cell, adds random
variation to it, evaluates it in the simulation and places this
new policy in the corresponding cell. Each cell can contain
only one policy, the one with higher performance value. One
thing to be noted here that although MAP-Elites is compu-
tationally expensive, it can be parallelized on large clusters
to compute the repertoires before deployment of the robot
(see Suppl. Mat. for details).
4.2. Learning Transition Models with
Repertoires as Priors
Since the policies in the repertoires come from simulator,
how they change the state (the transitions) is an approxi-
mation of the reality. Moreover, if the real situation of the
robot (e.g, different floor condition, novel object to interact
with, mechanical damage etc.) is different from that of the
repertoires, then the initial transitions probabilities will not
align with the real system.
For a policy pi, the transition dynamics is given by µ(pi)
for the state s0 (assuming deterministic simulator). Sup-
pose, pi produces a task-space transition to s′ on the real
robot from the state s. Now, we can learn this transition
dynamics using the transition µ(pi) as a prior for state s and
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policy pi. More concretely, we learn a mapping where input
is [s, µ(pi)] and the target is s′. We can update this model
every time we collect more observation from the real robot
during deployment.
To learn this model, we use Gaussian process (GP) re-
gression. A GP is an extension of multivariate Gaussian
distribution to an infinite-dimension stochastic process for
which any finite dimensions will be a Gaussian distribu-
tion [21]. For each prediction dimension d = 1, 2, ...n, it is a
distribution over functions, specified by mean function µd(.)
and covariance function kd(., .):
fd(x) ∼ GP (µd(x), kd(x,x′)) (1)
Let Dd1:t = {fd(x1), fd(x2), ..., fd(xt)} is the set of obser-
vations, Md(.) is the “prior” mean from the simulations (i.e
the repertoires) and σ2n is the prior noise, then the GP is
computed as follows:
P (f(x)|Dd1:t) = N (µd(x), σ2d(x)) (2)
where,
µd(x) = Md(x) + k
T
s (Kd + σ
2
nI)
−1(Dd1:t −Md(x1:t))
(3)
σ2d(x) = k(x,x)− kTd (Kd + σ2nI)k (4)
4.3. Model-based Planning in Presence of
Multiple Priors
Once GP models are initialized, the robot is deployed in
the environment. Given the task, the robot has to plan se-
quentially the next elementary policy to solve the task. We
assume that the main task/goal of the robot is sub-divided
into a sequence of goals in the task-space by a task plan-
ner. Then we can frame the next policy selection problem
as a maximum a posteriori (MAP) estimation problem of
action, given the current sub-goal sgt , the past observations
obs0:t−1 and the repertoiresR = {Π0,Π1, ...,Πk} . Let, pi be
any elementary policy and P (Π|obs0:t−1) be the probability
of the repertoire Π to match the actual situation, given the
past observations. Then, the next elementary policy pi∗t is
given by
pi∗t = argmax
pi∈Π,Π∈R
P (pi|sgt , obs0:t−1,Π)× P (Π|obs0:t−1)
= argmax
pi∈Π,Π∈R
P (sgt |pi, obs0:t−1,Π)P (pi)∑
pi′∈Π′,Π′∈R P (sgt |pi′, obs0:t−1,Π′)P (pi′)
×
P (Π|obs0:t−1) (5)
Ignoring the denominator,
pi∗t = argmax
pi∈Π,Π∈R
P (sgt |pi, obs0:t−1,Π)P (pi)P (Π|obs0:t−1) (6)
Equation 6 gives the MAP estimation of the next elemen-
tary policy from the repertoires to be applied on the robot
to achieve the current sub-goal sgt in one-step.
Now, P (pi) is the prior belief over the policies. It can be
set equal for all the policies in the repertoires. However,
setting higher probability for the ones that have transition
µ(pi) in the neighborhood of the desired transition and set-
ting zero for others will improve the computation time.
P (sgt |pi, obs0:t−1,Π) is the likelihood of the transition to
sgt given the repertoire Π, observations obs0:t−1 and the
elementary policy pi. This can be computed using the mean
and variance prediction of the GP transition model learned
using obs0:t−1 with the repertoire Π as mean-function.
P (Π|obs0:t−1) represents the likelihood of a repertoire be-
ing able to represent the reality for the robot. We define a
closeness score ψΠ that represents how close the mappings
of the repertoire Π are compared to real world observations.
ψΠ = e
−k||sreal−srepertoire||2 , k > 0 (7)
where, sreal is the real transition on the robot after applying
a policy from the repertoire Π and srepertoire is the corre-
sponding transition in the repertoire. Now, for a real robot,
sreal can be stochastic for a given policy. Moreover, for dif-
ferent policies from the same repertoire ψΠ can be different.
This makes ψΠ stochastic in nature. Thus, the overall score
of the repertoire can be defined as the expectation of ψΠ.
However, to compute a good estimate of the true expec-
tation will require several observations from all the reper-
toires, which will make the adaptation process slow. Hence,
it becomes a problem of exploration vs exploitation. To
deal with this, we borrow the concept of Upper Confidence
Bound (UCB) from multi-armed bandits problem formula-
tion [25]. Instead of estimating the expectation by taking
the mean of the scores, we compute the UCB as follows:
ψucbΠ =
∑
ψΠ
NΠ
+ c
√
ln(t)
NΠ
(8)
Where, t is the total number policies tried on the robot, NΠ
is the number of times the policies were used from the reper-
toire Π and c is a positive constant. Normalizing these UCB
scores will give higher probability value to those repertoires
which have higher “mean score” and to those repertoires
that are not tried enough compared to others on the real
robot:
P (Π|obs0:t−1) = ψucbΠ∑
Π′∈R ψucbΠ′
(9)
Combining everything, at every time-step, optimizing the
equation 6 gives the optimal policy to be used for the given
sub-task. Since our policy space is discrete and equation 6 is
fast to evaluate (it does not involve the simulator), we can
simply evaluate all the elementary policies pi from all the
repertoires to find out the optimal according to equation 6.
5. Experimental Results
We evaluate APROL on two simulated tasks: (1) object
pushing task with a 7-DOF arm and (2) goal reaching task
with a damaged hexapod. Additionally, we demonstrate the
capability of APROL on a damaged hexapod robot that has
to reach target positions as quickly as possible. A video of
the experiments are available online1.
1Video: http://tiny.cc/aprol_video
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Fig. 2. Comparison of APROL with various single prior and multi-
prior variants on an object pushing task with a 7-DOF arm. The
goal is to push the objects of various shapes and sizes to different
goal positions as quickly as possible. Here, CP: very Close Prior to
the reality, SP: Single random Prior, L: with learning the transition
dynamics, NL: without learning the transition dynamics.
5.1. Object Pushing with 7-DOF Robotic Arm
The goal here is to push objects of various shapes and sizes
to different goal locations in minimum number of steps. In
this task, we assume that the robot has access to its model
(so that it can be controlled in Cartesian space) and to the
center and orientation of the object from a vision system
(for instance, there is a QR code sticked on the object).
However, the robot does not have any knowledge about the
shape and size of the objects. The objective is to adapt
to push objects of unknown shapes and guide them to the
target position.
Elementary policy: We encode the elementary policy
(open loop controller) of the robot with 2 parameters in
[0, 1]. These two parameters specify a straight line con-
necting two points around the center of mass of the object
taking into account the orientation of the object. For given
control parameters, the robot’s end effector follows the line
specified by the parameters in one time-step (2 seconds).
Policy-repertoires: we pre-generated policy repertoires
for 7 different objects (see Suppl. Mat.) using the MAP-
elites algorithm in simulation. Since the goal of the task
is to reach different positions on the 2D surface, therefore,
the task-space is the 2D coordinates on the plane. In the
repertoires, every policy corresponds to the transition prob-
ability of the objects on this plane. Note that we exclude
the exact repertoire that matches with the object in all the
experiments except for CP (very close prior) variants.
Execution: Given a goal and the current state of the
robot, at every control-step (2 seconds) of the robot, robot
uses the A* algorithm to plan a shortest sequence of sub-
goals in the task space, then it attempts to achieve the first
sub-goal using APROL. After each execution of an elemen-
tary policy, the robot updates its model and re-plans using
A*.
We evaluated different approaches with 40 replicates, ran-
domly varying the initial orientation of the objects and ran-
domly picking the priors for the single prior (SP) variants.
Fig. 2 shows that APROL performs as good as that of using
a very close prior (CP-L variant) to the reality (i.e the ob-
ject) of the task for adaptation. Here very close prior means
the priors that are very close to the shape and size of the
real object. APROL outperforms the variant that uses mul-
tiple priors but without any learning (APROL-NL variant),
which shows the importance of the online adaptation phase
in APROL. In both the experiments, APROL beats the sin-
****
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Fig. 3. Comparison of APROL with different single prior and
multi-prior variants on a simulated hexapod goal reaching. In this
task, the hexapod has to recover from random leg damages and
reduced floor friction to reach the goal as quickly as possible. Here,
CP: very Close Prior to the reality, SP: Single random Prior, L: with
learning the transition dynamics, NL: without learning the transition
dynamics.
gle prior variants with and without learning the transition
dynamics(SP-L, SP-NL).
5.2. Goal Reaching Task with a Damaged
Hexapod
This task is performed both in simulation and on a real
hexapod robot. In this task, the robot might encounter
various situations, such as, damage to one or more legs (e.g,
blocked joints or a lost leg) and various friction conditions
of the floor (e.g., very low, moderate and very high friction
co-efficients). The goal here is to reach the specified posi-
tion in minimum number of steps. Here, the robot has the
knowledge of its position and orientation (e.g., from SLAM
or visual odometry system). Additionally, we assume that
the robot has the complete knowledge of the obstacle po-
sitions as well as dimensions. However, the robot does not
have any knowledge about the damage to its legs and floor
friction condition.
Elementary policy: The robot has 6 identical legs, each
of which has 3 degrees of freedom (DOF). The first DOF (θ0)
controls the horizontal movement of the leg and the seconds
and the third DOFs (θ1 and θ2) control the elevation of the
leg. θ2 is the negative of θ1 to make the final segment of
the leg parallel to the body. Therefore, there are 6× 2 = 12
independent joints in the robot. Each of these joints are
controlled with 3 parameters: the amplitude, the phase,
and the duty-cycle. These 3 × 12 = 36 parameters define
the elementary policy for the robot (see [7] for details).
Policy repertoires: Before deployment, policy reper-
toires for various situations are generated for the robot us-
ing MAP-elites in simulation. Here, situations can be floor
friction coefficient and single or double leg block (see Suppl.
Mat.). Each repertoire contains discrete mappings from 36D
policy to the transition probability on 2D surface.
Execution: At every control-step (3 seconds), the robot
uses the A* planning algorithm to plan a sequence of ele-
mentary policies. Then it tries to reach the first sub-goal
using using APROL. The process continues until the robot
reaches the goal state. After each execution of an elemen-
tary policy, the robot updates its model and re-plans using
A*.
In the simulated hexapod goal reaching task, we evaluated
each of the variants with 40 replicates. Fig. 3 shows that
APROL performs at least as good as that of using a very
close prior (i.e CP-L variant) to the reality (i.e the exact
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Fig. 4. Goal reaching task with a real hexapod with blocked leg.
leg damage and very similar floor friction). APROL out-
performs the variant that uses multiple priors but without
any learning (APROL-NL variant). Here also, it shows the
importance of the learning phase in APROL. Additionally,
APROL beats the single prior variants with and without
learning the transition dynamics(SP-L, SP-NL). Note that
APROL did not have the exact prior in its repertoires while
conducting the experiments.
Additionally, we demonstrate the capability of APROL
in a real hexapod damage recovery and goal reaching task
(Fig 4). This is a challenging task, since the exact prior
repertoire gives high reality gap on the real robot. We show
that, with APROL, the robot learns the compensatory poli-
cies quickly to reach the goal by avoiding the obstacle in the
path.
6. Conclusion
Prior knowledge is key for rapid adaptation, may it be
in repertoire-based learning, meta-learning, or model-based
policy search. By allowing to select the best prior among
many, we relax the assumption that a single prior can cap-
ture all the situations. Here we showed that this strategy,
combined with planning and repertoires, leads to a highly
data-efficient adaptation algorithm that allows robots to
adapt to new objects or unexpected damage. Compared to
model-based reinforcement learning [2, 11], this repertoire-
based algorithm is fast because it simply runs A* in 2D
between each elementary policy, instead of searching for a
policy (which can take up to 30 minutes in algorithms like
PILCO). At any rate, a similar strategy to select priors
could be useful in meta-learning or in model-based rein-
forcement learning.
References
[1] Konstantinos Chatzilygeroudis and Jean-Baptiste
Mouret. Using Parameterized Black-Box Priors to
Scale Up Model-Based Policy Search for Robotics. In
Proc. of ICRA, 2018.
[2] Konstantinos Chatzilygeroudis, Roberto Rama, Ritu-
raj Kaushik, Dorian Goepp, Vassilis Vassiliades, and
Jean-Baptiste Mouret. Black-Box Data-efficient Policy
Search for Robotics. In Proc. of IROS. IEEE, 2017.
[3] Konstantinos Chatzilygeroudis, Vassilis Vassiliades,
and Jean-Baptiste Mouret. Reset-free trial-and-error
learning for robot damage recovery. Robotics and Au-
tonomous Systems, 100:236–250, 2018.
[4] Konstantinos Chatzilygeroudis, Vassilis Vassiliades,
Freek Stulp, Sylvain Calinon, and Jean-Baptiste
Mouret. A survey on policy search algorithms for
learning robot controllers in a handful of trials. arXiv
preprint arXiv:1807.02303, 2018.
[5] Kurtland Chua, Roberto Calandra, Rowan McAllister,
and Sergey Levine. Deep reinforcement learning in a
handful of trials using probabilistic dynamics models.
In Advances in Neural Information Processing Systems,
pages 4754–4765, 2018.
[6] Antoine Cully, Jeff Clune, Danesh Tarapore, and Jean-
Baptiste Mouret. Robots that can adapt like animals.
Nature, 521(7553):503–507, 2015.
[7] Antoine Cully, Jeff Clune, Danesh Tarapore, and Jean-
Baptiste Mouret. Robots that can adapt like animals.
Nature, 521(7553):503–507, 2015.
[8] Antoine Cully and J.-B. Mouret. Evolving a behavioral
repertoire for a walking robot. Evolutionary Computa-
tion, 2015.
[9] Mark Cutler and Jonathan P. How. Efficient reinforce-
ment learning for robots using informative simulated
priors. In Proc. of ICRA, 2015.
[10] Marc P Deisenroth and Carl Edward Rasmussen.
PILCO: A model-based and data-efficient approach to
policy search. In ICML, 2011.
[11] Marc Peter Deisenroth, Dieter Fox, and Carl Edward
Rasmussen. Gaussian processes for data-efficient learn-
ing in robotics and control. IEEE Trans. Pattern Anal.
Mach. Intell., 37(2):408–423, 2015.
[12] Miguel Duarte, Jorge Gomes, Sancho Moura Oliveira,
and Anders Lyhne Christensen. Evolution of
repertoire-based control for robots with complex loco-
motor systems. IEEE Transactions on Evolutionary
Computation, 22(2):314–328, 2017.
[13] Miguel Duarte, Jorge C. Gomes, Sancho Oliveira, and
Anders Lyhne Christensen. Evolution of repertoire-
based control for robots with complex locomotor sys-
tems. IEEE Transactions on Evolutionary Computa-
tion, 22:314–328, 2018.
[14] Nicolas Heess et al. Emergence of locomotion
behaviours in rich environments. arXiv preprint
arXiv:1707.02286, 2017.
[15] John Hollerbach, Wisama Khalil, and Maxime Gautier.
Model Identification, pages 113–138. Springer Interna-
tional Publishing, Cham, 2016.
[16] Rituraj Kaushik, Konstantinos Chatzilygeroudis, and
Jean-Baptiste Mouret. Multi-objective model-based
policy search for data-efficient learning with sparse re-
wards. In Conference on Robot Learning, pages 839–
855, 2018.
Kaushik, Desreumaux, and Mouret arXiv | 6
[17] Volodymyr Mnih et al. Human-level control through
deep reinforcement learning. Nature, 518(7540):529–
533, 2015.
[18] Jean-Baptiste Mouret and Jeff Clune. Illuminating
search spaces by mapping elites. arxiv:1504.04909,
2015.
[19] Anusha Nagabandi, Ignasi Clavera, Simin Liu,
Ronald S Fearing, Pieter Abbeel, Sergey Levine, and
Chelsea Finn. Learning to adapt: Meta-learning for
model-based control. In Proceedings of ICLR, 2019.
[20] Re´mi Pautrat, Konstantinos Chatzilygeroudis, and
Jean-Baptiste Mouret. Bayesian optimization with au-
tomatic prior selection for data-efficient direct policy
search. In 2018 IEEE International Conference on
Robotics and Automation (ICRA), pages 7571–7578.
IEEE, 2018.
[21] Carl Edward Rasmussen and Christopher K. I.
Williams. Gaussian processes for machine learning.
MIT Press, 2006.
[22] Matteo Saveriano, Yuchao Yin, Pietro Falco, and
Dongheui Lee. Data-efficient control policy search us-
ing residual dynamics learning. 2017 IEEE/RSJ Inter-
national Conference on Intelligent Robots and Systems
(IROS), pages 4709–4715, 2017.
[23] Archit Sharma, Shixiang Gu, Sergey Levine, Vikash
Kumar, and Karol Hausman. Dynamics-aware
unsupervised discovery of skills. arXiv preprint
arXiv:1907.01657, 2019.
[24] David Silver et al. Mastering the game of go
with deep neural networks and tree search. Nature,
529(7587):484–489, 2016-01-28.
[25] Richard S Sutton and Andrew G Barto. Reinforcement
learning: An introduction. MIT press, 1998.
[26] Vassilis Vassiliades, Konstantinos Chatzilygeroudis,
and Jean-Baptiste Mouret. Using centroidal voronoi
tessellations to scale up the multidimensional archive
of phenotypic elites algorithm. IEEE Transactions on
Evolutionary Computation, 22(4):623–630, 2017.
[27] Grady Williams, Nolan Wagener, Brian Goldfain, Paul
Drews, James M Rehg, Byron Boots, and Evange-
los A Theodorou. Information theoretic mpc for
model-based reinforcement learning. In 2017 IEEE
International Conference on Robotics and Automation
(ICRA), pages 1714–1721. IEEE, 2017.
Kaushik, Desreumaux, and Mouret arXiv | 7
Supplementary Material
Preprint – July 17, 2019
A. Generating Policy Repertoires using
MAP-Elites Algorithm
We use an iterative evolutionary algorithm called Multi-
dimensional Archive of Phenotypic Elites (MAP-Elites) [3,
5, 6] to generate the policy repertoires. MAP-Elites dis-
cretizes the task-space into some Nc equal cells, where Nc
is a user defined parameter. For both the hexapod experi-
ment and object pushing experiment the task-space is the
2D surface (i.e x and y co-ordinates) since both of them
are goal (i.e the x,y co-ordinate) reaching task. Once the
task space is discretized, MAP-Elites randomly initializes
k policies and evaluate them in the simulator of the robot
for their corresponding task-space transition probability and
performance. Here performance is an user defined function
using which some constraints can be imposed on the be-
havior of the robot. For example, we can compensate the
policy based on the joint torques it caused on the robot.
After the evaluation, these policies as well as their perfor-
mances are placed in the respective cells according to the
respective task-space transition probability on the simulated
robot. Since our simulator is deterministic, this transition
probability can be given by only mean µ(pi), where pi is
the policy and µ(pi) is equal to the task-space transition s.
After this initialization, MAP-elites perform the following
three steps iteratively until the maximum number of valua-
tions are reached:
1. Randomly selects one of the occupied cells and adds
random variation to the policy parameters.
2. Simulates the policy to get the task-space transition
probability and performance.
3. Inserts the new policy into the corresponding cell of the
repertoire if it ends up in an empty cell or performs
better than the existing controller (discard the existing
policy in the cell)
Although MAP-Elites is computationally expensive, it
can be parallelized on large clusters to compute the reper-
toires before deployment of the robot. We generate such
repertoires for various situations that the robot might face.
For example, for the hexapod damage recovery and goal
reaching task, we generate repertoires for various combi-
nation of fiction co-efficients (0.6, 1.0, 5.0) and leg damages
(single and two leg damages). Out of 108 possible combi-
nations, we selected 57 combinations to generate the reper-
toires for the hexapod. Similarly, for the object pushing
task we generated repertoires for 7 different objects (Fig. 5).
Note that while conducting the experiments, we do not use
the exact prior that matches with the real situation.
For the object pushing task, we did not use any perfor-
mance score for the policies. Therefore, MAP-Elites simply
replaces the old policy in the cell if the new policy belongs
to that cell. However, for the hexapod, we want the robot
to face the direction towards which it is moving. Therefore,
Fig. 5. Various objects used in the object pushing task as priors.
Note here that in the experiment with APROL we do not use the
exact prior that matches with the reality.
we give a score which is equal to negative of the difference
between robots body angle and the direction toward which
it moves. Additionally, set the parameters for the damaged
legs zero while evolving the policies in simulation through
MAP-Elites. Alternatively, we could also compensate the
policies not to control the damaged legs by giving a score
equal to the negative of maximum joint displacement of the
damaged legs.
For the arm, MAP-Elites did 300000 policy evaluations
and for the hexapod 500000 policy evaluations in the sim-
ulator for each of the repertoires. Thanks to the cluster of
computers, several repertoires could be generated in parallel
in a few hours.
B. Details on Experimental Set-up
B.1. Simulator and source code
For both the tasks, we used python with pybullet physics
simulation library [2]. For comparison with RTE [1] in the
hexapod damage recovery task we used author provided
code2. For Gaussian process regression we used gpy li-
brary [4].
B.2. Gaussian process model parameters
In both the experiment, we used Gaussian process (GP)
with squared exponential kernel given by:
k(x,x′) = σ2se exp(−
||x− x′||2
l2
) (10)
We did not optimize the hyperparameters of the GP. For
both the tasks, we set σse = 0.03 and l = 0.3.
B.3. Transition models using Gaussian process
For both the tasks, we assume that transition dynamics in
the task space does not vary depending upon the position
of the object or the hexapod. Which is true for our specific
scenarios unless the hexapod collides with an obstacle or
2https://github.com/resibots/chatzilygeroudis_2018_rte
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the object falls from the table. Therefore, instead of using
(s, µ(pi)) as input to the GP, we only give µ(pi) as input.
The output of the GP is relative change in state in the task
space, which is the relative 2D co-ordinate position of the
hexapod as well as for the objects.
B.4. Elementary Policies
For the object pushing task, we encode the elementary pol-
icy of the robot with 2 parameters each of which are in the
range [0, 1]. Considering the orientation of the object, these
two parameters specify a straight line connecting two points
on a circle surrounding the center of mass of the object. Ev-
ery time the policy is set on the robot, the trajectory of the
end effector is computed and followed by the robot. The
duration of execution of each policy is 2 seconds. In 2 sec-
onds, the robot completes the whole trajectory computed
from the parameters. Note here that since the robot use
inverse kinematics to compute the joint angles to follow the
trajectory and since we do not set any constraint on the
angle of the end effector, the evolved policy does not give
exact the intended behavior even if the repertoire matches
the real object.
For the Hexapod, the policy contains 36 parameter in the
range [0, 1]. This consists of 3 parameters for each of the
joints (total 12 independent joints). These 3 parameters are
for amplitude, phase and duty-cycle of the joint. Once these
36 parameters are set on the robot, it computes the joint
trajectories and executes it for 3 seconds. We use the same
controller described in [3].
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