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Abstract
Let f be a diffeomorphism on a closed manifold, and p be a hyperbolic periodic point of f . Denote
Cf (p) the chain component of f that contains p. We say Cf (p) is C1-stably shadowable if there is a C1-
neighborhood U of f such that for every g ∈ U , Cg(pg) has the shadowing property, where pg is the
continuation of p. We prove in this paper that if Cf (p) is C1-stably shadowable, then Cf (p) is hyperbolic.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
A basic problem in differentiable dynamical systems is to understand how a robust dynami-
cal property (meaning a property that holds for a system as well as all nearby systems) on the
underlying manifold would influence the behavior of the tangent map on the tangent bundle.
The best known result of this type might be the (now verified) stability conjecture of Palis and
Smale [13], which states that structural stability implies Axiom A and the strong transversality.
For a background of these terms such as structural stability, one is referred to Smale [21]. Briefly,
the stability conjecture states that the strongest robust property (indeed, structural stability is the
strongest robust property because, by definition, it demands that all topological properties of the
system are preserved under perturbations, that is, are robust) implies hyperbolicity on the chain
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X. Wen et al. / J. Differential Equations 246 (2009) 340–357 341recurrent part, and transversality on the non-chain-recurrent part. Another well-known result of
this type could be the (now verified) star conjecture of Liao [6] and Mañé [9], which states that a
“star diffeomorphism,” namely a diffeomorphism that is robustly free of non-hyperbolic periodic
orbits, satisfies Axiom A and the no-cycle condition. In other words, it states that a star diffeo-
morphism must have its chain recurrent set hyperbolic. There have been a number of results of
this type in the literature. In this paper we are concerned with the so-called robustly shadowable
property, which in many references is phrased as stably shadowable property. Recall a diffeo-
morphism f is called shadowable if, briefly, every pseudo-orbit in the manifold can be shadowed
by a true orbit. Thus f is C1-stably shadowable if there is a C1-neighborhood U of f such that
every g ∈ U is shadowable. It is proved in [20] that any stably shadowable diffeomorphism sat-
isfies Axiom A and the strong transversality. Even earlier, it is proved in [12] that if the chain
recurrent set is stably shadowable then it is hyperbolic. In this paper we consider a more flex-
ible version of the problem when a single chain component is known to be stably shadowable.
Here a chain component is an equivalence class under the usual equivalence relation of chain
bi-attenability. A number of work have been done on this more flexible problem, notably [19].
In this paper we prove that every stably shadowable chain component is hyperbolic. We remark
that the difference between this case and the case of the whole chain recurrent set [12] mentioned
above is more than what might be seen at first glace. No global information is available for the
dynamics of the system. For instance, while the chain recurrent set is always “locally maximal”
(or also called “isolated,” meaning being the maximal invariant set within some neighborhood)
but a chain component may not be, it is not clear a priori whether a stably shadowable chain
component is locally maximal, which causes one of the main difficulties of the proof. Let us be
more precise.
Let M be a compact C∞ Riemannian manifold without boundary, and Diff1(M) be the space
of diffeomorphisms of M endowed with the C1-topology. Denote by d the distance on M in-
duced from the Riemannian metric on the tangent bundle. For δ > 0, a sequence of points
{xi}bi=a ⊂ M (−∞  a < b ∞) is called a δ-pseudo-orbit or a δ-chain of f ∈ Diff1(M) if
d(f (xi), xi+1) < δ for all a  i  b − 1. For given x, y ∈ M , we write x y if for every δ > 0
there exists a δ-chain {xi}ni=0 (n > 0) such that x0 = x and xn = y. A point x ∈ M is called chain
recurrent if x x. The set of chain recurrent points of f is called the chain recurrent set of f ,
denoted by CR(f ). It grasps the recurrence of the dynamics in perhaps the broadest sense. For
instance, it contains all periodic points, limit points, and the nonwandering points. The notion
of chain recurrence has been popular in dynamical systems since the ’80 of the last century, and
seems getting more attention recently.
A nice property the chain recurrent set CR(f ) holds is that it naturally decomposes into dis-
joint union of compact invariant sets, each “non-decomposable.” Precisely, define a relation ∼
on CR(f ) by x ∼ y if x y and y x. It is clear that ∼ is an equivalence relation on CR(f ).
The equivalence classes are called the chain components of f (for instance in [19]), and also
called chain transitive components (for instance in [2]), or chain recurrence classes (for instance
in [1]). These are compact invariant sets and cannot be decomposed into two disjoint compact
invariant sets, hence serve as “elementary pieces” of the dynamics. Generally, they are infinite
in number. While a single chain component may already exhibits complicated dynamics like a
horseshoe does, the co-existence of infinitely many chain components seems to give a higher
level of complexity of dynamics.
Let Λ ⊂ M be a compact f -invariant set. We say that f |Λ has the shadowing property, or Λ
is shadowable, if for every  > 0, there is δ > 0 such that for any δ-pseudo-orbit {xi}bi=a ⊂ Λ
of f (−∞  a < b ∞), there is y ∈ M satisfying d(f i(y), xi) <  for all a  i  b. Notice
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the shadowing property then f n|Λ has the shadowing property for every n ∈ Z. We say that the
map f itself has the shadowing property if Λ = M in the above definition. It is well known that
if f satisfies Axiom A and the strong transversality condition, then f has the shadowing property
(see [15,18]). Since Axiom A plus the strong transversality is a C1 open condition, there exists a
C1-neighborhood U of f such that every g ∈ U has the shadowing property. In other words, f is
C1-stably shadowable.
In the converse direction, it is proved in [20] that if f is C1-stably shadowable, then f satisfies
Axiom A and the strong transversality condition. Thus the C1-stably shadowable property is
equivalent to Axiom A plus the strong transversality condition. Focusing on the recurrent part of
the dynamics, it is proved in [12] that if CR(f ) is C1-stably shadowable, meaning there exists
a C1-neighborhood U of f such that, for every g ∈ U , g|CR(g) has the shadowing property, then
CR(f ) is hyperbolic. Since a hyperbolic chain recurrent set is shadowable, and having hyperbolic
chain recurrent set is an open condition, that CR(f ) is C1-stably shadowable is equivalent to that
CR(f ) is hyperbolic. These results indicate how much a specific robust (topological) property,
the stably shadowable property, could influence the behavior of the tangent map on the tangent
bundle.
In this paper we consider a more flexible version of the problem when a single chain compo-
nent is known to be stably shadowable. First note that a hyperbolic periodic point has its natural
“continuation.” Precisely, let p ∈ M be a hyperbolic periodic point of f of period k. Then there
exist a compact neighborhood U of Orb(p) in M and a C1-neighborhood U(f ) of f such that
for any g ∈ U(f ), the maximal invariant set
∞⋂
n=−∞
gn(U)
of g in U consists of a single period orbit Og of g, which is hyperbolic of the same period as p,
and ind(Og) = ind(p). The neighborhood U can be chosen to have k disjoint components, each
containing a point of Orb(p) and a point of Og . This gives the continuation pg of p. Of course,
pg lies in a unique chain component Cg(pg) of g.
Definition 1.1. Let p be a hyperbolic periodic point of f . Denote Cf (p) the chain component
of f containing p. We say that Cf (p) is C1-stably shadowable if there exists a neighbor-
hood U(f ) of f such that for any g ∈ U(f ), g|Cg(pg) has the shadowing property, where pg
is the continuation of p.
A number of work have been done on C1-stably shadowable chain components, notably the
recent work [19] which proves that, assuming local maximality or germ-expansivity, a C1-stably
shadowable chain component must be hyperbolic. Recall a compact f -invariant set Λ is called
hyperbolic if the tangent bundle TΛM has a continuous Df -invariant splitting E ⊕ F and there
exist constants C > 0, 0 < λ< 1 such that∥∥Df n∣∣
E(x)
∥∥ Cλn
and ∥∥Df−n∣∣ n ∥∥ CλnF(f (x))
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The main result of this paper is the following.
Theorem A. Let p be a hyperbolic periodic point of f . If Cf (p) is C1-stably shadowable, then
Cf (p) is hyperbolic.
It is easy to see that the converse of Theorem A is also true. Thus a chain component Cf (p)
is stably shadowable if and only if it is hyperbolic.
To prove Theorem A we will establish a variant of the sifting lemma of Liao [7], which is
Lemma 2.2 below. Recall that the sifting lemma selects under certain “oscillation condition”
a sequence of what are called quasi-hyperbolic strings, which can be shadowed by true periodic
orbits that carry useful information of growth rates. See Section 2 for a brief introduction. It plays
a key role in the work of Liao on structural stabilities [6,7]. Lemma 2.2 below will do something
similar to us. It will select quasi-hyperbolic strings under a technically different oscillation con-
dition, which just fits our situation in this paper.
Let us sketch the proof of Theorem A. Suppose a C1-stably shadowable chain component
Cf (p) is not hyperbolic. We will find from Cf (p) a δ-chain (for arbitrarily small δ) whose
growth rates oscillate. By shadowing we will get a true orbit O(a) near Cf (p), along which
the growth rates oscillate. Lemma 2.2 then enables us to get arbitrarily many consecutive quasi-
hyperbolic strings of arbitrary lengths that carry arbitrarily mild growth rates. By shadowing
again, one gets hyperbolic periodic orbits with arbitrarily mild growth rates. Since these periodic
orbits can be proved to be contained in Cf (p), this would contradict the results of [19], which
assert that no hyperbolic periodic orbits in Cf (p) has mild growth rates.
This paper has a simple structure: In Section 2 we establish Lemma 2.2, a sifting-type lemma.
In Section 3 we prove Theorem A.
We wish to take this opportunity to thank Kazuhiro Sakai for sending us his preprint [19],
which eventually brought us to the present paper.
2. A sifting-type lemma
Recall that the classical shadowing lemma is under the condition of hyperbolicity. It as-
serts that any pseudo-orbit near a hyperbolic set can be shadowed by a true orbit. For instance,
if Λ ⊂ M is a hyperbolic set of f , and if x ∈ Λ has an iterate f nx that is close to x, then the
finite orbit {x,f x, . . . , f nx} is shadowed by a periodic orbit of f , that is, there is a periodic point
p ∈ M of f such that d(f ip,f ix) are small for all 1  i  n. There are some non-hyperbolic
cases when shadowing results are available, for instance the well-known work of Pesin [14] and
Katok [5] on non-uniformly hyperbolic systems. The other theory involves a selection of a spe-
cial sort of strings, called quasi-hyperbolic strings, developed through the work of Pliss [16],
Liao [7,8] and Mañé [10], which is what concerns us in this paper. It works in the framework of
a “dominated splitting,” a kind of “weak hyperbolicity” we now define.
Definition 2.1. Let Λ be an f -invariant set of M . We say that Λ admits a dominated splitting if
the tangent bundle TΛM has a continuous Df -invariant splitting E⊕F and there exist constants
C > 0, 0 < λ< 1 such that ∥∥Df n∣∣
E(x)
∥∥ · ∥∥Df−n∣∣
F(f n(x))
∥∥ Cλn
for all x ∈ Λ and n 0.
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E(x)
∥∥/m(Df n∣∣
F(x)
)
 Cλn,
where
m(A) = inf{‖Av‖: ‖v‖ = 1}
denotes the mininorm of a linear map A.
A dominated splitting demands a uniform rate of exponential decay, but in a quotient sense.
Nevertheless it is still preserved under perturbations, and is exactly the opposite of the phe-
nomenon of homoclinic tangency [22]. In some sense it gives an environment that is not too far
away from hyperbolicity. The shadowing theory for quasi-hyperbolic strings is developed in this
environment. In particular, the shadowing orbit will be near Λ, hence will inherit a dominated
splitting. Indeed, it is well known that a dominated splitting always extends to a neighborhood.
Precisely, let TΛM = E ⊕ F be a dominated splitting such that
‖Df |E(x)‖/m(Df |F(x)) < λ2
for every x ∈ Λ. Then there is a neighborhood U of Λ such that E ⊕ F extends to the maximal
invariant set
Λ˜ =
⋂
n∈Z
f n(U)
of f in U , still denoted E ⊕ F , such that
‖Df |E(x)‖/m(Df |F(x)) < λ2
for every x ∈ Λ˜. We call U an admissible neighborhood of Λ. In what follows we will always
work in such an admissible neighborhood.
Definition 2.2. Let f ∈ Diff1(M), Λ be a compact invariant set of f , and TΛM = E ⊕ F be
a continuous Df -invariant splitting. Let λ ∈ (0,1). An orbit string (x, f nx) = {x,f x,f 2x,
. . . , f nx} in Λ is called a λ-quasi-hyperbolic string with respect to the splitting of E ⊕ F if
the following conditions are satisfied:
(1) ∏k−1i=0 ‖Df |E(f ix)‖ λk for k = 1,2, . . . , n.
(2) ∏n−1i=k−1 m(Df |F(f ix)) λk−n−1 for k = 1, . . . , n.
(3) ‖Df |E(f ix)‖/m(Df |F(f ix)) λ2 for every i = 0, . . . , n− 1.
To request less we have defined an individual quasi-hyperbolic string without a (uniform)
dominated splitting. Nevertheless condition (3) just corresponds to the dominance inequality in
the definition of dominated splitting. Clearly, if Λ admits a dominated splitting TΛM = E ⊕ F ,
then there are 0 < λ< 1 and m> 0 such that∥∥Dfm∣∣
E(x)
∥∥/m(Dfm∣∣
F(x)
)
 λ2
for every x ∈ Λ. In fact this is the situation we will work with below.
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periodic point if the two end points of the strings are sufficiently close:
Theorem 2.1. (See Liao [8].) Let TΛM = E ⊕ F be a continuous Df -invariant splitting. For
any 0 < λ< 1 and any  > 0, there is δ > 0 such that for any λ-quasi-hyperbolic string (x, f nx)
of f in Λ with d(f nx, x)  δ, there is a periodic point p ∈ M of f such that f n(p) = p and
d(f ip,f ix)  for all 0 i  n− 1.
A more general result than Theorem 2.1 about periodic shadowing that involves a finitely
many consecutive λ-quasi-hyperbolic strings with jump at the end points is formulated in [10].
An even more general shadowing lemma that includes also non-periodic shadowing is proved
in [3].
Having Theorem 2.1 at hand, the main issue would be to find, under certain conditions, a
quasi-hyperbolic string with two end points sufficiently close. A striking tool for this is the ele-
gant sifting lemma of Liao [7], which plays a crucial role in his fundamental work on the stability
conjecture. Roughly, it selects under certain “oscillation condition” of growth rates an arbitrarily
large number of consecutive quasi-hyperbolic strings of some desired growth rates, hence guar-
antees a long quasi-hyperbolic string of the rates, whose two end points are sufficiently close.
There is an expository article for the sifting lemma in [23]. In this paper we give another lemma
of this type, the following Lemma 2.2, which does the same thing under a technically different
oscillation condition of growth rates. Let us state it in an abstract way, which might have some
other applications.
Lemma 2.2. Let {ai}∞i=0 be an infinite sequence with all |ai | < K for a uniform constant K .
Assume
lim sup
n→∞
1
n
n−1∑
i=0
ai = ξ
and
lim inf
n→∞
1
n
n−1∑
i=0
ai = ξ ′,
where ξ ′ < ξ . Then for any ξ1, ξ2 with ξ1 < ξ < ξ2, there is an infinite sequence {mi}∞i=1 ⊂ N
such that for every i = 1,2, . . . and every k = 1, . . . ,mi+1 −mi ,
1
k
mi+k−1∑
j=mi
aj  ξ2,
1
k
mi+1−1∑
j=mi+1−k
aj  ξ1.
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ξ − ξ ′
2
> ε > 0.
(We will determine ε at the end of the proof.) Choose N ∈ N big enough such that for any n >N ,
1
n
S(n) < ξ + ε.
By assumption the upper and lower limits are different, hence there is an infinite sequence
N < n1 < n
′
1 < n2 < n
′
2 < n3 < n
′
3 < · · ·
such that
1
ni
S(ni) < ξ
′ + ε < ξ − ε < 1
n′i
S
(
n′i
)
for every i = 1,2,3, . . . . Take an integer mi in (ni, ni+1) such that
S(k)− S(mi)
k −mi  ξ − ε
for every k = mi + 1,mi + 2, . . . , ni+1, and
S(mi)− S(k)
mi − k  ξ − ε
for every k = ni, ni + 1, . . . ,mi − 1. This is a crucial point of the proof. Roughly speaking,
mi is the place where S(k)− S(ni)− (k − ni)(ξ − ε) assumes a maximum when k runs through
ni + 1, ni + 2, . . . , ni+1. See Fig. 1 for an illustration.
Claim 1.
ni+1 −mi > ξ − ξ
′ − 2ε
K + ξ ′ + ε mi,
mi − ni > ξ − ξ
′ − 2ε
K − ξ ′ − ε mi.
Proof. By the choice of mi , it is easy to see that
S(mi)− S
(
n′i
)

(
mi − n′i
)
(ξ − ε),
hence
S(mi)mi(ξ − ε).
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Since |ai | <K , we get inequalities
ni+1(ξ ′ + ε) > S(ni+1) > S(mi)−K(ni+1 −mi)mi(ξ − ε)−K(ni+1 −mi)
and
ni(ξ
′ + ε)+K(mi − ni) > S(ni)+K(mi − ni) > S(mi)mi(ξ − ε).
Hence
K(ni+1 −mi) > (ξ − ε)mi − (ξ ′ + ε)ni+1
= (ξ − ξ ′ − 2ε)mi + (ξ ′ + ε)(mi − ni+1),
K(mi − ni) > mi(ξ − ε)− ni(ξ ′ + ε)
= mi(ξ − ξ ′ − 2ε)+ (ξ ′ + ε)(mi − ni).
Therefore
ni+1 −mi > ξ − ξ
′ − 2ε
K + ξ ′ + ε mi,
mi − ni > ξ − ξ
′ − 2ε
′ mi. K − ξ − ε
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1
k
(
S(mi + k)− S(mi)
)
 ξ − ε.
For k = ni+1 −mi + 1, . . . ,mi+1 −mi , we have
1
k
(
S(mi + k)− S(mi)
)
<
1
k
(
(mi + k)(ξ + ε)−mi(ξ − ε)
)
= ξ + ε + 2εmi
k
< ξ +
(
1 + 2 K + ξ
′ + ε
ξ − ξ ′ − 2ε
)
ε.
Note that in the third inequality we have used the above claim.
Similarly, for k = 1,2, . . . ,mi − ni ,
1
k
(
S(mi)− S(mi − k)
)
 ξ − ε,
and for k = mi − ni + 1, . . . ,mi −mi−1,
1
k
(
S(mi)− S(mi − k)
)
>
1
k
(
mi · (ξ − ε)− (mi − k)(ξ + ε)
)
= ξ + ε − 2εmi
k
> ξ +
(
1 − 2 K − ξ
′ − ε
ξ − ξ ′ − 2ε
)
ε.
Now choose ε small enough such that
ξ +
(
1 + 2 K + ξ
′ + ε
ξ − ξ ′ − 2ε
)
ε < ξ2
and
min
{
ξ − ε, ξ +
(
1 − 2 K − ξ
′ − ε
ξ − ξ ′ − 2ε
)
ε
}
> ξ1.
This proves Lemma 2.2. 
The following proposition is a combination of Theorem 2.1 and Lemma 2.2.
Proposition 2.3. Let 0 < λ< 1 be given. Let Λ be a compact invariant set of f with a continuous
Df -invariant splitting TΛM = E ⊕ F such that
‖Df |E(x)‖
< λ2m(Df |F(x))
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logλ < logλ1 = lim sup
n→∞
1
n
n−1∑
i=0
log
(‖Df |E(f ia)‖)< 0
and
lim inf
n→∞
1
n
n−1∑
i=0
log
(‖Df |E(f ia)‖)< logλ1.
Then for any λ2 and λ3 with λ < λ2 < λ1 < λ3 < 1, and any neighborhood U of Λ, there exists
a hyperbolic period point q of index dim(E) such that its orbit O(q) is entirely contained in U
and the derivatives along O(q) satisfy
k−1∏
i=0
‖Df |Es(f iq)‖ < λk3,
π(q)−1∏
i=k−1
‖Df |Es(f iq)‖ > λπ(q)−k+12
for all k = 1,2, . . . , π(q). Furthermore, q can be chosen such that π(q) is arbitrarily large.
Proof. Let
K = max{∣∣log(∥∥Df (x)∥∥)∣∣, ∣∣log(∥∥Df−1(x)∥∥)∣∣: x ∈ M}
and
ai = log
(‖Df |E(f ia)‖).
Given λ2 and λ3 with
λ < λ2 < λ1 < λ3 < 1.
Fix ξ1 and ξ2 with
λ2 < ξ1 < λ1 < ξ2 < λ3.
By Lemma 2.2, there is an infinite sequence m1,m2, . . . such that for every i = 1,2, . . . and every
k = 1, . . . ,mi+1 −mi ,
mi+k−1∏
j=mi
‖Df |E(f j a)‖ ξk2 ,
mi+1−1∏
‖Df |E(f j a)‖ ξk1 .j=mi+1−k
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λ′ = max{ξ2, λ−2ξ1}.
By assumption,
‖Df |E(x)‖
m(Df |F(x)) < λ
2
for any x ∈ Λ. It follows that for any i = j , (f mi a, f mj a) are λ′-quasi-hyperbolic strings.
Let U be any neighborhood of Λ. We may assume that U is an admissible neighborhood.
Choose  small enough such that B(Λ) ⊂ U , and that if d(x, y)  then
λ2
ξ1
<
‖Df |E(x)‖
‖Df |E(y)‖ <
λ3
ξ2
.
Let δ be the constant in Theorem 2.1 with respect to λ′ and . Since Λ is compact, we can take
mi <mj with mi arbitrarily large such that
d
(
f mi a, f mj a
)
< δ.
Applying Theorem 2.1, we get a hyperbolic periodic point q . It is easy to check that Df satisfies
the inequalities in Proposition 2.3.
Now we prove that the period π(q) can be chosen arbitrarily large. Suppose there is a constant
N > 0 such that π(q) < N for all q . Then it is easy to see that
n−1∑
j=0
log
(‖Df |Es(f j (q))‖)> (n−N) logλ2 −N ·K.
Hence for a large n,
1
n
n−1∑
j=0
log
(‖Df |Es(f j (q))‖)> logλ2.
Without loss of generality we may assume that λ2 has been given arbitrarily close to λ1 so that
lim inf
n→∞
1
n
n−1∑
i=0
log
(‖Df |E(f ia)‖)< logλ2.
Let ni+1 be chosen as in Lemma 2.2. It is known that ni+1 − mi can be arbitrarily large as
choosing mi arbitrarily large. Choosing  small enough beforehand and comparing
1
ni+1 −mi
ni+1−mi−1∑
log
(‖Df |Es(f j (q))‖)j=0
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1
ni+1 −mi
ni+1−mi−1∑
j=0
log
(‖Df |E(f j (f mi (a)))‖),
we would get a contradiction. This proves that π(q) can be chosen arbitrarily large, completing
the proof of Proposition 2.3. 
3. Proof of Theorem A
We first state some results taken from [19]. Recall the homoclinic class Hf (p) of a hyperbolic
periodic point p is the closure of the set of all transverse homoclinic points x ∈ Ws(p)∩Wu(p),
where Ws(p) and Wu(p) denote the stable manifold and unstable manifold of p. Denote Es(p)
and Eu(p) the stable space and unstable space of p. We use ind(p) to denote the index of p (the
dimension of Es(p)). Set Hf (Of (p)) = Hf (p) ∪ · · · ∪ Hf (f π(p)−1(p) where π(p) represent
the minimal period of p. The main conclusion of [19] is the following:
Theorem 3.1. (See [19, Theorems A, B].) Let Cf (p) be C1-stably shadowable. Then there exist
a neighborhood U(f ) of f and constants m> 0, C > 0 and 0 < λ< 1 satisfying:
(1) For every g ∈ U(f ), Cg(pg) coincides with Hg(O(pg)) and admits a dominated splitting
TCg(pg)M = E(g)⊕ F(g) with dimE(g) = ind(pg).
(2) For every g ∈ U(f ), if q ∈ Cg(pg)∩ P(g) is hyperbolic, then ind(q) = ind(pg) and
k−1∏
i=0
∥∥Dgm∣∣
Es(gim(q))
∥∥<Cλk,
k−1∏
i=0
∥∥Dg−m∣∣
Eu(g−im(q))
∥∥<Cλk,
where k = [π(q)/m] (π(q) represents the minimal period of q and [·] represents the integer
part).
It is easy to see that Theorem 3.1 can be equivalently restated in the following way that is
better linked to Proposition 2.3.
Theorem 3.2. Let Cf (p) be C1-stably shadowable. Then there exist a neighborhood U(f ) of f
and constants 0 < λ< 1, m> 0 and L> 0 satisfying:
(1) For every g ∈ U(f ), Cg(pg) coincides with Hg(O(pg)) and admits a continuous Df -
invariant splitting TCg(pg)M = E(g) ⊕ F(g) with dimE(g) = ind(pg) such that
‖Dfm|E(x)‖/m(Dfm|F(x)) < λ2 for every x ∈ Cg(pg).
(2) For every g ∈ U(f ), if q ∈ Cg(pg)∩P(g) is hyperbolic, then ind(q) = ind(pg), and further-
more, if π(q) > L, then
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i=0
∥∥Dgm∣∣
Es(gim(q))
∥∥< λπ(q),
π(q)−1∏
i=0
∥∥Dg−m∣∣
Eu(g−im(q))
∥∥< λπ(q).
It is clear now that, to prove Theorem A, it suffices to prove the following more detailed
proposition:
Proposition 3.3. Let p be a hyperbolic periodic point, and Λ = Cf (p) be the chain component
of f containing p. Let 0 < λ < 1, L  1 be given. Assume Λ satisfies the following properties
(P1) to (P3):
(P1) Λ = Hf (O(p)), and there exists a continuous Df -invariant splitting TΛM = E ⊕ F with
dimE = ind(p) such that for every x ∈ Λ,
‖Df |E(x)‖/m(Df |F(x)) < λ2.
(P2) For any q ∈ P(f )∩Λ, if q is hyperbolic and π(q) > L, then ind(q) = ind(p) and
π(q)−1∏
i=0
‖Df |Es(f i (q))‖ < λπ(q),
π(q)−1∏
i=0
‖Df |Eu(f−i (q))‖ < λπ(q).
(P3) f |Λ has the shadowing property.
Then Λ is hyperbolic for f .
Before proving Proposition 3.3, let us prepare a few lemmas. As usual, we will say that a
subbundle G ⊂ TΛM is contracting if there exist C > 0 and 0 < γ < 1 such that ‖Df n|G(x)‖ <
Cγ n for every x ∈ Λ and every n = 1,2, . . . . We will say that G is expanding if G is contracting
respecting f−1.
Lemma 3.4. Let Λ = Cf (p) satisfy (P1)–(P3) of Proposition 3.3. Assume E is not contracting,
then for any λ < η < η′ < 1 and any neighborhood V of Λ, there exists a ∈ V with O(a) ⊂ V
such that
lim inf
n→+∞
n−1∑
j=0
log
(‖Df |E(f j a)‖)< η < lim sup
n→+∞
n−1∑
j=0
log
(‖Df |E(f j a)‖)< η′.
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n−1∏
j=0
‖Df |E(f j b)‖ 1
for all n 1. Choose  small enough such that B(Λ) ⊂ V and that, if d(x, y) < , then–∣∣log(‖Df |E(x)‖)− log(‖Df |E(y)‖)∣∣< min{12 (logη′ − logη), 13 (logη − logλ)
}
.
Since f |Λ has the shadowing property, there is a small δ > 0 such that any δ-pseudo-orbit
in Λ can be  shadowed. Since Λ = Hf (O(p)), there is a hyperbolic periodic orbit Q ⊂ Λ
with π(Q) > L such that Q forms a δ-net of Λ, i.e., for every a ∈ Λ, there is q ∈ Q such that
d(a, q) < δ. We will construct a δ-pseudo-orbit {xi}∞i=−∞ by combining O(b) with Q. Let us
describe {xi} by induction:
(1) Since b ∈ Λ, there exists q1 ∈ Q such that d(b, q1) < δ. For n  1, let x−n = f−n(q1).
The negative part of {xi}∞i=−∞ is constructed.
(2) Choose n1 = 1. Then–
1
n1 · π(Q)
(
n1
π(Q)−1∑
j=0
log
(‖Df |E(f j q1)‖)
)
<
1
2
(logλ+ logη).
Obviously, this inequality is ensured by hypothesis (P2).
Let i1 = n1 · π(Q), and let x0 = q1, x1 = f (q1), x2 = f 2(q1), . . . , xi1−1 = f π(Q)−1(q1), and
xi1 = b.
Choose l1 such that–
1
i1 + l1
(
i1−1∑
j=0
log
(‖Df |E(xj )‖)+ l1−1∑
j=0
log
(‖Df |E(f j b)‖)
)
 1
2
(logη + logη′),
and that for any l < l1,–
1
i1 + l
(
i1−1∑
j=0
log
(‖Df |E(xj )‖)+ l−1∑
j=0
log
(‖Df |E(f j b)‖)
)
<
1
2
(logη + logη′).
The existence of l1 is ensured by the choice of b.
Let j1 = i1 + l1, and let xi1+1 = f (b), xi1+2 = f 2(b), . . . , xj1−1 = f l1−1(b).
(3) Let ik−1, jk−1 and {xi}jk−1−1i=−∞ have been constructed in the former steps. Similarly with
the choice of q1 and n1, we can choose qk ∈ Q such that d(qk, f (xjk−1−1)) < δ, and a positive
number nk such that
1
ik
(
jk−1−1∑
j=0
log
(‖Df |E(xj )‖)+ nk π(Q)−1∑
j=0
log
(‖Df |E(f j qk)‖)
)
<
1
2
(logλ+ logη),
where ik = jk−1 + nk · π(Q). Similarly, the existence of nk is ensured by hypothesis (P2).
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such that
1
ik + lk
(
ik−1∑
j=0
log
(‖Df |E(xj )‖)+ lk−1∑
j=0
log
(‖Df |E(f j (xik ))‖)
)
 1
2
(logη + logη′),
and for any l < lk ,
1
ik + l
(
ik−1∑
j=0
log
(‖Df |E(xj )‖)+ l∑
j=1
log
(‖Df |E(f j (xik ))‖)
)
<
1
2
(logη + logη′).
The existence of lk is ensured by the fact xik ∈ O(b).
Let jk = ik + lk , and let xik+1 = f (xik ), xi1+2 = f 2(xik ), . . . , xjk−1 = f lk−1(xik ). This ends
the construction of {xi}. Roughly, the δ-pseudo-orbit {xi} looks like:{
. . . ,Q,Q,b,f (b), . . . , f l1(b),Q, . . . ,Q,f l1+1(b), . . . , f l1+l2(b),Q, . . .
}
.
Let
K = max{∣∣log(∥∥Df (x)∥∥)∣∣: x ∈ M}.
It is easy to check that for every k = 1,2,3, . . . ,
1
ik
ik−1∑
j=0
log
(‖Df |E(xj )‖)< 12 (logλ+ logη),
1
jk
jk−1∑
j=0
log
(‖Df |E(xj )‖) 12 (logη + logη′),
and for every n π(Q),
1
n
n−1∑
j=0
log
(‖Df |E(xj )‖)< 1n
(
1
2
(logη + logη′)(n− π(Q))+K · π(Q)).
Hence
lim sup
n→∞
1
n
n−1∑
j=0
log
(‖Df |E(xj )‖)= 12 (logη + logη′),
lim inf
n→∞
1
n
n−1∑
log
(‖Df |E(xj )‖) 12 (logλ+ logη).j=0
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lim inf
n→+∞
n−1∑
j=0
log
(‖Df |E(f j a)‖)< η < lim sup
n→+∞
n−1∑
j=0
log
(‖Df |E(f j a)‖)< η′. 
The following corollary is a direct combination of Lemma 3.4 and Proposition 2.3:
Corollary 3.5. Let Λ = Cf (p) satisfy (P1)–(P3) of Proposition 3.3. Assume E is not contracting,
then for any λ < η < η′ < 1 and any neighborhood V of Λ, there exists a hyperbolic period
point q of index dim(E) such that its orbit O(q) is entirely contained in V and the derivatives
along O(q) satisfy
k−1∏
i=0
‖Df |Es(f iq)‖ η′k,
π(q)−1∏
i=k−1
‖Df |Es(f iq)‖ ηπ(q)−k+1,
for all k = 1,2, . . . , π(q). Furthermore, q can be chosen such that π(q) > L.
The following two lemmas are well known and we omit the proofs. One can find the proofs
in [4,11] and [17], respectively.
Lemma 3.6. Assume Λ has a dominated splitting E ⊕ F , and let x ∈ U be a point such that
O(x) ⊂ U , where U is an admissible neighborhood of Λ. There is ε0 > 0 such that the local
center unstable manifold Wcuε0 (x) is defined and is transverse to E, the local center stable man-
ifold Wcsε0 (x) is defined and is transverse to F . Such manifolds are of class C1. Moreover, there
is a power g = f N such that for any 0 < ε1 < ε0 there exists δ > 0 satisfying
g
(
Wcsδ (x)
)⊂ Wcsε1 (g(x)),
g−1
(
Wcuδ (x)
)⊂ Wcuε1 (g−1(x)).
Lemma 3.7. Let Wcsε0 (x) and W
cu
ε0 (x) be given as in Lemma 3.6. For any λ ∈ (0,1), there is
ε(λ) > 0 satisfying:
If ∏n−1i=0 ‖Df |E(f i(x))‖ λn for any n 1, then for any y ∈ Wcsε(λ)(x), d(f n(x), f n(y)) → 0
as n → ∞.
If ∏n−1i=0 ‖Df−1|E(f−i (x))‖  λn for any n  1, then for any y ∈ Wcuε(λ)(x), d(f−n(x),
f−n(y)) → 0 as n → ∞.
Now we prove Proposition 3.3 by contradiction. Assume Λ = Cf (p) satisfies (P1)–(P3). Sup-
pose Λ is not hyperbolic. This means either E is not contracting, or F is not expanding. Without
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such that
Vk+1 ⊂ Vk ⊂ U and
⋂
k1
Vk = Λ.
By Corollary 3.5, for any k, we can find a hyperbolic periodic point qk ∈ Vk . By taking a subse-
quence we may assume qk converge to a point z ∈ Λ. For every qk , we have
n−1∏
i=0
‖Df |E(f i(qk))‖ < η′n for any n 1,
n−1∏
i=0
∥∥Df−1∣∣
E(f−i (qk))
∥∥< (λ2
η
)n
for any n 1.
By Lemma 3.7, there is ε > 0, such that Wcsε (qk) ⊂ Ws(qk) and Wcuε (qk) ⊂ Wu(qk). This uni-
form size ε of stable and unstable manifolds then yields a non-trivial homoclinic class. Indeed,
there exists N  1 such that for any k, l  N , qk and ql are homoclinicly related, meaning
Ws(qk)  Wu(ql) and Wu(qk)  Ws(ql). Therefore, z ∈ Hf (O(qk)) for all k  N . Hence
qk ∈ Λ = Cf (p) for all k N , contradicting hypothesis (P2). This proves Proposition 3.3, hence
Theorem A.
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