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Abstract. To implement for large inventory systems becomes rather cumber- 
some because each item requires managements of order cycle and quantity. 
The inventory control problem is greatly simplified as only a few groups 
rather than many items will have to be controlled. This method is the ABC 
analysis. A.K. Chakaravarty have showed that the optimal groups possess 
the property of consecutiveness that they are composed of items ordered by 
the product of their demand rate and holding cost rate (PDHC). The group- 
ing scheme can thus be viewed as a simple process of dividing the items 
into optimal ranges of the PDHC values. Further the order cycle grouping 
is shown to be, usually, superior to the order quantity grouping scheme. 
This paper discusses the analytic properties of the problem of grouping 
that is modelled as a dynamic programming. Further the graphical method of 
the order cycle grouping is shown with the numerical method. Also, the 
economical consideration of almost optimal groups which is based on the 
principle of dividing the items into convenient ranges of their usage cost 
rates, is given and we have compared our method with ABC analysis. 
Keywords. ABC analysis; Dynamic programming; Grouping scheme; Common order 
cycle; Multi-item inventory problem; Graphical method. 
INTRODUCTION 
The important point is that a large system 
automatically requires an appreciable time 
for the essential steps of control. If we 
attempt to reduce the time for an individu- 
al step of control, we incur costs either 
in accuracy or in resources. Conversely, 
increased accuracy requires time and re- 
sources. 
All of this enables us to formulate a suit- 
ably vague general principle: It is impos- 
sible to control a large system perfectly. 
To implement for large inventory systems 
becomes rather cumbersome because each item 
requires managements of order cycle and 
quantity. The inventory controlfproblem is 
greatly simplified as only a few groups 
rather than many items will have to be con- 
trolled. 
The most general field of the application 
of the ABC method is the concentration 
analysis of stocks. Application of this 
method in this sphere is based on the dis- 
covery that every item of stock has a dif- 
ferent weight in consumption. Therefore, 
when applying the ABC method, the value of 
the material consumption in a given period 
is a suitable way of classification. In 
practical approach, analysis generally end 
up with an analysis based on the value of 
the consumption. [4] 
A.K. Chakaravarty have showed that the op- 
timal groups possess the property of con- 
secutiveness that they are composed of 
items ordered by the product of their de- 
mand rate and holding cost rate (PDHC). 
The grouping scheme can thus be viewed as 
a simple process of dividing the items into 
optimal ranges of the PDHC values. Further 
the order cycle grouping is shown to be, 
usually, superior to the order quantity 
grouping scheme. [1][2][3] 
This paper discusses the analytic proper- 
ties of the problem of goruping that is 
modelled as a dynamic programming. Further 
the graphical method of the order cycle 
grouping is shown with the numerical method. 
Also, the economical consideration of al- 
most optimal groups which is based on the 
principle of dividing the items into con- 
venient ranges of their usage cost rates, 
is given. 
THE GROUPING SCHEME 
Consider an inventory of n items. For the 
ith item let the holding cost and demand 
per unit time be hi and Ri respectively. 
Let the cost of placing an order be a per 
order, independent of the items. 
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Let the number of groups be m. For the kth 
group let the number of items in the group 
be nk and the common order cycle be Tk. 
It can be shown that 
(1) 
minimizes the total cost of holding stock 
and placing orders per unit time, and the 
minimum cost for the group is 
m 
Minimize ?c T {2ank Z hiRi) l/2 (2) 
k=l i=l 
m 
subject to Ink=" 
k=l 
THE DYNAMIC PROGRAMMING 
A dynamic programming, using the property 
of consecutive groups can be constructed as 
shown below. 
Let n - zm be the number of items allocated 
to the mth group and F,(n) be the total 
cost of allocating n items to m groups then, 
Fl(n) = (ng(n))1'2, FD(n) = 0 (3) 
n 
where g(n) = 2a Z hiRi. 
i=l 
and Fm(n) can be written as 
n 
F,(n) = Min((2a(n-zm_l Z hiRi) l/2 
am-1 i=zm 1 
+Frn_l cz m-l)) 
= Min((n-z,_l)(g(n)-g(em_l)) l/2 
+Fm_l(am_l)~ (4) 
where the values of z 
chosen from a list of 
,_1(012,_1~n) are 
items consecutively 
ordered by their PDHC (hiRi) values, i.e. 
hlRlch2R2s---+,R, Fig. 1 
PROPERTIES OF THE SOLUTION 
We have the problem of minimizing 
m 
F(sl,x2,---xm) = T $(ri,si-1) (5) 
i=l 
subject to 
a) zo(=O)<zl~z2~---~zm_l~zm~=c) 
m 
b) Z (z~-z~_~)<c 
i=o 
(6) 
We consider, in particular, the case where 
9(X,Y) = I(x-Y)(g(x)-g(Y))}1’2 
where x>y, g'(x)rO. 
We can be shown that the corresponding 
functional equation 
Fk+l(C) = Min(+(c,sk) + Fk(rk)) 
=k 
= =n[R(sk,c, Fk)] 
=k 
(k=1,2,---,m-1) 
(7) 
(8) 
where the r. range over the re ion define 
by &zksC akd Fl(c) = {g(c)c]1$2. 
Let us now demonstrate that a result holds 
for the case where xzyr0, g'(x)zO. 
Theorem If we impose the conditions 
that g(x) is monotone increasing function 
for x>O and has continuous derivatives and 
g(O)=O, then the optimal policy will be 
unique and we have the following results 
for m=1,2,---N. 
a) for all n, F,(c)zF~l(c), 
b) for c<c', F,(c)sF,(c'), 
c) for all m, z,(c)~z~(c'), 
d) for all c, z,l(c)~~~(c) 
e) for all m and all ccc', am-l(c) 
COMPUTATION 
(9) 
The first equation of the series of dynamic 
prograsuning has been solved, since 
Fl(n) = (rig(n))) l/2 (10) 
Geometrically the value of Fl(n) is the 
root of the area of the rectangle of base n 
and height g(n) 
Now 
F2b) = t-fin [{(n-q)k(n)-g(zl)) 1’2 (11) 
01zl(n 
+Fl(q)l 
and an interpretation of the terms on the 
right is the sum of the root of the areas 
of the bases (clzl) and (21, n) of g(z1) and 
g(c1) - g(z1) respectively. Let us draw 
this as in Fig. 2. In this figure, the 
curve p is the curve of g(n). If we mark 
the ordinate s 
I 
= n and draw it up to the 
curve p, then or any n the value of Fl(n) 
is obtained by to complete the rectangle 
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ABGI and measuring the root of the area, 
which is an edge of square that equal the 
area of the rectangle. Fig. 2. 
For the two stage case, s0 (the point I).. 
and for any choice of zl the right hand 
side of equation (11) is the sum of the 
root of the areas of EBCD and FDHI. It is 
now geometrically obvious that for any 22 = 
n there is optimal choice of zl(0 = zo<zl< 
- n) 
f:o;s 
that minimizes the sum of the 
. We see that zl(n) satisfies: 
+ [((n-zl)(g(n)-g(zl))}1’2 + F1(zl)l 
(n-q)g’( 1) + g(n) - g(zl) 
cm (12) 
g(n) + zlg’(zl) 
+ 2(z1g(z1))l/2 = 
0 
The case of m stages can be interpreted 
a similar way to the two stages case. 
in 
Let us consider a graphical presentation of 
the results. First, we notice that the 
single stage policy, for the rectangle ABGI 
of Fig. 2 can be drawn immediately. We 
might formalize this construction by draw- 
ing-a horizontal line I1 to intersect I at 
=0 = 0 as Fig. 2. Then for given any s1 = 
n the construction for the single stage is 
to draw a vertical line form x = tl to I 
and complete the rectangle by drawing a 
horizontal line to Pl. 
Now looking back at Fig. 1 for two stages, 
let us suppose that for the sl and 22 = n, 
z1 is indeed z,(n). The locus of the 
point C can be calculated very readily from 
equation (12). This is the curve P2 in 
Fig. 1. 
Denoting the solution of equation (12) by 
z,(n), the equation of l'2 is 
I2 = g(zl(n)) = gl(n) (13) 
The construction of the optimal policy for 
two stages now immediate. For given s2 = 
n, we have only to draw a vertical line AB 
to P, a horizontal line BC to P2, a vertical 
line CD to I, a horizontal line DH to and 
the two rectangles are delineates. 
The pattern has now set. For the case of k 
stage, we may determine Zk_l(n) by the 
equation for k = l,..., m, 
Fk(n) = fin [$(n,sk_l) + Fk_l(sk_l)1(14) 
=k-1 
where 
rm = g(z,lb)) = g,l(n) (16) 
The construction of drawing alternate ver- 
tical and horizontal line, leads immediate- 
ly to the optimal policy which can be read 
from the graduation at the bottom corners 
of each rectangle. 
DISCUSSION 
The whole system would be greatly simpli- 
fied if the order cycles can be made inte- 
ger multiples of the lowest order cycle. 
Let us observe the lowest order cycle T and 
use Tk for each group. How much do we lose 
if T = 10 instead of T = 15. We want to 
compare F (n) the cost of the exact cycle 
with f (n'f the approximate cycle for dif- 
ferentmvalues of k for the whole system. 
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a a 
zk 1 
Ib(%sk_l) + z Fk_l(sk_l) = 0(15) 
_, k-l 
and record the result as a curve 
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Fig.,3. Graphical method of dynamic 
programming 
