Abstract-The problem of providing surgical navigation using image overlays on the operative scene can be split into four main tasks-calibration of the optical system; registration of preoperative images to the patient; system and patient tracking, and display using a suitable visualization scheme.
held within the surgical field. Use of such a system relies on the surgeon looking away from the surgical scene to the computer workstation. This is not ideal as it requires a mental reorientation between the surgical view and the workstation display. When the operating microscope is used this reorientation is more difficult. The surgeon may use the operating microscope for long periods of time and his/her stereo vision is fully accommodated to the binocular optics. The surgical wound may be deep within the patient with restricted access and it is inconvenient, time consuming, and potentially dangerous to hold a pointer in position while looking away from the microscope at a workstation display. Navigation is point-based, denying the surgeon the opportunity to explore the 3-D structure of the image data in relation to the 3-D structure of the surgical scene. For our main application in skull base surgery, the precise relationship between, for example, bony structure, the cranial nerves, major blood vessels and the lesion is crucial to the safe execution of surgery while minimizing damage to healthy tissue.
To avoid the need to look away from the surgical scene we overlay guidance information directly in the surgical microscope view. Some commercial systems and recent demonstrations show surgical trajectory, contours representing the intersection of the focal plane with the target or a silhouette of the target. There are problems with all these representations. A trajectory gives only the assurance that the correct direction is being followed, but gives no indication of distance to the target or detail of surrounding structure. A focal plane cut is only relevant if the position of the focal plane can be perceived in the real scene. Most microscopes are manufactured to give good depth of field, which makes visual localization of the focal plane inaccurate. Finally, a simple outline provides little indication of the 3-D structure of the target and the accuracy of calibration of these systems is questionable, especially away from the focal plane.
All commercial systems inject an image into one eyepiece only. Our solution is to overlay 3-D projections that are derived from the preoperative images into both eyepieces of the binocular optics of a surgical microscope, accurately aligned with the surgical scene. The aim is to provide 3-D perception of virtual overlaid structures beneath the viewed surface as if the tissue were transparent.
The microscope optics are of high quality and the microscope assembly remains stationary for significant lengths of time during an operation. This, therefore, provides an ideal device for incorporation into a stereo augmented reality display system. Proof of principle has been presented [1] and was 0278-0062/00$10.00 © 2000 IEEE inspired by earlier work on the operating microscope [2] [3] [4] . Other nonmicroscopic stereo viewing systems have also been proposed as early as 1939 [5] .
The surgical microscope has a field of view (FOV) between 20 and 160 mm and the preoperative images typically have a spatial resolution of between 0.5 and 1.0 mm in plane with a slice spacing between 1 and 2 mm. To exploit fully the potential of this technology it has become clear that registration between overlay and surgical scene must be as accurate as possible. We, therefore, seek an application accuracy of 1 mm over the FOV of the operating microscope. We choose this figure as the effective limit of the integrity of the 3-D models due to imager spatial resolution and geometric distortion.
Experimentation has shown that the calibration of the binocular optics of the microscope and registration of the 3-D representation to the patient currently limit application accuracy. Modern binocular microscopes, such as the Leica M695 or M500, have variable focus and zoom and the calibration must incorporate this. Calibration must be accurate over the full range of operation and should be easy to perform. The application accuracy of existing image guidance systems based on skin markers or anatomical landmarks is typically about 3 mm in clinical practice [6] . The most accurate system reported to date is based on bone-implanted markers inserted prior to preoperative imaging with the head rigidly clamped during surgery [7] , [8] . Such a system is reported to have an accuracy of 0.74 mm 0.28 mm for contiguous CT slices of 3-mm slice thickness. Many skull-base procedures are performed without immobilizing the patient's head in a clamp to allow the surgeon the freedom to change the position of the head during the operation. It is very difficult to establish and maintain registration in these circumstances with bone-implanted markers. In addition bone-implanted markers require insertion before scanning and will remain in position until the end of the operation. This entails some discomfort for the patient.
In this paper we describe the experimental setup and present accuracy results for a technique of automated calibration of the variable focus and zoom binocular microscope. We also describe the development and registration accuracy of a customdesigned dental stent based on a cold cure acrylic splint moulded to the shape of the patient's upper teeth. We examine the applicability of the locking acrylic dental stent (LADS) as both a registration and tracking device. We have produced a simulation of the entire system to examine the sources of error. The results from this simulation and clinical experience are presented. We also describe advances in visualization that have aided stereo perception considerably.
II. METHOD AND MATERIALS

A. Equipment and System Integration
A Leica M695 or M500 binocular operating microscope with an interface to record focus and zoom settings are adapted by incorporating two purpose built monochrome VGA 640 480 displays. These project overlay images into the left and right views via beam-splitters. A video camera system records the combined overlays and microscope views. Fig. 1 provides a view of the microscope in the operating room. Changes in the position of the microscope assembly are tracked using an array of 13 infra-red emitting diodes (IRED's) mounted on a bracket which is rigidly attached to the microscope assembly. The 3-D IRED coordinates are measured using an Optotrak localizer (Northern Digital Inc.).
For registration we use fiducials that are based on the boneimplanted marker designs of Maurer et al. [7] . A post is screwed into the skull. Attached to this post is either a capsule containing image-visible fluid or a hemispherical divot for docking the spherical (3-mm diameter) tip of a hand held pointer. The capsule and divot are accurately machined so that the center of gravity of the capsule and the center of the hemispherical divot coincide.
Changes in patient position are determined by tracking the position of six IRED's fixed to the custom-built LADS. This device is rigidly attached to the patient's upper teeth. The LADS assembly also contains ten purpose built fiducials designed to establish correspondence between preoperative images and patient coordinates. These fiducials are the same as those implanted in the bone for registration. The purpose of these is to establish whether the LADS can replace the bone-implanted markers for registration. The essential question is whether the LADS can be accurately repositioned on the upper teeth.
The main user interface and preoperative image display system runs on a Sun Ultra 2. This communicates with an Intergraph NT workstation with two ZX25 graphics cards which provide the overlay images injected into each eyepiece of the microscope.
B. System Operation
The system operates by transforming a 3-D model derived from preoperative images to a two-dimensional (2-D) overlay aligned with the surgical view seen through the binocular optics of the microscope. The process can be divided into three separate processes: calibration of the microscope optics; registration of the preoperative images to the physical space of the operating room; and tracking patient and microscope movement. A diagram depicting the different transformations is provided on Fig. 2 .
The calibration process is undertaken as follows. 1) The projection matrix, , to transform from the microscope's 3-D coordinate system, , to the coordinates of the 2-D image plane of the microscope, , is found for each binocular view. This must be computable for each setting of the zoom (Z) and focus (L) of the microscope.
2) The 2-D transformation, , of the image plane, , of the microscope camera to the virtual image of each overlay display, , is established. In principle these are one-off processes which only need to be checked if the microscope optics are altered in some way or as part of a quality assurance program.
Specific to each patient there is a process to establish registration between the preoperative image coordinates and physical space of the patient on the operating table. This process is undertaken once at the beginning of the operation in the case of bone markers, but may be repeated to check or update registration. If the LADS fiducials are used for registration the initial registration can be performed well before the operation. The following steps are required.
1) Calibration of imaging equipment and correction for scaling and geometric distortion errors, as appropriate. 2) Registration of multiple preoperative images, if required, in order to produce the patient preoperative representation with coordinate system . 3) The fiducials, either bone markers or LADS fiducials, are marked with a tracked pointer to obtain their position with respect to the LADS IRED frame, , giving the transformation Finally, there is the real-time tracking of the LADS and the microscope to give the following transformations.
1) Rigid body motion of the microscope assembly relative to the Optotrak cameras, . 2) Rigid Body motion of the LADS and, therefore, of the patient, relative to the Optotrak, . The 2-D coordinates in the overlay representation, , are, therefore, given by (1) Matrix is a 3 3 2-D to 2-D transformation, matrix is a 4 3 3-D to 2-D projection matrix and the matrices are 4 4 3-D rigid body transformations, all using homogeneous coordinates. This process assumes that the patient's anatomy and pathology is constrained only by the six degrees of freedom of rigid body motion. This is a reasonable approximation close to the bone of the skull. Work is in progress to compensate for soft tissue deformation away from bony structures [9] [10] [11] .
III. CALIBRATION
In order to produce good alignment of virtual structure overlays with the real world, accurate calibration of the microscope optics is necessary. Many existing techniques for this purpose, such as singular value decomposition [12] , use a pinhole camera model. Although this is a simplified model it is normally adequate provided there is not a significant amount of distortion present. Each point in world coordinates is projected onto the image plane by a linear transformation based on a number of camera parameters. In homogeneous coordinates, the position in the image plane of a point in world coordinates can be expressed as (2) where represents the distance from the pinhole along the optical axis, is the intersection of this axis with the image plane, and and are the camera magnifications in the and directions.
is the position of the point in camera coordinates, after a rigid body transformation which transforms the world coordinate system so that it is centerd on the notional camera pinhole and aligned with the optical axis along the axis.
Many calibration techniques attempt to model and correct for the inherent distortion present in the camera lens [13] , [14] , but analysis of the optics of the operating microscope used in the microscope-assisted guided interventions (MAGI) system has shown that distortion effects are of the order of 1%-2% at the extreme edge of the FOV. Since this is minimal, and because including distortion correction in the rendering of the microscope overlays would slow down the display time, the calibration technique employed here does not use distortion correction.
We employ an automated calibration method which uses the accurately manufactured calibration object shown in Fig. 3(a) . This object, as well as the microscope, is fitted with a set of IREDs and optically tracked whilst the calibration images are acquired by a camera mounted inside the microscope. An example of such a calibration image is shown in Fig. 3(b) . The calibration object has a known pattern of circular markings which are automatically detected and matched. This matching information is combined with the tracking data to produce a set of corresponding 3-D and 2-D points, which can be used to calibrate the microscope optics. For each calibration, a number of images are acquired from different relative positions of the microscope and calibration object. This is necessary for several reasons: to increase the number of point correspondences used in the calibration; to reduce any errors due to tracking noise; and to provide a better spread of calibration points along the optical axis. Once a large number of point correspondences has been collected, the Tsai calibration algorithm [13] is used to obtain estimates of the camera parameters. This procedure is carried out separately for both eye-pieces of the microscope, to ensure the correct stereo disparity. During the calibration process described above, the zoom and focus settings of the microscope must be fixed, as the camera parameters will change with zoom and focus. However, we need to be able to calibrate for these changes, and this is achieved by modeling the variation in the values of the camera parameters as bivariate polynomial functions of zoom and focus [15] , [16] . This requires some measurement of zoom and focus position, which in the case of the Leica M695 & M500 is provided by encoders. The th parameter can be modeled as a th order bivariate polynomial function of the encoder counter values of zoom, , and focus, , by solving for the coefficients .
This equation is solved for each camera parameter in turn. The polynomial order will depend on the nature of the variation: some parameters may not vary at all with zoom and focus.
Currently there are two modes of operation of the MAGI system: variable zoom and focus calibrations are useful when a large range of zoom and focus settings will be used in a single procedure, whereas fixed zoom and focus calibrations are used when greater accuracy is required and we have prior knowledge of the required zoom and focus settings.
A. Overlay Calibration
The calibration process described above produces a transformation which maps from 3-D coordinates relative to the microscope frame to 2-D microscope camera coordinates. In order to provide accurate overlays of virtual structures it is necessary to align the coordinate systems of the microscope camera and the image injectors. This is achieved by injecting an image of a calibration pattern into each microscope eye-piece, and automatically matching it with the known model. The pattern used is shown in Fig. 3(c) and an image acquired through the microscope camera is shown in Fig. 3(d) . The circles in the calibration pattern can be accurately localized using a center of gravity operator, so the 2-D overlay calibration mapping can be done with sub-pixel accuracy.
IV. IMAGE-TO-PHYSICAL REGISTRATION AND PATIENT TRACKING
A. Bone-Implanted Fiducials
The process of registration, i.e., alignment of the preoperative images to the physical space of the operating room, is an essential part of any image-guided surgery system. The most accurate validated method reported in the literature involves the implantation of fiducial markers into the cranium [7] , [8] . To obtain the best registration possible we have designed markers based on this method.
Our markers are made from a plastic (Ultem™) which we have established does not cause noticeable artifacts in the MR sequences we use. A titanium screw is inserted into the cranium and a post added, to which either an imaging or physical location cap can be attached. The imaging cap contains a void which is filled with contrast fluid (iodine and gadolinium) visible in both CT and MRI scans. The physical location cap has a 3-mm divot into which a tracked pointer with a 3-mm ball tip can be docked. The caps are accurately manufactured so that the center of the ball coincides with the center-of-gravity of the imaging marker.
We can mark the physical fiducials with the tracked pointer repeatably to an accuracy of 0.1-mm [root-mean square (rms) residual error)]. The centers of the markers can be found in the image to an accuracy of 0.4 mm. Taking a gradient echo MRI scan with scaling correction, but no distortion correction we get an estimated fiducial localization accuracy of 0.7-1.2 mm. This method provides us with a gold-standard against which we can test other registration systems.
B. The LADS
In order to track movement of the patient a tracker needs to be rigidly attached to the skull. In conventional neurosurgical systems the head is immobilized in a Mayfield or similar clamp to which a tracker is fixed. There are potential accuracy problems since the tracker is often a considerable distance from the volume of interest, the clamp assembly may flex with changing forces during surgery and the patient's head may slip in the clamp. This method also limits the applications of image-guided surgery to thoseprocedures forwhich a head clamp is acceptable.
Since we are interested in both ear, nose, and throat (ENT) and neurosurgical applications a more convenient tracking system is required. For this reason, we have designed a LADS which attaches to the patient's upper teeth. This brings the tracker close to the volume of interest and enables relatively free movement of the patient's head. This freedom is necessary to provide guidance for most ENT procedures, where a head clamp is inappropriate. To provide a useful tracking device, the LADS must remain rigidly fixed over the period of the operation.
Bone-implanted fiducials are rather invasive and uncomfortable for the patient and also carry a small infection risk. It is possible that the need to insert markers into the skull can be avoided by attaching the fiducials to the LADS. To provide a registration device, the LADS must be able to be replaced accurately in the same position for both imaging and surgery.
1) LADS Design:
The LADS assembly is shown in Fig. 4 . It consists of three main parts-the stent itself, a set of extended arm pieces to which imaging and physical locators can be attached, and a coupling block which can carry the arm-pieces and/or an optical tracking plate.
Dental appliances such as occlusal splints and bite blocks have been proposed for use as reference points [17] [18] [19] [20] . For the purposes of this project, the standard occlusal splint was redesigned to maximize retention and stability with the aim of improved repeatability of placement. The modified appliance is illustrated in Fig. 4(c) . Left and right locking wings clamp to the main occlusal block with titanium screws which provides a highly stable fit and both magnetic resonance imaging (MRI) and CT compatibility [21] .
Attached to the fork extending from the stent is a coupling block. This is designed to be able to carry either an optical tracker [ Fig. 4(a) ] or an extended arm-piece [ Fig. 4(b) ]. The arm-piece has perspex bars which have been drilled to minimize the weight without compromising rigidity. The arms cover a reasonable volume of the head without providing excessive torque on the stent. There are ten tapped holes spread around the arms which can take the imaging and physical location caps described in Section IV-A. These can be used to establish the registration between preoperative images and the physical space in the same way as markers implanted in the bone. However, since they are not directly attached to the skull, this registration process can take place without the patient being present.
2) LADS Registration Experiments:
To assess the suitability of the LADS for registration, we need to measure how accurately the stent can be relocated in the same position. For this purpose, we have scanned four volunteers with the LADS device in place. Multiple scans are taken and the LADS is removed and replaced between each scan. The scans are registered to each other using the fiducials on the LADS frame. This transformation is compared with that obtained by fully automated registration of each pair of MR images by maximization of normalized mutual information (NMI) [22] . This comparison is made for each image pair. We have found that there can be noticeable scaling inaccuracy along the axes of the MR scanner. Scaling factors are incorporated in the transformations to compensate for this.
As a clinical assessment of the LADS we have set up a trial whereby the registration obtained with the LADS is compared to that obtained from the bone-implanted markers. If possible we remove and relocate the LADS a number of times before 
V. VISUALISATION
The surgeon wishes to know the location of both the target lesion and surrounding critical structures such as blood vessels and nerves. Such features, along with well-defined anatomical landmarks for verification, are segmented from the preoperative scans and converted into surface datasets for rendering.
In the previous sections, we have considered the alignment of virtual objects in the 2-D overlays to the real scene. Accurate calibration of each eye should give the correct stereo disparity for overlaid objects. We observed with our initial system that although alignment could be quite accurate it was hard to perceive the virtual structures as lying beneath the viewed surface.
For true 3-D image guidance, it is necessary to provide correct 3-D perception of the position of overlaid objects. To this end we have conducted, both in a laboratory and through the microscope itself, a number of vision experiments to establish the optimum parameters for 3-D stereo perception through transparent surfaces. The parameters examined include chrominance, luminance, and the spatial frequency distribution in the overlaid image. Preliminary results suggest that the overlay should not be brighter than the real image and should provide maximum color separation from the surgical scene. We have added a blue filter to achieve this. The detail should include identifiable regions with different spatial frequencies. A reasonable approximation to this is provided by a wireframe representation. We are investigating whether the use of texture maps, particularly when flowing over the surface of the virtual object, can enhance visualization further.
We have demonstrated a setup where most people can easily view structures beneath the surface of a skull phantom, both in the laboratory and through the microscope.
VI. ERROR ANALYSIS
The alignment accuracy between the virtual and real worlds in augmented reality systems, particularly with respect to surgical guidance, is critical: an error of even a few millimeters can give dangerously misleading information to the surgeon. However, assessing the level of accuracy is difficult. Visual inspection can provide an approximate assessment, but a more quantitative evaluation is desirable. For this reason we produced a numerical simulation of the MAGI system, which enables the levels of the various noise sources to be varied individually and their effect on the overall system error observed. The procedure is split into calibration, registration, and tracking. First consider the calibration. The calibration parameters, consist of the four internal parameters from (2) and six external parameters of the rigid body transformation to align to the axes of the pinhole camera.
• Take a typical set of camera parameters, , produced by a calibration.
• For five repositionings, store IRED positions on microscope, , and calibration object, • Calculate projection matrix, , from • Obtain transformation from calibration object to microscope, , from , • From calibration mark positions, , calculate projected 2-D positions, , as This provides a gold standard set of positions with a corresponding perfect calibration, . The location of the manufactured calibration marks are assumed to have negligible errors, though these could also be modeled easily.
We now add Gaussian noise to the measured parameters. Gaussian random variables, and , model the errors in optotrak tracking and finding the 2-D calibration circles in the camera image respectively. We continue.
• Add noise to each of the measured parameters
• Calculate from , .
• Calculate noisy 3-D calibration mark positions relative to the microscope, from . • Calibrate (Tsai or SVD) using and giving noisy parameters, and projection matrix, . Next, we simulate the registration process.
• Take typical clinical positions for the LADS IREDs, , and pointer IREDs, and a typical registration matrix, from the preoperative image to LADS coordinates.
• The difference between and gives a 3-D error for point localization that does not include calibration. We also calculate a noisy 2-D point A simple 2-D error in pixels could be found by subtracting from a gold standard , but an error in pixels is rather meaningless. Instead, from we produce a backprojected line using the gold standard and find the nearest point on this line to . This gives an overlay error that incorporates all stages of the system, including calibration, but ignores inaccuracy along the back-projected line. Since we are mostly interested in how well the overlays line up with real structures, this 2-D error is the best measure.
Fitzpatrick et al. [23] have presented an analytic formula for target registration error (TRE) given isotropic and uniform errors in point correspondence [fiducial localization error (FLE)]. where is the rms distance of the fiducials from the principle axis, , of the point distribution and is the distance to the target point. They assume that errors in one space are negligible, i.e., that all location error exists in one coordinate system. We have used their formula and established that it agrees with our simulation for tracking of a single object. For our purposes a simulation provides a more flexible model of accuracy since we can incorporate errors in all stages, allow for the anisotropic errors from the Optotrak and incorporate the camera calibration process.
Results were obtained with 1000 iterations of the system simulation, each using the 500 random target points within the surgical field to compute the error statistics. The error values of interest are calibration error (fixed zoom and focus) and the 3-D and 2-D errors described above.
VII. PHANTOM EXPERIMENTS AND INITIAL CLINICAL EVALUATION
The entire system has been tested on a phantom and in the operating room. Overlay accuracy is assessed by identifying corresponding real and virtual structures in grabbed images. This gives a 2-D overlay error which has a corresponding 3-D error in millimeters at the focal plane. Overlay of the bone pins and visible anatomical structures are used for clinical evaluation.
VIII. RESULTS
A. Simulation Results
Table I summarizes the effect of each source of error on the overall system error in operation. The 3-D error is the error in positioning the virtual structures before projection. The 2-D error represents the projected inaccuracy in camera pixels. We will consider each error source in turn.
The effect of error in localizing the circular calibration object markings in the grabbed calibration images is seen to be minimal. There are two reasons for this. First, because of the magnification level of the microscope, an error of even several pixels corresponds to a very small distance in millimeters at the focal plane of the microscope. Second, a large number of calibration points are used for each calibration, so random components of the error will be averaged out.
Localization of the bone-implanted imaging markers in the preoperative image is not part of the calibration, so only the 3-D alignment and 2-D overlay errors are shown. It can be observed that imaging marker localization is a significant error source. For a typical CT and MRI slice thickness and in-plane resolution and using a center-of-gravity operator to obtain sub-voxel accuracy, we estimate that the imaging marker localization error will be in the region of 0.4 mm. This corresponds to an overlay error of approximately 0.6 mm without any other error sources included. This serves to emphasise the importance of accurate fiducial localization.
Tracking would also appear to be an important source of error, both in the calibration and the final overlay. This is not a surprising result, since it is involved in the calibration, registration and the intraoperative processes. However, the Optotrak 3020 tracking device is a highly accurate system, and calculations have indicated the that rms error in localizing individual IREDs is approximately 0.2 mm. This would correspond to a final overlay error of around 0.7 mm, based on tracking error alone.
Since this simulation suggests that tracking is the most important error source in the system, we break this down further. Four objects are tracked in various stages of the current system configuration: the calibration object, the localization probe, the LADS, and the microscope. We examine the individual effects of errors in tracking each of these four objects. As can be seen, microscope tracking is the most important factor in the final overlay error. This is because microscope tracking is part of both the calibration and the intraoperative overlay. Also, the area of interest (i.e., the surgical scene) is relatively far from the centroid of the IREDs on the microscope, so rotational errors will have a greater effect. Both the patient (the LADS) and the localization probe also have a significant effect. This is due to the smaller number of IREDs (6 in each case, compared to 13 on the microscope) and their configuration. For practical reasons it is not possible to spread out the IREDs in these cases.
Combining all of these error sources and using estimates of typical accuracy values will provide an estimate of the overall accuracy of the MAGI system. Note that if the 3-D alignment error is mostly along the optical axis, then it will not result in a significant overlay error. The final overlay error prediction is 0.91 mm at the focal plane of the microscope for typical clinical bone-pin positions and 0.6 mm for the idealized phantom configuration. Visual inspection of the overlays from patients, volunteers and phantoms are consistent with this simulation prediction.
B. Zoom and Focus Calibration
The variation of each of the camera parameters with zoom and focus is given in Table II . The order in the table is the same as the order in which each parameter is fixed. Also shown is the residual calibration error after each polynomial fit. It can be seen that the mean rms error (over all zoom and focus values) increases slightly with the fitting process. The polynomial order will depend on the nature of the variation: some parameters may not vary at all with zoom and focus. Fig. 5 shows the variation of four of the ten camera parameters before the iteration in which they were fixed. In Fig. 5(a) , it can be seen that has a systematic variation with zoom. This is to be expected since changing the zoom setting alters the magnification. Similarly, in Fig. 5 (b) the translation (along the optical axis) varies with zoom because in the pinhole analogy, increasing zoom moves the notional pinhole further away from the image plane. The rotation around the axis, on the other hand [ Fig. 5(c) ], varies primarily with focus. The axis points approximately between the left and right eye notional pinholes, so rotation about the axis can be seen as convergence or divergence of the two "eyes" as the focal plane moves nearer or further away. Finally any variation in the location of the image center [ Fig. 5(d) ] would appear to be random and probably represents residual error in the calibration process.
Calibration errors can contribute to virtual structures being perceived in an incorrect physical location, or cause difficulty in fusing the two overlaid images. The system simulation described above suggested that the error of the automatic fixed zoom and focus calibration technique is approximately 0.26 mm. However, as noise is present in the calibrations, extra errors will be introduced from the modeling of the perspective projection parameters with zoom and focus. Consequently the calibration error may vary with zoom and focus counter value. Fig. 6 shows the variation in the overall calibration error with zoom and focus. The vertical axis is the calibration error in millimeters at the focal plane of the microscope, and the two horizontal axes are the zoom and focus counter values. The average calibration error over all possible zoom and focus values is 0.3 mm. However, it can be seen that the error rises to 0.8 mm for certain extreme zoom and focus values. This is due to the effect of noise on the modeling process: as there were errors in the individual calibrations it was not possible to model adequately the variation in the parameters for these values. However, extreme zoom and focus combinations, such as maximum FOV and far focus are rarely used in surgical situations.
C. LADS Reassembly Errors
The overall mean TRE (mTRE) for 60 points inside the head with multiple localization of the fiducials with the hand held pointer is 0.063 mm. After repeated dismantling and re-assembly the mTRE is 0.16 mm indicating that dismantling and re-assembly introduces negligible error.
D. LADS Relocation Accuracy
The mTRE using the LADS was calculated as follows. One MR image (the source image) was thresholded to remove voxels containing just air around the head. The images were truncated axially at the level of the upper teeth. The mTRE was computed as the mean Euclidean distance between corresponding voxels transformed using the transformation derived from the LADS fiducials and that resulting from the normalized mutual information match. The maximum misregistration within the head was also recorded. The process was repeated reversing the source and destination images for each pair, which provides some measure of the consistency in registration by maximizing NMI [22] . Table III gives the results. The mean TRE over all datasets was 1.15 mm with a maximum TRE over all the data of 4.03 mm. Fig. 7 shows the error distribution on a sagittal slice through the mid-line of a dataset showing that, as expected, registration accuracy is best around the oral and nasal region and worse at the back of the head. There is also a clear variation between the different volunteers.
The accuracy of registration using fiducial markers of very similar design has been reported to be 0.7 mm for CT to physical space on patients [7] . Multiple scanning of each volunteer should provide a good estimate of relocation accuracy for that individual. The registration error produced by the relocation of the LADS assembly compares well with the accuracy of bone-implanted markers for volunteers A, B, and D. Results are less accurate for C and E, but are still comparable to the accuracy of skin markers. The variability in accuracy for different individuals may be a result of the shape of the teeth or tolerance to the LADS.
E. Phantom and Clinical Results
Tests on the phantom showed errors of 0.3-0.5 mm, slightly less than the predicted error of 0.6 mm (see Fig. 8 ). Previous versions of the system have been evaluated on six patients. The full system with high-end stereo graphics for the overlays and the latest version of the LADS has been used on three patients. Several more trials are planned in which the LADS registration will be compared to that from the bone-implanted markers.
The first patient underwent removal of a petrous apex cyst. Since the patient had bilateral cysts a trans-labyrinth approach was not appropriate. A more anterior approach was used in order to preserve hearing. The LADS and bone fiducials were both used, as in Fig. 4 . Marking of one of the pins at the end of the operation showed change in position of 1.4 mm. This error is partially due to a lack of rigidity in the bone screws. The pin design has now been improved, but this small change in a pin distant from the teeth suggests that the LADS was stable over the 8 hours of the operation. The alignment of the overlays was seen to be good (see Fig. 9 ).
To our knowledge this is the first operation guided by microscope overlays with good graphical rendering and 3-D perception by stereo. The feedback from the surgeon was very positive. He remarked that the system had improved confidence in this unfamiliar approach. The cyst was successfully removed and the patient's hearing preserved.
For the second patient, bone-implanted fiducials were not acceptable. Only the LADS was used for registration. This meant that only qualitative assessment of accuracy could be obtained. The patient had a small arteriovenous malformation (AVM) in the parietal lobe between the motor and sensory strips. The system was used to provide an overlay of the lesion before craniotomy and influenced the craniotomy site chosen allowing better access to the lesion. The overlay on the microscope view of the brain surface is shown in Fig. 10 . We estimate the accuracy to be 3-4 mm. The principal reason for such an error is sagging of the brain surface after the dura was opened. Such deformation has been observed as a common occurrence in neurosurgical procedures [24] , [25] .
The third patient had a small unknown lesion around the facial nerve ganglion causing facial palsy. A combined trans-mastoid and middle fossa approach was taken. There was considerable bleeding as the lesion was approached and resection had to be abandoned to avoid possible neurological deficit. Repeated removal and placement of the LADS with re-registration using the bone markers showed a TRE within the head of 0.28 mm mean, 0.77 mm max. Marking the bone screws at the beginning and end of the operation 5 h later showed a TRE of 0.20 mm mean, 0.22 mm max. This is at the level of measurement accuracy for the Optotrak and shows that the LADS was highly stable. Overlays of target structures were estimated by the surgeon to be accurate to 1 mm.
The clinical results are summarized in Table IV . 
IX. DISCUSSION
We have previously presented our system for providing stereo overlays in the operating microscope [1] . It became clear in early clinical evaluations that improved accuracy in the operating room was essential. We have achieved this with a number of improvements to the system. Automated calibration has provided us with a microscope overlay system accuracy of 0.3 mm for the practical range of zoom and focus values. This is a significant improvement and avoids the problem of human error in the calibration process. An error simulation of the entire system has been implemented which can be used to experiment with alternative configurations. As a result of experiments with the simulation, we intend to add IREDs to the microscope frame, and also possibly the LADS tracker, with greater separation to reduce the tracking error.
To reduce registration error we have incorporated bone-implanted fiducials. This is a rather invasive registration method and we are experimenting with a number of systems that may replace the bone screws. In the meantime, the bone fiducials give us an accurate gold-standard against which we can compare less invasive methods. For patient tracking, we have introduced the locking acrylic dental stent. This attaches firmly to the patient's upper teeth, allowing accurate tracking of the skull. This is an extremely versatile tracker which allows free movement of the head within the line-of-sight of the Optotrak and enables image guidance in operations for which a head clamp is unacceptable. This is an important advancement which makes the MAGI system applicable to many more procedures.
The LADS may also be a good registration device, the bone fiducials being placed on arms attached to the stent, rather than being implanted in the skull. This relies on the reproducibility of the location of the LADS. Volunteer experiments were very encouraging on three out of five volunteers. Errors were a little higher for the remaining two (volunteers C and E). We will be attempting to isolate the source of this problem. One possibility is distortion from our MRI scanner, which has recently been shown to be significant. Clinical accuracy has been shown to be very good (0.7 mm max TRE) in one case. As well as providing a noninvasive registration system the physical fiducial localization can take place without the patient, which saves valuable time in the operating room.
For visualization, we have incorporated two high-speed graphics cards with wireframe rendering to improve stereo perception. Experiments are underway to establish the ideal visual parameters for perception of the virtual structures beneath the operative surface. This has been achieved through the microscope on a skull phantom, with structures being easily perceived in the correct position beneath the skull surface by a large majority of people.
Phantom studies revealed an accuracy of 0.3-0.5 mm. Clinical evaluation has shown accurate results ( 1 mm) rising to 3-4 mm where tissue movement has occurred. We have a number of further clinical evaluations planned. The accuracy of the registration and the overlays as well as the perception of depth will be examined. The aim is to enable the surgeon to see structures beneath the operative surface as though the tissue were transparent. Progress on accuracy and visualization in the MAGI project has already come close to achieving this goal.
