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Abstract
We investigate the dynamics of semigroups generated by polyno-
mial maps on the Riemann sphere such that the postcritical set in the
complex plane is bounded. Moreover, we investigate the associated
random dynamics of polynomials. We show that for such a polyno-
mial semigroup, if A and B are two connected components of the
Julia set, then one of A and B surrounds the other. A criterion for
the Julia set to be connected is given. Moreover, we show that for any
n ∈ N ∪ {ℵ0}, there exists a finitely generated polynomial semigroup
with bounded planar postcritical set such that the cardinality of the
set of all connected components of the Julia set is equal to n. Further-
more, we investigate the fiberwise dynamics of skew products related
to polynomial semigroups with bounded planar postcritical set. Using
uniform fiberwise quasiconformal surgery on a fiber bundle, we show
that if the Julia set of such a semigroup is disconnected, then there
exist families of uncountably many mutually disjoint quasicircles with
uniform dilatation which are parameterized by the Cantor set, densely
inside the Julia set of the semigroup. Moreover, we show that under a
certain condition, a random Julia set is almost surely a Jordan curve,
but not a quasicircle. Furthermore, we give a classification of poly-
nomial semigroups G such that G is generated by a compact family,
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the planar postcritical set of G is bounded, and G is (semi-) hyper-
bolic. Many new phenomena of polynomial semigroups and random
dynamics of polynomials that do not occur in the usual dynamics of
polynomials are found and systematically investigated.
2000 Mathematics Subject Classification. Primary: 37F10; Secondary: 37H10.
Keywords: Polynomial semigroups, Random complex dynamical systems,
Julia sets.
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1 Introduction
The theory of complex dynamical systems, which has its origin in the impor-
tant work of Fatou and Julia in the 1910s, has been investigated by many
people and discussed in depth. In particular, since D. Sullivan showed the fa-
mous “no wandering domain theorem” using Teichmu¨ller theory in the 1980s,
this subject has attracted many researchers from a wide area. For a general
reference on complex dynamical systems, see Milnor’s textbook [19].
There are several areas in which we deal with generalized notions of clas-
sical iteration theory of rational functions. One of them is the theory of dy-
namics of rational semigroups (semigroups generated by holomorphic maps
on the Riemann sphere Cˆ), and another one is the theory of random dynamics
of holomorphic maps on the Riemann sphere.
In this paper, we will discuss these subjects. A rational semigroup is a
semigroup generated by a family of non-constant rational maps on Cˆ, where Cˆ
denotes the Riemann sphere, with the semigroup operation being functional
composition ([14]). A polynomial semigroup is a semigroup generated by
a family of non-constant polynomial maps. Research on the dynamics of ra-
tional semigroups was initiated by A. Hinkkanen and G. J. Martin ([14, 15]),
who were interested in the role of the dynamics of polynomial semigroups
while studying various one-complex-dimensional moduli spaces for discrete
groups, and by F. Ren’s group([45, 13]), who studied such semigroups from
the perspective of random dynamical systems. Moreover, the research on
rational semigroups is related to that on “iterated function systems” in frac-
tal geometry. In fact, the Julia set of a rational semigroup generated by
a compact family has “ backward self-similarity” (cf. Lemma 3.1-2). For
other research on rational semigroups, see [25, 26, 27, 44, 28, 29, 42, 43], and
[32]–[41].
The research on the dynamics of rational semigroups is also directly re-
lated to that on the random dynamics of holomorphic maps. The first study
in this direction was by Fornaess and Sibony ([11]), and much research has
followed. (See [3, 5, 6, 4, 12].)
We remark that the complex dynamical systems can be used to describe
some mathematical models. For example, the behavior of the population of
a certain species can be described as the dynamical system of a polynomial
f(z) = az(1− z) such that f preserves the unit interval and the postcritical
set in the plane is bounded (cf. [9]). From this point of view, it is very
important to consider the random dynamics of such polynomials (see also
Example 1.4). For the random dynamics of polynomials on the unit interval,
see [31].
We shall give some definitions for the dynamics of rational semigroups:
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Definition 1.1 ([14, 13]). Let G be a rational semigroup. We set
F (G) = {z ∈ Cˆ | G is normal in a neighborhood of z}, J(G) = Cˆ \ F (G).
F (G) is called the Fatou set of G and J(G) is called the Julia set of G. We
let 〈h1, h2, . . .〉 denote the rational semigroup generated by the family {hi}.
The Julia set of the semigroup generated by a single map g is denoted by
J(g).
Definition 1.2.
1. For each rational map g : Cˆ→ Cˆ, we set CV (g) := {all critical values of g :
Cˆ → Cˆ}. Moreover, for each polynomial map g : Cˆ → Cˆ, we set
CV ∗(g) := CV (g) \ {∞}.
2. Let G be a rational semigroup. We set
P (G) :=
⋃
g∈G
CV (g) (⊂ Cˆ).
This is called the postcritical set of G. Furthermore, for a polyno-
mial semigroup G, we set P ∗(G) := P (G) \ {∞}. This is called the
planar postcritical set (or finite postcritical set) of G. We say
that a polynomial semigroup G is postcritically bounded if P ∗(G)
is bounded in C.
Remark 1.3. Let G be a rational semigroup generated by a family Λ of
rational maps. Then, we have that P (G) = ∪g∈G∪{Id} g(∪h∈ΛCV (h)), where
Id denotes the identity map on Cˆ, and that g(P (G)) ⊂ P (G) for each g ∈ G.
From this formula, one can figure out how the set P (G) (resp. P ∗(G)) spreads
in Cˆ (resp. C). In fact, in Section 2.8, using the above formula, we present a
way to construct examples of postcritically bounded polynomial semigroups
(with some additional properties). Moreover, from the above formula, one
may, in the finitely generated case, use a computer to see if a polynomial
semigroup G is postcritically bounded much in the same way as one verifies
the boundedness of the critical orbit for the maps fc(z) = z
2 + c.
Example 1.4. Let Λ := {h(z) = cza(1− z)b | a, b ∈ N, c > 0, c( a
a+b
)a( b
a+b
)b
≤ 1} and let G be the polynomial semigroup generated by Λ. Since for
each h ∈ Λ, h([0, 1]) ⊂ [0, 1] and CV ∗(h) ⊂ [0, 1], it follows that each
subsemigroup H of G is postcritically bounded.
Remark 1.5. It is well-known that for a polynomial g with deg(g) ≥ 2,
P ∗(〈g〉) is bounded in C if and only if J(g) is connected ([19, Theorem 9.5]).
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As mentioned in Remark 1.5, the planar postcritical set is one piece of
important information regarding the dynamics of polynomials. Concerning
the theory of iteration of quadratic polynomials, we have been investigating
the famous “Mandelbrot set”.
When investigating the dynamics of polynomial semigroups, it is natural
for us to discuss the relationship between the planar postcritical set and the
figure of the Julia set. The first question in this regard is:
Question 1.6. Let G be a polynomial semigroup such that each element
g ∈ G is of degree at least two. Is J(G) necessarily connected when P ∗(G)
is bounded in C?
The answer is NO.
Example 1.7 ([44]). Let G = 〈z3, z2
4
〉. Then P ∗(G) = {0} (which is bounded
in C) and J(G) is disconnected (J(G) is a Cantor set of round circles).
Furthermore, according to [36, Theorem 2.4.1], it can be shown that a small
perturbation H of G still satisfies that P ∗(H) is bounded in C and that
J(H) is disconnected. (J(H) is a Cantor set of quasi-circles with uniform
dilatation.)
Question 1.8. What happens if P ∗(G) is bounded in C and J(G) is discon-
nected?
Problem 1.9. Classify postcritically bounded polynomial semigroups.
In this paper, we show that if G is a postcritically bounded polynomial
semigroup with disconnected Julia set, then∞ ∈ F (G) (cf. Theorem 2.19-1),
and for any two connected components of J(G), one of them surrounds the
other. This implies that there exists an intrinsic total order “ ≤ ” (called
the “surrounding order”) in the space JG of connected components of J(G),
and that every connected component of F (G) is either simply or doubly
connected (cf. Theorem 2.7). Moreover, for such a semigroup G, we show
that the interior of “the smallest filled-in Julia set” Kˆ(G) is not empty, and
that there exists a maximal element and a minimal element in the space JG
endowed with the order ≤ (cf. Theorem 2.19). From these results, we obtain
the result that for a postcritically bounded polynomial semigroup G, the
Julia set J(G) is uniformly perfect, even if G is not generated by a compact
family of polynomials (cf. Theorem 2.21).
Moreover, we utilize Green’s functions with pole at infinity to show that
for a postcritically bounded polynomial semigroup G, the cardinality of the
set of all connected components of J(G) is less than or equal to that of
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J(H), where H is the “real affine semigroup” associated with G (cf. The-
orem 2.12). From this result, we obtain a sufficient condition for the Julia
set of a postcritically bounded polynomial semigroup to be connected (cf.
Theorem 2.14). In particular, we show that if a postcritically bounded poly-
nomial semigroup G is generated by a family of quadratic polynomials, then
J(G) is connected (cf. Theorem 2.15). The proofs of the results in this and
the previous paragraphs are not straightforward. In fact, we first prove (1)
that for any two connected components of J(G) that are included in C, one
of them surrounds the other; next, using (1) and the theory of Green’s func-
tions, we prove (2) that the cardinality of the set of all connected components
of J(G) is less than or equal to that of J(H), where H is the associated real
affine semigroup; and finally, using (2) and (1), we prove (3) that∞ ∈ F (G),
int(Kˆ(G)) 6= ∅, and other results in the previous paragraph.
Moreover, we show that for any n ∈ N ∪ {ℵ0}, there exists a finitely
generated, postcritically bounded, polynomial semigroup G such that the
cardinality of the set of all connected components of J(G) is equal to n
(cf. Proposition 2.25, Proposition 2.27 and Proposition 2.28). A sufficient
condition for the cardinality of the set of all connected components of a Julia
set to be equal to ℵ0 is also given (cf. Theorem 2.26). To obtain these
results, we use the fact that the map induced by any element of a semigroup
on the space of connected components of the Julia set preserves the order
≤ (cf. Theorem 2.7). Note that this is in contrast to the dynamics of a
single rational map h or a non-elementary Kleinian group, where it is known
that either the Julia set is connected, or the Julia set has uncountably many
connected components.
Applying the previous results, we investigate the dynamics of every se-
quence, or fiberwise dynamics of the skew product associated with the gener-
ator system (cf. Section 2.5). Moreover, we investigate the random dynamics
of polynomials acting on the Riemann sphere. Let us consider a polynomial
semigroup G generated by a compact family Γ of polynomials. For each
sequence γ = (γ1, γ2, γ3, . . .) ∈ ΓN, we examine the dynamics along the se-
quence γ, that is, the dynamics of the family of maps {γn ◦ · · · ◦ γ1}∞n=1. We
note that this corresponds to the fiberwise dynamics of the skew product (see
Section 2.5) associated with the generator system Γ. We show that if G is
postcritically bounded, J(G) is disconnected, and G is generated by a com-
pact family Γ of polynomials; then, for almost every sequence γ ∈ ΓN, there
exists exactly one bounded component Uγ of the Fatou set of γ, the Julia set
of γ has Lebesgue measure zero, there exists no non-constant limit function
in Uγ for the sequence γ, and for any point z ∈ Uγ , the orbit along γ tends to
the interior of the smallest filled-in Julia set Kˆ(G) of G (cf. Theorem 2.40-
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2, Corollary 2.51). Moreover, using the uniform fiberwise quasiconformal
surgery (cf. Theorem 4.21), we find sub-skew products f such that f is
hyperbolic and such that every fiberwise Julia set of f is a K-quasicircle,
where K is a constant not depending on the fibers (cf. Theorem 2.40-3).
Reusing the uniform fiberwise quasiconformal surgery, we show that if G is
a postcritically bounded polynomial semigroup with disconnected Julia set,
then for any non-empty open subset V of J(G), there exists a 2-generator
subsemigroup H of G such that J(H) is the disjoint union of “Cantor family
of quasicircles” (a family of quasicircles parameterized by a Cantor set) with
uniform distortion, and such that J(H) ∩ V 6= ∅ (cf. Theorem 2.45). Note
that the uniform fiberwise quasiconformal surgery is based on solving un-
countably many Beltrami equations (a kind of partial differential equations).
We also investigate (semi-)hyperbolic, postcritically bounded, polynomial
semigroups generated by a compact family Γ of polynomials. We show that
if G is such a semigroup with disconnected Julia set, and if there exists an
element g ∈ G such that J(g) is not a Jordan curve, then, for almost every
sequence γ ∈ ΓN, the Julia set of γ is a Jordan curve but not a quasicircle, the
basin of infinity Aγ is a John domain, and the bounded component Uγ of the
Fatou set is not a John domain (cf. Theorem 2.48). Moreover, we classify
the semi-hyperbolic, postcritically bounded, polynomial semigroups gener-
ated by a compact family Γ of polynomials. We show that such a semigroup
G satisfies either (I) every fiberwise Julia set is a quasicircle with uniform
distortion, or (II) for almost every sequence γ ∈ ΓN, the Julia set Jγ is a
Jordan curve but not a quasicircle, the basin of infinity Aγ is a John domain,
and the bounded component Uγ of the Fatou set is not a John domain, or
(III) for every α, β ∈ ΓN, the intersection of the Julia sets Jα and Jβ is not
empty, and J(G) is arcwise connected (cf. Theorem 2.52). Furthermore, we
also classify the hyperbolic, postcritically bounded, polynomial semigroups
generated by a compact family Γ of polynomials. We show that such a semi-
group G satisfies either (I) above, or (II) above, or (III)’ for every α, β ∈ ΓN,
the intersection of the Julia sets Jα and Jβ is not empty, J(G) is arcwise con-
nected, and for every sequence γ ∈ ΓN, there exist infinitely many bounded
components of Fγ (cf. Theorem 2.54). We give some examples of situation
(II) above (cf. Example 2.49, Example 2.55 and Section 2.8). Note that
situation (II) above is a special and new phenomenon of random dynamics
of polynomials that does not occur in the usual dynamics of polynomials.
The key to investigating the dynamics of postcritically bounded polyno-
mial semigroups is the density of repelling fixed points in the Julia set (cf.
Theorem 3.2), which can be shown by an application of the Ahlfors five island
theorem, and the lower semi-continuity of γ 7→ Jγ (Lemma 3.4-2), which is a
consequence of potential theory. Moreover, one of the keys to investigating
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the fiberwise dynamics of skew products is, the observation of non-constant
limit functions (cf. Lemma 4.17 and [32]). The key to investigating the dy-
namics of semi-hyperbolic polynomial semigroups is, the continuity of the
map γ 7→ Jγ (this is highly nontrivial; see [32]) and the Johnness of the basin
Aγ of infinity (cf. [35]). Note that the continuity of the map γ 7→ Jγ does
not hold in general, if we do not assume semi-hyperbolicity. Moreover, one
of the original aspects of this paper is the idea of “combining both the theory
of rational semigroups and that of random complex dynamics”. It is quite
natural to investigate both fields simultaneously. However, no study thus far
has done so.
Furthermore, in Section 2.8 and Section 2.4, we provide a way of con-
structing examples of postcritically bounded polynomial semigroups with
some additional properties (disconnectedness of Julia set, semi-hyperbolicity,
hyperbolicity, etc.) (cf. Proposition 2.58, Theorem 2.61, Theorem 2.63).
For example, by Proposition 2.58, there exists a 2-generator postcritically
bounded polynomial semigroup G = 〈h1, h2〉 with disconnected Julia set
such that h1 has a Siegel disk.
As wee see in Example 1.4 and Section 2.8, it is not difficult to construct
many examples, it is not difficult to verify the hypothesis “postcritically
bounded”, and the class of postcritically bounded polynomial semigroups is
very wide.
Throughout the paper, we will see many new phenomena in polynomial
semigroups or random dynamics of polynomials that do not occur in the usual
dynamics of polynomials. Moreover, these new phenomena are systematically
investigated.
In Section 2, we present the main results of this paper. We give some
tools in Section 3. The proofs of the main results are given in Section 4.
There are many applications of the results of postcritically bounded poly-
nomial semigroups in many directions. In the sequel [39], we will investigate
Markov process on Cˆ associated with the random dynamics of polynomials
and we will consider the probability T∞(z) of tending to ∞ ∈ Cˆ starting
with the initial value z ∈ Cˆ. Applying many results of this paper, it will be
shown in [39] that if the associated polynomial semigroup G is postcritically
bounded and the Julia set is disconnected, then the function T∞ defined on
Cˆ has many interesting properties which are similar to those of the Cantor
function. Such a kind of “singular functions in the complex plane” appear
very naturally in random dynamics of polynomials and the results of this
paper (for example, the results on the space of all connected components of
a Julia set) are the keys to investigating that. (The above results have been
announced in [40, 41].)
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Moreover, as illustrated before, it is very important for us to recall that
the complex dynamics can be applied to describe some mathematical models.
For example, the behavior of the population of a certain species can be
described as the dynamical systems of a polynomial h such that h preserves
the unit interval and the postcritical set in the plane is bounded. When one
considers such a model, it is very natural to consider the random dynamics
of polynomial with bounded postcritical set in the plane (see Example 1.4).
In the sequel [29], we will give some further results on postcritically
bounded polynomial semigroups, based on this paper. Moreover, in the se-
quel [38], we will define a new kind of cohomology theory, in order to investi-
gate the action of finitely generated semigroups, and we will apply it to the
study of the dynamics of postcritically bounded polynomial semigroups.
Acknowledgement: The author thanks R. Stankewitz for many valuable
comments.
2 Main results
In this section we present the statements of the main results. Throughout
this paper, we deal with semigroups G that might not be generated by a
compact family of polynomials. The proofs are given in Section 4.
2.1 Space of connected components of a Julia set, sur-
rounding order
We present some results concerning the connected components of the Julia
set of a postcritically bounded polynomial semigroup. The proofs are given
in Section 4.1.
Theorem 2.1. Let G be a rational semigroup generated by a family {hλ}λ∈Λ.
Suppose that there exists a connected component A of J(G) such that ♯A > 1
and ∪λ∈ΛJ(hλ) ⊂ A. Moreover, suppose that for any λ ∈ Λ such that hλ is a
Mo¨bius transformation of finite order, we have h−1λ (A) ⊂ A. Then, J(G) is
connected.
Definition 2.2. We set Rat : = {h : Cˆ→ Cˆ | h is a non-constant rational map}
endowed with the topology induced by uniform convergence on Cˆ with respect
to the spherical distance. We set Poly := {h : Cˆ→ Cˆ | h is a non-constant polynomial}
endowed with the relative topology from Rat. Moreover, we set Polydeg≥2 :=
{g ∈ Poly | deg(g) ≥ 2} endowed with the relative topology from Rat.
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Remark 2.3. Let d ≥ 1, {pn}n∈N a sequence of polynomials of degree d, and
p a polynomial. Then, pn → p in Poly if and only if the coefficients converge
appropriately and p is of degree d.
Definition 2.4. Let G be the set of all polynomial semigroups G with the
following properties:
• each element of G is of degree at least two, and
• P ∗(G) is bounded in C, i.e., G is postcritically bounded.
Furthermore, we set Gcon = {G ∈ G | J(G) is connected} and Gdis = {G ∈
G | J(G) is disconnected}.
Notation: For a polynomial semigroup G, we denote by J = JG the set of
all connected components J of J(G) such that J ⊂ C. Moreover, we denote
by Jˆ = JˆG the set of all connected components of J(G).
Remark 2.5. If a polynomial semigroup G is generated by a compact set in
Polydeg≥2, then ∞ ∈ F (G) and thus J = Jˆ .
Definition 2.6. For any connected sets K1 and K2 in C, “K1 ≤ K2”
indicates that K1 = K2, or K1 is included in a bounded component of C\K2.
Furthermore, “K1 < K2” indicates K1 ≤ K2 and K1 6= K2. Note that “≤” is
a partial order in the space of all non-empty compact connected sets in C.
This “≤” is called the surrounding order.
Theorem 2.7. Let G ∈ G (possibly generated by a non-compact family).
Then we have all of the following.
1. (J , ≤) is totally ordered.
2. Each connected component of F (G) is either simply or doubly con-
nected.
3. For any g ∈ G and any connected component J of J(G), we have
that g−1(J) is connected. Let g∗(J) be the connected component of
J(G) containing g−1(J). If J ∈ J , then g∗(J) ∈ J . If J1, J2 ∈ J and
J1 ≤ J2, then g−1(J1) ≤ g−1(J2) and g∗(J1) ≤ g∗(J2).
For the figures of the Julia sets of semigroups G ∈ Gdis, see figure 1 and
figure 2.
10
2.2 Upper estimates of ♯(Jˆ )
Next, we present some results on the space Jˆ and some results on upper
estimates of ♯(Jˆ ). The proofs are given in Section 4.2 and Section 4.3.
Definition 2.8.
1. For a polynomial g, we denote by a(g) ∈ C the coefficient of the highest
degree term of g.
2. We set RA := {ax + b ∈ R[x] | a, b ∈ R, a 6= 0} endowed with the
topology such that, anx + bn → ax + b if and only if an → a and
bn → b. The space RA is a semigroup with the semigroup operation
being functional composition. Any subsemigroup of RA will be called
a real affine semigroup. We define a map Ψ : Poly → RA as follows:
For a polynomial g ∈ Poly, we set Ψ(g)(x) := deg(g)x+ log |a(g)|.
Moreover, for a polynomial semigroup G, we set Ψ(G) := {Ψ(g) | g ∈
G} (⊂RA).
3. We set Rˆ := R∪{±∞} endowed with the topology such that {(r,+∞]}r∈R
makes a fundamental neighborhood system of +∞, and such that
{[−∞, r)}r∈R makes a fundamental neighborhood system of −∞. For
a real affine semigroup H , we set
M(H) := {x ∈ R | ∃h ∈ H, h(x) = x, |h′(x)| > 1} (⊂ Rˆ),
where the closure is taken in the space Rˆ. Moreover, we denote byMH
the set of all connected components of M(H).
4. We denote by η : RA→ Poly the natural embedding defined by η(x 7→
ax+ b) = (z 7→ az + b), where x ∈ R and z ∈ C.
5. We define a map Θ : Poly → Poly as follows. For a polynomial g, we
set Θ(g)(z) = a(g)zdeg(g). Moreover, for a polynomial semigroup G, we
set Θ(G) := {Θ(g) | g ∈ G}.
Remark 2.9.
1. The map Ψ : Poly → RA is a semigroup homomorphism. That is,
we have Ψ(g ◦ h) = Ψ(g) ◦ Ψ(h). Hence, for a polynomial semigroup
G, the image Ψ(G) is a real affine semigroup. Similarly, the map Θ :
Poly → Poly is a semigroup homomorphism. Hence, for a polynomial
semigroup G, the image Θ(G) is a polynomial semigroup.
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2. The maps Ψ : Poly → RA, η : RA → Poly, and Θ : Poly → Poly are
continuous.
Definition 2.10. For any connected sets M1 and M2 in Rˆ, “M1 ≤r M2” in-
dicates thatM1 = M2, or each (x, y) ∈M1×M2 satisfies x < y. Furthermore,
“M1 <r M2” indicates M1 ≤r M2 and M1 6= M2.
Remark 2.11. The above “≤r” is a partial order in the space of non-empty
connected subsets of Rˆ.Moreover, for each real affine semigroupH , (MH ,≤r)
is totally ordered.
Theorem 2.12.
1. Let G be a polynomial semigroup in G. Then, we have ♯(JˆG) ≤ ♯(MΨ(G)).
More precisely, there exists an injective map Ψ˜ : JˆG →MΨ(G) such that
if J1, J2 ∈ JG and J1 < J2, then Ψ˜(J1) <r Ψ˜(J2).
2. If G ∈ Gdis, then we have thatM(Ψ(G)) ⊂ R andM(Ψ(G)) = J(η(Ψ(G))).
3. Let G be a polynomial semigroup in G. Then, ♯(JˆG) ≤ ♯(Jˆη(Ψ(G))).
Corollary 2.13. Let G be a polynomial semigroup in G. Then, we have
♯(JˆG) ≤ ♯(JˆΘ(G)). More precisely, there exists an injective map Θ˜ : JˆG →
JˆΘ(G) such that if J1, J2 ∈ JG and J1 < J2, then Θ˜(J1) ∈ JΘ(G), Θ˜(J2) ∈
JΘ(G), and Θ˜(J1) < Θ˜(J2).
Theorem 2.14. Let G = 〈h1, . . . , hm〉 be a finitely generated polynomial
semigroup in G. For each j = 1, . . . , m, let aj be the coefficient of the highest
degree term of polynomial hj . Let α := minj=1,...,m{ −1deg(hj)−1 log |aj|} and β :=
maxj=1,...,m{ −1deg(hj)−1 log |aj|}. We set [α, β] := {x ∈ R | α ≤ x ≤ β}. If
[α, β] ⊂ ∪mj=1Ψ(hj)−1([α, β]), then J(G) is connected.
Theorem 2.15. Let G be a polynomial semigroup in G generated by a (pos-
sibly non-compact) family of polynomials of degree two. Then, J(G) is con-
nected.
Theorem 2.16. Let G be a polynomial semigroup in G generated by a (possi-
bly non-compact) family {hλ}λ∈Λ of polynomials. Let aλ be the coefficient of
the highest degree term of the polynomial hλ. Suppose that for any λ, ξ ∈ Λ,
we have (deg(hξ) − 1) log |aλ| = (deg(hλ) − 1) log |aξ|. Then, J(G) is con-
nected.
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2.3 Properties of J
In this section, we present some results on J . The proofs are given in Sec-
tion 4.3.
Definition 2.17. For a polynomial semigroup G, we set
Kˆ(G) := {z ∈ C |
⋃
g∈G
{g(z)} is bounded in C}
and call Kˆ(G) the smallest filled-in Julia set of G. For a polynomial g,
we set K(g) := Kˆ(〈g〉).
Notation: For a set A ⊂ Cˆ, we denote by int(A) the set of all interior points
of A.
Proposition 2.18. Let G ∈ G. If U is a connected component of F (G)
such that U ∩ Kˆ(G) 6= ∅, then U ⊂ int(Kˆ(G)) and U is simply connected.
Furthermore, we have Kˆ(G) ∩ F (G) = int(Kˆ(G)).
Notation: For a polynomial semigroup G with ∞ ∈ F (G), we denote by
F∞(G) the connected component of F (G) containing ∞. Moreover, for a
polynomial g with deg(g) ≥ 2, we set F∞(g) := F∞(〈g〉).
The following theorem is the key to obtaining further results of post-
critically bounded polynomial semigroups and related random dynamics of
polynomials.
Theorem 2.19. Let G ∈ Gdis (possibly generated by a non-compact family).
Then, under the above notation, we have the following.
1. We have that ∞ ∈ F (G) and the connected component F∞(G) of F (G)
containing ∞ is simply connected. Furthermore, the element Jmax =
Jmax(G) ∈ J containing ∂F∞(G) is the unique element of J satisfying
that J ≤ Jmax for each J ∈ J .
2. There exists a unique element Jmin = Jmin(G) ∈ J such that Jmin ≤ J
for each element J ∈ J . Furthermore, let D be the unbounded compo-
nent of C \ Jmin. Then, P ∗(G) ⊂ Kˆ(G) ⊂ C \D and ∂Kˆ(G) ⊂ Jmin.
3. If G is generated by a family {hλ}λ∈Λ, then there exist two elements λ1
and λ2 of Λ satisfying:
(a) there exist two elements J1 and J2 of J with J1 6= J2 such that
J(hλi) ⊂ Ji for each i = 1, 2;
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(b) J(hλ1) ∩ Jmin = ∅;
(c) for each n ∈ N, we have h−nλ1 (J(hλ2))∩J(hλ2) = ∅ and h−nλ2 (J(hλ1))∩
J(hλ1) = ∅; and
(d) hλ1 has an attracting fixed point z1 in C, int(K(hλ1)) consists
of only one immediate attracting basin for z1, and K(hλ2) ⊂
int(K(hλ1)). Furthermore, z1 ∈ int(K(hλ2)).
4. For each g ∈ G with J(g) ∩ Jmin = ∅, we have that g has an attracting
fixed point zg in C, int(K(g)) consists of only one immediate attracting
basin for zg, and Jmin ⊂ int(K(g)). Note that it is not necessarily true
that zg = zf when g, f ∈ G are such that J(g) ∩ Jmin = ∅ and J(f) ∩
Jmin = ∅ (see Proposition 2.25).
5. We have that int(Kˆ(G)) 6= ∅. Moreover,
(a) C \ Jmin is disconnected, ♯J ≥ 2 for each J ∈ Jˆ , and
(b) for each g ∈ G with J(g)∩Jmin = ∅, we have that Jmin < g∗(Jmin),
g−1(J(G))∩Jmin = ∅, g(Kˆ(G)∪Jmin) ⊂ int(Kˆ(G)), and the unique
attracting fixed point zg of g in C belongs to int(Kˆ(G)).
6. Let A be the set of all doubly connected components of F (G). Then,
∪A∈AA ⊂ C and (A,≤) is totally ordered.
We present a result on uniform perfectness of the Julia sets of semigroups
in G.
Definition 2.20. A compact set K in Cˆ is said to be uniformly perfect if
♯K ≥ 2 and there exists a constant C > 0 such that each annulus A that
separates K satisfies that mod A < C, where mod A denotes the modulus of
A (See the definition in [17]).
Theorem 2.21.
1. Let G be a polynomial semigroup in G. Then, J(G) is uniformly perfect.
Moreover, if z0 ∈ J(G) is a superattracting fixed point of an element of
G, then z0 ∈ int(J(G)).
2. If G ∈ G and ∞ ∈ J(G), then G ∈ Gcon and ∞ ∈ int(J(G)).
3. Suppose that G ∈ Gdis. Let z1 ∈ J(G) ∩ C be a superattracting fixed
point of g ∈ G. Then z1 ∈ int(Jmin) and J(g) ⊂ Jmin.
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We remark that in [15], it was shown that there exists a rational semigroup
G such that J(G) is not uniformly perfect.
We now present results on the Julia sets of subsemigroups of an element
of Gdis.
Proposition 2.22. Let G ∈ Gdis and let J1, J2 ∈ J = JG with J1 ≤ J2. Let
Ai be the unbounded component of C\Ji for each i = 1, 2. Then, we have the
following.
1. Let Q1 = {g ∈ G | ∃J ∈ Jwith J1 ≤ J, J(g) ⊂ J} and let H1 be the
subsemigroup of G generated by Q1. Then J(H1) ⊂ J1 ∪ A1.
2. Let Q2 = {g ∈ G | ∃J ∈ Jwith J ≤ J2, J(g) ⊂ J} and let H2 be the
subsemigroup of G generated by Q2. Then J(H2) ⊂ C \ A2.
3. Let Q = {g ∈ G | ∃J ∈ Jwith J1 ≤ J ≤ J2, J(g) ⊂ J} and let H be
the subsemigroup of G generated by Q. Then J(H) ⊂ J1 ∪ (A1 \ A2).
Proposition 2.23. Let G be a polynomial semigroup generated by a compact
subset Γ of Polydeg≥2. Suppose that G ∈ Gdis. Then, there exists an element
h1 ∈ Γ with J(h1) ⊂ Jmax and there exists an element h2 ∈ Γ with J(h2) ⊂
Jmin.
2.4 Finitely generated polynomial semigroups G ∈ Gdis
such that 2 ≤ ♯(JˆG) ≤ ℵ0
In this section, we present some results on various finitely generated polyno-
mial semigroups G ∈ Gdis such that 2 ≤ ♯(JˆG) ≤ ℵ0. The proofs are given in
Section 4.4.
It is well-known that for a rational map g with deg(g) ≥ 2, if J(g) is
disconnected, then J(g) has uncountably many connected components (See
[19]). Moreover, if G is a non-elementary Kleinian group with disconnected
Julia set (limit set), then J(G) has uncountably many connected components.
However, for general rational semigroups, we have the following examples.
Theorem 2.24. Let G be a polynomial semigroup in G generated by a (pos-
sibly non-compact) family Γ in Polydeg≥2. Suppose that there exist mutu-
ally distinct elements J1, . . . , Jn ∈ JˆG such that for each h ∈ Γ and each
j ∈ {1, . . . , n}, there exists an element k ∈ {1, . . . , n} with h−1(Jj) ∩ Jk 6= ∅.
Then, we have ♯(JˆG) = n.
Proposition 2.25. For any n ∈ N with n > 1, there exists a finitely gen-
erated polynomial semigroup Gn = 〈h1, . . . , h2n〉 in G satisfying ♯(JˆGn) = n.
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In fact, let 0 < ǫ < 1
2
and we set for each j = 1, . . . , n, aj(z) :=
1
j
z2 and
βj(z) :=
1
j
(z − ǫ)2 + ǫ. Then, for any sufficiently large l ∈ N, there exists an
open neighborhood V of (αl1, . . . , α
l
n, β
l
1, . . . , β
l
n) in (Poly)
2n such that for any
(h1, . . . , h2n) ∈ V , the semigroup G = 〈h1, . . . , h2n〉 satisfies that G ∈ G and
♯(JˆG) = n.
Theorem 2.26. Let G = 〈h1, . . . , hm〉 ∈ Gdis be a polynomial semigroup with
m ≥ 3. Suppose that there exists an element J0 ∈ Jˆ such that ∪m−1j=1 J(hj) ⊂
J0, and such that for each j = 1, . . . , m − 1, we have h−1j (J(hm)) ∩ J0 6= ∅.
Then, we have all of the following.
1. ♯(Jˆ ) = ℵ0.
2. J0 = Jmin, or J0 = Jmax.
3. If J0 = Jmin, then Jmax = J(hm), J(G) = Jmax∪
⋃
n∈N∪{0}(hm)
−n(Jmin),
and for any J ∈ Jˆ with J 6= Jmax, there exists no sequence {Cj}j∈N
of mutually distinct elements of Jˆ such that minz∈Cj d(z, J) → 0 as
j →∞.
4. If J0 = Jmax, then Jmin = J(hm), J(G) = Jmin∪
⋃
n∈N∪{0}(hm)
−n(Jmax),
and for any J ∈ Jˆ with J 6= Jmin, there exists no sequence {Cj}j∈N
of mutually distinct elements of Jˆ such that minz∈Cj d(z, J) → 0 as
j →∞.
Proposition 2.27. There exists an open set V in (Polydeg≥2)3 such that for
any (h1, h2, h3) ∈ V , G = 〈h1, h2, h3〉 satisfies that G ∈ Gdis, ∪2j=1J(hj) ⊂
Jmin(G), Jmax(G) = J(h3), h
−1
j (J(h3)) ∩ Jmin(G) 6= ∅ for each j = 1, 2, and
♯(JˆG) = ℵ0.
Proposition 2.28. There exists a 3-generator polynomial semigroup G =
〈h1, h2, h3〉 in Gdis such that ∪2j=1(hj)−1(Jmax(G)) ⊂ Jmin(G), Jmax(G) =
J(h3), ♯(JˆG) = ℵ0, there exists a superattracting fixed point z0 of some ele-
ment of G with z0 ∈ J(G), and int(Jmin(G)) 6= ∅.
As mentioned before, these results illustrate new phenomena which can
hold in the rational semigroups, but cannot hold in the dynamics of a single
rational map or Kleinian groups.
For the figure of the Julia set of a 3-generator polynomial semigroup
G ∈ Gdis with ♯JˆG = ℵ0, see figure 1.
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Figure 1: The Julia set of a 3-generator polynomial semigroup G ∈ Gdis with
♯(JˆG) = ℵ0.
2.5 Fiberwise dynamics and Julia sets
We present some results on the fiberwise dynamics of the skew product re-
lated to a postcritically bounded polynomial semigroup with disconnected
Julia set. In particular, using the uniform fiberwise quasiconformal surgery
on a fiber bundle, we show the existence of a family of quasicircles param-
eterized by a Cantor set with uniform distortion in the Julia set of such a
semigroup. The proofs are given in Section 4.5.
Definition 2.29 ([32, 35]).
1. Let X be a compact metric space, g : X → X a continuous map,
and f : X × Cˆ → X × Cˆ a continuous map. We say that f is a
rational skew product (or fibered rational map on trivial bundle X×Cˆ)
over g : X → X , if π ◦ f = g ◦ π where π : X × Cˆ → X denotes
the canonical projection, and if for each x ∈ X , the restriction fx :=
f |π−1({x}) : π−1({x}) → π−1({g(x)}) of f is a non-constant rational
map, under the canonical identification π−1({x′}) ∼= Cˆ for each x′ ∈ X.
Let d(x) = deg(fx), for each x ∈ X. Let fx,n be the rational map
defined by: fx,n(y) = πCˆ(f
n(x, y)), for each n ∈ N, x ∈ X and y ∈ Cˆ,
where π
Cˆ
: X × Cˆ→ Cˆ is the projection map.
Moreover, if fx,1 is a polynomial for each x ∈ X , then we say that
f : X × Cˆ→ X × Cˆ is a polynomial skew product over g : X → X.
2. Let Γ be a compact subset of Rat. We set ΓN := {γ = (γ1, γ2, . . .) |
∀j, γj ∈ Γ} endowed with the product topology. This is a compact
metric space. Let σ : ΓN → ΓN be the shift map, which is defined by
σ(γ1, γ2, . . .) := (γ2, γ3, . . .). Moreover, we define a map f : Γ
N × Cˆ →
ΓN × Cˆ by: (γ, y) 7→ (σ(γ), γ1(y)), where γ = (γ1, γ2, . . .). This is
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called the skew product associated with the family Γ of rational
maps. Note that fγ,n(y) = γn ◦ · · · ◦ γ1(y).
Remark 2.30. Let f : X × Cˆ → X × Cˆ be a rational skew product over
g : X → X. Then, the function x 7→ d(x) is continuous in X.
Definition 2.31 ([32, 35]). Let f : X × Cˆ → X × Cˆ be a rational skew
product over g : X → X. Then, we use the following notation.
1. For each x ∈ X and n ∈ N, we set fnx := fn|π−1({x}) : π−1({x}) →
π−1({gn(x)}) ⊂ X × Cˆ.
2. For each x ∈ X , we denote by Fx(f) the set of points y ∈ Cˆ which
has a neighborhood U in Cˆ such that {fx,n : U → Cˆ}n∈N is normal.
Moreover, we set F x(f) := {x} × Fx(f) (⊂ X × Cˆ).
3. For each x ∈ X , we set Jx(f) := Cˆ \ Fx(f). Moreover, we set Jx(f) :=
{x} × Jx(f) (⊂ X × Cˆ). These sets Jx(f) and Jx(f) are called the
fiberwise Julia sets.
4. We set J˜(f) :=
⋃
x∈X J
x(f), where the closure is taken in the product
space X × Cˆ.
5. For each x ∈ X , we set Jˆx(f) := π−1({x}) ∩ J˜(f). Moreover, we set
Jˆx(f) := πCˆ(Jˆ
x(f)).
6. We set F˜ (f) := (X × Cˆ) \ J˜(f).
Remark 2.32. We have Jˆx(f) ⊃ Jx(f) and Jˆx(f) ⊃ Jx(f). However, strict
containment can occur. For example, let h1 be a polynomial having a Siegel
disk with center z1 ∈ C. Let h2 be a polynomial such that z1 is a repelling
fixed point of h2. Let Γ = {h1, h2}. Let f : Γ × Cˆ → Γ × Cˆ be the skew
product associated with the family Γ. Let x = (h1, h1, h1, . . .) ∈ ΓN. Then,
(x, z1) ∈ Jˆx(f) \ Jx(f) and z1 ∈ Jˆx(f) \ Jx(f).
Definition 2.33. Let f : X × Cˆ → X × Cˆ be a polynomial skew prod-
uct over g : X → X. Then for each x ∈ X , we set Kx(f) := {y ∈
Cˆ | {fx,n(y)}n∈N is bounded in C}, and Ax(f) := {y ∈ Cˆ | fx,n(y) →
∞, n → ∞}. Moreover, we set Kx(f) := {x} × Kx(f) (⊂ X × Cˆ) and
Ax(f) := {x} × Ax(f) (⊂ X × Cˆ).
Definition 2.34. Let G be a polynomial semigroup generated by a subset
Γ of Polydeg≥2. Suppose G ∈ Gdis. Then we set
Γmin := {h ∈ Γ | J(h) ⊂ Jmin},
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where Jmin denotes the unique minimal element in (J , ≤) in Theorem 2.19-
2. Furthermore, if Γmin 6= ∅, let Gmin,Γ be the subsemigroup of G that is
generated by Γmin.
Remark 2.35. Let G be a polynomial semigroup generated by a compact
subset Γ of Polydeg≥2. Suppose G ∈ Gdis. Then, by Proposition 2.23, we have
Γmin 6= ∅ and Γ \ Γmin 6= ∅. Moreover, Γmin is a compact subset of Γ. For,
if {hn}n∈N ⊂ Γmin and hn → h∞ in Γ, then for a repelling periodic point
z0 ∈ J(h∞) of h∞, we have that d(z0, J(hn)) → 0 as n → ∞, which implies
that z0 ∈ Jmin and thus h∞ ∈ Γmin.
Notation: Let F := {ϕn}n∈N be a sequence of meromorphic functions in a
domain V. We say that a meromorphic function ψ is a limit function of F
if there exists a strictly increasing sequence {nj}j∈N of positive integers such
that ϕnj → ψ locally uniformly on V , as j →∞.
Definition 2.36. Let G be a rational semigroup.
1. We say that G is hyperbolic if P (G) ⊂ F (G).
2. We say that G is semi-hyperbolic if there exists a number δ > 0 and
a number N ∈ N such that for each y ∈ J(G) and each g ∈ G, we
have deg(g : V → B(y, δ)) ≤ N for each connected component V of
g−1(B(y, δ)), where B(y, δ) denotes the ball of radius δ with center y
with respect to the spherical distance, and deg(g : · → ·) denotes the de-
gree of finite branched covering. (For background of semi-hyperbolicity,
see [32] and [35].)
The following Proposition (2.37-1 and 2.37-2) means that for a polynomial
semigroup G ∈ Gdis generated by a compact subset Γ of Polydeg≥2, we rarely
have the situation that “Γ \ Γmin is not compact.”
Proposition 2.37. Let G be a polynomial semigroup generated by a compact
subset Γ in Poly deg≥2. Suppose that G ∈ Gdis and that Γ\Γmin is not compact.
Then, all of the following statements 1, 2, 3, and 4 hold.
1. Let h ∈ Γmin. Then, J(h) = Jmin(G), K(h) = Kˆ(G), and int(K(h)) is
a non-empty connected set.
2. Either
(a) for each h ∈ Γmin, h is hyperbolic and J(h) is a quasicircle; or
(b) for each h ∈ Γmin, int(K(h)) is an immediate parabolic basin of a
parabolic fixed point of h.
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3. For each γ ∈ ΓN, each limit function of {fγ,n}n∈N in each connected
component of Fγ(f) is constant.
4. Suppose that (a) in statement 2 holds. Then, Gmin,Γ is hyperbolic and
G is semi-hyperbolic.
Definition 2.38. Let Γ and S be non-empty subsets of Polydeg≥2 with S ⊂ Γ.
We set
R(Γ, S) :=
{
γ = (γ1, γ2, . . .) ∈ ΓN | ♯({n ∈ N | γn ∈ S}) =∞
}
.
Definition 2.39. Let f : X × Cˆ→ X × Cˆ be a rational skew product over
g : X → X. We set
C(f) := {(x, y) ∈ X × Cˆ | y is a critical point of fx,1}.
Moreover, we set P (f) := ∪n∈Nfn(C(f)), where the closure is taken in the
product space X × Cˆ. This P (f) is called the fiber-postcritical set of f.
We say that f is hyperbolic (along fibers) if P (f) ⊂ F (f).
We present a result which describes the details of the fiberwise dynamics
along γ in R(Γ,Γ \ Γmin).
Theorem 2.40. Let G be a polynomial semigroup generated by a compact
subset Γ of Polydeg≥2. Suppose G ∈ Gdis. Let f : ΓN × Cˆ → ΓN × Cˆ be the
skew product associated with the family Γ of polynomials. Then, all of the
following statements 1,2, and 3 hold.
1. Let γ ∈ R(Γ,Γ \ Γmin). Then, each limit function of {fγ,n}n∈N in each
connected component of Fγ(f) is constant.
2. Let S be a non-empty compact subset of Γ \ Γmin. Then, for each γ ∈
R(Γ, S), we have the following.
(a) There exists exactly one bounded component Uγ of Fγ(f). Further-
more, ∂Uγ = ∂Aγ(f) = Jγ(f).
(b) For each y ∈ Uγ, there exists a number n ∈ N such that fγ,n(y) ∈
int(Kˆ(G)).
(c) Jˆγ(f) = Jγ(f). Moreover, the map ω 7→ Jω(f) defined on ΓN is
continuous at γ, with respect to the Hausdorff topology in the space
of non-empty compact subsets of Cˆ.
(d) The 2-dimensional Lebesgue measure of Jˆγ(f) = Jγ(f) is equal to
zero.
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3. Let S be a non-empty compact subset of Γ \ Γmin. For each p ∈ N, we
denote by WS,p the set of elements γ = (γ1, γ2, . . .) ∈ ΓN such that for
each l ∈ N, at least one of γl+1, . . . , γl+p belongs to S. Let f := f |WS,p×Cˆ :
WS,p×Cˆ→WS,p×Cˆ. Then, f is a hyperbolic skew product over the shift
map σ : WS,p → WS,p, and there exists a constant KS,p ≥ 1 such that
for each γ ∈ WS,p, Jˆγ(f) = Jγ(f) = Jγ(f) is a KS,p-quasicircle. Here,
a Jordan curve ξ in Cˆ is said to be a K-quasicircle, if ξ is the image of
S1(⊂ C) under a K-quasiconformal homeomorphism ϕ : Cˆ → Cˆ. (For
the definition of a quasicircle and a quasiconformal homeomorphism,
see [17].)
We now present some results on semi-hyperbolic polynomial semigroups
in Gdis.
Theorem 2.41. Let G be a polynomial semigroup generated by a non-empty
compact subset Γ of Polydeg≥2. Suppose that G ∈ Gdis. If Gmin,Γ is semi-
hyperbolic, then G is semi-hyperbolic.
Theorem 2.42. Let G be a polynomial semigroup generated by a non-empty
compact subset Γ of Polydeg≥2. Suppose that G ∈ Gdis. If Gmin,Γ is hyperbolic
and (∪h∈Γ\ΓminCV ∗(h)) ∩ Jmin(G) = ∅, then G is hyperbolic.
Remark 2.43. In [29], it will be shown that in Theorem 2.42, the condition
(∪h∈Γ\ΓminCV ∗(h)) ∩ Jmin(G) = ∅ is necessary.
Theorem 2.44. Let G be a polynomial semigroup generated by a compact
subset Γ of Polydeg≥2. Let f : ΓN×Cˆ→ ΓN×Cˆ be the skew product associated
with the family Γ. Suppose that G ∈ Gdis and that G is semi-hyperbolic. Let
γ ∈ R(Γ,Γ \ Γmin) be any element. Then, Jˆγ(f) = Jγ(f) and Jγ(f) is a
Jordan curve. Moreover, for each point y0 ∈ int(Kγ(f)), there exists an
n ∈ N such that fγ,n(y0) ∈ int(Kˆ(G)).
We next present a result that there exist families of uncountably many
mutually disjoint quasicircles with uniform distortion, densely inside the Julia
set of a semigroup in Gdis.
Theorem 2.45. (Existence of a Cantor family of quasicircles.) Let
G ∈ Gdis (possibly generated by a non-compact family) and let V be an open
subset of Cˆ with V ∩ J(G) 6= ∅. Then, there exist elements g1 and g2 in G
such that all of the following hold.
1. H = 〈g1, g2〉 satisfies that J(H) ⊂ J(G).
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2. There exists a non-empty open set U in Cˆ such that g−11 (U)∪g−12 (U) ⊂
U , and such that g−11 (U) ∩ g−12 (U) = ∅.
3. H = 〈g1, g2〉 is a hyperbolic polynomial semigroup.
4. Let f : ΓN× Cˆ→ ΓN× Cˆ be the skew product associated with the family
Γ = {g1, g2} of polynomials. Then, we have the following.
(a) J(H) =
⋃
γ∈ΓN Jγ(f) (disjoint union).
(b) For each connected component J of J(H), there exists an element
γ ∈ ΓN such that J = Jγ(f).
(c) There exists a constant K ≥ 1 independent of J such that each
connected component J of J(H) is a K-quasicircle.
(d) The map γ 7→ Jγ(f), defined for all γ ∈ ΓN, is continuous with re-
spect to the Hausdorff topology in the space of non-empty compact
subsets of Cˆ, and injective.
(e) For each element γ ∈ ΓN, Jγ(f) ∩ V 6= ∅.
(f) Let ω ∈ ΓN be an element such that ♯({j ∈ N | ωj = g1}) =∞ and
such that ♯({j ∈ N | ωj = g2}) = ∞. Then, Jω(f) does not meet
the boundary of any connected component of F (G).
2.6 Fiberwise Julia sets that are Jordan curves but not
quasicircles
We present a result on a sufficient condition for a fiberwise Julia set Jx(f) to
be a Jordan curve but not a quasicircle. The proofs are given in Section 4.6.
Definition 2.46. Let V be a subdomain of Cˆ such that ∂V ⊂ C. We say
that V is a John domain if there exists a constant c > 0 and a point z0 ∈ V
(z0 =∞ when∞ ∈ V ) satisfying the following: for all z1 ∈ V there exists an
arc ξ ⊂ V connecting z1 to z0 such that for any z ∈ ξ, we have min{|z − a| |
a ∈ ∂V } ≥ c|z − z1|.
Remark 2.47. Let V be a simply connected domain in Cˆ such that ∂V ⊂ C.
It is well-known that if V is a John domain, then ∂V is locally connected
([21, page 26]). Moreover, a Jordan curve ξ ⊂ C is a quasicircle if and only
if both components of Cˆ \ ξ are John domains ([21, Theorem 9.3]).
Theorem 2.48. Let G be a polynomial semigroup generated by a compact
subset Γ of Polydeg≥2. Suppose that G ∈ Gdis. Let f : ΓN × Cˆ → ΓN × Cˆ be
the skew product associated with the family Γ of polynomials. Let m ∈ N
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and suppose that there exists an element (h1, h2, . . . , hm) ∈ Γm such that
J(hm ◦ · · · ◦h1) is not a quasicircle. Let α = (α1, α2, . . .) ∈ ΓN be the element
such that for each k, l ∈ N ∪ {0} with 1 ≤ l ≤ m, αkm+l = hl. Then, the
following statements 1 and 2 hold.
1. Suppose that G is hyperbolic. Let γ ∈ R(Γ,Γ \ Γmin) be an element
such that there exists a sequence {nk}k∈N of positive integers satisfying
that σnk(γ) → α as k → ∞. Then, Jγ(f) is a Jordan curve but not a
quasicircle. Moreover, the unbounded component Aγ(f) of Fγ(f) is a
John domain, but the unique bounded component Uγ of Fγ(f) is not a
John domain.
2. Suppose that G is semi-hyperbolic. Let ρ0 ∈ Γ \ Γmin be any element
and let β := (ρ0, α1, α2, . . .) ∈ ΓN. Let γ ∈ R(Γ,Γ \Γmin) be an element
such that there exists a sequence {nk}k∈N of positive integers satisfying
that σnk(γ) → β as k → ∞. Then, Jγ(f) is a Jordan curve but not a
quasicircle. Moreover, the unbounded component Aγ(f) of Fγ(f) is a
John domain, but the unique bounded component Uγ of Fγ(f) is not a
John domain.
Example 2.49. Let g1(z) := z
2 − 1 and g2(z) := z24 . Let Γ := {g21, g22}.
Moreover, let G be the polynomial semigroup generated by Γ. Let D := {z ∈
C | |z| < 0.4}. Then, it is easy to see g21(D)∪ g22(D) ⊂ D. Hence, D ⊂ F (G).
Moreover, by Remark 1.3, we have that P ∗(G) = ∪g∈G∪{Id}g({0,−1}) ⊂ D ⊂
F (G). Hence, G ∈ G and G is hyperbolic. Furthermore, let K := {z ∈ C |
0.4 ≤ |z| ≤ 4}. Then, it is easy to see that (g21)−1(K) ∪ (g22)−1(K) ⊂ K and
(g21)
−1(K)∩ (g22)−1(K) = ∅. Combining it with Lemma 3.1-6 and Lemma 3.1-
2, we obtain that J(G) is disconnected. Therefore, G ∈ Gdis. Moreover, it is
easy to see that Γmin = {g21}. Since J(g21) is not a Jordan curve, we can apply
Theorem 2.48. Setting α := (g21, g
2
1, g
2
1, . . .) ∈ ΓN, it follows that for any
γ ∈ I := {ω ∈ R(Γ,Γ \ Γmin) | ∃(nk) with σnk(ω)→ α} ,
Jγ(f) is a Jordan curve but not a quasicircle, and Aγ(f) is a John domain
but the bounded component of Fγ(f) is not a John domain. (See figure 2:
the Julia set of G. In this example, JˆG = {Jγ(f) | γ ∈ ΓN} and if γ 6=
ω, Jγ(f) ∩ Jω(f) = ∅.) Note that by Theorem 2.40-3, if γ 6∈ I, then either
Jγ(f) is not a Jordan curve or Jγ(f) is a quasicircle.
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Figure 2: The Julia set of G = 〈g21, g22〉.
2.7 Random dynamics of polynomials and classifica-
tion of compactly generated, (semi-)hyperbolic, poly-
nomial semigroups G in G
In this section, we present some results on the random dynamics of poly-
nomials. Moreover, we present some results on classification of compactly
generated, (semi-) hyperbolic, polynomial semigroups G in G. The proofs are
given in Section 4.7.
Let τ be a Borel probability measure on Polydeg≥2. We consider the i.i.d.
random dynamics on Cˆ such that at every step we choose a polynomial map
h : Cˆ → Cˆ according to the distribution τ. (Hence, this is a kind of Markov
process on Cˆ. )
Notation: For a Borel probability measure τ on Polydeg≥2, we denote by
Γτ the support of τ on Polydeg≥2. (Hence, Γτ is a closed set in Polydeg≥2.)
Moreover, we denote by τ˜ the infinite product measure ⊗∞j=1τ. This is a Borel
probability measure on ΓNτ . Furthermore, we denote by Gτ the polynomial
semigroup generated by Γτ .
Definition 2.50. Let X be a complete metric space. A subset A of X is
said to be residual if X \A is a countable union of nowhere dense subsets of
X. Note that by Baire Category Theorem, a residual set A is dense in X.
Corollary 2.51. (Corollary of Theorem 2.40-2) Let Γ be a non-empty com-
pact subset of Polydeg≥2. Let f : ΓN × Cˆ → ΓN × Cˆ be the skew product
associated with the family Γ of polynomials. Let G be the polynomial semi-
group generated by Γ. Suppose G ∈ Gdis. Then, there exists a residual subset
U of ΓN such that for each Borel probability measure τ on Polydeg≥2 with
Γτ = Γ, we have τ˜ (U) = 1, and such that each γ ∈ U satisfies all of the
following.
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1. There exists exactly one bounded component Uγ of Fγ(f). Furthermore,
∂Uγ = ∂Aγ(f) = Jγ(f).
2. Each limit function of {fγ,n}n in Uγ is constant. Moreover, for each
y ∈ Uγ, there exists a number n ∈ N such that fγ,n(y) ∈ int(Kˆ(G)).
3. Jˆγ(f) = Jγ(f). Moreover, the map ω 7→ Jω(f) defined on ΓN is con-
tinuous at γ, with respect to the Hausdorff topology in the space of
non-empty compact subsets of Cˆ.
4. The 2-dimensional Lebesgue measure of Jˆγ(f) = Jγ(f) is equal to zero.
Next we present a result on compactly generated, semi-hyperbolic, poly-
nomial semigroups in G.
Theorem 2.52. Let Γ be a non-empty compact subset of Polydeg≥2. Let
f : ΓN × Cˆ → ΓN × Cˆ be the skew product associated with the family Γ
of polynomials. Let G be the polynomial semigroup generated by Γ. Suppose
that G ∈ G and that G is semi-hyperbolic. Then, exactly one of the following
three statements 1, 2, and 3 holds.
1. G is hyperbolic. Moreover, there exists a constant K ≥ 1 such that for
each γ ∈ ΓN, Jγ(f) is a K-quasicircle.
2. There exists a residual subset U of ΓN such that for each Borel prob-
ability measure τ on Polydeg≥2 with Γτ = Γ, we have τ˜(U) = 1, and
such that for each γ ∈ U , Jγ(f) is a Jordan curve but not a quasicircle,
Aγ(f) is a John domain, and the bounded component of Fγ(f) is not a
John domain. Moreover, there exists a dense subset V of ΓN such that
for each γ ∈ V, Jγ(f) is not a Jordan curve. Furthermore, there exist
two elements α, β ∈ ΓN such that Jβ(f) < Jα(f).
3. There exists a dense subset V of ΓN such that for each γ ∈ V, Jγ(f) is
not a Jordan curve. Moreover, for each α, β ∈ ΓN, Jα(f) ∩ Jβ(f) 6= ∅.
Furthermore, J(G) is arcwise connected.
Corollary 2.53. Let Γ be a non-empty compact subset of Polydeg≥2. Let
f : ΓN × Cˆ → ΓN × Cˆ be the skew product associated with the family Γ of
polynomials. Let G be the polynomial semigroup generated by Γ. Suppose
that G ∈ Gdis and that G is semi-hyperbolic. Then, either statement 1 or
statement 2 in Theorem 2.52 holds. In particular, for any Borel Probability
measure τ on Polydeg≥2 with Γτ = Γ, for almost every γ ∈ ΓNτ with respect to
τ˜ , Jγ(f) is a Jordan curve.
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We now classify compactly generated, hyperbolic, polynomial semigroups
in G.
Theorem 2.54. Let Γ be a non-empty compact subset of Polydeg≥2. Let f :
ΓN× Cˆ→ ΓN× Cˆ be the skew product associated with the family Γ. Let G be
the polynomial semigroup generated by Γ. Suppose that G ∈ G and that G is
hyperbolic. Then, exactly one of the following three statements 1, 2, 3 holds.
1. There exists a constant K ≥ 1 such that for each γ ∈ ΓN, Jγ(f) is a
K-quasicircle.
2. There exists a residual subset U of ΓN such that for each Borel prob-
ability measure τ on Polydeg≥2 with Γτ = Γ, we have τ˜(U) = 1, and
such that for each γ ∈ U , Jγ(f) is a Jordan curve but not a quasicircle,
Aγ(f) is a John domain, and the bounded component of Fγ(f) is not
a John domain. Moreover, there exists a dense subset V of ΓN such
that for each γ ∈ V, Jγ(f) is a quasicircle. Furthermore, there exists
a dense subset W of ΓN such that for each γ ∈ W, there are infinitely
many bounded connected components of Fγ(f).
3. For each γ ∈ ΓN, there are infinitely many bounded connected com-
ponents of Fγ(f). Moreover, for each α, β ∈ ΓN, Jα(f) ∩ Jβ(f) 6= ∅.
Furthermore, J(G) is arcwise connected.
Example 2.55. Let h1(z) := z
2 − 1 and h2(z) := az2, where a ∈ C with
0 < |a| < 0.1. Let Γ := {h1, h2}. Moreover, let G := 〈h1, h2〉. Let U := {|z| <
0.2}. Then, it is easy to see that h2(U) ⊂ U, h2(h1(U)) ⊂ U, and h21(U) ⊂ U.
Hence, U ⊂ F (G). It follows that P ∗(G) ⊂ int(Kˆ(G)) ⊂ F (G). Therefore,
G ∈ G and G is hyperbolic. Since J(h1) is not a Jordan curve and J(h2) is a
Jordan curve, Theorem 2.54 implies that there exists a residual subset U of
ΓN such that for each Borel probability measure τ on Polydeg≥2 with Γτ = Γ,
we have τ˜(U) = 1, and such that for each γ ∈ U , Jγ(f) is a Jordan curve
but not a quasicircle. Moreover, for each γ ∈ U , Aγ(f) is a John domain,
but the bounded component of Fγ(f) is not a John domain. Furthermore,
by Theorem 2.15, J(G) is connected.
Remark 2.56. Let h ∈ Polydeg≥2 be a polynomial. Suppose that J(h) is a
Jordan curve but not a quasicircle. Then, it is easy to see that there exists
a parabolic fixed point of h in C and the bounded connected component of
F (h) is the immediate parabolic basin. Hence, 〈h〉 is not semi-hyperbolic.
Moreover, by [7], F∞(h) is not a John domain.
Thus what we see in statement 2 in Theorem 2.52 and statement 2 in
Theorem 2.54, as illustrated in Example 2.49 and Example 2.55, is a special
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and new phenomenon which can hold in the random dynamics of a family
of polynomials, but cannot hold in the usual iteration dynamics of a single
polynomial. Namely, it can hold that for almost every γ ∈ ΓN, Jγ(f) is
a Jordan curve and fails to be a quasicircle all while the basin of infinity
Aγ(f) is still a John domain. Whereas, if J(h), for some polynomial h, is a
Jordan curve which fails to be a quasicircle, then the basin of infinity F∞(h)
is necessarily not a John domain.
Pilgrim and Tan Lei ([22]) showed that there exists a hyperbolic ratio-
nal map h with disconnected Julia set such that “almost every” connected
component of J(h) is a Jordan curve but not a quasicircle.
We give a sufficient condition so that statement 1 in Theorem 2.54 holds.
Proposition 2.57. Let Γ be a non-empty compact subset of Polydeg≥2. Let
f : ΓN× Cˆ→ ΓN× Cˆ be the skew product associated with the family Γ. Let G
be the polynomial semigroup generated by Γ. Suppose that P ∗(G) is included
in a connected component of int(Kˆ(G)). Then, there exists a constant K ≥ 1
such that for each γ ∈ ΓN, Jγ(f) is a K-quasicircle.
2.8 Construction of examples
We present a way to construct examples of semigroups G in Gdis.
Proposition 2.58. Let G be a polynomial semigroup generated by a compact
subset Γ of Polydeg≥2. Suppose that G ∈ G and int(Kˆ(G)) 6= ∅. Let b ∈
int(Kˆ(G)). Moreover, let d ∈ N be any positive integer such that d ≥ 2, and
such that (d, deg(h)) 6= (2, 2) for each h ∈ Γ. Then, there exists a number
c > 0 such that for each a ∈ C with 0 < |a| < c, there exists a compact
neighborhood V of ga(z) = a(z − b)d + b in Polydeg≥2 satisfying that for
any non-empty subset V ′ of V , the polynomial semigroup HΓ,V ′ generated by
the family Γ ∪ V ′ belongs to Gdis, Kˆ(HΓ,V ′) = Kˆ(G) and (Γ ∪ V ′)min ⊂ Γ.
Moreover, in addition to the assumption above, if G is semi-hyperbolic (resp.
hyperbolic), then the above HΓ,V ′ is semi-hyperbolic (resp. hyperbolic).
Remark 2.59. By Proposition 2.58, there exists a 2-generator polynomial
semigroup G = 〈h1, h2〉 in Gdis such that h1 has a Siegel disk.
Definition 2.60. Let d ∈ N with d ≥ 2. We set Yd := {h ∈ Poly | deg(h) =
d} endowed with the relative topology from Poly.
Theorem 2.61. Let m ≥ 2 and let d2, . . . , dm ∈ N be such that dj ≥ 2 for
each j = 2, . . . , m. Let h1 ∈ Yd1 with int(K(h1)) 6= ∅ be such that 〈h1〉 ∈ G.
Let b2, b3, . . . , bm ∈ int(K(h1)). Then, all of the following statements hold.
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1. Suppose that 〈h1〉 is semi-hyperbolic (resp. hyperbolic). Then, there
exists a number c > 0 such that for each (a2, a3, . . . , am) ∈ Cm−1 with
0 < |aj| < c (j = 2, . . . , m), setting hj(z) = aj(z − bj)dj + bj (j =
2, . . . , m), the polynomial semigroup G = 〈h1, . . . , hm〉 satisfies that
G ∈ G, Kˆ(G) = K(h1) and G is semi-hyperbolic (resp. hyperbolic).
2. Suppose that 〈h1〉 is semi-hyperbolic (resp. hyperbolic). Suppose also
that either (i) there exists a j ≥ 2 with dj ≥ 3, or (ii) deg(h1) = 3,
b2 = · · · = bm. Then, there exist a2, a3, . . . , am > 0 such that setting
hj(z) = aj(z − bj)dj + bj (j = 2, . . . , m), the polynomial semigroup
G = 〈h1, h2, . . . , hm〉 satisfies that G ∈ Gdis, Kˆ(G) = K(h1) and G is
semi-hyperbolic (resp. hyperbolic).
Definition 2.62. Let m ∈ N. We set
• Hm := {(h1, . . . , hm) ∈ (Polydeg≥2)m | 〈h1, . . . , hm〉 is hyperbolic},
• Bm := {(h1, . . . , hm) ∈ (Polydeg≥2)m | 〈h1, . . . , hm〉 ∈ G}, and
• Dm := {(h1, . . . , hm) ∈ (Polydeg≥2)m | J(〈h1, . . . , hm〉) is disconnected}.
Moreover, let π1 : (Polydeg≥2)
m → Polydeg≥2 be the projection defined by
π(h1, . . . , hm) = h1.
Theorem 2.63. Under the above notation, all of the following statements
hold.
1. Hm,Hm∩Bm, Hm∩Dm, and Hm∩Bm ∩Dm are open in (Polydeg≥2)m.
2. Let d1, . . . , dm ∈ N be such that dj ≥ 2 for each j = 1, . . . , m.
Then, π1 : Hm ∩Bm ∩ (Yd1 × · · · × Ydm)→ H1 ∩B1 ∩Yd1 is surjective.
3. Let d1, . . . , dm ∈ N be such that dj ≥ 2 for each j = 1, . . . , m and such
that (d1, . . . , dm) 6= (2, 2, . . . , 2). Then, π1 : Hm ∩ Bm ∩ Dm ∩ (Yd1 ×
· · · × Ydm)→H1 ∩ B1 ∩ Yd1 is surjective.
Remark 2.64. Combining Proposition 2.58, Theorem 2.61, and Theorem 2.63,
we can construct many examples of semigroups G in G (or Gdis) with some
additional properties (semi-hyperbolicity, hyperbolicity, etc.).
3 Tools
To show the main results, we need some tools in this section.
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3.1 Fundamental properties of rational semigroups
Notation: For a rational semigroupG, we set E(G) := {z ∈ Cˆ | ♯(∪g∈Gg−1({z})) <
∞}. This is called the exceptional set of G.
Lemma 3.1 ([14, 13, 32]). Let G be a rational semigroup.
1. For each h ∈ G, we have h(F (G)) ⊂ F (G) and h−1(J(G)) ⊂ J(G).
Note that we do not have that the equality holds in general.
2. If G = 〈h1, . . . , hm〉, then J(G) = h−11 (J(G)) ∪ · · · ∪ h−1m (J(G)). More
generally, if G is generated by a compact subset Γ of Rat, then J(G) =
∪h∈Γh−1(J(G)). (We call this property of the Julia set of a compactly
generated rational semigroup “backward self-similarity.” )
3. If ♯(J(G)) ≥ 3 , then J(G) is a perfect set.
4. If ♯(J(G)) ≥ 3 , then ♯(E(G)) ≤ 2.
5. If a point z is not in E(G), then J(G) ⊂ ∪g∈Gg−1({z}). In particular
if a point z belongs to J(G) \ E(G), then ∪g∈Gg−1({z}) = J(G).
6. If ♯(J(G)) ≥ 3 , then J(G) is the smallest closed backward invariant set
containing at least three points. Here we say that a set A is backward
invariant under G if for each g ∈ G, g−1(A) ⊂ A.
Theorem 3.2 ([14, 13, 32]). Let G be a rational semigroup. If ♯(J(G)) ≥ 3,
then J(G) = {z ∈ Cˆ | ∃g ∈ G, g(z) = z, |g′(z)| > 1}. In particular, J(G) =⋃
g∈G J(g).
Remark 3.3. If a rational semigroup G contains an element g with deg(g) ≥
2, then ♯(J(g)) ≥ 3, which implies that ♯(J(G)) ≥ 3.
3.2 Fundamental properties of fibered rational maps
Lemma 3.4. Let f : X × Cˆ → X × Cˆ be a rational skew product over
g : X → X. Then, we have the following.
1. ([32, Lemma 2.4]) For each x ∈ X, (fx,1)−1(Jg(x)(f)) = Jx(f). Fur-
thermore, we have Jˆx(f) ⊃ Jx(f). Note that equality Jˆx(f) = Jx(f)
does not hold in general.
If g : X → X is a surjective and open map, then f−1(J˜(f)) = J˜(f) =
f(J˜(f)), and for each x ∈ X, (fx,1)−1(Jˆg(x)(f)) = Jˆx(f).
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2. ([16, 32]) If d(x) ≥ 2 for each x ∈ X, then for each x ∈ X, Jx(f)
is a non-empty perfect set with ♯(Jx(f)) ≥ 3. Furthermore, the map
x 7→ Jx(f) is lower semicontinuous; i.e., for any point (x, y) ∈ X × Cˆ
with y ∈ Jx(f) and any sequence {xn}n∈N in X with xn → x, there
exists a sequence {yn}n∈N in Cˆ with yn ∈ Jxn(f) for each n ∈ N such
that yn → y. However, x 7→ Jx(f) is NOT continuous with respect to
the Hausdorff topology in general.
3. If d(x) ≥ 2 for each x ∈ X, then infx∈XdiamSJx(f) > 0, where diamS
denotes the diameter with respect to the spherical distance.
4. If f : X × Cˆ → X × Cˆ is a polynomial skew product and d(x) ≥ 2
for each x ∈ X, then we have that there exists a ball B around ∞
such that for each x ∈ X, B ⊂ Ax(f) ⊂ Fx(f), and that for each
x ∈ X, Jx(f) = ∂Kx(f) = ∂Ax(f). Moreover, for each x ∈ X, Ax(f)
is connected.
5. If f : X × Cˆ → X × Cˆ is a polynomial skew product and d(x) ≥ 2
for each x ∈ X, and if ω ∈ X is a point such that int(Kw(f)) is a
non-empty set, then int(Kω(f)) = Kω(f) and ∂(int(Kω(f))) = Jω(f).
Proof. For the proof of statement 1, see [32, Lemma 2.4]. For the proof of
statement 2, see [16] and [32].
By statement 2, it is easy to see that statement 3 holds. Moreover, it is
easy to see that statement 4 holds.
To show statement 5, let y ∈ Jω(f) be a point. Let V be an arbi-
trary neighborhood of y in Cˆ. Then, by the self-similarity of Julia sets (see
[5]), there exists an n ∈ N such that fω,n(V ∩ Jω(f)) = Jgn(ω)(f). Since
∂(int(Kgn(ω)(f))) ⊂ Jgn(ω)(f) and (fω,n)−1(Kgn(ω)(f)) = Kω(f), it follows
that V ∩ ∂(int(Kω(f))) 6= ∅. Hence, we obtain Jω(f) = ∂(int(Kω(f)). There-
fore, we have proved statement 5.
Lemma 3.5. Let f : ΓN × Cˆ → ΓN × Cˆ be a skew product associated with
a compact subset Γ of Rat. Let G be the rational semigroup generated by Γ.
Suppose that ♯(J(G)) ≥ 3. Then, we have the following.
1. π
Cˆ
(J˜(f)) = J(G).
2. For each γ = (γ1, γ2, . . . , ) ∈ ΓN, Jˆγ(f) = ∩∞j=1γ−11 · · ·γ−1j (J(G)).
Proof. First, we show statement 1. Since Jγ(f) ⊂ J(G) for each γ ∈ Γ, we
have π
Cˆ
(J˜(f)) ⊂ J(G). By Theorem 3.2, we have J(G) = ∪g∈GJ(g). Since
∪g∈GJ(g) ⊂ πCˆ(J˜(f)), we obtain J(G) ⊂ πCˆ(J˜(f)). Therefore, we obtain
π
Cˆ
(J˜(f)) = J(G).
30
We now show statement 2. Let γ = (γ1, γ2, . . .) ∈ ΓN. By statement 1 in
Lemma 3.4, we see that for each j ∈ N, γj · · · γ1(Jˆγ(f)) = Jˆσj(γ)(f) ⊂ J(G).
Hence, Jˆγ(f) ⊂ ∩∞j=1γ−11 · · · γ−1j (J(G)). Suppose that there exists a point
(γ, y) ∈ ΓN × Cˆ such that y ∈ (∩∞j=1γ−11 · · · γ−1j (J(G))) \ Jˆγ(f). Then, we
have (γ, y) ∈ (ΓN × Cˆ) \ J˜(f). Hence, there exists a neighborhood U of γ in
ΓN and a neighborhood V of y in Cˆ such that U × V ⊂ F˜ (f). Then, there
exists an n ∈ N such that σn(U) = ΓN. Combining it with Lemma 3.4-1,
we obtain F˜ (f) ⊃ fn(U × V ) ⊃ ΓN × {fγ,n(y)}. Moreover, since we have
fγ,n(y) ∈ J(G) = πCˆ(J˜(f)), where the last equality holds by statement 1,
we get that there exists an element γ′ ∈ ΓN such that (γ′, fγ,n(y)) ∈ J˜(f).
However, it contradicts (γ′, fγ,n(y)) ∈ ΓN × {fγ,n(y)} ⊂ F˜ (f). Hence, we
obtain Jˆγ(f) = ∩∞j=1γ−11 · · · γ−1j (J(G)).
Lemma 3.6. Let f : X × Cˆ → X × Cˆ be a polynomial skew product over
g : X → X such that for each x ∈ X, d(x) ≥ 2. Then, the following are
equivalent.
1. π
Cˆ
(P (f)) \ {∞} is bounded in C.
2. For each x ∈ X, Jx(f) is connected.
3. For each x ∈ X, Jˆx(f) is connected.
Proof. First, we show 1 ⇒2. Suppose that 1 holds. Let R > 0 be a number
such that for each x ∈ X , B := {y ∈ Cˆ | |y| > R} ⊂ Ax(f) and fx,1(B) ⊂ B.
Then, for each x ∈ X , we have Ax(f) = ∪n∈N(fx,n)−1(B) and (fx,n)−1(B) ⊂
(fx,n+1)
−1(B), for each n ∈ N. Furthermore, since we assume 1, we see that
for each n ∈ N, (fx,n)−1(B) is a simply connected domain, by the Riemann-
Hurwitz formula. Hence, for each x ∈ X , Ax(f) is a simply connected
domain. Since ∂Ax(f) = Jx(f) for each x ∈ X, we conclude that for each
x ∈ X , Jx(f) is connected. Hence, we have shown 1 ⇒ 2.
Next, we show 2 ⇒ 3. Suppose that 2 holds. Let z1 ∈ Jˆx(f) and z2 ∈
Jx(f) be two points. Let {xn}n∈N be a sequence such that xn → x as n→∞,
and such that d(z1, Jxn(f)) → 0 as n → ∞. We may assume that there
exists a non-empty compact set K in Cˆ such that Jxn(f) → K as n → ∞,
with respect to the Hausdorff topology in the space of non-empty compact
sets in Cˆ. Since we assume 2, K is connected. By Lemma 3.4-2, we have
d(z2, Jxn(f)) → 0 as n → ∞. Hence, zi ∈ K for each i = 1, 2. Therefore,
z1 and z2 belong to the same connected component of Jˆx(f). Thus, we have
shown 2 ⇒ 3.
Next, we show 3 ⇒ 1. Suppose that 3 holds. It is easy to see that
Ax(f)∩ Jˆx(f) = ∅ for each x ∈ X. Hence, Ax(f) is a connected component of
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Cˆ\ Jˆx(f). Since we assume 3, we have that for each x ∈ X , Ax(f) is a simply
connected domain. Since (fx,1)
−1(Ag(x)(f)) = Ax(f), the Riemann-Hurwitz
formula implies that for each x ∈ X , there exists no critical point of fx,1 in
Ax(f) ∩ C. Therefore, we obtain 1. Thus, we have shown 3 ⇒ 1.
Corollary 3.7. Let G = 〈h1, h2〉 ∈ G. Then, h−11 (J(h2)) is connected.
Proof. Let f : ΓN × Cˆ → ΓN × Cˆ be the skew product associated with
the family Γ = {h1, h2}. Let γ = (h1, h2, h2, h2, h2, . . .) ∈ ΓN. Then, by
Lemma 3.4-1, we have Jγ(f) = h
−1
1 (J(h2)). From Lemma 3.6, it follows that
h−11 (J(h2)) is connected.
Lemma 3.8. Let G be a polynomial semigroup generated by a compact subset
Γ of Polydeg≥2. Let f : ΓN× Cˆ→ ΓN× Cˆ be the skew product associated with
the family Γ. Suppose that G ∈ G. Then for each γ = (γ1, γ2, . . . , ) ∈ ΓN, the
sets Jγ(f), Jˆγ(f), and ∩∞j=1γ−11 · · · γ−1j (J(G)) are connected.
Proof. From Lemma 3.5-2 and Lemma 3.6, the lemma follows.
Lemma 3.9. Under the same assumption as that in Lemma 3.8, let γ, ρ ∈ ΓN
be two elements with Jγ(f) ∩ Jρ(f) = ∅. Then, either Jγ(f) < Jρ(f) or
Jρ(f) < Jγ(f).
Proof. Let γ, ρ ∈ ΓN with Jγ(f) ∩ Jρ(f) = ∅. Suppose that the statement
“either Jγ(f) < Jρ(f) or Jρ(f) < Jγ(f)” is not true. Then, Lemma 3.6
implies that Jγ(f) is included in the unbounded component of C \ Jρ(f),
and that Jρ(f) is included in the unbounded component of C \ Jγ(f). From
Lemma 3.4-4, it follows that Kρ(f) is included in the unbounded component
Aγ(f) \ {∞} of C \ Jγ(f). However, it causes a contradiction, since ∅ 6=
P ∗(G) ⊂ Kˆ(G) ⊂ Kρ(f) ∩Kγ(f).
Definition 3.10. Let f : ΓN × Cˆ → ΓN × Cˆ be a polynomial skew product
over g : X → X. Let p ∈ C and ǫ > 0. We set
Ff,p,ǫ := {α : D(p, ǫ)→ C | α is a well-defined inverse branch of (fx,n)−1, x ∈
X, n ∈ N}.
Lemma 3.11. Let f : ΓN × Cˆ→ ΓN × Cˆ be a polynomial skew product over
g : X → X such that for each x ∈ X, d(x) ≥ 2. Let R > 0, ǫ > 0, and
F := {α ◦ β : D(0, 1) → C | β : D(0, 1) ∼= D(p, ǫ), α : D(p, ǫ) → C, α ∈
Ff,p,ǫ, p ∈ D(0, R)}. Then, F is normal on D(0, 1).
Proof. Since d(x) ≥ 2 for each x ∈ X , there exists a ball B around ∞
with B ⊂ Cˆ \ D(0, R + ǫ) such that for each x ∈ X , fx,1(B) ⊂ B. Let
p ∈ D(0, R). Then, for each α ∈ Ff,p,ǫ, α(D(p, ǫ)) ⊂ Cˆ \ B. Hence, F is
normal in D(0, 1).
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3.3 A lemma from general topology
Lemma 3.12 ([20]). Let X be a compact metric space and let f : X → X
be a continuous open map. Let A be a compact connected subset of X. Then
for each connected component B of f−1(A), we have f(B) = A.
4 Proofs of the main results
In this section, we demonstrate the main results.
4.1 Proofs of results in 2.1
Proof of Theorem 2.1: First, we show the following:
Claim: For any λ ∈ Λ, h−1λ (A) ⊂ A.
To show the claim, let λ ∈ Λ with J(hλ) 6= ∅ and let B be a connected
component of h−1λ (A). Then by Lemma 3.12, hλ(B) = A. Combining this
with h−1λ (J(hλ)) = J(hλ), we obtain B ∩ J(hλ) 6= ∅. Hence B ⊂ A. This
means that h−1λ (A) ⊂ A for each λ ∈ Λ with J(hλ) 6= ∅. Next, let λ ∈ Λ with
J(hλ) = ∅. Then hλ is either identity or an elliptic Mo¨bius transformation.
By hypothesis and Lemma 3.1-1, we obtain h−1λ (A) ⊂ A. Hence, we have
shown the claim.
Combining the above claim with ♯A ≥ 3, by Lemma 3.1-6 we obtain
J(G) ⊂ A. Hence J(G) = A and J(G) is connected.
Notation: We denote by d the spherical distance on Cˆ. Given A ⊂ Cˆ and
z ∈ Cˆ, we set d(z, A) := inf{d(z, w) | w ∈ A}. Given A ⊂ Cˆ and ǫ > 0, we
set B(A, ǫ) := {a ∈ Cˆ | d(a, A) < ǫ}. Furthermore, given A ⊂ C, z ∈ C,
and ǫ > 0, we set de(z, A) := inf{|z − w| | w ∈ A} and D(A, ǫ) := {a ∈ C |
de(a, A) < ǫ}.
We need the following lemmas to prove the main results.
Lemma 4.1. Let G ∈ G and let J be a connected component of J(G), z0 ∈ J
a point, and {gn}n∈N a sequence in G such that d(z0, J(gn))→ 0 as n→∞.
Then sup
z∈J(gn)
d(z, J)→ 0 as n→∞.
Proof. Suppose there exists a connected component J ′ of J(G) with J ′ 6= J
and a subsequence {gnj}j∈N of {gn}n∈N such that min
z∈J(gnj )
d(z, J ′) → 0 as
j → ∞. Since J(gnj) is compact and connected for each j, we may assume,
passing to a subsequence, that there exists a non-empty compact connected
33
subset K of Cˆ such that J(gnj)→ K as j →∞, with respect to the Hausdorff
topology. Then K ∩ J 6= ∅ and K ∩ J ′ 6= ∅. Since K ⊂ J(G) and K is
connected, it contradicts J ′ 6= J.
Lemma 4.2. Let G ∈ G. Then given J ∈ J and ǫ > 0, there exists an
element g ∈ G such that J(g) ⊂ B(J, ǫ).
Proof. We take a point z ∈ J. Then, by Theorem 3.2, there exists a sequence
{gn}n∈N in G such that d(z, J(gn)) → 0 as n → ∞. By Lemma 4.1, we
conclude that there exists an n ∈ N such that J(gn) ⊂ B(J, ǫ).
Lemma 4.3. Let G be a polynomial semigroup. Suppose that J(G) is discon-
nected, and∞ ∈ J(G). Then, the connected component A of J(G) containing
∞ is equal to {∞}.
Proof. By Lemma 3.12, we obtain g−1(A) ⊂ A for each g ∈ G. Hence, if
♯A ≥ 3, then J(G) ⊂ A, by Lemma 3.1-6. Then J(G) = A and it causes a
contradiction, since J(G) is disconnected.
We now demonstrate Theorem 2.7.
Proof of Theorem 2.7: First, we show statement 1. Suppose the statement
is false. Then, there exist elements J1, J2 ∈ J such that J2 is included in
the unbounded component A1 of C \ J1, and such that J1 is included in
the unbounded component A2 of C \ J2. Then we can find an ǫ > 0 such
that B(J2, ǫ) is included in the unbounded component of C \ B(J1, ǫ), and
such that B(J1, ǫ) is included in the unbounded component of C \ B(J2, ǫ).
By Lemma 4.2, for each i = 1, 2, there exists an element gi ∈ G such that
J(gi) ⊂ B(Ji, ǫ). This implies that J(g1) ⊂ A′2 and J(g2) ⊂ A′1, where A′i
denotes the unbounded component of C\J(gi). Hence we obtain K(g2) ⊂ A′1.
Let v be a critical value of g2 in C. Since P
∗(G) is bounded in C, we have
v ∈ K(g2). It implies v ∈ A′1. Hence gl1(v) → ∞ as l → ∞. However, this
implies a contradiction since P ∗(G) is bounded in C. Hence we have shown
statement 1.
Next, we show statement 2. Let F1 be a connected component of F (G).
Suppose that there exist three connected components J1, J2 and J3 of J(G)
such that they are mutually disjoint and such that ∂F1 ∩ Ji 6= ∅ for each
i = 1, 2, 3. Then, by statement 1, we may assume that we have either (1):
Ji ∈ J for each i = 1, 2, 3 and J1 < J2 < J3, or (2): J1, J2 ∈ J , J1 < J2,
and ∞ ∈ J3. Each of these cases implies that J1 is included in a bounded
component of C\J2 and J3 is included in the unbounded component of Cˆ\J2.
However, it causes a contradiction, since ∂F1 ∩ Ji 6= ∅ for each i = 1, 2, 3.
Hence, we have shown that we have either
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Case I: ♯{J : component of J(G) | ∂F1 ∩ J 6= ∅} = 1 or
Case II: ♯{J : component of J(G) | ∂F1 ∩ J 6= ∅} = 2.
Suppose that we have Case I. Let J1 be the connected component of J(G)
such that ∂F1 ⊂ J1. Let D1 be the connected component of Cˆ\J1 containing
F1. Since ∂F1 ⊂ J1, we have ∂F1 ∩ D1 = ∅. Hence, we have F1 = D1.
Therefore, F1 is simply connected.
Suppose that we have Case II. Let J1 and J2 be the two connected compo-
nents of J(G) such that J1 6= J2 and ∂F1 ⊂ J1 ∪ J2. Let D be the connected
component of Cˆ \ (J1 ∪ J2) containing F1. Since ∂F1 ⊂ J1 ∪ J2, we have
∂F1 ∩ D = ∅. Hence, we have F1 = D. Therefore, F1 is doubly connected.
Thus, we have shown statement 2.
We now show statement 3. Let g ∈ G be an element and J a con-
nected component of J(G). Suppose that g−1(J) is disconnected. Then,
by Lemma 3.12, there exist at most finitely many connected components
C1, . . . , Cr of g
−1(J) with r ≥ 2. Then there exists a positive number ǫ such
that denoting by Bj the connected component of g
−1(B(J, ǫ)) containing Cj
for each j = 1, . . . , r, {Bj} are mutually disjoint. By Lemma 3.12, we see
that, for each connected component B of g−1(B(J, ǫ)), g(B) = B(J, ǫ) and
B ∩ Cj 6= ∅ for some j. Hence we get that g−1(B(J, ǫ)) =
⋃r
j=1Bj (disjoint
union) and g(Bj) = B(J, ǫ) for each j. By Lemma 4.2, there exists an element
h ∈ G such that J(h) ⊂ B(J, ǫ). Then it follows that g−1(J(h)) ∩Bj 6= ∅ for
each j = 1, . . . , r. Moreover, we have g−1(J(h)) ⊂ g−1(B(J, ǫ)) = ⋃rj=1Bj.
On the other hand, by Corollary 3.7, we have that g−1(J(h)) is connected.
This is a contradiction. Hence, we have shown that, for each g ∈ G and each
connected component J of J(G), g−1(J) is connected.
By Lemma 4.3, we get that if J ∈ J , then g∗(J) ∈ J . Let J1 and J2 be
two elements of J such that J1 ≤ J2. Let Ui be the unbounded component
of C \ Ji, for each i = 1, 2. Then U2 ⊂ U1. Let g ∈ G be an element. Then
g−1(U2) ⊂ g−1(U1). Since g−1(Ui) is the unbounded connected component of
C\g−1(Ji) for each i = 1, 2, it follows that g−1(J1) ≤ g−1(J2). Hence g∗(J1) ≤
g∗(J2), otherwise g∗(J2) < g∗(J1), and it contradicts g−1(J1) ≤ g−1(J2).
4.2 Proofs of results in 2.2
In this section, we prove results in Section 2.2, except Theorem 2.12-2 and
Theorem 2.12-3, which will be proved in Section 4.3.
To demonstrate Theorem 2.12, we need the following lemmas.
Lemma 4.4. Let G be a polynomial semigroup in Gdis. Let J1, J2 ∈ Jˆ be two
elements with J1 6= J2. Then, we have the following.
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1. If J1, J2 ∈ J and J1 < J2, then there exists a doubly connected compo-
nent A of F (G) such that J1 < A < J2.
2. If ∞ ∈ J2, then there exists a doubly connected component A of F (G)
such that J1 < A.
Proof. First, we show statement 1. Suppose that J1, J2 ∈ J and J1 < J2.
We set B = ∪J∈J ,J1≤J≤J2J. Then, B is a closed disconnected set. Hence,
there exists a multiply connected component A′ of Cˆ\B. Since A′ is multiply
connected, we have that A′ is included in the unbounded component of Cˆ\J1,
and that A′ is included in a bounded component of Cˆ \ J2. This implies that
A′∩J(G) = ∅. Let A be the connected component of F (G) such that A′ ⊂ A.
Since B ⊂ J(G), we have F (G) ⊂ Cˆ \ B. Hence, A must be equal to A′.
Since A′ is multiply connected, Theorem 2.7-2 implies that A = A′ is doubly
connected. Let J be the connected component J(G) such that J < A and
J ∩ ∂A 6= ∅. Then, since A′ = A is included in the unbounded component
of Cˆ \ J1, we have that J does not meet any bounded component of C \ J1.
Hence, we obtain J1 ≤ J , which implies that J1 ≤ J < A. Therefore, A is
a doubly connected component of F (G) such that J1 < A < J2. Hence, we
have shown statement 1.
Next, we show statement 2. Suppose that∞ ∈ J2.We setB = (∪J∈J ,J1≤JJ)∪
J2. Then, B is a disconnected closed set. Hence, there exists a multiply con-
nected component A′ of Cˆ \ B. By the same method as that of proof of
statement 1, we see that A′ is equal to a doubly connected component A of
F (G) such that J1 < A. Hence, we have shown statement 2.
Lemma 4.5. Let H0 be a real affine semigroup generated by a compact set C
in RA. Suppose that each element h ∈ C is of the form h(x) = b1(h)x+b2(h),
where b1(h), b2(h) ∈ R, |b1(h)| > 1. Then, for any subsemigroup H of H0, we
have M(H) = J(η(H)) ⊂ R.
Proof. From the assumption, there exists a number R > 0 such that for each
h ∈ C, η(h)(B(∞, R)) ⊂ B(∞, R). Hence, we have B(∞, R) ⊂ F (η(H)),
which implies that J(η(H)) is a bounded subset of C. We consider the fol-
lowing cases:
Case 1: ♯(J(η(H))) ≥ 3.
Case 2: ♯(J(η(H))) ≤ 2.
Suppose that we have case 1. Then, from Theorem 3.2, it follows that
M(H) = J(η(H)) ⊂ R.
Suppose that we have case 2. Let b(h) be the unique fixed point of h ∈ H
in R. From the hypothesis, we have that for each h ∈ H , b(h) ∈ J(η(H)).
Since we assume ♯(J(η(H))) ≤ 2, Lemma 3.1-1 implies that there exists a
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point b ∈ R such that for each h ∈ H , we have b(h) = b. Then any element
h ∈ H is of the form h(x) = c1(h)(x − b) + c2(h), where c1(h), c2(h) ∈
R, |c1(h)| > 1. Hence, M(H) = {b} ⊂ J(η(H)). Suppose that there exists
a point c in J(η(H)) \ {b}. Since J(η(H)) is a bounded set of C, and since
we have h−1(J(η(H))) ⊂ J(η(H)) for each h ∈ H (Lemma 3.1-1), we get
that h−1(c) ∈ J(η(H)) \ ({b} ∪ {c}), for each element h ∈ H. This implies
that ♯(J(η(H))) ≥ 3, which is a contradiction. Hence, we must have that
J(η(H)) = {b} = M(H).
We need the notion of Green’s functions, in order to demonstrate Theo-
rem 2.12.
Definition 4.6. Let D be a domain in Cˆ with ∞ ∈ D. We denote by
ϕ(D, z) Green’s function on D with pole at ∞. By definition, this is the
unique function on D ∩ C with the properties:
1. ϕ(D, z) is harmonic and positive in D ∩ C;
2. ϕ(D, z)− log |z| is bounded in a neighborhood of ∞; and
3. ϕ(D, z)→ 0 as z → ∂D.
Remark 4.7.
1. The limit lim
z→∞
(ϕ(D, z)−log |z|) exists and this is called Robin’s constant
of D.
2. IfD is a simply connected domain with∞ ∈ D, then we have ϕ(D, z) =
− log |ψ(z)|, where ψ : D → {z ∈ C | |z| < 1} denotes a biholomorphic
map with ψ(∞) = 0.
3. It is well-known that for any g ∈ Polydeg≥2,
ϕ(F∞(g), z) = log |z|+ 1
deg(g)− 1 log |a(g)|+ o(1) as z →∞. (1)
(See [30, p147].) Note that the point − 1
deg(g)−1 log |a(g)| ∈ R is the
unique fixed point of Ψ(g) in R.
Lemma 4.8. Let K1 and K2 be two non-empty connected compact sets in C
such that K1 < K2. Let Ai denote the unbounded component of Cˆ \ Ki, for
each i = 1, 2. Then, we have limz→∞(log |z| − ϕ(A1, z)) < limz→∞(log |z| −
ϕ(A2, z)).
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Proof. The function φ(z) := ϕ(A2, z) − ϕ(A1, z) = (log |z| − ϕ(A1, z)) −
(log |z| − ϕ(A2, z)) is harmonic on A2 ∩ C. This φ is bounded around ∞.
Hence φ extends to a harmonic function on A2. Moreover, since K1 < K2,
we have lim supz→∂A2 φ(z) < 0. From the maximum principle, it follows that
φ(∞) < 0. Therefore, the statement of our lemma holds.
In order to demonstrate Theorem 2.12-1, we will prove the following
lemma. (Theorem 2.12-2 and Theorem 2.12-3 will be proved in Section 4.3.)
Lemma 4.9. Let G be a polynomial semigroup in G. Then, there exists an
injective map Ψ˜ : JˆG →MΨ(G) such that:
1. if J1, J2 ∈ JG and J1 < J2, then Ψ˜(J1) <r Ψ˜(J2);
2. if J ∈ JˆG and ∞ ∈ J , then +∞ ∈ Ψ˜(J); and
3. if J ∈ JG, then Ψ˜(J) ⊂ Rˆ \ {+∞}.
Proof. We first show the following claim.
Claim 1: In addition to the assumption of Lemma 4.9, if we have∞ ∈ F (G),
then M(Ψ(G)) ⊂ Rˆ \ {+∞}.
To show this claim, let R > 0 be a number such that J(G) ⊂ D(0, R).
Then, for any g ∈ G, we have K(g) < ∂D(0, R). By Lemma 4.8, we get that
there exists a constant C > 0 such that for each g ∈ G, −1
deg(g)−1 log |a(g)| ≤ C.
Hence, it follows thatM(Ψ(G)) ⊂ [−∞, C]. Therefore, we have shown Claim
1.
We now prove the statement of the lemma in the case G ∈ Gcon. If ∞ ∈
F (G), then claim 1 implies that M(Φ(G)) ⊂ Rˆ \ {+∞} and the statement
of the lemma holds. We now suppose ∞ ∈ J(G). We put Lg := maxz∈J(g) |z|
for each g ∈ G. Moreover, for each non-empty compact subset E of C, we
denote by Cap (E) the logarithmic capacity of E. We remark that Cap(E) =
exp(limz→∞(log |z|−ϕ(DE , z))), where DE denotes the connected component
of Cˆ \ E containing ∞. We may assume that 0 ∈ P ∗(G). Then, by [1], we
have Cap(J(g)) ≥ Cap ([0, Lg]) ≥ Lg/4 for each g ∈ G. Combining this with
∞ ∈ J(G) and Theorem 3.2, we obtain +∞ ∈ MΨ(G) and the statement of
the lemma holds.
We now prove the statement of the lemma in the case G ∈ Gdis. Let
{Jλ}λ∈Λ be the set JˆG of all connected components of J(G). By Lemma 4.2,
for each λ ∈ Λ and each n ∈ N, there exists an element gλ,n ∈ G such that
J(gλ,n) ⊂ B(Jλ, 1
n
). (2)
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We have that the fixed point of Ψ(gλ,n) in R is equal to
−1
deg(gλ,n)−1 log |a(gλ,n)|.
We may assume that −1
deg(gλ,n)−1 log |a(gλ,n)| → αλ as n→∞, where αλ is an
element of Rˆ. For each λ ∈ Λ, let Bλ ∈MΨ(G) be the element with αλ ∈ Bλ.
We will show the following claim.
Claim 2: If λ, ξ are two elements in Λ with λ 6= ξ, then Bλ 6= Bξ. Moreover,
if Jλ, Jξ ∈ JG and Jλ < Jξ, then Bλ <r Bξ. Furthermore, if Jξ ∈ JˆG with
∞ ∈ Jξ, then +∞ ∈ Bξ.
To show this claim, let λ and ξ be two elements in Λ with λ 6= ξ.We have
the following two cases:
Case 1: Jλ, Jξ ∈ JG and Jλ < Jξ.
Case 2: Jλ ∈ JG and ∞ ∈ Jξ.
Suppose that we have case 1. By Lemma 4.4, there exists a doubly
connected component A of F (G) such that
Jλ < A < Jξ. (3)
Let ζ1 and ζ2 be two Jordan curves in A such that they are not null-homotopic
in A, and such that ζ1 < ζ2. For each i = 1, 2, let Ai be the unbounded
component of Cˆ \ ζi. Moreover, we set βi := limz→∞(log |z| − ϕ(Ai, z)), for
each i = 1, 2. By Lemma 4.8, we have β1 < β2. Let g ∈ G be any element.
By (2) and (3), there exists an m ∈ N such that J(gλ,m) < ζ1. Since P ∗(G) ⊂
K(gλ,m), it follows that P
∗(G) is included in the bounded component of C\ζ1.
Hence, we see that
either J(g) < ζ1, or ζ2 < J(g). (4)
From Lemma 4.8, it follows that either −1
deg(g)−1 log |a(g)| < β1, or β2 <
−1
deg(g)−1 log |a(g)|. This implies that
M(Ψ(G)) ⊂ Rˆ \ (β1, β2), (5)
where (β1, β2) := {x ∈ R | β1 < x < β2}. Moreover, combining (2), (3), and
(4), we get that there exists a number n0 ∈ N such that for each n ≥ n0,
J(gλ,n) < ζ1 < ζ2 < J(gξ,n). From Lemma 4.8, it follows that
−1
deg(gλ,n)− 1 log |a(gλ,n)| < β1 < β2 <
−1
deg(gξ,n)− 1 log |a(gξ,n)|, (6)
for each n ≥ n0. By (5) and (6), we obtain Bλ <r Bξ.
We now suppose that we have case 2. Then, by Lemma 4.4, there exists
a doubly connected component A of F (G) such that Jλ < A. Continuing the
same argument as that of case 1, we obtain Bλ 6= Bξ. In order to show +∞ ∈
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Bξ, let R be any number such that P
∗(G) ⊂ D(0, R). Since P ∗(G) ⊂ K(g)
for each g ∈ G, combining it with (2) and Lemma 4.3, we see that there
exists an n0 = n0(R) such that for each n ≥ n0, D(0, R) < J(gξ,n). From
Lemma 4.8, it follows that −1
deg(gξ,n)−1 log |a(gξ,n)| → +∞. Hence, +∞ ∈ Bξ.
Therefore, we have shown Claim 2.
Combining Claims 1 and 2, the statement of the lemma follows.
Therefore, we have proved Lemma 4.9.
We now demonstrate Theorem 2.12-1.
Proof of Theorem 2.12-1: From Lemma 4.9, Theorem 2.12-1 follows.
We now demonstrate Corollary 2.13.
Proof of Corollary 2.13: By Theorem 3.2, we have J(Θ(G)) = ∪h∈Θ(G)J(h) =
∪g∈GJ(Θ(g)), where the closure is taken in Cˆ. Since J(Θ(g)) = {z ∈ C | |z| =
|a(g)|− 1deg(g)−1}, we obtain
J(Θ(G)) = ∪g∈G{z ∈ C | |z| = |a(g)|−
1
deg(g)−1}, (7)
where the closure is taken in Cˆ. Hence, we see that ♯(JˆΘ(G)) is equal to the
cardinality of the set of all connected components of J(Θ(G)) ∩ [0,+∞].
Moreover, let ψ : [0,+∞] → Rˆ be the homeomorphism defined by ψ(x) :=
log(x) for x ∈ (0,+∞), ψ(0) := −∞, and ψ(+∞) = +∞. Then, (7) implies
that, the map ψ : [0,∞] → Rˆ, maps J(Θ(G)) ∩ [0,+∞] onto M(Ψ(Θ(G))).
For any J ∈ JˆΘ(G), let ψ˜(J) ∈ MΨ(Θ(G)) =MΨ(G) be the element such that
ψ(J ∩ [0,+∞]) = ψ˜(J). Then, the map ψ˜ : JˆΘ(G) →MΨ(Θ(G)) =MΨ(G) is a
bijection, and moreover, for any J1, J2 ∈ JΘ(G), we have that J1 < J2 if and
only if ψ˜(J1) <r ψ˜(J2). Furthermore, for any J ∈ JˆΘ(G), ∞ ∈ J if and only
if +∞ ∈ ψ˜(J). Let Θ˜ : JˆG → JˆΘ(G) be the map defined by Θ˜ = ψ˜−1 ◦ Ψ˜,
where Ψ˜ : JˆG → MΨ(G) is the map in Lemma 4.9. Then, by Lemma 4.9,
Θ˜ : JˆG → JˆΘ(G) is injective, and moreover, if J1, J2 ∈ JG and J1 < J2, then
Θ˜(J1) ∈ JΘ(G), Θ˜(J2) ∈ JΘ(G), and Θ˜(J1) < Θ˜(J2).
Thus, we have proved Corollary 2.13.
We now demonstrate Theorem 2.14.
Proof of Theorem 2.14: We have that for any j = 1, . . . , m, (Ψ(hj))
−1(x) =
1
deg(hj)
(x − log |aj|) = 1deg(hj)(x − −1deg(hj)−1 log |aj|) + −1deg(hj)−1 log |aj|, where
x ∈ R. Hence, it is easy to see that ∪mj=1(Ψ(hj))−1([α, β]) ⊂ [α, β]. From the
assumption, it follows that
∪mj=1 (Ψ(hj))−1([α, β]) = [α, β]. (8)
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Moreover, by Lemma 3.1-2, we have
∪mj=1 (η(Ψ(hj)))−1(J(η(Ψ(G)))) = J(η(Ψ(G))). (9)
Furthermore, by Lemma 4.5, J(η(Ψ(G))) is a compact subset of R. Apply-
ing [10, Theorem 2.6], it follows that J(η(Ψ(G))) = [α, β]. Combined with
Lemma 4.5, we obtain M(Ψ(G)) = [α, β]. Hence, M(Ψ(G)) is connected.
Therefore, from Theorem 2.12-1, it follows that J(G) is connected.
We now demonstrate Theorem 2.15.
Proof of Theorem 2.15: Let C be a set of polynomials of degree two
such that C generates G. Suppose that J(G) is disconnected. Then, by
Theorem 2.1, there exist two elements h1, h2 ∈ C such that the semigroup
H = 〈h1, h2〉 satisfies that J(H) is disconnected. For each j = 1, 2, let
aj be the coefficient of the highest degree term of polynomial hj . Let α :=
minj=1,2{ −1deg(hj)−1 log |aj|} and β := maxj=1,2{ −1deg(hj)−1 log |aj|}. Then we have
that α = minj=1,2{− log |aj |} and β = maxj=1,2{− log |aj |}. Since Ψ(hj)−1(x) =
1
2
(x− log |aj |) = 12(x− (− log |aj|)) + (− log |aj |) for each j = 1, 2, we obtain
[α, β] = ∪2j=1(Ψ(hj))−1([α, β]). Hence, by Theorem 2.14, it must be true that
J(H) is connected. However, this is a contradiction. Therefore, J(G) must
be connected.
We now demonstrate Theorem 2.16.
Proof of Theorem 2.16: For each λ ∈ Λ, let bλ be the fixed point of
Ψ(hλ) in R. It is easy to see that bλ =
−1
deg(hλ)−1 log |aλ|, for each λ ∈ Λ.
From the assumption, it follows that there exists a point b ∈ R such that
for each λ ∈ Λ, bλ = b. This implies that for any element g ∈ G, the fixed
point b(g) ∈ R of Ψ(g) in R is equal to b. Hence, we obtain M(Ψ(G)) = {b}.
Therefore, M(Ψ(G)) is connected. From Theorem 2.12-1, it follows that
J(G) is connected.
4.3 Proofs of results in 2.3
In this section, we prove results in 2.3, Theorem 2.12-2 and Theorem 2.12-3.
In order to demonstrate Theorem 2.19, Theorem 2.12-2, and Theorem 2.12-
3, we need the following lemma.
Lemma 4.10. If G ∈ Gdis, then ∞ ∈ F (G).
Proof. Suppose that G ∈ Gdis and∞ ∈ J(G).We will deduce a contradiction.
By Lemma 4.3, the element J ∈ JˆG with ∞ ∈ J satisfies that J = {∞}.
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Hence, by Lemma 4.2, for each n ∈ N, there exists an element gn ∈ G such
that J(gn) ⊂ B(∞, 1n). Let R > 0 be any number which is sufficiently large
so that P ∗(G) ⊂ B(0, R). Since we have that P ∗(G) ⊂ K(g) for each g ∈ G,
it must hold that there exists an number n0 = n0(R) ∈ N such that for each
n ≥ n0, B(0, R) < J(gn). From Lemma 4.8, it follows that limz→∞(log |z| −
ϕ(F∞(gn), z)) → +∞ as n → ∞. Hence, we see that −1deg(gn)−1 log |a(gn)| →
+∞, as n→∞. This implies that
|a(gn)|−
1
deg(gn)−1 →∞, as n→∞. (10)
Furthermore, by Theorem 2.12-1, we must have that M(Ψ(G)) is discon-
nected.
We now consider the polynomial semigroup H = {z 7→ |a(g)|zdeg(g) | g ∈
G} ∈ G. By Theorem 3.2, we have J(H) = ∪h∈HJ(h). Since the Julia set of
polynomial |a(g)|zdeg(g) is equal to {z ∈ C | |z| = |a(g)|− 1deg(g)−1}, it follows
that
J(H) = ∪g∈G{z ∈ C | |z| = |a(g)|−
1
deg(g)−1}, (11)
where the closure is taken in Cˆ. Moreover, J(Θ(G)) = J(H). Combining it
with (10), (11), and Corollary 2.13, we see that
∞ ∈ J(H), and J(H) is disconnected. (12)
Let ψ : [0,+∞]→ Rˆ be the homeomorphism as in the proof of Corollary 2.13.
By (11), we have
ψ(J(H) ∩ [0,+∞]) =M(Ψ(H)) =M(Ψ(G)). (13)
Moreover, by Lemma 3.1-1, we have
h(F (H) ∩ [0,+∞]) ⊂ F (H) ∩ [0,+∞], for each h ∈ H. (14)
Furthermore, we have that
ψ ◦ h = Ψ(h) ◦ ψ on [0,+∞], for each h ∈ H. (15)
Combining (13), (14), and (15), we see that
Ψ(h)(Rˆ \M(Ψ(H))) ⊂ (Rˆ \M(Ψ(H))), for each h ∈ H. (16)
By Lemma 4.3 and (12), we get that the connected component J of J(H)
containing ∞ satisfies that
J = {∞}. (17)
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Combined with Lemma 4.2, we see that for each n ∈ N, there exists an
element hn ∈ H such that
J(hn) ⊂ B(∞, 1
n
). (18)
Combining (11), (13), (17), and (18), we obtain the following claim.
Claim 1: +∞ is a non-isolated point of M(Ψ(H)) and the connected com-
ponent of M(Ψ(H)) containing +∞ is equal to {+∞}.
Let h ∈ H be an element. Conjugating G by some linear transformation,
we may assume that h is of the form h(z) = zs, s ∈ N, s > 1. Hence Ψ(h)(x) =
sx, s > 1. Since 0 is a fixed point of Ψ(h), we have that 0 ∈ M(Ψ(H)). By
Claim 1, there exists c1, c2 ∈ [0,+∞) with c1 < c2 such that the open interval
I = (c1, c2) is a connected component of Rˆ \M(Ψ(H)). We now show the
following claim.
Claim 2: Let Q = (r1, r2) ⊂ (0,+∞) be any connected open interval in
Rˆ \M(Ψ(H)), where 0 ≤ r1 < r2 < +∞. Then, we have r2 ≤ sr1.
To show this claim, suppose that sr1 < r2. Then, it implies that
∪n∈N∪{0}Ψ(h)n(Q) = (r1,+∞).However, by (16), we have ∪n∈N∪{0}Ψ(h)n(Q) ⊂
Rˆ\M(Ψ(H)), which implies that the connected componentQ′ of Rˆ\M(Ψ(H))
containing Q satisfies that Q′ ⊃ (r1,+∞). This contradicts Claim 1. Hence,
we obtain Claim 2.
By Claim 2, we obtain c1 > 0. Let c3 ∈ (0, c1) be a number so that
c2− c3 > s(c1− c3). Since c1 ∈M(Ψ(H)), there exists an element c ∈ (c3, c1]
and an element h1 ∈ H such that Ψ(h1)(c) = c and (Ψ(h1))′(c) > 1. Since
c2 − c3 > s(c1 − c3), we obtain
c2 − c > s(c1 − c). (19)
Let t := (Ψ(h1))
′(c) > 1. Then, for each n ∈ N, we have (Ψ(h1))n(I) =
(tn(c1 − c) + c, tn(c2 − c) + c). From Claim 2, it follows that tn(c2 − c) + c ≤
s(tn(c1 − c) + c), for each n ∈ N. Dividing both sides by tn and then letting
n→∞, we obtain c2− c ≤ s(c1− c). However, this contradicts (19). Hence,
we must have that ∞ ∈ F (G). Thus, we have proved Lemma 4.10.
We now demonstrate Proposition 2.18.
Proof of Proposition 2.18: Let U be a connected component of F (G)
with U ∩Kˆ(G) 6= ∅. Let g ∈ G be an element. Then we have Kˆ(G)∩F (G) ⊂
int(K(g)). Since h(F (G)) ⊂ F (G) and h(Kˆ(G) ∩ F (G)) ⊂ Kˆ(G) ∩ F (G) for
each h ∈ G, it follows that h(U) ⊂ int(K(g)) for each h ∈ G. Hence U ⊂
int(Kˆ(G)). From this, it is easy to see Kˆ(G) ∩ F (G) = int(Kˆ(G)). By the
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maximum principle, we see that U is simply connected.
We now demonstrate Theorem 2.19.
Proof of Theorem 2.19:
First, we show statement 1. By Lemma 4.10, we have that ∞ ∈ F (G).
Let F∞(G) be the connected component of F (G) containing∞. Let J ∈ J be
an element such that ∂F∞(G) ∩ J 6= ∅. Let D be the unbounded component
of Cˆ\J. Then F∞(G) ⊂ D and D is simply connected. We show F∞(G) = D.
Otherwise, there exists an element J1 ∈ J such that J1 6= J and J1 ⊂ D. By
Theorem 2.7-1, we have either J1 < J or J < J1. Hence, it follows that J < J1
and we have that J is included in a bounded component D0 of C \ J1. Since
F∞(G) is included in the unbounded component D1 of Cˆ \ J1, it contradicts
∂F∞(G) ∩ J 6= ∅. Hence, F∞(G) = D and F∞(G) is simply connected.
Next, let Jmax be the element of J with ∂F∞(G) ⊂ Jmax, and suppose that
there exists an element J ∈ J such that Jmax < J. Then Jmax is included
in a bounded component of C \ J. On the other hand, F∞(G) is included
in the unbounded component of Cˆ \ J. Since ∂F∞(G) ⊂ Jmax, we have a
contradiction. Hence, we have shown that J ≤ Jmax for each J ∈ J .
Therefore, we have shown statement 1.
Next, we show statement 2. Since ∅ 6= P ∗(G) ⊂ Kˆ(G), we have Kˆ(G) 6=
∅. By Proposition 2.18, we have ∂Kˆ(G) ⊂ J(G). Let J1 be a connected
component of J(G) with J1 ∩ ∂Kˆ(G) 6= ∅. By Lemma 4.3, J1 ∈ J . Suppose
that there exists an element J ∈ J such that J < J1. Let z0 ∈ J be a
point. By Theorem 3.2, there exists a sequence {gn}n∈N in G such that
d(z0, J(gn)) → 0 as n → ∞. Then by Lemma 4.1, sup
z∈J(gn)
d(z, J) → 0 as
n → ∞. Since J1 is included in the unbounded component of C \ J , it
follows that for a large n ∈ N, J1 is included in the unbounded component of
C \ J(gn). However, this causes a contradiction, since J1 ∩ Kˆ(G) 6= ∅. Hence,
by Theorem 2.7-1, it must hold that J1 ≤ J for each J ∈ J . This argument
shows that if J1 and J2 are two connected components of J(G) such that
Ji ∩ ∂Kˆ(G) 6= ∅ for each i = 1, 2, then J1 = J2. Hence, we conclude that
there exists a unique minimal element Jmin in (J ,≤) and ∂Kˆ(G) ⊂ Jmin.
Next, letD be the unbounded component of C\Jmin. SupposeD∩Kˆ(G) 6=
∅. Let x ∈ D ∩ Kˆ(G) be a point. By Theorem 3.2 and Lemma 4.1, there
exists a sequence {gn}n∈N in G such that sup
z∈J(gn)
d(z, Jmin) → 0 as n → ∞.
Then, for a large n ∈ N, x is in the unbounded component of C \ J(gn).
However, this is a contradiction, since gln(x)→∞ as l →∞, and x ∈ Kˆ(G).
Hence, we have shown statement 2.
Next, we show statement 3. By Theorem 2.1, there exist λ1, λ2 ∈ Λ
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and connected components J1, J2 of J(G) such that J1 6= J2 and J(hλi) ⊂
Ji for each i = 1, 2. By Lemma 4.3, we have Ji ∈ J for each i = 1, 2.
Then J(hλ1) ∩ J(hλ2) = ∅. Since P ∗(G) is bounded in C, we may assume
J(hλ2) < J(hλ1). Then we have K(hλ2) ⊂ int(K(hλ1)) and J2 < J1. By
statement 2, J1 6= Jmin. Hence J(hλ1) ∩ Jmin = ∅. Since P ∗(G) is bounded in
C, we have that K(hλ2) is connected. Let U be the connected component of
int(K(hλ1)) containing K(hλ2). Since P
∗(G) ⊂ K(hλ2), it follows that there
exists an attracting fixed point z1 of hλ1 in K(hλ2) and U is the immediate
attracting basin for z1 with respect to the dynamics of hλ1 . Furthermore,
by Corollary 3.7, h−1λ1 (J(hλ2)) is connected. Therefore, h
−1
λ1
(U) = U. Hence,
int(K(hλ1)) = U.
Suppose that there exists an n ∈ N such that h−nλ1 (J(hλ2)) ∩ J(hλ2) 6= ∅.
Then, by Corollary 3.7, A := ∪s≥0h−nsλ1 (J(hλ2)) is connected and its clo-
sure A contains J(hλ1). Hence J(hλ1) and J(hλ2) are included in the same
connected component of J(G). This is a contradiction. Therefore, for each
n ∈ N, we have h−nλ1 (J(hλ2)) ∩ J(hλ2) = ∅. Similarly, for each n ∈ N, we
have h−nλ2 (J(hλ1)) ∩ J(hλ1) = ∅. Combining h−1λ1 (J(hλ2)) ∩ J(hλ2) = ∅ with
z1 ∈ K(hλ2), we obtain z1 ∈ int(K(hλ2)). Hence, we have proved statement
3.
We now prove statement 4. Let g ∈ G be an element with J(g)∩Jmin = ∅.
We show the following:
Claim 2: Jmin < J(g).
To show the claim, suppose that Jmin is included in the unbounded com-
ponent U of C\J(g). Since ∅ 6= ∂Kˆ(G) ⊂ Jmin, it follows that Kˆ(G)∩U 6= ∅.
However, this is a contradiction. Hence, we have shown Claim 2.
Combining Claim 2, Theorem 3.2 and Lemma 4.1, we get that there exists
an element h1 ∈ G such that J(h1) < J(g). From an argument which we have
used in the proof of statement 3, it follows that g has an attracting fixed point
zg in C and int(K(g)) consists of only one immediate attracting basin for zg.
Hence, we have shown statement 4.
Next, we show statement 5. Suppose that int(Kˆ(G)) = ∅. We will deduce
a contradiction. If int(Kˆ(G)) = ∅, then by Proposition 2.18, we obtain
F (G) ∩ Kˆ(G) = ∅. By statement 3, there exist two elements g1 and g2 of G
and two elements J1 and J2 of J such that J1 6= J2, such that J(gi) ⊂ Ji
for each i = 1, 2, such that g1 has an attracting fixed point z0 in int(K(g2)),
and such that K(g2) ⊂ int(K(g1)). Since we assume F (G) ∩ Kˆ(G) = ∅,
we have z0 ∈ P ∗(G) ⊂ Kˆ(G) ⊂ J(G). Let J be the connected component
of J(G) containing z0. We now show J = {z0}. Suppose ♯J ≥ 2. Then
J(g1) ⊂ ∪n≥0g−n1 (J). Moreover, by Theorem 2.7-3, g−n1 J is connected for
each n ∈ N. Since g−n1 (J) ∩ J 6= ∅ for each n ∈ N, we see that ∪n≥0g−n1 (J) is
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connected. Combining this with z0 ∈ int(K(g2)), K(g2) ⊂ int(K(g1)), z0 ∈ J
and J(g1) ⊂ ∪n≥0g−n1 (J), we obtain ∪n≥0g−n1 (J)∩ J(g2) 6= ∅. Then it follows
that J(g1) and J(g2) are included in the same connected component of J(G).
This is a contradiction. Hence, we have shown J = {z0}. By statement 2, we
obtain {z0} = Jmin = P ∗(G). Let ϕ(z) := 1z−z0 and let G˜ := {ϕgϕ−1 | g ∈ G}.
Then G˜ ∈ Gdis. Moreover, since z0 ∈ J(G), we have that ∞ ∈ J(G˜). This
contradicts Lemma 4.10. Therefore, we must have that int(Kˆ(G)) 6= ∅.
Since ∂Kˆ(G) ⊂ Jmin (statement 2) and Kˆ(G) is bounded, it follows that
C \ Jmin is disconnected and ♯Jmin ≥ 2. Hence, ♯J ≥ 2 for each J ∈ J = Jˆ .
Now, let g ∈ G be an element with J(g)∩Jmin = ∅. we show Jmin 6= g∗(Jmin).
If Jmin = g
∗(Jmin), then g−1(Jmin) ⊂ Jmin. Since ♯Jmin ≥ 3, it follows that
J(g) ⊂ Jmin, which is a contradiction. Hence, Jmin 6= g∗(Jmin), and so
Jmin < g
∗(Jmin). Combined with Theorem 2.7-3, we obtain g−1(J(G))∩Jmin =
∅. Since g(Kˆ(G)) ⊂ Kˆ(G), we have g(int(Kˆ(G))) ⊂ int(Kˆ(G)). Suppose
g(∂Kˆ(G)) ∩ ∂Kˆ(G) 6= ∅. Then, since ∂Kˆ(G) ⊂ Jmin (statement 2), we ob-
tain g(Jmin) ∩ Jmin 6= ∅. This implies g−1(Jmin) ∩ Jmin 6= ∅, which contra-
dicts g−1(J(G)) ∩ Jmin = ∅. Hence, it must hold g(∂Kˆ(G)) ⊂ int(Kˆ(G)),
and so g(Kˆ(G)) ⊂ int(Kˆ(G)). Moreover, since g−1(J(G)) ∩ Jmin = ∅, we
have that g(Jmin) is a connected subset of F (G). Since ∂Kˆ(G) ⊂ Jmin and
g(∂Kˆ(G)) ⊂ int(Kˆ(G)), Proposition 2.18 implies that g(Jmin) must be con-
tained in int(Kˆ(G)).
By statement 4, g has a unique attracting fixed point zg in C. Then,
zg ∈ P ∗(G) ⊂ Kˆ(G). Hence, zg = g(zg) ∈ g(Kˆ(G)) ⊂ int(Kˆ(G)). Hence, we
have shown statement 5.
We now show statement 6. Since F∞(G) is simply connected (statement
1), we have ∪A∈AA ⊂ C. Suppose that there exist two distinct elements A1
and A2 in A such that A1 is included in the unbounded component of C\A2,
and such that A2 is included in the unbounded component of C\A1. For each
i = 1, 2, Let Ji ∈ J be the element that intersects the bounded component
of C \ Ai. Then, J1 6= J2. Since (J ,≤) is totally ordered (Theorem 2.7-1),
we may assume that J1 < J2. Then, it implies that A1 < J2 < A2, which is
a contradiction. Hence, (A,≤) is totally ordered. Therefore, we have proved
statement 6.
Thus, we have proved Theorem 2.19.
We now demonstrate Theorem 2.21.
Proof of Theorem 2.21: First, we show Theorem 2.21-1. If G ∈ Gcon, then
J(G) is uniformly perfect.
We now suppose that G ∈ Gdis. Let A be an annulus separating J(G).
Then A separates Jmin and Jmax. Let D be the unbounded component of C \
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Jmin and let U be the connected component of C\Jmax containing Jmin. Then
it follows that A ⊂ U ∩D. Since ♯Jmin > 1 and ∞ ∈ F (G) (Theorem 2.19),
we get that the doubly connected domain U ∩D satisfies mod (U ∩D) <∞.
Hence, we obtain mod A ≤ mod (U ∩D) <∞. Therefore, J(G) is uniformly
perfect.
If a point z0 ∈ J(G) is a superattracting fixed point of an element g ∈ G,
then, combining uniform perfectness of J(G) and [15, Theorem 4.1], it follows
that z0 ∈ int(J(G)). Thus, we have shown Theorem 2.21-1.
Next, we show Theorem 2.21-2. If G ∈ G and ∞ ∈ J(G), then by
Lemma 4.10, we obtain G ∈ Gcon. Moreover, Theorem 2.21-1 implies that
∞ ∈ int(J(G)). Therefore, we have shown Theorem 2.21-2.
We now show Theorem 2.21-3. Suppose that G ∈ Gdis. Let g ∈ G and let
z1 ∈ J(G) ∩ C with g(z1) = z1 and g′(z1) = 0. Then, z1 ∈ P ∗(G) ⊂ Kˆ(G).
By Theorem 2.19-2, we obtain z1 ∈ Jmin. Moreover, Theorem 2.21-1 implies
that z1 ∈ int(J(G)). Combining this and z1 ∈ Jmin, we obtain z1 ∈ int(Jmin).
By Theorem 2.19- 5b, we obtain J(g) ⊂ Jmin.
Hence, we have shown Theorem 2.21.
We now demonstrate Theorem 2.12-2.
Proof of Theorem 2.12-2: Suppose G ∈ Gdis. Then, by Lemma 4.10, we
obtain ∞ ∈ F (G). Hence, there exists a number R > 0 such that for each
g ∈ G, J(g) < ∂B(0, R). From Lemma 4.8, it follows that there exists a
constant C1 > 0 such that for each g ∈ G, −1deg(g)−1 log |a(g)| < C1. This
implies that there exists a constant C2 ∈ R such that
M(Ψ(G)) ⊂ [−∞, C1]. (20)
Moreover, by Theorem 2.19-5, we have that int(Kˆ(G)) 6= ∅. Let B be a closed
disc in int(Kˆ(G)). Then it must hold that for each g ∈ G, B < J(g). Hence,
by Lemma 4.8, there exists a constant C3 ∈ R such that for each g ∈ G,
C3 ≤ −1deg(g)−1 log |a(g)|. Therefore, we obtain
M(Ψ(G)) ⊂ [C3,+∞]. (21)
Combining (20) and (21), we obtain M(Ψ(G)) ⊂ R. Let C4 be a large num-
ber so that M(Ψ(G)) ⊂ D(0, C4). Since for each g ∈ G, the repelling fixed
point − 1
deg(g)−1 log |a(g)| of η(Ψ(g)) belongs to D(0, C4) ∩ R, we see that
for each z ∈ C \ D(0, C4), |η(Ψ(g))(z)| = | deg(g)(z − −1deg(g)−1 log |a(g)|) +
−1
deg(g)−1 log |a(g)|| ≥ deg(g)C4 − (deg(g) − 1)C4 = C4. It follows that ∞ ∈
F (η(Ψ(G))).Combining this and Theorem 3.2, we obtainM(Ψ(G)) = J(η(Ψ(G))),
if ♯(J(η(Ψ(G)))) ≥ 3.
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Suppose that ♯(J(η(Ψ(G)))) = 2. Let g ∈ G be an element and let b ∈ R
be the unique fixed point of Ψ(g) in R. Then, since ∞ ∈ F (η(Ψ(G))), there
exists a point c ∈ (J(η(Ψ(G)))∩C)\{b}. By Lemma 3.1-1, (η(Ψ(g)))−1(c) ∈
J(η(Ψ(G))) \ {b, c}. This contradicts ♯(J(η(Ψ(G)))) = 2. Hence it must hold
that ♯(J(η(Ψ(G)))) 6= 2.
Suppose that ♯(J(η(Ψ(G)))) = 1. Since M(Ψ(G)) ⊂ R and M(Ψ(G)) ∩
R ⊂ J(η(Ψ(G))), it follows that M(Ψ(G)) = J(η(Ψ(G))).
Therefore, we always have that M(Ψ(G)) = J(η(Ψ(G))). Thus, we have
proved Theorem 2.12-2.
We now demonstrate Theorem 2.12-3.
Proof of Theorem 2.12-3: By Theorem 2.12-1 and Theorem 2.12-2, the
statement holds.
We now demonstrate Proposition 2.22.
Proof of Proposition 2.22: First, we show statement 1. Let g ∈ Q1. We
show the following:
Claim 1: For any element J3 ∈ J with J1 ≤ J3, we have J1 ≤ g∗(J3).
To show this claim, let J ∈ J be an element with J(g) ⊂ J. We consider the
following two cases;
Case 1: J ≤ J3, and
Case 2: J1 ≤ J3 ≤ J.
Suppose that we have Case 1. Then, J1 ≤ J = g∗(J) ≤ g∗(J3). Hence,
the statement of Claim 1 is true.
Suppose that we have Case 2. If we have g∗(J3) < J3, then, we have
(gn)∗(J3) ≤ g∗(J3) < J3 ≤ J for each n ∈ N. Hence, inf{d(z, J) | z ∈
g−n(J3), n ∈ N} > 0. However, since J(g) ⊂ J and ♯J3 ≥ 3, we obtain a
contradiction. Hence, we must have J3 ≤ g∗(J3), which implies J1 ≤ J3 ≤
g∗(J3). Hence, we conclude that Claim 1 holds.
Now, let K1 := J(G)∩ (J1∪A1). Then, by Claim 1, we obtain g−1(K1) ⊂
K1, for each g ∈ Q1. From Lemma 3.1-6, it follows that J(H1) ⊂ K1. Hence,
we have shown statement 1.
Next, we show statement 2. Let g ∈ Q2. Then, by the same method as
that of the proof of Claim 1, we obtain the following.
Claim 2: For any element J4 ∈ J with J4 ≤ J2, we have g∗(J4) ≤ J2.
Now, let K2 := J(G)∩ (C \A2). Then, by Claim 2, we obtain g−1(K2) ⊂
K2, for each g ∈ Q2. From Lemma 3.1-6, it follows that J(H2) ⊂ K2. Hence,
we have shown statement 2.
Next, we show statement 3. By statements 1 and 2, we obtain J(H) ⊂
J(H1) ∩ J(H2) ⊂ K1 ∩K2 ⊂ (C \ A2) ∩ (J1 ∪ A1) ⊂ J1 ∪ (A1 \ A2).
Hence, we have proved Proposition 2.22.
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We now demonstrate Proposition 2.23.
Proof of Proposition 2.23: By Theorem 2.7 and Theorem 2.19, (J ,≤)
is totally ordered and there exists a maximal element Jmax and a minimal
element Jmin. Suppose that for any h ∈ Γ, J(h) ∩ Jmax = ∅. Then, since
♯Jmax ≥ 3 (Theorem 2.19-5a), we get that for any h ∈ Γ, h−1(Jmax)∩Jmax = ∅.
Combining it with Theorem 2.7-3, it follows that for any h ∈ Γ, h−1(J(G))∩
Jmax = ∅. However, since J(G) = ∪h∈Γh−1(J(G)) (Lemma 3.1-2), it causes a
contradiction. Hence, there must be an element h1 ∈ Γ such that J(h1) ⊂
Jmax.
By the same method as above, we can show that there exists an element
h2 ∈ Γ such that J(h2) ⊂ Jmin.
4.4 Proofs of results in 2.4
In this section, we prove results in 2.4.
We now prove Theorem 2.24.
Proof of Theorem 2.24: Combining the assumption and Theorem 2.7-3,
we get that for each h ∈ Γ and each j ∈ {1, . . . , n}, there exists a k ∈
{1, . . . , n} with h−1(Jj) ⊂ Jk. Hence,
h−1(∪nj=1Jj) ⊂ ∪nj=1Jj, for each h ∈ Γ. (22)
Moreover, by Theorem 2.19-5a, we obtain
♯(∪nj=1Jj) ≥ 3. (23)
Combining (22), (23), and Lemma 3.1-6, it follows that J(G) ⊂ ⋃nj=1 Jj.
Hence, J(G) = ∪nj=1Jj. Therefore, we have proved Theorem 2.24.
We now prove Proposition 2.25.
Proof of Proposition 2.25: Let n ∈ N with n > 1 and let ǫ be a number
with 0 < ǫ < 1
2
. For each j = 1, . . . , n, let αj(z) =
1
j
z2 and let βj(z) =
1
j
(z − ǫ)2 + ǫ.
For any large l ∈ N, there exists an open neighborhood U of {0, ǫ} with
U ⊂ {z | |z| < 1} and a open neighborhood V of (αl1, . . . , αln, βl1, . . . , βln) in
(Poly)2n such that for each (h1, . . . , h2n) ∈ V , we have ∪2nj=1hj(U) ⊂ U and
∪mj=1C(hj) ∩ C ⊂ U , where C(hj) denotes the set of all critical points of hj .
Then, by Remark 1.3, for each (h1, . . . , hm) ∈ V , 〈h1, . . . , h2n〉 ∈ G. If l is
large enough and V is so small, then, for each (h1, . . . , h2n) ∈ V , the set
Ij := J(hj) ∪ J(hj+n) is connected, for each j = 1, . . . , n, and we have:
(hi)
−1(Ij) ∩ Ii 6= ∅, (hi+n)−1(Ij) ∩ Ii 6= ∅, (24)
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for each (i, j). Furthermore, for a closed annulus A = {z | 1
2
≤ |z| ≤ n + 1},
if l ∈ N is large enough and V is so small, then for each (h1, . . . , hm) ∈ V ,
∪2nj=1(hj)−1(A) ⊂ int(A) and {(hj)−1(A) ∪ (hj+n)−1(A)}nj=1 are mutually dis-
joint. Combining it with Lemma 3.1-6 and Lemma 3.1-2, we get that for each
(h1, . . . , h2n) ∈ V , J(〈h1, . . . , h2n〉) ⊂ A and {Jj}nj=1 are mutually disjoint,
where Jj denotes the connected component of J(〈h1, . . . , h2n〉) containing
Ij = J(hj) ∪ J(hj+n). Combining it with (24) and Theorem 2.24, it follows
that for each (h1, . . . , h2n) ∈ V , the polynomial semigroup G = 〈h1, . . . , h2n〉
satisfies that ♯(JˆG) = n.
To prove Theorem 2.26, we need the following notation.
Definition 4.11.
1. Let X be a metric space. Let hj : X → X (j = 1, . . . , m) be a
continuous map. Let G = 〈h1, . . . , hm〉 be the semigroup generated by
{hj}. A non-empty compact subset L of X is said to be a backward
self-similar set with respect to {h1, . . . , hm} if
(a) L =
⋃m
j=1 h
−1
j (L) and
(b) g−1(z) 6= ∅ for each z ∈ L and g ∈ G.
For example, if G = 〈h1, . . . , hm〉 is a finitely generated rational semi-
group, then the Julia set J(G) is a backward self-similar set with respect
to {h1, . . . , hm}. (See Lemma 3.1-2.)
2. We set Σm := {1, . . . , m}N. For each x = (x1, x2, . . . , ) ∈ Σm, we set
Lx :=
⋂∞
j=1 h
−1
x1
· · ·h−1xj (L) ( 6= ∅).
3. For a finite word w = (w1, . . . , wk) ∈ {1 . . . , m}k, we set hw := hwk ◦
· · · ◦ hw1.
4. Under the notation of [24, page 110–page 115], for any k ∈ N, let Ωk =
Ωk(L, {h1, . . . , hm}) be the graph (one-dimensional simplicial complex)
whose vertex set is {1, . . . , m}k and that satisfies that mutually different
w1, w2 ∈ {1, . . . , m}k makes a 1-simplex if and only if ⋂2j=1 h−1wj (L) 6= ∅.
Let ϕk : Ωk+1 → Ωk be the simplicial map defined by:
(w1, . . . , wk+1) 7→ (w1, . . . , wk) for each (w1, . . . , wk+1) ∈ {1, . . . , m}k+1.
Then {ϕk : Ωk+1 → Ωk}k∈N makes an inverse system of simplicial maps.
5. Let C(|Ωk)|) be the set of all connected components of the realization
|Ωk| of Ωk. Let {(ϕk)∗ : C(|Ωk+1|)→ C(|Ωk|)}k∈N be the inverse system
induced by {ϕk}k.
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Notation: We fix an m ∈ N. We set W∗ := ∪∞k=1{1, . . . , m}k (disjoint
union) and W˜ := W∗ ∪ Σm (disjoint union). For an element x ∈ W˜, we
set |x| = k if x ∈ {1, . . . , m}k, and |x| = ∞ if x ∈ Σm. (This is called the
word length of x.) For any x ∈ W˜ and any j ∈ N with j ≤ |x|, we set
x|j := (x1, . . . xj) ∈ {1, . . . , m}j. For any x1 = (x11, . . . , x1p) ∈ W∗ and any
x2 = (x21, x
2
2, . . .) ∈ W˜, we set x1x2 := (x11, . . . , x1p, x21, x22, . . .) ∈ W˜ .
To prove Theorem 2.26, we need the following lemmas.
Lemma 4.12. Let L be a backward self-similar set with respect to {h1, . . . , hm}.
Then, for each k ∈ N, the map |ϕk| : |Ωk+1| → |Ωk| induced from ϕk : Ωk+1 →
Ωk is surjective. In particular, (ϕk)∗ : C(|Ωk+1|)→ C(|Ωk|) is surjective.
Proof. Let x1, x2 ∈ {1, . . . , m}k and suppose that {x1, x2} makes a 1-simplex
in Ωk. Then h
−1
x1
(L) ∩ h−1
x2
(L) 6= ∅. Since L = ∪mj=1h−1j (L), there exist x1k+1
and x2k+1 in {1, . . . , m} such that h−1x1 h−1x1
k+1
(L) ∩ h−1
x2
h−1
x2
k+1
(L) 6= ∅. Hence,
{x1x1k+1, x2x2k+1} makes a 1-simplex in Ωk+1. Hence the lemma holds.
Lemma 4.13. Let m ≥ 2 and let L be a backward self-similar set with respect
to {h1, . . . , hm}. Suppose that for each j with j 6= 1, h−11 (L)∩h−1j (L) = ∅. For
each k, let Ck ∈ C(|Ωk|) be the element containing (1, . . . , 1) ∈ {1, . . . , m}k.
Then, we have the following.
1. For each k ∈ N, Ck = {(1, . . . , 1)}.
2. For each k ∈ N, ♯(C(|Ωk|)) < ♯(C(|Ωk+1|)).
3. L has infinitely many connected components.
4. Let x := (1, 1, 1, . . .) ∈ Σm and x′ ∈ Σm an element with x 6= x′. Then,
for any y ∈ Lx and y′ ∈ Lx′, there exists no connected component A of
L such that y ∈ A and y′ ∈ A.
Proof. We show statement 1 by induction on k. We have C1 = {1}. Suppose
Ck = {(1, . . . , 1)}. Let w ∈ {1, . . . , m}k+1 ∩ Ck+1 be any element. Since
(ϕk)∗(Ck+1) = Ck, we have ϕk(w) = (1, . . . , 1) ∈ {1, . . . , m}k. Hence, w|k =
(1, . . . , 1) ∈ {1, . . . , m}k. Since h−11 (L) ∩ h−1j (L) = ∅ for each j 6= 1, we
obtain w = (1, . . . , 1) ∈ {1, . . . , m}k+1. Hence, the induction is completed.
Therefore, we have shown statement 1.
Since both (1, . . . 1, 1) ∈ {1, . . . , m}k+1 and (1, . . . , 1, 2) ∈ {1, . . . , m}k+1
are mapped to (1, . . . , 1) ∈ {1, . . . , m}k under ϕk, by statement 1 and Lemma 4.12,
we obtain statement 2. For each k ∈ N, we have
L =
∐
C∈C(|Ωk|)
⋃
w∈{1,...,m}k∩C
h−1w (L). (25)
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Hence, by statement 2, we conclude that L has infinitely many connected
components.
We now show statement 4. Let k0 := min{l ∈ N | x′l 6= 1}. Then,
by (25) and statement 1, we get that there exist compact sets B1 and B2
in L such that B1 ∩ B2 = ∅, B1 ∪ B2 = L, Lx ⊂ (hk01 )−1(L) ⊂ B1, and
Lx′ ⊂ h−1x′1 · · ·h
−1
x′
k0
(L) ⊂ B2. Hence, statement 4 holds.
We now demonstrate Theorem 2.26.
Proof of Theorem 2.26: By Theorem 2.19-1 or Remark 2.5, we have
Jˆ = J . Let J1 ∈ Jˆ be the element containing J(hm). By Theorem 2.1,
we must have J0 6= J1. Then, by Theorem 2.7-1, we have the following two
possibilities.
Case 1. J0 < J1.
Case 2. J1 < J0.
Suppose we have case 1. Then, by Proposition 2.23, we have that J0 =
Jmin and J1 = Jmax. Combining it with the assumption and Theorem 2.7-3,
we obtain
∪m−1j=1 h−1j (Jmax) ⊂ Jmin. (26)
By (26) and Theorem 2.7-3, we get
∪m−1j=1 h−1j (J(G)) ⊂ Jmin. (27)
Moreover, since J(hm) ∩ Jmin = ∅, Theorem 2.19-5b implies that
h−1m (J(G)) ∩ Jmin = ∅. (28)
Then, by (27) and (28), we get
h−1m (J(G)) ∩
(∪m−1j=1 h−1j (J(G))) = ∅. (29)
We now consider the backward self-similar set J(G) with respect to {h1, . . . , hm}.
By Lemma 3.1-2, we have
J(G) = ∪w∈Σm(J(G))w. (30)
Combining (29), Lemma 4.13, Lemma 3.8, and (30), we obtain
Jmax = (J(G))m∞ ⊃ J(hm), (31)
where we setm∞ := (m,m,m, . . .) ∈ Σm. Furthermore, by (29) and Lemma 4.13,
we get
♯(Jˆ ) ≥ ℵ0. (32)
52
Let x = (x1, x2, . . .) ∈ Σm be any element with x 6= m∞ and let l := min{s ∈
N | xs 6= m}. Then, by (27), we have
(J(G))x = ∩∞j=1h−1x1 · · ·h−1xj (J(G)) ⊂ (hl−1m )−1(Jmin). (33)
Combining (30) with (31) and (33), we obtain
J(G) = Jmax ∪
⋃
n∈N∪{0}
h−nm (Jmin). (34)
By (32) and (34), we get ♯(Jˆ ) = ℵ0. Moreover, combining (31), (34), Theo-
rem 2.19-4 and Theorem 2.19-5b, we get that for each J ∈ Jˆ with J 6= Jmax,
there exists no sequence {Cj}j∈N of mutually distinct elements of Jˆ such that
minz∈Cj d(z, J)→ 0 as j →∞. Furthermore, combining (31), Theorem 2.19-
4 and Theorem 2.19-5b, we obtain Jmax = (J(G))m∞ = J(hm). Hence, all
statements of Theorem 2.26 are true, provided that we have case 1.
We now assume case 2: J1 < J0. Then, by Proposition 2.23, we have that
J0 = Jmax and J1 = Jmin. By the same method as that of case 1, we obtain
Jmin = (J(G))m∞ ⊃ J(hm), (35)
J(G) = Jmin ∪
⋃
n∈N∪{0}
h−nm (Jmax), (36)
and
♯(Jˆ ) = ℵ0. (37)
Since J(hj) ⊂ J0, for each j = 1, . . . , m− 1, and J0 6= Jmin, Theorem 2.19-5b
implies that for each j = 1, . . . , m − 1, hj(J(hm)) ⊂ int(K(hm)). Hence, for
each j = 1, . . . , m, hj(K(hm)) ⊂ K(hm). Therefore, we have
int(K(hm)) ⊂ F (G). (38)
By (38) and (35), we obtain Jmin = (J(G))m∞ = J(hm). Moreover, by (35)
and (36), we get that for each J ∈ Jˆ with J 6= Jmin, there exists no sequence
{Cj}j∈N of mutually distinct elements of Jˆ such that minz∈Cj d(z, J)→ 0 as
j →∞. Hence, we have shown Theorem 2.26.
We now demonstrate Proposition 2.27.
Proof of Proposition 2.27: Let 0 < ǫ < 1
2
and let α1(z) := z
2, α2(z) :=
(z − ǫ)2 + ǫ, and α3(z) := 12z2. If we take a large l ∈ N, then there exists
an open neighborhood U of {0, ǫ} with U ⊂ {|z| < 1} and a neighborhood
V of (αl1, α
l
2, α
l
3) in (Poly)
3 such that for each (h1, h2, h3) ∈ V , we have
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∪3j=1hj(U) ⊂ U and ∪3j=1C(hj) ∩ C ⊂ U , where C(hj) denotes the set of
all critical points of hj. Then, by Remark 1.3, for each (h1, h2, h3) ∈ V ,
〈h1, h2, h3〉 ∈ G. Moreover, if we take an l large enough and V so small, then
for each (h1, h2, h3) ∈ V , we have that:
1. J(h1) < J(h3);
2. J(h1) ∪ J(h2) is connected;
3. h−1i (J(h3)) ∩ (J(h1) ∪ J(h2)) 6= ∅, for each i = 1, 2;
4. ∪3j=1h−1j (A) ⊂ A, where A = {z ∈ C | 12 ≤ |z| ≤ 3}; and
5. h−13 (A) ∩ (∪2j=1h−1i (A)) = ∅.
Combining statements 4 and 5 above, Lemma 3.1-6, and Lemma 3.1-2, we
get that for each (h1, h2, h3) ∈ V , J(〈h1, h2, h3〉) ⊂ A and J(〈h1, h2, h3〉) is
disconnected. Hence, for each (h1, h2, h3) ∈ V , we have 〈h1, h2, h3〉 ∈ Gdis.
Combining it with statements 2 and 3 above and Theorem 2.26, it follows
that J(h1)∪J(h2) ⊂ J0 for some J0 ∈ Jˆ〈h1,h2,h3〉, h−1j (J(h3))∩J0 6= ∅ for each
j = 1, 2, and ♯(Jˆ〈h1,h2,h3〉) = ℵ0, for each (h1, h2, h3) ∈ V. Since J(h1) < J(h3),
Theorem 2.26 implies that the connected component J0 should be equal to
Jmin(〈h1, h2, h3〉), and that Jmax(〈h1, h2, h3〉) = J(h3).
Thus, we have proved Proposition 2.27.
We now show Proposition 2.28.
Proof of Proposition 2.28: In fact, we show the following claim:
Claim: There exists a polynomial semigroup G = 〈h1, h2, h3〉 in G such that
all of the following hold.
1. ♯(Jˆ ) = ℵ0.
2. Jmin ⊃ J(h1) ∪ J(h2) and there exists a superattracting fixed point z0
of h1 with z0 ∈ int(Jmin).
3. Jmax = J(h3).
4. There exists a sequence {nj}j∈N of positive integers such that Jˆ =
{Jmin} ∪ {Jj | j ∈ N}, where Jj denotes the element of Jˆ with
h
−nj
3 (Jmin) ⊂ Jj .
5. For any J ∈ Jˆ with J 6= Jmax, there exists no sequence {Cj}j∈N of
mutually distinct elements of Jˆ such that minz∈Cj d(z, J)→ 0 as j →
∞.
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6. G is sub-hyperbolic: i.e., ♯(P (G) ∩ J(G)) < ∞ and P (G) ∩ F (G) is
compact.
To show the claim, let g1(z) be the second iterate of z 7→ z2 − 1. Let g2 be
a polynomial such that J(g2) = {z | |z| = 1} and g2(−1) = −1. Then, we
have g1(
√−1) = 3 ∈ Cˆ \ K(g1). Take a large, positive integer m1, and let
a := gm11 (
√−1). Then,
J(〈gm11 , g2〉) ⊂ {z | |z| < a}. (39)
Furthermore, since a > 1
2
+
√
5
2
, we have
(gm11 )
−1({z | |z| < a}) ⊂ {z | |z| < a}. (40)
Let g3 be a polynomial such that J(g3) = {z | |z| = a}. Since −1 is a
superattracting fixed point of gm11 and it belongs to J(g2), by [15, Theorem
4.1], we see that for any m ∈ N,
− 1 ∈ int(J(〈gm11 , gm2 〉)). (41)
Since J(g2) ∩ int(K(gm11 )) 6= ∅ and J(g2) ∩ F∞(gm11 ) 6= ∅, we can take an
m2 ∈ N such that
(gm22 )
−1({z | |z| = a}) ∩ J(〈gm11 , gm22 〉) 6= ∅ (42)
and
(gm22 )
−1({z | |z| < a}) ⊂ {z | |z| < a}. (43)
Take a small r > 0 such that
for each j = 1, 2, 3, gj({z | |z| ≤ r}) ⊂ {z | |z| < r}. (44)
Take an m3 such that
(gm33 )
−1({z | |z| = r}) ∩ (∪2j=1(gmjj )−1({z | |z| ≤ a})) = ∅ (45)
and
gm33 (−1) ∈ {z | |z| < r}. (46)
Let K := {z | r ≤ |z| ≤ a}. Then, by (40), (43), (44) and (45), we have
(g
mj
j )
−1(K) ⊂ K, for j = 1, 2, 3, and (gm33 )−1(K) ∩ (∪2j=1(gmjj )−1(K)) = ∅.
(47)
Let hj := g
mj
j , for each j = 1, 2, 3, and let G = 〈h1, h2, h3〉. Then, by (47)
and Lemma 3.1-6, we obtain:
J(G) ⊂ K and h−13 (J(G)) ∩ (∪2j=1h−1j (J(G))) = ∅. (48)
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Combining it with Lemma 3.1-2, it follows that J(G) is disconnected. Fur-
thermore, combining (44) and (46), we see G ∈ G, P (G) ∩ J(G) = {−1},
and that P (G) ∩ F (G) is compact. By Proposition 2.23, there exists a
j ∈ {1, 2, 3} with J(hj) ⊂ Jmin. Since J(G) ⊂ K ⊂ {z | |z| ≤ a} and
J(h3) = {z | |z| = a}, we have
J(h3) ⊂ Jmax. (49)
Hence, either J(h1) ⊂ Jmin or J(h2) ⊂ Jmin. Since J(h1)∪J(h2) is connected,
it follows that
J(h1) ∪ J(h2) ⊂ Jmin. (50)
Combining this with Theorem 2.7-3, we have h−1j (Jmin) ⊂ Jmin, for each
j = 1, 2. Hence,
J(〈h1, h2〉) ⊂ Jmin. (51)
Since
√−1 ∈ J(h2) and h1(
√−1) = a ∈ J(h3), we obtain
h−11 (J(h3)) ∩ Jmin 6= ∅. (52)
Similarly, by (42) and (51), we obtain
h−12 (J(h3)) ∩ Jmin 6= ∅. (53)
Combining (49), (52), (53), and Theorem 2.26, we obtain ♯(Jˆ ) = ℵ0, Jmax =
J(h3), J(G) = Jmax ∪
⋃
n∈N∪{0} h
−n
3 (Jmin), and that for any J ∈ Jˆ with
J 6= Jmax, there exists no sequence {Cj}j∈N of mutually distinct elements of
Jˆ such that minz∈Cj d(z, J)→ 0 as j →∞.
Moreover, by (41) and (51) (or by Theorem 2.21-3), the superattracting
fixed point −1 of h1 belongs to int(Jmin).
Hence, we have shown the claim.
Therefore, we have proved Proposition 2.28.
4.5 Proofs of results in 2.5
In this section, we prove results in section 2.5.
To prove results in 2.5, we need the following notations and lemmas.
Definition 4.14 ([32]). Let f : X × Cˆ→ X × Cˆ be a rational skew product
over g : X → X. Let N ∈ N. We say that a point (x0, y0) ∈ X× Cˆ belongs to
SHN(f) if there exists a neighborhood U of x0 in X and a positive number
δ such that for any x ∈ U , any n ∈ N, any xn ∈ g−n(x), and any con-
nected component V of (fxn,n)
−1(B(y0, δ)), deg(fxn,n : V → B(y0, δ)) ≤ N.
Moreover, we set UH(f) := (X × Cˆ) \ ∪N∈NSHN(f). We say that f is semi-
hyperbolic (along fibers) if UH(f) ⊂ F˜ (f).
56
Remark 4.15. Under the above notation, we have UH(f) ⊂ P (f).
Remark 4.16. Let Γ be a compact subset of Rat and let f : ΓN×Cˆ→ ΓN×Cˆ
be the skew product associated with Γ. Let G be the rational semigroup
generated by Γ. Then, by Lemma 3.5-1, it is easy to see that f is semi-
hyperbolic if and only if G is semi-hyperbolic. Similarly, it is easy to see that
f is hyperbolic if and only if G is hyperbolic.
Lemma 4.17. Let f : X × Cˆ → X × Cˆ be a polynomial skew product over
g : X → X such that for each ω ∈ X, d(ω) ≥ 2. Let x ∈ X be a point and
y0 ∈ Fx(f) a point. Suppose that there exists a strictly increasing sequence
{nj}j∈N of positive integers such that the sequence {fx,nj}j∈N converges to a
non-constant map around y0, and such that limj→∞ fnj(x, y0) exists. We set
(x∞, y∞) := limj→∞ fnj (x, y0). Then, there exists a non-empty bounded open
set V in C and a number k ∈ N such that {x∞} × ∂V ⊂ J˜(f) ∩ UH(f) ⊂
J˜(f) ∩ P (f), and such that for each j with j ≥ k, fx,nj(y0) ∈ V.
Proof. We set
V := {y ∈ Cˆ | ∃ǫ > 0, lim
i→∞
sup
j>i
sup
d(ξ,y)≤ǫ
d(fgni (x),nj−ni(ξ), ξ) = 0}.
Then, by [32, Lemma 2.13], we have {x∞} × ∂V ⊂ J˜(f) ∩ UH(f) ⊂ J˜(f) ∩
P (f). Moreover, since for each x ∈ X , fx,1 is a polynomial with d(x) ≥ 2,
Lemma 3.4-4 implies that there exists a ball B around∞ such that B ⊂ Cˆ\V.
From the assumption, there exists a number a > 0 and a non-constant
map ϕ : D(y0, a) → Cˆ such that fx,nj → ϕ as j → ∞, uniformly on
D(y0, a). Hence, d(fx,nj(y), fx,ni(y))→ 0 as i, j →∞, uniformly on D(y0, a).
Moreover, since ϕ is not constant, there exists a positive number ǫ such
that for each large i, fx,ni(D(y0, a)) ⊃ D(y∞, ǫ). Therefore, it follows that
d(fgni (x),nj−ni(ξ), ξ) → 0 as i, j → ∞ uniformly on D(y∞, ǫ). Thus, y∞ ∈ V.
Hence, there exists a number k ∈ N such that for each j ≥ k, fx,nj(y0) ∈ V.
Therefore, we have proved Lemma 4.17.
Remark 4.18. In [32, Lemma 2.13] and [35, Theorem 2.6], the sequence
(nj) of positive integers should be strictly increasing.
Lemma 4.19. Let Γ be a non-empty compact subset of Polydeg≥2. Let f :
ΓN × Cˆ → ΓN × Cˆ be the skew product associated with Γ. Let G be the
polynomial semigroup generated by Γ. Let γ ∈ ΓN be a point. Let y0 ∈ Fγ(f)
and suppose that there exists a strictly increasing sequence {nj}j∈N of positive
integers such that {fγ,nj}j∈N converges to a non-constant map around y0.
Moreover, suppose that G ∈ G. Then, there exists a number j ∈ N such that
fγ,nj (y0) ∈ int(Kˆ(G)).
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Proof. By Lemma 4.17, there exists a bounded open set V in C, a point
γ∞ ∈ ΓN, and a number j ∈ N such that {γ∞}×∂V ⊂ J˜(f)∩P (f), and such
that fγ,nj (y0) ∈ V. Then, we have ∂V ⊂ P ∗(G). Since g(P ∗(G)) ⊂ P ∗(G)
for each g ∈ G, the maximum principle implies that V ⊂ int(Kˆ(G)). Hence,
fγ,nj (y0) ∈ int(Kˆ(G)). Therefore, we have proved Lemma 4.19.
Lemma 4.20. Let G be a polynomial semigroup generated by a compact
subset Γ of Polydeg≥2. If a sequence {gn}n∈N of elements of G tends to a
constant w0 ∈ Cˆ locally uniformly on a domain V ⊂ Cˆ, then w0 ∈ P (G).
Proof. Since ∞ ∈ P (G), we may assume that w0 ∈ C. Suppose w0 ∈ C \
P (G). Then, there exists a δ > 0 such that B(w0, 2δ) ⊂ C\P (G). Let z0 ∈ V
be a point. Then, for each large n ∈ N, there exists a well-defined inverse
branch αn of g
−1
n on B(w0, 2δ) such that αn(gn(z0)) = z0. Let B := B(w0, δ).
Since Γ is compact, there exists a connected component F∞(G) of F (G)
containing ∞. Let C be a compact neighborhood of ∞ in F∞(G). Then, we
must have that there exists a number n0 such that αn(B) ∩ C = ∅ for each
n ≥ n0, since gn → ∞ uniformly on C as n → ∞, which follows from that
deg(gn) → ∞ and local degree at ∞ of gn tends to ∞ as n → ∞. Hence,
{αn|B}n≥n0 is normal in B. However, for a small ǫ so that B(z0, 2ǫ) ⊂ V , we
have gn(B(z0, ǫ)) → w0 as n → ∞, and this is a contradiction. Hence, we
must have that w0 ∈ P (G).
We now demonstrate Proposition 2.37-1, 2.37-2, and 2.37-3. (Proposi-
tion 2.37-4 will be proved after Theorem 2.41 is proved.)
Proof of Proposition 2.37-1, 2.37-2, and 2.37-3 : Since Γ \ Γmin is
not compact, there exists a sequence {hj}j∈N in Γ \ Γmin and an element
h∞ ∈ Γmin such that hj → h∞ as j → ∞. By Theorem 2.19-5b, for each
j ∈ N, hj(K(h∞)) is included in a connected component Uj of int(Kˆ(G)).
Let z1 ∈ int(Kˆ(G)) (⊂ int(K(h∞))) be a point. Then, h∞(z1) ∈ int(Kˆ(G))
and hj(z1) → h∞(z1) as j → ∞. Hence, we may assume that there ex-
ists a connected component U of int(Kˆ(G)) such that for each j ∈ N,
hj(K(h∞)) ⊂ U. Therefore, K(h∞) = h∞(K(h∞)) ⊂ U. Since U ⊂ K(h∞),
we obtain K(h∞) = U. Since U ⊂ int(K(h∞)) ⊂ U and U is connected, it
follows that int(K(h∞)) is connected. Moreover, we have U ⊂ int(K(h∞)) ⊂
int(U) ⊂ int(Kˆ(G)). Thus,
int(K(h∞)) = U. (54)
Furthermore, since
J(h∞) < J(hj) for each j ∈ N, (55)
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and hj → h∞ as j →∞, we obtain
J(hj)→ J(h∞) as j →∞, (56)
with respect to the Hausdorff topology. Combining that hj ∈ Γ \ Γmin for
each j ∈ N with Theorem 2.19-4, (54), (55), and (56), we see that for each
h ∈ Γmin, K(h) = K(h∞). Combining it with (54), (55) and (56), it follows
that statements 1 and 2 in Proposition 2.37 hold.
We now show that statement 3 holds. Let γ ∈ ΓN and let y0 ∈ int(Kγ(f))
be a point. Suppose that there exists a strictly increasing sequence {nj}j∈N
of positive integers such that fγ,nj tends to a non-constant map as j → ∞
around y0. Then, by Lemma 4.19, there exists a number k ∈ N such that
fγ,nk(y0) ∈ int(Kˆ(G)). Hence, the sequence {fσnk (γ),nk+j−nk}j∈N converges to
a non-constant map around y1 := fγ,nk(y0) ∈ int(Kˆ(G)). However, combining
Theorem 2.19-5b and statements 1 and 2 in Proposition 2.37, we have that for
each h ∈ Γ, h : int(Kˆ(G))→ int(Kˆ(G)) is a contraction map with respect to
the hyperbolic distance on int(Kˆ(G)). This causes a contradiction. Therefore,
statement 3 in Proposition 2.37 holds.
Thus, we have proved Proposition 2.37-1, 2.37-2, and 2.37-3.
We now demonstrate Theorem 2.40-1 and Theorem 2.40-2.
Proof of Theorem 2.40-1 and Theorem 2.40-2: First, we will show the
following claim.
Claim 1. Let γ ∈ R(Γ,Γ \Γmin). Then, for any point y0 ∈ Fγ(f), there exists
no non-constant limit function of {fγ,n}n∈N around y0.
To show this claim, by Proposition 2.37-3, we may assume that Γ \ Γmin
is compact. Suppose that there exists a strictly increasing sequence {nj}j∈N
of positive integers such that fγ,nj tends to a non-constant map as j → ∞
around y0. By Lemma 4.19, there exists a number k ∈ N such that fγ,nk(y0) ∈
int(Kˆ(G)). Hence, we get that the sequence {fσnk (γ),nk+j−nk}j∈N converges to
a non-constant map around the point y1 := fγ,nk(y0) ∈ int(Kˆ(G)). However,
since we are assuming that Γ \ Γmin is compact, Theorem 2.19-5b implies
that ∪h∈Γ\Γminh(Kˆ(G)) is a compact subset of int(Kˆ(G)), which implies that
if we take the hyperbolic metric for each connected component of int(Kˆ(G)),
then there exists a constant 0 < c < 1 such that for each z ∈ int(Kˆ(G)) and
each h ∈ Γ \ Γmin, we have ‖h′(z)‖ ≤ c, where ‖ · ‖ denotes the norm of the
derivative measured from the hyperbolic metric on the connected component
W1 of int(Kˆ(G)) containing z to that of the connected component W2 of
int(Kˆ(G)) containing h(z). This causes a contradiction, since we have that
γ ∈ R(Γ,Γ \ Γmin) and the sequence {fσnk (γ),nk+j−nk}j∈N converges to a non-
constant map around the point y1 ∈ int(Kˆ(G)). Hence, we have shown Claim
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1.
Next, let S be a non-empty compact subset of Γ\Γmin and let γ ∈ R(Γ, S).
We show the following claim.
Claim 2. For each point y0 in each bounded component of Fγ(f), there exists
a number n ∈ N such that fγ,n(y0) ∈ int(Kˆ(G)).
To show this claim, suppose that there exists no n ∈ N such that fγ,n(y0) ∈
int(Kˆ(G)), and we will deduce a contradiction. By Claim 1, {fγ,n}n∈N has
only constant limit functions around y0. Moreover, if a point w0 ∈ C is a
constant limit function of {fγ,n}n∈N, then by Lemma 4.20, we must have
w0 ∈ P ∗(G) ⊂ Kˆ(G). Since we are assuming that there exists no n ∈ N such
that fγ,n(y0) ∈ int(Kˆ(G)), it follows that w0 ∈ ∂Kˆ(G). Combining it with
Theorem 2.19-2, we obtain w0 ∈ ∂Kˆ(G) ⊂ Jmin. From this argument, we get
that
d(fγ,n(y0), Jmin)→ 0, as n→∞. (57)
However, since γ belongs to R(Γ, S), the above (57) implies that the sequence
{fγ,n(y0)}n∈N accumulates in the compact set ∪h∈Sh−1(Jmin), which is apart
from Jmin, by Theorem 2.19-5b. This contradicts (57). Hence, we have shown
that Claim 2 holds.
Next, we show the following claim.
Claim 3. There exists exactly one bounded component Uγ of Fγ(f).
To show this claim, we take an element h ∈ Γmin (Note that Γmin 6= ∅,
by Proposition 2.23). We write the element γ as γ = (γ1, γ2, . . .). For any
l ∈ N with l ≥ 2, let sl ∈ N be an integer with sl > l such that γsl ∈ S.
We may assume that for each l ∈ N, sl < sl+1. For each l ∈ N, let γl :=
(γ1, γ2, . . . , γsl−1, h, h, h, . . .) ∈ ΓN and γ˜l := σsl−1(γ) = (γsl, γsl+1, . . .) ∈ ΓN.
Moreover, let ρ := (h, h, h, . . .) ∈ ΓN. Since h ∈ Γmin, we have
Jρ(f) = J(h) ⊂ Jmin. (58)
Moreover, since γsl does not belong to Γmin, combining it with Theorem 2.19-
5b we obtain γ−1sl (J(G)) ∩ Jmin = ∅. Hence, we have that for each l ∈ N,
Jγ˜l(f) = γ
−1
sl
(Jσsl (γ)(f)) ⊂ γ−1sl (J(G)) ⊂ Cˆ \ Jmin. (59)
Combining (58), (59), and Lemma 3.9, we obtain
Jρ(f) < Jγ˜l(f), (60)
which implies
Jγl(f) = (fγ,sl−1)
−1(Jρ(f)) < (fγ,sl−1)
−1(Jγ˜l(f)) = Jγ(f). (61)
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From Lemma 3.9 and (61), it follows that there exists a bounded component
Uγ of Fγ(f) such that for each l ∈ N with l ≥ 2,
Jγl(f) ⊂ Uγ . (62)
We now suppose that there exists a bounded component V of Fγ(f) with
V 6= Uγ , and we will deduce a contradiction. Under the above assumption,
we take a point y ∈ V. Then, by Claim 2, we get that there exists a number
l ∈ N such that fγ,l(y) ∈ int(Kˆ(G)). Since sl > l, we obtain fγ,sl−1(y) ∈
int(Kˆ(G)) ⊂ K(h), where, h ∈ Γmin is the element which we have taken
before. By (60), we have that there exists a bounded component B of Fγ˜l(f)
containing K(h). Hence, we have fγ,sl−1(y) ∈ B. Since the map fγ,sl−1 : V →
B is surjective, it follows that V ∩ ((fγ,sl−1)−1(J(h))) 6= ∅. Combined with
(fγ,sl−1)
−1(J(h)) = (fγl,sl−1)
−1(J(h)) = Jγl(f), we obtain V ∩ Jγl(f) 6= ∅.
However, this causes a contradiction, since we have (62) and Uγ ∩ V = ∅.
Hence, we have shown Claim 3.
Next, we show the following claim.
Claim 4. ∂Uγ = ∂Aγ(f) = Jγ(f).
To show this claim, since Uγ = int(Kγ(f)), Lemma 3.4-5 implies that
∂Uγ = Jγ(f). Moreover, by Lemma 3.4-4, we have ∂Aγ(f) = Jγ(f). Thus,
we have shown Claim 4.
We now show the following claim.
Claim 5. Jˆγ(f) = Jγ(f) and the map ω 7→ Jω(f) is continuous at γ with
respect to the Hausdorff topology in the space of non-empty compact subsets
of Cˆ.
To show this claim, suppose that there exists a point z with z ∈ Jˆγ(f) \
Jγ(f). Since Jˆγ(f)\Jγ(f) is included in the union of bounded components of
Fγ(f), combining it with Claim 2, we get that there exists a number n ∈ N
such that fγ,n(z) ∈ int(Kˆ(G)) ⊂ F (G). However, since z ∈ Jˆγ(f), we must
have that fγ,n(z) = πCˆ(f
n
γ (z)) ∈ πCˆ(J˜(f)) = J(G). This is a contradiction.
Hence, we obtain Jˆγ(f) = Jγ(f). Combining it with Lemma 3.4-2, it follows
that ω 7→ Jω(f) is continuous at γ. Therefore, we have shown Claim 5.
Combining all Claims 1, . . . , 5, it follows that statements 1, 2a, 2b, and
2c in Theorem 2.40 hold.
We now show statement 2d. Let γ ∈ R(Γ, S) be an element. Suppose
that m2(Jγ(f)) > 0, where m2 denotes the 2-dimensional Lebesgue measure.
Then, there exists a Lebesgue density point b ∈ Jγ(f) so that
lim
s→0
m2 (D(b, s) ∩ Jγ(f))
m2(D(b, s))
= 1. (63)
Since γ belongs to R(Γ, S), there exists an element γ∞ ∈ S and a sequence
{nj}j∈N of positive integers such that nj → ∞ and γnj → γ∞ as j → ∞,
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and such that for each j ∈ N, γnj ∈ S. We set bj := fγ,nj−1(b), for each
j ∈ N. We may assume that there exists a point a ∈ C such that bj → a
as j → ∞. Since γnj(bj) = fγ,nj(b) = πCˆ(fnjγ (γ, b)) ∈ πCˆ(J˜(f)) = J(G), we
obtain a ∈ γ−1∞ (J(G)). Moreover, by Theorem 2.19-5b, we obtain
a ∈ γ−1∞ (J(G)) ⊂ C \ Jmin. (64)
Combining it with Theorem 2.19-2, it follows that
r := de(a, P (G)) > 0. (65)
Let ǫ be arbitrary number with 0 < ǫ < r
10
. We may assume that for each
j ∈ N, we have bj ∈ D(a, ǫ2). For each j ∈ N, let ϕj be the well-defined
inverse branch of (fγ,nj−1)
−1 on D(a, r) such that ϕj(bj) = b. Let Vj :=
ϕj(D(bj, r − ǫ)), for each j ∈ N. We now show the following claim.
Claim 6. diam Vj → 0, as →∞.
To show this claim, suppose that this is not true. Then, there ex-
ists a strictly increasing sequence {jk}k∈N of positive integers and a pos-
itive constant κ such that for each k ∈ N, diam Vjk ≥ κ. From Koebe
distortion theorem, it follows that there exists a positive constant c0 such
that for each k ∈ N, Vjk ⊃ D(b, c0). This implies that for each k ∈ N,
fγ,vk(D(b, c0)) ⊂ D(bjk , r − ǫ), where vk := njk − 1. Since vk → ∞ as
k → ∞ and fγ′,n|F∞(G) → ∞ for any γ′ ∈ ΓN, it follows that for any n ∈ N,
fγ,n(D(b, c0)) ⊂ (Cˆ \ F∞(G)), which implies that b ∈ Fγ(f). However, it
contradicts b ∈ Jγ(f). Hence, Claim 6 holds.
Combining Koebe distortion theorem and Claim 6, we see that there exist
a constantK > 0 and two sequences {rj}j∈N and {Rj}j∈N of positive numbers
such that K ≤ rj
Rj
< 1 and D(b, rj) ⊂ Vj ⊂ D(b, Rj) for each j ∈ N, and such
that Rj → 0 as j →∞. From (63), it follows that
lim
j→∞
m2 (Vj ∩ Fγ(f))
m2(Vj)
= 0. (66)
For each j ∈ N, let ψj : D(0, 1)→ ϕj(D(a, r)) be a biholomorphic map such
that ψj(0) = b. Then, there exists a constant 0 < c1 < 1 such that for each
j ∈ N,
ψ−1j (Vj) ⊂ D(0, c1). (67)
Combining it with (66) and Koebe distortion theorem, it follows that
lim
j→∞
m2
(
ψ−1j (Vj ∩ Fγ(f))
)
m2(ψ
−1
j (Vj))
= 0. (68)
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Since ϕ−1j (ψj(D(0, 1)) ⊂ D(a, r) for each j ∈ N, combining (67) and Cauchy’s
formula yields that there exists a constant c2 > 0 such that for any j ∈ N,
|(fγ,nj−1 ◦ ψj)′(z)| ≤ c2 on ψ−1j (Vj). (69)
Combining (68) and (69), we obtain
m2
(
D(bj , r − ǫ) ∩ Fσnj−1(γ)(f)
)
m2(D(bj, r − ǫ)) =
m2
(
(fγ,nj−1 ◦ ψj)(ψ−1j (Vj ∩ Fγ(f)))
)
m2(D(bj , r − ǫ))
=
∫
ψ−1j (Vj∩Fγ(f))
|(fγ,nj−1 ◦ ψj)′(z)|2 dm2(z)
m2(ψ
−1
j (Vj))
· m2(ψ
−1
j (Vj))
m2(D(bj , r − ǫ)) → 0,
as j →∞. Hence, we obtain
lim
j→∞
m2
(
D(bj, r − ǫ) ∩ Jσnj−1(γ)(f)
)
m2(D(bj, r − ǫ)) = 1.
Since J
σ
nj−1(γ)(f) ⊂ J(G) for each j ∈ N, and bj → a as j → ∞, it follows
that
m2(D(a, r − ǫ) ∩ J(G))
m2(D(a, r − ǫ)) = 1.
This implies that D(a, r − ǫ) ⊂ J(G). Since this is valid for any ǫ, we must
have that D(a, r) ⊂ J(G). It follows that the point a belongs to a connected
component J of J(G) such that J ∩ P ∗(G) 6= ∅. However, Theorem 2.19-2
implies that the component J is equal to Jmin, which causes a contradiction
since we have (64). Hence, we have shown statement 2d in Theorem 2.40-2.
Therefore, we have proved Theorem 2.40-1 and Theorem 2.40-2.
In order to demonstrate Theorem 2.40-3, we need the following result.
Theorem 4.21. (Uniform fiberwise quasiconformal surgery) Let f :
X × Cˆ → X × Cˆ be a polynomial skew product over g : X → X such that
for each x ∈ X, d(x) ≥ 2. Suppose that f is hyperbolic and that π
Cˆ
(P (f)) \
{∞} is bounded in C. Moreover, suppose that for each x ∈ X, int(Kx(f)) is
connected. Then, there exists a constant K such that for each x ∈ X, Jx(f)
is a K-quasicircle.
Proof. Step 1: By [32, Theorem 2.14-(4)], the map x 7→ Jx(f) is contin-
uous with respect to the Hausdorff topology. Hence, there exists a posi-
tive constant C1 such that for each x ∈ X, inf{d(a, b) | a ∈ Jx(f), b ∈
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π−1({x}) ∩ P ∗(f)} > C1, where P ∗(f) := P (f) \ π−1
Cˆ
({∞}), and d(·, ·) de-
notes the spherical distance, under the canonical identification π−1({x}) ∼= Cˆ.
Moreover, from the assumption, we have that for each x ∈ X , int(Kx(f)) 6= ∅.
Since X is compact, it follows that for each x ∈ X, there exists an analytic
Jordan curve ζx in K
x(f) ∩ F x(f) such that:
1. π−1({x})∩P ∗(f) is included in the bounded component Vx of π−1({x})\
ζx;
2. infz∈ζx d(z, J
x(f) ∪ (π−1({x}) ∩ P ∗(f))) ≥ C2, where C2 is a positive
constant independent of x ∈ X ; and
3. there exist finitely many Jordan curves ξ1, . . . , ξk in C such that for
each x ∈ X , there exists a j with π
Cˆ
(ζx) = ξj.
Step 2: By [35, Corollary 2.7], there exists an n ∈ N such that for each x ∈
X, Wx := (f
n
x )
−1(Vgn(x)) ⊃ Vx, inf{d(a, b) | a ∈ ∂Wx, b ∈ ∂Vx, x ∈ X} > 0,
and mod (Wx \ Vx) ≥ C3, where C3 is a positive constant independent of
x ∈ X. In order to prove the theorem, since Jx(fn) = Jx(f) for each x ∈ X ,
replacing f : X × Cˆ → X × Cˆ by fn : X × Cˆ → X × Cˆ, we may assume
n = 1.
Step 3: For each x ∈ X , let ϕx : π−1({x}) \ Vx → π−1({x}) \ D(0, 12) be
a biholomorphic map such that ϕx(x,∞) = (x,∞), under the canonical
identification π−1({x}) ∼= Cˆ. We see that ϕx extends analytically over ∂Vx =
ζx. For each x ∈ X , we define a quasi-regular map hx : π−1({x}) ∼= Cˆ →
π−1({g(x)}) ∼= Cˆ as follows:
hx(z) :=


ϕg(x)fxϕ
−1
x (z), if z ∈ ϕx(π−1({x}) \Wx),
zd(x), if z ∈ D(0, 1
2
),
h˜x(z), if z ∈ ϕx(Wx \ Vx),
where h˜x : ϕx(Wx \ Vx) → D(0, 12) \D(0, (12)d(x)) is a regular covering and a
K0-quasiregular map with dilatation constant K0 independent of x ∈ X.
Step 4: For each x ∈ X , we define a Beltrami differential µx(z)dzdz on π−1({x}) ∼=
Cˆ as follows:

∂z h˜x
∂z h˜x
dz
dz
, if z ∈ ϕx(Wx \ Vx),
(hgm(x) · · ·hx)∗(∂z h˜gm(x)∂z h˜gm(x)
dz
dz
), if z ∈ (hgm(x) · · ·hx)−1(ϕgm(x)(Wgm(x) \ Vgm(x))),
0, otherwise.
Then, there exists a constant k with 0 < k < 1 such that for each x ∈
X, ‖µx‖∞ ≤ k. By the construction, we have h∗x(µg(x) dzdz ) = µx dzdz , for each
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x ∈ X. By the measurable Riemann mapping theorem ([17, page 194]), for
each x ∈ X , there exists a quasiconformal map ψx : π−1({x}) → π−1({x})
such that ∂zψx = µx∂zψx, ψx(0) = 0, ψx(1) = 1, and ψx(∞) =∞, under the
canonical identification π−1({x}) ∼= Cˆ. For each x ∈ X , let hˆx := ψg(x)hxψ−1x :
π−1({x})→ π−1({g(x)}). Then, hˆx is holomorphic on π−1({x}). By the con-
struction, we see that hˆx(z) = c(x)z
d(x), where c(x) = ψg(x)hxψ
−1
x (1) =
ψg(x)hx(1). Moreover, by the construction again, we see that there exists a
positive constant C4 such that for each x ∈ X, 1C4 ≤ |hx(1)| ≤ C4. Fur-
thermore, [17, Theorem 5.1 in page 73] implies that under the canonical
identification π−1({x}) ∼= Cˆ, the family {ψ−1x }x∈X is normal in Cˆ. There-
fore, it follows that there exists a positive constant C5 such that for each
x ∈ X, 1
C5
≤ |c(x)| ≤ C5. Let J˜x be the set of non-normality of the se-
quence {hˆgm(x) · · · hˆx}m∈N in π−1({x}) ∼= Cˆ. Since hˆx(z) = c(x)zd(x) and
1
C5
≤ |c(x)| ≤ C5 for each x ∈ X , we get that for each x ∈ X , J˜x
is a round circle. Moreover, [17, Theorem 5.1 in page 73] implies that
{ψx}x∈X and {ψ−1x }x∈X are normal in Cˆ (under the canonical identification
π−1({x}) ∼= Cˆ). Combining it with [35, Corollary 2.7], we see that for each
x ∈ X , Jx(f) = ϕ−1x (ψ−1x (J˜x)), and it follows that there exists a constant K
such that for each x ∈ X, Jx(f) is a K-quasicircle.
Thus, we have proved Theorem 4.21.
Remark 4.22. Theorem 4.21 generalizes a result in [23, THE´ORE`ME 5.2],
where O. Sester investigated hyperbolic polynomial skew products f : X ×
Cˆ→ X × Cˆ such that for each x ∈ X , d(x) = 2.
We now demonstrate Theorem 2.40-3.
Proof of Theorem 2.40-3: First, we remark that the subset WS,p of Γ
N is
a σ-invariant compact set. Hence, f : WS,p × Cˆ→WS,p × Cˆ is a polynomial
skew product over σ : WS,p → WS,p. Suppose that J˜(f) ∩ P (f) 6= ∅ and
let (γ, y) ∈ J˜(f) ∩ P (f) be a point. Then, since the point γ = (γ1, γ2, . . .)
belongs to WS,p, there exists a number j ∈ N such that γj ∈ S. Combining
it with Theorem 2.19-5b and Theorem 2.19-2, we have γ−1j (J(G)) ⊂ C \
Kˆ(G) ⊂ C\P (G). Moreover, we have that π
Cˆ
(f
j−1
γ (γ, y)) = πCˆ(f
j−1
γ (γ, y)) ∈
Jσj−1(γ)(f) = γ
−1
j
(
Jσj(γ)(f)
) ⊂ γ−1j (J(G)). Hence, we obtain
π
Cˆ
(f
j−1
γ (γ, y)) ∈ C \ P (G). (70)
However, since (γ, y) ∈ P (f), we have that π
Cˆ
(f
j−1
γ (γ, y)) ∈ πCˆ(P (f)) ⊂
P (G), which contradicts (70). Hence, we must have that J˜(f) ∩ P (f) = ∅.
Therefore, f : WS,p× Cˆ→ WS,p× Cˆ is a hyperbolic polynomial skew product
over the shift map σ :WS,p →WS,p.
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Combining this with Theorem 2.40-2a and Theorem 4.21, we conclude
that there exists a constant KS,p ≥ 1 such that for each γ ∈ WS,p, Jγ(f) is
a KS,p-quasicircle. Moreover, by Theorem 2.40-2c, we have Jγ(f) = Jγ(f) =
Jˆγ(f).
Hence, we have shown Theorem 2.40-3.
To demonstrate Theorem 2.41, we need the following.
Lemma 4.23. Let G be a polynomial semigroup generated by a non-empty
compact set Γ in Polydeg≥2. Suppose that G ∈ Gdis. Then, we have Kˆ(Gmin,Γ) =
Kˆ(G).
Proof. Since Gmin,Γ ⊂ G, we have Kˆ(G) ⊂ Kˆ(Gmin,Γ). Moreover, it is easy
to see Kˆ(Gmin,Γ) = ∩g∈Gmin,ΓK(g). Let g ∈ Gmin,Γ and h ∈ Γ \ Γmin. For
each α ∈ Γmin, we have α−1(Jmin(G)) ⊂ Jmin(G). Since ♯(Jmin(G)) ≥ 3
(Theorem 2.19-5a), Lemma 3.1-6 implies that J(g) ⊂ Jmin(G). Hence, from
Theorem 2.19-5b, it follows that
h(J(g)) ⊂ int(Kˆ(G)) ⊂ int(Kˆ(g)). (71)
Since J(g) is connected and each connected component of int(K(g)) is simply
connected, the above (71) implies that h(K(g)) ⊂ K(g). Hence, we obtain
h(Kˆ(Gmin,Γ)) = h(∩g∈Gmin,ΓK(g)) ⊂ ∩g∈Gmin,ΓK(g) = Kˆ(Gmin,Γ). Combined
with that α(Kˆ(Gmin,Γ)) ⊂ Kˆ(Gmin,Γ) for each α ∈ Γmin, it follows that for
each β ∈ G, β(Kˆ(Gmin,Γ)) ⊂ Kˆ(Gmin,Γ). Therefore, we obtain Kˆ(Gmin,Γ) ⊂
Kˆ(G). Thus, it follows that Kˆ(Gmin,Γ) = Kˆ(G).
Definition 4.24. Let G be a rational semigroup and N a positive integer.
We denote by SHN(G) the set of points z ∈ Cˆ satisfying that there exists a
positive number δ such that for each g ∈ G, deg(g : V → B(z, δ)) ≤ N , for
each connected component V of g−1(B(z, δ)). Moreover, we set UH(G) :=
Cˆ \ ∪N∈NSHN(G).
Lemma 4.25. Let G be a polynomial semigroup generated by a compact
subset Γ of Polydeg≥2. Suppose that G ∈ Gdis and that Γ\Γmin is not compact.
Moreover, suppose that (a) in Proposition 2.37-2 holds. Then, there exists
an open neighborhood U of Γmin in Γ and an open set U in int(Kˆ(G)) with
U ⊂ int(Kˆ(G)) such that:
1. ∪h∈Uh(U) ⊂ U ;
2. ∪h∈UCV ∗(h) ⊂ U , and
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3. denoting by H the polynomial semigroup generated by U , we have that
P ∗(H) ⊂ int(Kˆ(G)) ⊂ F (H) and that H is hyperbolic.
Proof. Let h0 ∈ Γmin be an element. Let E := {ψ(z) = az+ b | a, b ∈ C, |a| =
1, ψ(J(h0)) = J(h0)}. Then, by [2], E is compact in Poly. Moreover, by [2],
we have the following two claims:
Claim 1: If J(h0) is a round circle with the center b0 and radius r, then
E = {ψ(z) = a(z − b0) + b0 | |a| = r}.
Claim 2: If J(h0) is not a round circle, then ♯E <∞.
Let z0 be the unique attracting fixed point of h0 in C. Let g ∈ Gmin,Γ. By
[2], for each n ∈ N, there exists an ψn ∈ E such that hn0g = ψnghn0 . Hence,
for each n ∈ N, hn0g(z0) = ψnghn0 (z0) = ψng(z0). Combining it with Claim 1
and Claim 2, it follows that there exists an n ∈ N such that hn0 (g(z0)) = z0.
For this n, g(z0) = ψ
−1
n (h
n
0 (g(z0))) = ψ
−1
n (z0) ∈ ∪ψ∈Eψ(z0). Combining it
with Claim 1 and Claim 2 again, we see that the set C := ∪g∈Gmin,Γ{g(z0)}
is a compact subset of int(Kˆ(G)). Let dH be the hyperbolic distance on
int(Kˆ(G)). Let R > 0 be a large number such that setting U := {z ∈
int(Kˆ(G)) | mina∈C dH(z, a) < R}, we have ∪h∈ΓminCV ∗(h) ⊂ U. Then, for
each h ∈ Γmin, h(U) ⊂ U. Therefore, there exists an open neighborhood
U of Γmin in Γ such that ∪h∈Uh(U) ⊂ U , and such that ∪h∈UCV ∗(h) ⊂
U. Let H be the polynomial semigroup generated by U . From the above
argument, we obtain P ∗(H) = ∪g∈HCV ∗(g) ⊂ ∪g∈H∪{Id}g (∪h∈UCV ∗(h)) ⊂
∪g∈H∪{Id}g(U) ⊂ U ⊂ int(Kˆ(G)) ⊂ F (H). Hence, H is hyperbolic. Thus, we
have proved Lemma 4.25.
We now demonstrate Theorem 2.41.
Proof of Theorem 2.41: Suppose that Gmin,Γ is semi-hyperbolic. We will
consider the following two cases:
Case 1: Γ \ Γmin is compact.
Case 2: Γ \ Γmin is not compact.
Suppose that we have Case 1. Since UH(Gmin,Γ) ⊂ P (Gmin,Γ), Gmin,Γ ∈ G,
and Gmin,Γ is semi-hyperbolic, we obtain UH(Gmin,Γ) ∩ C ⊂ F (Gmin,Γ) ∩
Kˆ(Gmin,Γ) =int(Kˆ(Gmin,Γ)). By Lemma 4.23, we have Kˆ(Gmin,Γ) = Kˆ(G).
Hence, we obtain
UH(Gmin,Γ) ∩ C ⊂ int(Kˆ(G)) ⊂ C \ Jmin(G). (72)
Therefore, there exists a positive integer N and a positive number δ such
that for each z ∈ Jmin(G) and each h ∈ Gmin,Γ, we have
deg(h : V → D(z, δ)) ≤ N, (73)
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for each connected component V of h−1(D(z, δ)).Moreover, combining Theo-
rem 2.19-5b and Theorem 2.19-2, we obtain ∪α∈Γ\Γminα−1(Jmin(G))∩P ∗(G) =
∅. Hence, there exists a number δ1 such that for each
z ∈ ∪α∈Γ\Γminα−1(Jmin(G)) and each β ∈ G ∪ {Id},
deg(β : W → D(z, δ1)) = 1, (74)
for each connected component W of β−1(D(z, δ1)). For this δ1, there exists a
number δ2 > 0 such that for each z ∈ Jmin(G) and each α ∈ Γ \ Γmin,
diam B ≤ δ1, deg(α : B → D(z, δ2)) ≤ max{deg(α) | α ∈ Γ \ Γmin} (75)
for each connected component B of α−1(D(z, δ2)). Furthermore, by [32,
Lemma 1.10] (or [33]), we have that there exists a constant 0 < c < 1
such that for each z ∈ Jmin(G), each h ∈ Gmin,Γ ∪ {Id}, and each connected
component V of h−1(D(z, cδ)),
diam V ≤ δ2. (76)
Let g ∈ G be any element.
Suppose that g ∈ Gmin,Γ. Then, by (73), for each z ∈ Jmin(G), we
have deg(g : V → D(z, cδ)) ≤ N , for each connected component V of
g−1(D(z, cδ)).
Suppose that g is of the form g = h ◦ α ◦ g0, where h ∈ Gmin,Γ ∪ {Id},
α ∈ Γ \ Γmin, and g0 ∈ G ∪ {Id}. Then, combining (74), (75), and (76), we
get that for each z ∈ Jmin(G), deg(g : W → D(z, cδ)) ≤ N · max{deg(α) |
α ∈ Γ \ Γmin}, for each connected component W of g−1(D(z, cδ)).
From the above argument, we see that Jmin(G) ⊂ SHN ′(G), where N ′ :=
N · max{deg(α) | α ∈ Γ \ Γmin}. Moreover, by Theorem 2.19-2, we see that
for any point z ∈ J(G) \ Jmin(G), z ∈ SH1(G). Hence, we have shown that
J(G) ⊂ Cˆ \ UH(G). Therefore, G is semi-hyperbolic, provided that we have
Case 1.
We now suppose that we have Case 2. Then, by Proposition 2.37, we
have that for each h ∈ Γmin, K(h) = Kˆ(G) and int(K(h)) is non-empty and
connected. Moreover, for each h ∈ Γmin, int(K(h)) is an immediate basin of
an attracting fixed point zh ∈ C. Let U be the open neighborhood of Γmin
in Γ as in Lemma 4.25. Denoting by H the polynomial semigroup generated
by U , we have P ∗(H) ⊂ int(Kˆ(G)). Therefore, there exists a number δ > 0
such that
D(J(G), δ) ⊂ C \ P (H). (77)
Moreover, combining Theorem 2.19-5b and that Γ \ U is compact, we see
that there exists a number ǫ > 0 such that⋃
α∈Γ\U
α−1(D(Jmin(G), ǫ)) ⊂ A0, (78)
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where A0 denotes the unbounded component of C \ Jmin(G). Combining it
with Theorem 2.19-2, it follows that there exists a number δ1 > 0 such that
D

 ⋃
α∈Γ\U
α−1(D(Jmin(G), ǫ)), δ1

 ⊂ C \ P (G). (79)
For this δ1, there exists a number δ2 > 0 such that for each α ∈ Γ \ U and
each x ∈ D(Jmin(G), ǫ),
diam B ≤ δ1, deg(α : B → D(x, δ2)) ≤ max{deg(β) | β ∈ Γ \ U} (80)
for each connected component B of α−1(D(x, δ2)). By Lemma 3.11 and (77),
there exists a constant c > 0 such that for each h ∈ H and each z ∈ Jmin(G),
diam V ≤ min{δ2, ǫ}, (81)
for each connected component V of h−1(D(z, cδ)). Let z ∈ Jmin(G) and g ∈ G.
We will show that z ∈ C \ UH(G).
Suppose that g ∈ H. Then, (77) implies that for each connected compo-
nent V of g−1(D(z, cδ)), deg(g : V → D(z, cδ)) = 1.
Suppose that g is of the form g = h ◦ α ◦ g0, where h ∈ H ∪ {Id}, α ∈
Γ \ U , g0 ∈ G∪ {Id}. Let W be a connected component of g−1(D(z, cδ)) and
let W1 := g0(W ) and V := α(W1). Let z1 be the point such that {z1} =
V ∩ h−1({z}). If z1 ∈ C \ D(Jmin(G), ǫ), then, by (81) and Theorem 2.19-
2, V ⊂ D(z1, ǫ) ⊂ C \ P (G). Hence, deg(α ◦ g0 : W → V ) = 1, which
implies that deg(g : W → D(z, cδ)) = 1. If z1 ∈ D(Jmin(G), ǫ), then by (81),
V ⊂ D(z1, δ2). Combining it with (79) and (80), we obtain deg(α ◦ g0 :W →
V ) = deg(α : W1 → V ) ≤ max{deg(β) | β ∈ Γ \ U}. Therefore, deg(g :W →
D(z, cδ)) ≤ max{deg(β) | β ∈ Γ \ U}. Thus, Jmin(G) ⊂ C \ UH(G).
Moreover, Theorem 2.19-2 implies that J(G) \ Jmin(G) ⊂ C \ P (G) ⊂
C \ UH(G). Therefore, J(G) ⊂ C \ UH(G), which implies that G is semi-
hyperbolic.
Thus, we have proved Theorem 2.41.
We now demonstrate Theorem 2.42.
Proof of Theorem 2.42: We use the same argument as that in the proof
of Theorem 2.41, but we modify it as follows:
1. In (72), we replace UH(Gmin,Γ) ∩ C by P ∗(Gmin,Γ).
2. In (73), we replace N by 1.
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3. We replace (75) by the following (75)’ diam B ≤ δ1, deg(α : B →
D(z, δ2)) = 1.
4. We replace (80) by the following (80)’ diam B ≤ δ1, deg(α : B →
D(x, δ2)) = 1. (We take the number ǫ > 0 so small.)
With these modification, it is easy to see that G is hyperbolic.
Thus, we have proved Theorem 2.42.
We now demonstrate Proposition 2.37-4.
Proof of Proposition 2.37-4: Suppose that (a) in Proposition 2.37-2 holds.
By Lemma 4.25, Gmin,Γ is hyperbolic. Combining it with Theorem 2.41, it
follows that G is semi-hyperbolic. Thus, we have proved Proposition 2.37-
4.
To demonstrate Theorem 2.44, we need the following proposition.
Proposition 4.26. Let f : X × Cˆ→ X × Cˆ be a semi-hyperbolic polynomial
skew product over g : X → X. Suppose that for each x ∈ X, d(x) ≥ 2, and
that π
Cˆ
(P (f))∩C is bounded in C. Let ω ∈ X be a point. If int(Kω(f)) is a
non-empty connected set, then Jω(f) is a Jordan curve.
Proof. By [35, Theorem 1.12] and Lemma 3.6, we get that the unbounded
component Aω(f) of Fω(f) is a John domain. Combining it, that Aω(f) is
simply connected (cf. Lemma 3.6), and [21, page 26], we see that Jω(f) =
∂(Aω(f)) (cf. Lemma 3.4) is locally connected. Moreover, by Lemma 3.4-5,
we have ∂(int(Kω(f))) = Jω(f). Hence, we see that Cˆ \ Jω(f) has exactly
two connected components Aγ(f) and int(Kω(f)), and that Jω(f) is locally
connected. From [22, Lemma 5.1], it follows that Jγ(f) is a Jordan curve.
Thus, we have proved Proposition 4.26.
We now demonstrate Theorem 2.44.
Proof of Theorem 2.44: Let γ ∈ R(Γ,Γ \Γmin) and y ∈ int(Kγ(f)). Com-
bining Theorem 2.40-1 and [32, Lemma 1.10], we obtain lim infn→∞ d(fγ,n(y),
J(G)) > 0. Combining this with Lemma 4.20 and Theorem 2.40-1, we see that
there exists a point a ∈ P ∗(G)∩F (G) such that lim infn→∞ d(fγ,n(y), a) = 0.
Since P ∗(G) ∩ F (G) ⊂ int(Kˆ(G)), it follows that there exists a positive in-
teger l such that
fγ,l(y) ∈ int(Kˆ(G)). (82)
Combining (82) and the same method as that in the proof of Claim 3 in the
proof of Theorem 2.40-1 and Theorem 2.40-2, we get that there exists exactly
one bounded component Uγ of Fγ(f). Combining it with Proposition 4.26, it
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follows that Jγ(f) is a Jordan curve. Moreover, by [32, Theorem 2.14-(4)],
we have Jˆγ(f) = Jγ(f).
Thus, we have proved Theorem 2.44.
We now demonstrate Theorem 2.45.
Proof of Theorem 2.45: Let V be an open set with J(G)∩V 6= ∅.We may
assume that V is connected. Then, by Theorem 3.2, there exists an element
α1 ∈ G such that J(α1)∩V 6= ∅. Since we have G ∈ Gdis, Theorem 2.1 implies
that there exists an element α2 ∈ G such that no connected component J
of J(G) satisfies J(α1) ∪ J(α2) ⊂ J. Hence, we have 〈α1, α2〉 ∈ Gdis. Since
J(α1) ∩ V 6= ∅, combined with Lemma 3.4-2, we get that there exists an
l0 ∈ N such that for each l with l ≥ l0, J(α2αl1) ∩ V 6= ∅. Moreover, since
no connected component J of J(G) satisfies J(α1)∪ J(α2) ⊂ J , Lemma 3.4-
2 implies that there exists an l1 ∈ N such that for each l with l ≥ l1,
J(α2α
l
1) ∩ J(α1αl2) = ∅. We fix an l ∈ N with l ≥ max{l0, l1}. We now show
the following claim.
Claim 1. The semigroup H0 := 〈α2αl1, α1αl2〉 is hyperbolic, and for the skew
product f˜ : ΓN0 ×Cˆ→ ΓN0 ×Cˆ associated with Γ0 = {α2αl1, α1αl2}, there exists
a constant K ≥ 1 such that for any γ ∈ ΓN0 , Jγ(f˜) is a K-quasicircle.
To show this claim, applying Theorem 2.40-3 with Γ = {α1, α2}, S =
Γ \ Γmin, and p = 2l + 1, we see that the polynomial skew product f :
WS,2l+1 × Cˆ → WS,2l+1 × Cˆ over σ : WS,2l+1 → WS,2l+1 is hyperbolic, and
that there exists a constant K ≥ 1 such that for each γ ∈ WS,2l+1, Jγ(f)
is a K-quasicircle. Moreover, combining the hyperbolicity of f above and
Remark 4.16, we see that the semigroup H1 generated by the family {αj1 ◦
· · · ◦ αjl+1 | 1 ≤ ∃k1 ≤ l + 1 with jk1 = 1, 1 ≤ ∃k2 ≤ l + 1 with jk2 = 2}
is hyperbolic. Hence, the semigroup H0, which is a subsemigroup of H1, is
hyperbolic. Therefore, Claim 1 holds.
We now show the following claim.
Claim 2. We have either J(α2α
l
1) < J(α1α
l
2), or J(α1α
l
2) < J(α2α
l
1).
To show this claim, since J(α2α
l
1) ∩ J(α1αl2) = ∅ and H0 ∈ G, combined
with Lemma 3.9, we obtain Claim 2.
By Claim 2, we have the following two cases.
Case 1. J(α2α
l
1) < J(α1α
l
2).
Case 2. J(α1α
l
2) < J(α2α
l
1).
We may assume that we have Case 1 (when we have Case 2, we can
show all statements of our theorem, using the same method as below). Let
A := K(α1α
l
2)\ int(K(α2αl1)). By Claim 1, we have that J(α1αl2) and J(α2αl1)
are quasicircles. Moreover, since H0 ∈ Gdis and H0 is hyperbolic, we must
have P ∗(H0) ⊂ int(K(α2αl1)). Therefore, it follows that if we take a small
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open neighborhood U of A, then there exists a number n ∈ N such that,
setting h1 := (α2α
l
1)
n and h2 := (α1α
l
2)
n, we have that
h−11 (U) ∪ h−12 (U) ⊂ U and h−11 (U) ∩ h−12 (U) = ∅. (83)
Moreover, combining Lemma 3.4-2 and that J(h1)∩V 6= ∅, we get that there
exists a k ∈ N such that J(h2hk1)∩ V 6= ∅. We set g1 := hk+11 and g2 := h2hk1.
Moreover, we set H := 〈g1, g2〉. Since H is a subsemigroup of H0 and H0
is hyperbolic, we have that H is hyperbolic. Moreover, (83) implies that
g−11 (U) ∪ g−12 (U) ⊂ U and g−11 (U) ∩ g−12 (U) = ∅. Hence, we have shown that
for the semigroup H = 〈g1, g2〉, statements 1,2, and 3 in Theorem 2.45 hold.
From statement 2 and Lemma 3.1-6, we obtain J(H) ⊂ U and g−11 (J(H))∩
g−12 (J(H)) = ∅. Combining this with Lemma 3.1-2 and Lemma 3.5-2, it fol-
lows that the skew product f : ΓN1×Cˆ→ ΓN1×Cˆ associated with Γ1 = {g1, g2}
satisfies that J(H) is equal to the disjoint union of the sets {Jˆγ(f)}γ∈ΓN1 .
Moreover, since H is hyperbolic, [32, Theorem 2.14-(2)] implies that for each
γ ∈ ΓN1 , Jˆγ(f) = Jγ(f). In particular, the map γ 7→ Jγ(f) from ΓN1 into the
space of non-empty compact sets in Cˆ, is injective. Since Jγ(f) is connected
for each γ ∈ ΓN1 (Claim 1), it follows that for each connected component J of
J(H), there exists an element γ ∈ ΓN1 such that J = Jγ(f). Furthermore, by
Claim 1, each connected component J of J(H) is a K-quasicircle, where K is
a constant not depending on J.Moreover, by [32, Theorem 2.14-(4)], the map
γ 7→ Jγ(f) from ΓN1 into the space of non-empty compact sets in Cˆ, is contin-
uous with respect to the Hausdorff topology. Therefore, we have shown that
statements 4a,4b,4c, and 4d hold for H = 〈g1, g2〉 and f : ΓN1 × Cˆ→ ΓN1 × Cˆ.
We now show that statement 4e holds. Since we are assuming Case
1, Proposition 2.23 implies that {h1, h2}min = {h1}. Hence J(g1) < J(g2).
Combining it with Proposition 2.23 and statement 4b, we obtain
J(g1) = Jmin(H) and J(g2) = Jmax(H). (84)
Moreover, since J(g1) = J(α2α
l
1), J(α2α
l
1) ∩ V 6= ∅, J(g2) = J(h2hk1), and
J(h2h
k
1) ∩ V 6= ∅, it follows that
Jmin(H) ∩ V 6= ∅ and Jmax(H) ∩ V 6= ∅. (85)
Let γ ∈ ΓN be an element such that Jγ(f) ∩ (Jmin(H) ∪ Jmax(H)) = ∅. By
statement 4b, we obtain
Jmin(H) < Jγ(f) < Jmax(H). (86)
Since we are assuming V is connected, combining (85) and (86), we obtain
Jγ(f) ∩ V 6= ∅. Therefore, we have proved that statement 4e holds.
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We now show that statement 4f holds. To show that, let ω = (ω1, ω2, . . .) ∈
ΓN1 be an element such that ♯({j ∈ N | ωj = g1}) = ♯({j ∈ N | ωj =
g2}) = ∞. For each r ∈ N, let ωr = (ωr,1, ωr,2, . . .) ∈ ΓN1 be the element
such that
{
ωr,j = ωj (1 ≤ j ≤ r),
ωr,j = g1 (j ≥ r + 1).
Moreover, let ρr = (ρr,1, ρr,2, . . .) ∈
ΓN1 be the element such that
{
ρr,j = ωj (1 ≤ j ≤ r),
ρr,j = g2 (j ≥ r + 1).
Combining (84),
statement 4a, and statement 4b, we see that for each r ∈ N, J(g1) <
Jσr(ω)(f) < J(g2). Hence, by Theorem 2.7-3, we get that for each r ∈ N,
(fω,r)
−1(J(g1)) < (fω,r)−1
(
Jσr(ω)(f)
)
< (fω,r)
−1(J(g2)), where fω,r(y) =
π
Cˆ
(f r(ω, y)). Since we have (fω,r)
−1(J(g1)) = Jωr(f), (fω,r)−1
(
Jσr(ω)(f)
)
=
Jω(f), and (fω,r)
−1(J(g2)) = Jρr(f), it follows that
Jωr(f) < Jω(f) < Jρr(f), (87)
for each r ∈ N. Moreover, since ωr → ω and ρr → ω in ΓN1 as r → ∞,
statement 4d implies that Jωr(f) → Jω(f) and Jρr(f) → Jω(f) as r → ∞,
with respect to the Hausdorff topology. Combined with (87), statement 4b
and statement 4c, we get that for any connected component W of F (H),
we must have ∂W ∩ Jω(f) = ∅. Since F (G) ⊂ F (H), it follows that for any
connected component W ′ of F (G), ∂W ′ ∩ Jω(f) = ∅. Therefore, we have
shown that statement 4f holds.
Thus, we have proved Theorem 2.45.
4.6 Proofs of results in 2.6
In this section, we demonstrate Theorem 2.48. We need the following nota-
tions and lemmas.
Definition 4.27. Let h be a polynomial with deg(h) ≥ 2. Suppose that
J(h) is connected. Let ψ be a biholomorphic map Cˆ \D(0, 1)→ F∞(h) with
ψ(∞) =∞ such that ψ−1 ◦ h ◦ ψ(z) = zdeg(h), for each z ∈ Cˆ \D(0, 1). (For
the existence of the biholomorphic map ψ, see [19, Theorem 9.5].) For each
θ ∈ ∂D(0, 1), we set T (θ) := ψ({rθ | 1 < r ≤ ∞}). This is called the external
ray (for K(h)) with angle θ.
Lemma 4.28. Let h be a polynomial with deg(h) ≥ 2. Suppose that J(h) is
connected and locally connected and J(h) is not a Jordan curve. Moreover,
suppose that there exists an attracting periodic point of h in K(h). Then, for
any ǫ > 0, there exist a point p ∈ J(h) and elements θ1, θ2 ∈ ∂D(0, 1) with
θ1 6= θ2, such that all of the following hold.
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1. For each i = 1, 2, the external ray T (θi) lands at the point p.
2. Let V1 and V2 be the two connected components of Cˆ \ (T (θ1)∪ T (θ2)∪
{p}). Then, for each i = 1, 2, Vi ∩ J(h) 6= ∅. Moreover, there exists an
i such that diam (Vi ∩K(h)) ≤ ǫ.
Proof. Let ψ : Cˆ\D(0, 1)→ F∞(h) be a biholomorphic map with ψ(∞) =∞
such that for each z ∈ Cˆ \ ∂D(0, 1), ψ−1 ◦ h ◦ ψ(z) = zdeg(h). Since J(h) is
locally connected, the map ψ : Cˆ\D(0, 1)→ F∞(h) extends continuously over
∂D(0, 1), mapping ∂D(0, 1) onto J(h). Moreover, since J(h) is not a Jordan
curve, it follows that there exist a point p0 ∈ J(h) and two points t0,1, t0,2 ∈
∂D(0, 1) with t0,1 6= t0,2 such that two external rays T (t0,1) and T (t0,2) land
at the same point p0. Considering a higher iterate of h if necessary, we may
assume that there exists an attracting fixed point of h in int(K(h)). Let
a ∈ int(K(h)) be an attracting fixed point of h and let U be the connected
component of int(K(h)) containing a. Then, there exists a critical point c ∈ U
of h. Let V0 be the connected component of Cˆ\(T (t1)∪T (t2)∪{p0}) containing
a.Moreover, for each n ∈ N, let Vn be the connected component of (hn)−1(V0)
containing a. Since c ∈ U , we get that for each n ∈ N, c ∈ Vn. Hence, setting
en := deg(h
n : Vn → V0), it follows that
en →∞ as n→∞. (88)
We fix an n ∈ N satisfying en > d, where d := deg(h). Since deg(hn :
Vn∩F∞(h)→ V0∩F∞(h)) = deg(hn : Vn → V0), we have that the number of
connected components of Vn∩F∞(h) is equal to en.Moreover, every connected
component of Vn ∩ F∞(h) is a connected component of (hn)−1(V0 ∩ F∞(h)).
Hence, it follows that there exist mutually disjoint arcs ξ1, ξ2, . . . , ξen in C
satisfying all of the following.
1. For each j, hn(ξj) = (T (t1) ∪ T (t2) ∪ {p0}) ∩ C.
2. For each j, ξj ∪ {∞} is the closure of union of two external rays and
ξj ∪ {∞} is a Jordan curve.
3. ∂Vn = ξ1 ∪ · · · ∪ ξen ∪ {∞}.
For each j = 1, . . . , en, let Wj be the connected component of Cˆ \ (ξj ∪{∞})
that does not contain Vn. Then, each Wj is a connected component of Cˆ\Vn.
Hence, for each (i, j) with i 6= j, Wi ∩Wj = ∅. Since the number of critical
values of h in C is less than or equal to d − 1, we have that ♯({1 ≤ j ≤ en |
Wj ∩CV (h) = ∅}) ≥ en− (d− 1). Therefore, denoting by u1,j the number of
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well-defined inverse branches of h−1 on Wj , we obtain
en∑
j=1
u1,j ≥ d(en − (d− 1)) ≥ d.
Inductively, denoting by uk,j the number of well-defined inverse branches of
(hk)−1 on Wj , we obtain
en∑
j=1
uk,j ≥ d(d− (d− 1)) ≥ d, for each k ∈ N. (89)
For each k ∈ N, we take a well-defined inverse branch ζk of (hk)−1 on a domain
Wj , and let Bk := ζk(Wj). Then, h
k : Bk →Wj is biholomorphic. Since ∂Bk
is the closure of finite union of external rays and hn+k maps each connected
component of (∂Bk)∩C onto (T (t1)∪T (t2)∪{p0})∩C, Bk is a Jordan domain.
Hence, hk : Bk → Wj induces a homeomorphism ∂Bk ∼= ∂Wj . Therefore, ∂Bk
is the closure of union of two external rays, which implies that Bk ∩ F∞(h)
is a connected component of (hk)−1(Wj ∩ F∞(h)). Hence, we obtain
l
(
ψ−1(Bk ∩ F∞(h)) ∩ ∂D(0, 1)
)
→ 0 as k →∞, (90)
where l(·) denotes the arc length of a subarc of ∂D(0, 1). Since ψ : Cˆ \
D(0, 1)→ F∞(h) extends continuously over ∂D(0, 1), (90) implies that diam
(Bk ∩ J(h)) → 0 as k → ∞. Hence, there exists a k ∈ N such that diam
(Bk ∩ K(h)) ≤ ǫ. Let θ1, θ2 ∈ ∂D(0, 1) be two elements such that ∂Bk =
T (θ1) ∪ T (θ2). Then, there exists a point p ∈ J(h) such that each T (θi) lands
at the point p. By [19, Lemma 17.5], any of two connected components of
Cˆ \ (T (θ1) ∪ T (θ2) ∪ {p}) intersects J(h).
Thus, we have proved Lemma 4.28.
Lemma 4.29. Let G be a polynomial semigroup generated by a compact
subset Γ of Polydeg≥2. Let f : ΓN×Cˆ→ ΓN×Cˆ be the skew product associated
with the family Γ. Suppose G ∈ Gdis. Let m ∈ N and suppose that there
exists an element (h1, . . . , hm) ∈ Γm such that setting h = hm ◦ · · · ◦ h1,
J(h) is connected and locally connected, and J(h) is not a Jordan curve.
Moreover, suppose that there exists an attracting periodic point of h in K(h).
Let α = (α1, α2, . . .) ∈ ΓN be the element such that for each k, l ∈ N ∪ {0}
with 1 ≤ l ≤ m, αkm+l = hl. Let ρ0 ∈ Γ \ Γmin be an element and let
β = (ρ0, α1, α2, . . .) ∈ ΓN. Moreover, let ψβ : Cˆ \ D(0, 1) → Aβ(f) be a
biholomorphic map with ψβ(∞) = ∞. Furthermore, for each θ ∈ ∂D(0, 1),
let Tβ(θ) = ψβ({rθ | 1 < r ≤ ∞}). Then, for any ǫ > 0, there exist a point
p ∈ Jβ(f) and elements θ1, θ2 ∈ ∂D(0, 1) with θ1 6= θ2, such that all of the
following statements 1 and 2 hold.
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1. For each i = 1, 2, Tβ(θi) lands at p.
2. Let V1 and V2 be the two connected components of Cˆ\(Tβ(θ1)∪Tβ(θ2)∪
{p}). Then, for each i = 1, 2, Vi∩Jβ(f) 6= ∅. Moreover, there exists an i
such that diam (Vi∩Kβ(f)) ≤ ǫ and such that Vi∩Jβ(f) ⊂ ρ−10 (J(G)) ⊂
C \ P (G).
Proof. We use the notation and argument in the proof of Lemma 4.28. Taking
a higher iterate of h, we may assume that d := deg(h) > deg(ρ0). Then, from
(89), it follows that for each k ∈ N, we can take a well-defined inverse branch
ζk of (h
k)−1 on a domain Wj such that setting Bk := ζk(Wj), Bk does not
contain any critical value of ρ0. By (90), there exists a k ∈ N such that diam
(Bk ∩ J(h)) ≤ ǫ′, where ǫ′ > 0 is a small number. Let B be a connected
component of ρ−10 (Bk). Then, there exist a point p ∈ Jβ(f) and elements
θ1, θ2 ∈ ∂D(0, 1) with θ1 6= θ2 such that for each i = 1, 2, Tβ(θi) lands at p,
and such thatB is a connected component of Cˆ\(Tβ(θ1)∪Tβ(θ2)∪{p}). Taking
ǫ′ so small, we obtain diam (B ∩Kβ(f)) = diam (B ∩ Jβ(f)) ≤ ǫ. Moreover,
since ρ0 ∈ Γ \ Γmin, combining Theorem 2.19-2 and Theorem 2.19-5b, we
obtain Jβ(f) = ρ
−1
0 (J(h)) ⊂ ρ−10 (J(G)) ⊂ C \ P (G). Hence, B ∩ Jβ(f) ⊂
ρ−10 (J(G)) ⊂ C \ P (G). Therefore, we have proved Lemma 4.29.
Lemma 4.30. Let f : X × Cˆ → X × Cˆ be a polynomial skew product over
g : X → X such that for each x ∈ X, d(x) ≥ 2. Let γ ∈ X be a point.
Suppose that Jγ(f) is a Jordan curve. Then, for each n ∈ N, Jgn(γ)(f) is a
Jordan curve. Moreover, for each n ∈ N, there exists no critical value of fγ,n
in Jgn(γ)(f).
Proof. Since (fγ,1)
−1(Kg(γ)(f)) = Kγ(f), it follows that int(Kg(γ)(f)) is a
non-empty connected set. Moreover, Jg(γ)(f) = fγ,1(Jγ(f)) is locally con-
nected. Furthermore, by Lemma 3.4-4 and Lemma 3.4-5, ∂(int(Kg(γ)(f))) =
∂(Ag(γ)(f)) = Jg(γ)(f). Combining the above arguments and [22, Lemma 5.1],
we get that Jg(γ)(f) is a Jordan curve. Inductively, we conclude that for each
n ∈ N, Jgn(γ)(f) is a Jordan curve.
Furthermore, applying the Riemann-Hurwitz formula to the map fγ,n :
int(Kγ(f)) → int(Kgn(γ)(f)), we obtain 1 + p = deg(fγ,n), where p denotes
the cardinality of the critical points of fγ,n : int(Kγ(f)) → int(Kgn(γ)(f))
counting multiplicities. Hence, p = deg(fγ,n)− 1. It implies that there exists
no critical value of fγ,n in Jgn(γ)(f).
Lemma 4.31. Let f : X × Cˆ → X × Cˆ be a polynomial skew product over
g : X → X such that for each x ∈ X, d(x) ≥ 2. Let µ > 0 be a number.
Then, there exists a number δ > 0 such that the following statement holds.
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• Let ω ∈ X be any point and p ∈ Jω(f) any point with min{|p − b| |
(ω, b) ∈ P (f), b ∈ C} > µ. Suppose that Jω(f) is connected. Let ψ :
Cˆ \ D(0, 1) → Aω(f) be a biholomorphic map with ψ(∞) = ∞. For
each θ ∈ ∂D(0, 1), let T (θ) = ψ({rθ | 1 < r ≤ ∞}). Suppose that there
exist two elements θ1, θ2 ∈ ∂D(0, 1) with θ1 6= θ2 such that for each i =
1, 2,, T (θi) lands at p. Moreover, suppose that a connected component
V of Cˆ \ (T (θ1) ∪ T (θ2) ∪ {p}) satisfies that diam (V ∩ Kω(f)) ≤ δ.
Furthermore, let γ ∈ X be any point and suppose that there exists a
sequence {nk}k∈N of positive integers such that gnk(γ)→ ω as k →∞.
Then, Jγ(f) is not a quasicircle.
Proof. Let µ > 0. LetR > 0 with π
Cˆ
(J˜(f)) ⊂ D(0, R).Combining Lemma 3.11
and Lemma 3.4-3, we see that there exists a δ0 > 0 with
0 < δ0 <
1
20
min{infx∈X diam Jx(f), µ} such that the following statement
holds:
• Let x ∈ X be any point and n ∈ N any element. Let p ∈ D(0, R)
be any point with min{|p − b| | (gn(x), b) ∈ P (f), b ∈ C} > µ. Let
φ : D(p, µ) → C be any well-defined inverse branch of (fx,n)−1 on
D(p, µ). Let A be any subset of D(p, µ
2
) with diam A ≤ δ0. Then,
diam φ(A) ≤ 1
10
inf
x∈X
diam Jx(f). (91)
We set δ := 1
10
δ0. Let ω ∈ X and p ∈ Jω(f) with min{|p − b| | (ω, b) ∈
P (f), b ∈ C} > µ. Suppose that Jω(f) is connected and let ψ : Cˆ \D(0, 1)→
Aω(f) be a biholomorphic map with ψ(∞) = ∞. Setting T (θ) := ψ({rθ |
1 < r ≤ ∞}) for each θ ∈ ∂D(0, 1), suppose that there exist two elements
θ1, θ2 ∈ ∂D(0, 1) with θ1 6= θ2 such that for each i = 1, 2, T (θi) lands at p.
Moreover, suppose that a connected component V of Cˆ\(T (θ1)∪T (θ2)∪{p})
satisfies that
diam(V ∩Kω(f)) ≤ δ. (92)
Furthermore, let γ ∈ X and suppose that there exists a sequence {nk}k∈N
of positive integers such that gnk(γ) → ω as k → ∞. We now suppose that
Jγ(f) is a quasicircle, and we will deduce a contradiction. Since g
nk(γ)→ ω
as k →∞, we obtain
max{de(b,Kω(f)) | b ∈ Jgnk (γ)(f)} → 0 as k →∞. (93)
We take a point a ∈ V ∩ Jω(f) and fix it. By Lemma 3.4-2, there exists a
number k0 ∈ N such that for each k ≥ k0, there exists a point yk satisfying
that
yk ∈ Jgnk (γ)(f) ∩D(a, |a− p|
10k
). (94)
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Let V ′ be the connected component of Cˆ\ (T (θ1)∪T (θ2)∪{p}) with V ′ 6= V.
Then, by [19, Lemma 17.5],
V ′ ∩ Jω(f) 6= ∅. (95)
Combining (95) and Lemma 3.4-2, we see that there exists a k1(≥ k0) ∈ N
such that for each k ≥ k1,
V ′ ∩ Jgnk (γ)(f) 6= ∅. (96)
By assumption and Lemma 4.30, for each k ≥ k1, Jgnk (γ)(f) is a Jordan curve.
Combining it with (94) and (96), there exists a k2(≥ k1) ∈ N satisfying that
for each k ≥ k2, there exists a smallest closed subarc ξk of Jgnk (γ)(f) ∼= S1
such that yk ∈ ξk, ξk ⊂ V , ♯(ξk ∩ (T (θ1) ∪ T (θ2) ∪ {p})) = 2, and such that
ξk 6= Jgnk (γ)(f). For each k ≥ k2, let yk,1 and yk,2 be the two points such that
{yk,1, yk,2} = ξk ∩ (T (θ1) ∪ T (θ2) ∪ {p}). Then, (93) implies that
yk,i → p as k →∞, for each i = 1, 2. (97)
Combining that ξk ⊂ V ∪ {yk,1, yk,2}, (93), and (92), we get that there exists
a k3(≥ k2) ∈ N such that for each k ≥ k3,
diam ξk ≤ δ0
2
. (98)
Moreover, combining (94) and (97), we see that there exists a constant C > 0
such that
diam ξk > C. (99)
Combining (97), (98), and (99), we may assume that there exists a constant
C > 0 such that for each k ∈ N,
C < diam ξk ≤ δ0
2
and ξk ⊂ D(p, δ0). (100)
By Lemma 4.30, each connected component v of (fγ,nk)
−1(ξk) is a subarc of
Jγ(f) ∼= S1 and fγ,nk : v → ξk is a homeomorphism. For each k ∈ N, let
λk be a connected component of (fγ,nk)
−1(ξk), and let zk,1, zk,2 ∈ λk be the
two endpoints of λk such that fγ,nk(zk,1) = yk,1 and fγ,nk(zk,2) = yk,2. Then,
combining (91) and (100), we obtain
diamλk < diam (Jγ(f) \ λk), for each large k ∈ N. (101)
Moreover, combining (97), (100), and Koebe distortion theorem, it follows
that
diam λk
|zk,1 − zk,2| → ∞ as k →∞. (102)
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Combining (101) and (102), we conclude that Jγ(f) cannot be a quasicircle,
since we have the following well-known fact:
Fact ([17, Chapter 2]): Let ξ be a Jordan curve in C. Then, ξ is a quasicircle
if and only if there exists a constant K > 0 such that for each z1, z2 ∈ ξ
with z1 6= z2, we have diam λ(z1,z2)|z1−z2| ≤ K, where λ(z1, z2) denotes the smallest
closed subarc of ξ such that z1, z2 ∈ λ(z1, z2) and such that diam λ(z1, z2) <
diam (ξ \ λ(z1, z2)).
Hence, we have proved Lemma 4.31.
We now demonstrate Theorem 2.48-1.
Proof of Theorem 2.48-1: Let γ be as in Theorem 2.48-1. Then, by
Theorem 2.44, Jγ(f) is a Jordan curve. Moreover, setting h = hm ◦ · · · ◦ h1,
since h is hyperbolic and J(h) is not a quasicircle, J(h) is not a Jordan curve.
Combining it with Lemma 4.31 and Lemma 4.28, it follows that Jγ(f) is not
a quasicircle. Moreover, Aγ(f) is a John domain (cf. [35, Theorem 1.12]).
Combining the above arguments with [21, Theorem 9.3], we conclude that
the bounded component Uγ of Fγ(f) is not a John domain.
Thus, we have proved Theorem 2.48-1.
We now demonstrate Theorem 2.48-2.
Proof of Theorem 2.48-2: Let ρ0, β, γ be as in Theorem 2.48-2. By
Theorem 2.44, Jγ(f) is a Jordan curve. By Theorem 2.19-5, we have ∅ 6=
int(Kˆ(G)) ⊂ int(K(h)). Moreover, h is semi-hyperbolic. Hence, h has an
attracting periodic point in K(h). Combining Lemma 4.31 and Lemma 4.29,
we get that Jγ(f) is not a quasicircle. Combining it with the argument in
the proof of Theorem 2.48-1, it follows that Aγ(f) is a John domain, but the
bounded component Uγ of Fγ(f) is not a John domain.
Thus, we have proved Theorem 2.48-2.
4.7 Proofs of results in 2.7
In this subsection, we will demonstrate results in Section 2.7.
we now prove Corollary 2.51.
Proof of Corollary 2.51: By Remark 2.35, there exists a compact subset
S of Γ \ Γmin such that the interior of S with respect to the space Γ is not
empty. Let U := R(Γ, S). Then, it is easy to see that U is residual in ΓN, and
that for each Borel probability measure τ on Polydeg≥2 with Γτ = Γ, we have
τ˜ (U) = 1. Moreover, by Theorem 2.40-1 and Theorem 2.40-2, each γ ∈ U
satisfies properties 1,2,3, and 4 in Corollary 2.51. Hence, we have proved
Corollary 2.51.
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To demonstrate Theorem 2.52, we need several lemmas.
Lemma 4.32. Let Γ be a compact set in Polydeg≥2. Let f : ΓN× Cˆ→ ΓN× Cˆ
be the skew product associated with the family Γ. Let G be the polynomial
semigroup generated by Γ. Suppose that G ∈ G and that G is semi-hyperbolic.
Moreover, suppose that there exist two elements α, β ∈ ΓN such that Jβ(f) <
Jα(f). Let γ ∈ ΓN and suppose that there exists a strictly increasing sequence
{nk}k∈N of positive integers such that σnk(γ)→ α as k →∞. Then, Jγ(f) is
a Jordan curve.
Proof. Since G is semi-hyperbolic, [32, Theorem 2.14-(4)] implies that
Jσnk (γ)(f)→ Jα(f) as k →∞, (103)
with respect to the Hausdorff topology in the space of non-empty compact
subsets of Cˆ. Combining it with Lemma 3.9, we see that there exists a number
k0 ∈ N such that for each k ≥ k0,
Jβ(f) < Jσnk (γ)(f). (104)
We will show the following claim.
Claim: int(Kγ(f)) is connected.
To show this claim, suppose that there exist two distinct components U1
and U2 of int(Kγ(f)). Let yi ∈ Ui be a point, for each i = 1, 2. Let ǫ > 0
be a number such that D(Kβ(f), ǫ) is included in a connected component U
of int(Kα(f)). Then, combining [32, Theorem 2.14-(5)] and Lemma 4.20, we
get that there exists a number k1 ∈ N with k1 ≥ k0 such that for each k ≥ k1
and each i = 1, 2,
fγ,nk(yi) ∈ D(P ∗(G), ǫ) ⊂ D(Kβ(f), ǫ) ⊂ U. (105)
Combining (105), (103) and (104), we get that there exists a number k2 ∈ N
with k2 ≥ k1 such that for each k ≥ k2,
fγ,nk(U1) = fγ,nk(U2) = Vk, (106)
where Vk denotes the connected component of int(Kσnk (γ)(f)) containing
Jβ(f). From (104) and (106), it follows that
(fγ,nk)
−1(Jβ(f)) ⊂ int(Kγ(f)) and (fγ,nk)−1(Jβ(f)) ∩ Ui 6= ∅ (i = 1, 2),
(107)
which implies that
(fγ,nk)
−1(Jβ(f)) is disconnected. (108)
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For each k ≥ k2, let ωk := (γ1, . . . , γnk , β1, β2, . . .) ∈ ΓN. Then for each k ≥ k2,
(fγ,nk)
−1(Jβ(f)) = Jωk(f). (109)
Since G ∈ G, combining (108), (109) and Lemma 3.6 yields a contradiction.
Hence, we have proved the claim.
From the above claim and Proposition 4.26, it follows that Jγ(f) is a
Jordan curve.
Lemma 4.33. Let Γ be a non-empty compact subset of Polydeg≥2. Let f : ΓN×
Cˆ→ ΓN× Cˆ be the skew product associated with the family Γ of polynomials.
Let G be the polynomial semigroup generated by Γ. Let α, ρ ∈ ΓN be two
elements. Suppose that G ∈ G, that G is semi-hyperbolic, that α is a periodic
point of σ : ΓN → ΓN, that Jα(f) is a quasicircle, and that Jρ(f) is not a
Jordan curve. Then, for each ǫ > 0, there exist n ∈ N and two elements
θ1, θ2 ∈ ∂D(0, 1) with θ1 6= θ2 satisfying all of the following.
1. Let ω = (α1, . . . , αn, ρ1, ρ2, . . .) ∈ ΓN and let ψ : Cˆ \D(0, 1) ∼= Aω(f) be
a biholomorphic map with ψ(∞) =∞. Moreover, for each i = 1, 2, let
T (θi) := ψ({rθi | 1 < r ≤ ∞}). Then, there exists a point p ∈ Jω(f)
such that for each i = 1, 2, T (θi) lands at p.
2. Let V1 and V2 be the two connected components of Cˆ \ (T (θ1)∪ T (θ2)∪
{p}). Then, for each i = 1, 2, Vi ∩Jω(f) 6= ∅. Moreover, there exists an
i ∈ {1, 2} such that diam (Vi ∩Kω(f)) ≤ ǫ, and such that Vi ∩ Jω(f) ⊂
D(Jα(f), ǫ).
Proof. For each γ ∈ ΓN, let ψγ : Cˆ\D(0, 1) ∼= Aγ(f) be a biholomorphic map
with ψγ(∞) = ∞. Moreover, for each θ ∈ ∂D(0, 1), let Tγ(θ) := ψγ({rθ |
1 < r ≤ ∞}). Since G is semi-hyperbolic, combining [35, Theorem 1.12],
Lemma 3.6, and [21, page 26], we see that for each γ ∈ ΓN, Jγ(f) is locally
connected. Hence, for each γ ∈ ΓN, ψγ extends continuously over Cˆ \D(0, 1)
such that ψγ(∂D(0, 1)) = Jγ(f). Moreover, since G ∈ G, it is easy to see that
for each γ ∈ ΓN, there exists a number aγ ∈ C with |aγ| = 1 such that for
each z ∈ Cˆ \D(0, 1), we have ψ−1
σ(γ) ◦ fγ,1 ◦ ψγ(z) = aγzd(γ).
Let m ∈ N be an integer such that σm(α) = α and let h := αm ◦ · · · ◦ α1.
Moreover, for each n ∈ N, we set ωn := (α1, . . . , αmn, ρ1, ρ2, . . .) ∈ ΓN. Then,
ωn → α in ΓN as n → ∞. Combining it with [32, Theorem 2.14-(4)], we
obtain
Jωn(f)→ Jα(f) as n→∞, (110)
with respect to the Hausdorff topology. Let ξ be a Jordan curve in int(K(h))
such that P ∗(〈h〉) is included in the bounded component B of C \ ξ. By
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(110), there exists a k ∈ N such that Jωk(f)∩ (ξ ∪B) = ∅. We now show the
following claim.
Claim 1: ξ ⊂ int(Kωk(f)).
To show this claim, suppose that ξ is included in Aωk(f) = Cˆ \ (Kωk(f)).
Then, it implies that fωk ,u → ∞ on P ∗(〈h〉) as u → ∞. However, this is a
contradiction, since G ∈ G. Hence, we have shown Claim 1.
By Claim 1, we see that P ∗(〈h〉) is included in a bounded component B0
of int(Kωk(f)). We now show the following claim.
Claim 2: Jωk(f) is not a Jordan curve.
To show this claim, suppose that Jωk(f) is a Jordan curve. Then, Lemma 4.30
implies that Jρ(f) is a Jordan curve. However, this is a contradiction. Hence,
we have shown Claim 2.
By Claim 2, there exist two distinct elements t1, t2 ∈ ∂D(0, 1) and a point
p0 ∈ Jωk(f) such that for each i = 1, 2, Tρ(ti) lands at the point p0. Let W0
be the connected component of Cˆ\ (Tρ(t1)∪Tρ(t2)∪{p0}) such that W0 does
not contain B0. Then, we have
W0 ∩ P ∗(〈h〉) = ∅. (111)
For each j ∈ N, we take a connected component Wj of (hj)−1(W0). Then,
hj : Wj → W0 is biholomorphic. We set ζj := (hj |Wj)−1 on W0. By (111),
there exists a number R > 0 and a number a > 0 such that for each j, ζj is
analytically continued to a univalent function ζ˜j : B(W0 ∩D(0, R), a) → Cˆ
and Wj ∩ (Jωk+j (f)) ⊂ ζ˜j(W0 ∩D(0, R)). Hence, we obtain
diam (Wj ∩Kωk+j (f)) = diam (Wj ∩ Jωk+j(f))→ 0 as j →∞. (112)
Combining (110) and (112), there exists an s ∈ N such that diam (Ws ∩
Kωk+s(f)) ≤ ǫ, and such that Ws ∩ Jωk+s(f) ⊂ D(Jα(f), ǫ).
Each connected component of (∂Ws) ∩ C is a connected component of
(hs)−1((Tωk(t1)∪Tωk(t2)∪{p0})∩C), and there are some u1, . . . , uv ∈ ∂D(0, 1)
such that ∂Ws = ∪vi=1Tωk+s(ui). Hence, Ws is a Jordan domain. Therefore,
hs : Ws → W0 is a homeomorphism. Thus, hs : (∂Ws) ∩ C → (∂W0) ∩ C
is a homeomorphism. Hence, (∂Ws) ∩ C is connected. It follows that there
exist two elements θ1, θ2 ∈ ∂D(0, 1) with θ1 6= θ2 and a point p ∈ Jωk+s(f)
such that ∂Ws = Tωk+s(θ1)∪ Tωk+s(θ2)∪ {p}, and such that for each i = 1, 2,
Tωk+s(θi) lands at the point p. By [19, Lemma 17.5], each of two connected
components of Cˆ \ (Tωk+s(θ1) ∪ Tωk+s(θ2) ∪ {p}) intersects Jωk+s(f).
Hence, we have proved Lemma 4.33.
Lemma 4.34. Let Γ be a non-empty compact subset of Polydeg≥2. Let f :
ΓN × Cˆ → ΓN × Cˆ be the skew product associated with the family Γ of poly-
nomials. Let G be the polynomial semigroup generated by Γ. Let α, β, ρ ∈ ΓN
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be three elements. Suppose that G ∈ G, that G is semi-hyperbolic, that α
is a periodic point of σ : ΓN → ΓN, that Jβ(f) < Jα(f), and that Jρ(f)
is not a Jordan curve. Then, there exists an n ∈ N such that setting ω :=
(α1, . . . , αn, ρ1, ρ2, . . .) ∈ ΓN and U := {γ ∈ ΓN | ∃{mj}j∈N, ∃{nk}k∈N, σmj (γ)→
α, σnk(γ) → ω}, we have that for each γ ∈ U , Jγ(f) is a Jordan curve but
not a quasicircle, Aγ(f) is a John domain, and the bounded component Uγ
of Fγ(f) is not a John domain.
Proof. Let p ∈ N be a number such that σp(α) = α and let u := αp ◦ · · · ◦α1.
We show the following claim.
Claim 1: J(u) is a quasicircle.
To show this claim, by assumption, we have Jβ(f) < J(u). Let ζ :=
(α1, . . . , αp, β1, β2, . . .) ∈ ΓN. Then, we have Jζ(f) = u−1(Jβ(f)). More-
over, since G ∈ G, we have that Jζ(f) is connected. Hence, it follows that
u−1(Jβ(f)) is connected. Let U be a connected component of int(K(u))
containing Jβ(f) and V a connected component of int(K(u)) containing
u−1(Jβ(f)). By Lemma 3.9, it must hold that U = V. Therefore, we ob-
tain u−1(U) = U. Thus, int(K(u)) = U. Since G is semi-hyperbolic, it follows
that J(u) is a quasicircle. Hence, we have proved Claim 1.
Let µ := 1
3
min{|b − c| | b ∈ Jα(f), c ∈ P ∗(G)}. Since Jβ(f) < Jα(f),
we have P ∗(G) ⊂ Kβ(f). Hence, µ > 0. Applying Lemma 4.31 to the
above (f, µ), let δ be the number in the statement of Lemma 4.31. We
set ǫ := min{δ, µ}(> 0). Applying Lemma 4.33 to the above (Γ, α, ρ, ǫ),
let (n, θ1, θ2, ω) be the element in the statement of Lemma 4.33. We set
U := {γ ∈ ΓN | ∃{mj}j∈N, ∃{nk}k∈N, σmj (γ) → α, σnk(γ) → ω}. Then, com-
bining the statement Lemma 4.31 and that of Lemma 4.33, it follows that for
any γ ∈ U , Jγ(f) is not a quasicircle. Moreover, by Lemma 4.32, we see that
for any γ ∈ U , Jγ(f) is a Jordan curve. Furthermore, combining the above
argument, [35, Theorem 1.12], Lemma 3.6, and [21, Theorem 9.3], we see
that for any γ ∈ U , Aγ(f) is a John domain, and the bounded component Uγ
of Fγ(f) is not a John domain. Therefore, we have proved Lemma 4.34.
We now demonstrate Theorem 2.52.
Proof of Theorem 2.52: We suppose the assumption of Theorem 2.52.
We will consider several cases. First, we show the following claim.
Claim 1: If Jγ(f) is a Jordan curve for each γ ∈ ΓN, then statement 1 in
Theorem 2.52 holds.
To show this claim, Lemma 4.30 implies that for each γ ∈ X , any critical
point v ∈ π−1({γ}) of fγ : π−1({γ}) → π−1({σ(γ)}) (under the canoni-
cal identification π−1({γ}) ∼= π−1({σ(γ)}) ∼= Cˆ) belongs to F γ(f). More-
over, by [32, Theorem 2.14-(2)], J˜(f) = ∪γ∈ΓNJγ(f). Hence, it follows that
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C(f) ⊂ F˜ (f). Therefore, C(f) is a compact subset of F˜ (f). Since f is semi-
hyperbolic, [32, Theorem 2.14-(5)] implies that P (f) =
⋃
n∈N f
n(C(f)) ⊂
F˜ (f). Hence, f : ΓN × Cˆ → ΓN × Cˆ is hyperbolic. Combining it with
Remark 4.16, we conclude that G is hyperbolic. Moreover, Theorem 4.21
implies that there exists a constant K ≥ 1 such that for each γ ∈ ΓN, Jγ(f)
is a K-quasicircle. Hence, we have proved Claim 1.
Next, we will show the following claim.
Claim 2: If Jα(f)∩Jβ(f) 6= ∅ for each (α, β) ∈ ΓN×ΓN, then J(G) is arcwise
connected.
To show this claim, since G is semi-hyperbolic, combining [35, Theorem
1.12], Lemma 3.6, and [21, page 26], we get that for each γ ∈ ΓN, Aγ(f) is a
John domain and Jγ(f) is locally connected. In particular, for each γ ∈ ΓN,
Jγ(f) is arcwise connected. (113)
Moreover, by [32, Theorem 2.14-(2)], we have
J˜(f) = ∪γ∈ΓNJγ(f). (114)
Combining (113), (114) and Lemma 3.5-1, we conclude that J(G) is arcwise
connected. Hence, we have proved Claim 2.
Next, we will show the following claim.
Claim 3: If Jα(f) ∩ Jβ(f) 6= ∅ for each (α, β) ∈ ΓN × ΓN, and if there exists
an element ρ ∈ ΓN such that Jρ(f) is not a Jordan curve, then statement 3
in Theorem 2.52 holds.
To show this claim, let V := ∪n∈N(σn)−1({ρ}). Then, V is a dense subset
of ΓN. From Lemma 4.30, it follows that for each γ ∈ V, Jγ(f) is not a Jordan
curve. Combining this result with Claim 2, we conclude that statement 3 in
Theorem 2.52 holds. Hence, we have proved Claim 3.
We now show the following claim.
Claim 4: If there exist two elements α, β ∈ ΓN such that Jα(f) ∩ Jβ(f) = ∅,
and if there exists an element ρ ∈ ΓN such that Jρ(f) is not a Jordan curve,
then statement 2 in Theorem 2.52 holds.
To show this claim, using Lemma 3.9, We may assume that Jβ(f) <
Jα(f). Combining this, Lemma 3.9, [32, Theorem 2.14-(4)], and that the
set of all periodic points of σ in ΓN is dense in ΓN, we may assume further
that α is a periodic point of σ. Applying Lemma 4.34 to (Γ, α, β, ρ) above,
let n ∈ N be the element in the statement of Lemma 4.34, and we set
ω = (α1, . . . , αn, ρ1, ρ2, . . .) ∈ ΓN and U := {γ ∈ ΓN | ∃(mj), ∃(nk), σmj (γ)→
α, σnk(γ)→ ω}.Then, by the statement of Lemma 4.34, we have that for each
γ ∈ U , Jγ(f) is a Jordan curve but not a quasicircle, Aγ(f) is a John domain,
and the bounded component Uγ of Fγ(f) is not a John domain. Moreover, U
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is residual in ΓN, and for any Borel probability measure τ on Polydeg≥2 with
Γτ = Γ, we have τ˜ (U) = 1. Furthermore, let V := ∪n∈N(σn)−1({ρ}). Then,
V is a dense subset of ΓN, and the argument in the proof of Claim 3 implies
that for each γ ∈ V, Jγ(f) is not a Jordan curve. Hence, we have proved
Claim 4.
Combining Claims 1,2,3 and 4, Theorem 2.52 follows.
We now demonstrate Corollary 2.53.
Proof of Corollary 2.53: From Theorem 2.52, Corollary 2.53 immediately
follows.
To demonstrate Theorem 2.54, we need several lemmas.
Notation: For a subset A of Cˆ, we denote by C(A) the set of all connected
components of A.
Lemma 4.35. Let f : X × Cˆ → X × Cˆ be a polynomial skew product
over g : X → X such that for each x ∈ X, d(x) ≥ 2. Let α ∈ X be a
point. Suppose that 2 ≤ ♯ (C(int(Kα(f)))) <∞. Then, ♯
(C(int(Kg(α)(f)))) <
♯ (C(int(Kα(f)))) . In particular, there exists an n ∈ N such that int(Kgn(α)(f))
is a non-empty connected set.
Proof. Suppose that 2 ≤ ♯(C(int(Kg(α)(f)))) = ♯(C(int(Kα(f)))) < ∞. We
will deduce a contradiction. Let {Vj}rj=1 = C(int(Kg(α)(f))), where 2 ≤
r < ∞. Then, by the assumption above, we have that C(int(Kg(α)(f))) =
{fα,1(Vj)}rj=1. For each j = 1, . . . , r, let pj be the number of critical points of
fα,1 : Vj → fα,1(Vj) counting multiplicities. Then, by the Riemann-Hurwitz
formula, we have that for each j = 1, . . . , r, χ(Vj) + pj = dχ(fα,1(Vj)),
where χ(·) denotes the Euler number and d := deg(fα,1). Since χ(Vj) =
χ(fα,1(Vj)) = 1 for each j, we obtain r+
∑r
j=1 pj = rd. Since
∑r
j=1 pj ≤ d−1,
it follows that rd − r ≤ d − 1. Therefore, we obtain r ≤ 1, which is a
contradiction. Thus, we have proved Lemma 4.35.
Lemma 4.36. Let f : X × Cˆ → X × Cˆ be a polynomial skew product over
g : X → X such that for each x ∈ X, d(x) ≥ 2. Let ω ∈ X be a point.
Suppose that f is hyperbolic, that π
Cˆ
(P (f)) ∩ C is bounded in C, and that
int(Kω(f)) is not connected. Then, there exist infinitely many connected
components of int(Kω(f)).
Proof. Suppose that 2 ≤ ♯(C(int(Kω(f)))) < ∞. Then, by Lemma 4.35,
there exists an n ∈ N such that int(Kgn(ω)(f)) is connected. We set U :=
int(Kgn(ω)(f)). Let {Vj}rj=1 be the set of all connected components of (fω,n)−1(U).
Since int(Kω(f)) is not connected, we have r ≥ 2. For each j = 1, . . . , r, we
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set dj := deg(fω,n : Vj → U). Moreover, we denote by pj the number of crit-
ical points of fω,n : Vj → U counting multiplicities. Then, by the Riemann-
Hurwitz formula, we see that for each j = 1, . . . , r, χ(Vj) + pj = djχ(U).
Since χ(Vj) = χ(U) = 1 for each j = 1, . . . , r, it follows that
r +
r∑
j=1
pj = d, (115)
where d := deg(fω,n). Since f is hyperbolic and πCˆ(P (f)) ∩ C is bounded
in C, we have
∑r
j=1 pj = d − 1. Combining it with (115), we obtain r = 1,
which is a contradiction. Hence, we have proved Lemma 4.36.
Lemma 4.37. Let f : X × Cˆ → X × Cˆ be a polynomial skew product over
g : X → X. Let α ∈ X be an element. Suppose that π
Cˆ
(P (f))∩C is bounded
in C, that f is hyperbolic, and that int(Kα(f))) is connected. Then, there
exists a neighborhood U0 of α in X satisfying the following.
• Let γ ∈ X and suppose that there exists a sequence {mj}j∈N ⊂ N, mj →
∞ such that for each j ∈ N, gmj (γ) ∈ U0. Then, Jγ(f) is a Jordan
curve.
Proof. Let P ∗(f) := P (f) \ π−1
Cˆ
({∞}). By assumption, we have π
Cˆ
(P ∗(f) ∩
π−1({α})) ⊂ int(Kα(f)). Since int(Kα(f)) is simply connected, there exists
a Jordan curve ξ in int(Kα(f)) such that πCˆ(P
∗(f) ∩ π−1({α})) is included
in the bounded component B of C \ ξ. Since f is hyperbolic, [32, Theorem
2.14-(4)] implies that the map x 7→ Jx(f) is continuous with respect to
the Hausdorff topology. Hence, there exists a neighborhood U0 of α in X
such that for each β ∈ U0, Jβ(f) ∩ (ξ ∪ B) = ∅. Moreover, since P (f) is
compact, shrinking U0 if necessary, we may assume that for each β ∈ U0,
π
Cˆ
(P ∗(f) ∩ π−1({β})) ⊂ B. Since π
Cˆ
(P (f)) ∩ C is bounded in C, it follows
that for each β ∈ U0, ξ < Jβ(f). Hence, for each β ∈ U0, there exists a
connected component Vβ of int(Kβ(f)) such that
π
Cˆ
(P ∗(f) ∩ π−1({β})) ⊂ Vβ. (116)
Let γ ∈ X be an element and suppose that there exists a sequence {mj}j∈N ⊂
N, mj → ∞ such that for each j ∈ N, gmj(γ) ∈ U0. We will show that
int(Kγ(f)) is connected. Suppose that there exist two distinct connected
components W1 and W2 of int(Kγ(f)). Then, combining [35, Corollary 2.7]
and (116), we get that there exists a j ∈ N such that
π
Cˆ
(P ∗(f) ∩ π−1({β})) ⊂ fγ,mj (W1) = fγ,mj (W2). (117)
86
We set W = fγ,mj (W1) = fγ,mj (W2). Let {Vi}ri=1 be the set of all connected
components of (fγ,mj )
−1(W ). Since W1 6= W2, we have r ≥ 2. For each
i = 1, . . . , r, we denote by pi the number of critical points of fγ,mj : Vi →
W counting multiplicities. Moreover, we set di := deg(fγ,mj : Vi → W ).
Then, by the Riemann-Hurwitz formula, we see that for each i = 1, . . . , r,
χ(Vi) + pi = diχ(W ). Since χ(Vi) = χ(W ) = 1, it follows that
r +
r∑
i=1
pi = d, where d := deg(fγ,mj ). (118)
By (117), we have
∑r
i=1 pi = d−1. Hence, (118) implies r = 1, which is a con-
tradiction. Therefore, int(Kγ(f)) is a non-empty connected set. Combining
it with Proposition 4.26, we conclude that Jγ(f) is a Jordan curve.
Thus, we have proved Lemma 4.37.
We now demonstrate Theorem 2.54.
Proof of Theorem 2.54: We suppose the assumption of Theorem 2.54.
We consider the following three cases.
Case 1: For each γ ∈ ΓN, int(Kγ(f)) is connected.
Case 2: For each γ ∈ ΓN, int(Kγ(f)) is disconnected.
Case 3: There exist two elements α ∈ ΓN and β ∈ ΓN such that int(Kα(f))
is connected and such that int(Kβ(f)) is disconnected.
Suppose that we have Case 1. Then, by Theorem 4.21, there exists a
constant K ≥ 1 such that for each γ ∈ ΓN, Jγ(f) is a K-quasicircle.
Suppose that we have Case 2. Then, by Lemma 4.36, we get that for
each γ ∈ ΓN, there exist infinitely many connected components of int(Kγ(f)).
Moreover, by Theorem 2.52, we see that statement 3 in Theorem 2.52 holds.
Hence, statement 3 in Theorem 2.54 holds.
Suppose that we have Case 3. By Lemma 4.36, there exist infinitely many
connected components of int(Kβ(f)). Let W := ∪n∈N(σn)−1({β}). Then, for
each γ ∈ W, there exist infinitely many connected components of int(Kγ(f)).
Moreover, W is dense in ΓN.
Next, combining Lemma 4.37 and that the set of all periodic points of
σ : ΓN → ΓN is dense in ΓN, we may assume that the above α is a periodic
point of σ. Then, Jα(f) is a quasicircle. We set V := ∪n∈N(σn)−1({α}).
Then V is dense in ΓN. Let γ ∈ V be an element. Then there exists an
n ∈ N such that σn(γ) = α. Since (fγ,n)−1(Kα(f)) = Kγ(f), it follows that
♯(C(int(Kγ(f)))) <∞. Combining it with Lemma 4.36 and Proposition 4.26,
we get that Jγ(f) is a Jordan curve. Combining it with that Jα(f) is a
quasicircle, it follows that Jγ(f) is a quasicircle.
Next, let µ := 1
3
min{|b − c| | b ∈ J(G), c ∈ P ∗(G)}(> 0). Apply-
ing Lemma 4.31 to (f, µ) above, let δ be the number in the statement of
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Lemma 4.31. We set ǫ := min{δ, µ} and ρ := β. Applying Lemma 4.33
to (Γ, α, ρ, ǫ) above, let (n, θ1, θ2, ω) be the element in the statement of
Lemma 4.33. Let U := {γ ∈ ΓN | ∃{mj}j∈N, ∃{nk}k∈N, σmj (γ)→ α, σnk(γ)→
ω}. Then, combining the statement of Lemma 4.31 and that of Lemma 4.33,
it follows that for any γ ∈ U , Jγ(f) is not a quasicircle. Moreover, by
Lemma 4.37, we get that for any γ ∈ U , Jγ(f) is a Jordan curve. Combining
the above argument, [35, Theorem 1.12], Lemma 3.6, and [21, Theorem 9.3],
we see that for any γ ∈ U , Aγ(f) is a John domain, and the bounded compo-
nent Uγ of Fγ(f) is not a John domain. Furthermore, it is easy to see that U
is residual in ΓN, and that for any Borel probability measure τ on Polydeg≥2
with Γτ = Γ, τ˜ (U) = 1. Thus, we have proved Theorem 2.54.
Remark 4.38. Using the above method (especially, using Lemma 4.28,
Lemma 4.31 and Lemma 4.37), we can also construct an example of a poly-
nomial skew product f : C2 → C2, f(x, y) = (p(x), qx(y)), where p : C → C
is a polynomial with deg(p) ≥ 2, qx : C → C is a monic polynomial with
deg(qx) ≥ 2 for each x ∈ C, and (x, y)→ qx(y) is a polynomial of (x, y), such
that all of the following hold:
• f satisfies the Axiom A; and
• for almost every x ∈ J(p) with respect to the maximal entropy measure
of p : C→ C, the fiberwise Julia set Jx(f) is a Jordan curve but not a
quasicircle, the fiberwise basin Ax(f) of ∞ is a John domain, and the
bounded component of Fx(f) is not a John domain.
For the related topics of Axiom A polynomial skew products on C2, see [8].
We now demonstrate Proposition 2.57.
Proof of Proposition 2.57: Since P ∗(G) ⊂ int(Kˆ(G)) ⊂ F (G), G is
hyperbolic. Let γ ∈ ΓN be any element. We will show the following claim.
Claim: int(Kγ(f)) is a non-empty connected set.
To show this claim, since G is hyperbolic, int(Kγ(f)) is non-empty. Sup-
pose that there exist two distinct connected components W1 and W2 of
int(Kγ(f)). Since P
∗(G) is included in a connected component U of int(Kˆ(G))
⊂ F (G), [35, Corollary 2.7] implies that there exists an n ∈ N such that
P ∗(G) ⊂ fγ,n(W1) = fγ,n(W2). Let W := fγ,n(W1) = fγ,n(W2). Then, any
critical value of fγ,n in C is included in W. Using the method in the proof
of Lemma 4.37, we see that (fγ,n)
−1(W ) is connected. However, this is a
contradiction, since W1 6= W2. Hence, we have proved the above claim.
From Claim above and Theorem 4.21, it follows that there exists a con-
stant K ≥ 1 such that for each γ ∈ ΓN, Jγ(f) is a K-quasicircle.
Hence, we have proved Proposition 2.57.
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4.8 Proofs of results in 2.8
We now demonstrate Proposition 2.58.
Proof of Proposition 2.58: Conjugating G by z 7→ z + b, we may assume
that b = 0. For each h ∈ Γ, we set ah := a(h) and dh := deg(h). Let r > 0 be
a number such that D(0, r) ⊂ int(Kˆ(G)).
Let h ∈ Γ and let α > 0 be a number. Since d ≥ 2 and (d, dh) 6= (2, 2), it
is easy to see that ( r
α
)
1
d > 2
(
2
|ah|(
1
α
)
1
d−1
) 1
dh if and only if
logα <
d(d− 1)dh
d+ dh − dhd(log 2−
1
dh
log
|ah|
2
− 1
d
log r). (119)
We set
c0 := min
h∈Γ
exp
(
d(d− 1)dh
d+ dh − dhd(log 2−
1
dh
log
|ah|
2
− 1
d
log r)
)
∈ (0,∞).
(120)
Let 0 < c < c0 be a small number and let a ∈ C be a number with 0 < |a| < c.
Let ga(z) = az
d. Then, we obtain K(ga) = {z ∈ C | |z| ≤ ( 1|a|)
1
d−1} and
g−1a ({z ∈ C | |z| = r}) = {z ∈ C | |z| = ( r|a|)
1
d}. Let Da := D(0, 2( 1|a|)
1
d−1 ).
Since h(z) = ahz
dh(1 + o(1)) (z → ∞) uniformly on Γ, it follows that if c
is small enough, then for any a ∈ C with 0 < |a| < c and for any h ∈ Γ,
h−1(Da) ⊂
{
z ∈ C | |z| ≤ 2
(
2
|ah|(
1
|a|)
d−1
) 1
dh
}
. This implies that for each h ∈
Γ,
h−1(Da) ⊂ g−1a ({z ∈ C | |z| < r}). (121)
Moreover, if c is small enough, then for any a ∈ C with 0 < |a| < c and any
h ∈ Γ,
Kˆ(G) ⊂ g−1a ({z ∈ C | |z| < r}), h(Cˆ \Da) ⊂ Cˆ \Da. (122)
Let a ∈ C with 0 < |a| < c. By (121) and (122), there exists a compact
neighborhood V of ga in Polydeg≥2, such that
Kˆ(G) ∪
⋃
h∈Γ
h−1(Da) ⊂ int
(∩g∈V g−1({z ∈ C | |z| < r})) , and (123)
⋃
h∈Γ∪V
h(Cˆ \Da) ⊂ Cˆ \Da, (124)
which implies that
int(Kˆ(G)) ∪ (Cˆ \Da) ⊂ F (HΓ,V ), (125)
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where HΓ,V denotes the polynomial semigroup generated by the family Γ∪V.
By (123), we obtain that for any non-empty subset V ′ of V ,
Kˆ(G) = Kˆ(HΓ,V ′), (126)
whereHΓ,V ′ denotes the polynomial semigroup generated by the family Γ∪V ′.
If the compact neighborhood V of ga is so small, then⋃
g∈V
CV ∗(g) ⊂ int(Kˆ(G)). (127)
Since P ∗(G) ⊂ Kˆ(G), combining it with (126) and (127), we get that for
any non-empty subset V ′ of V , P ∗(HΓ,V ′) ⊂ Kˆ(HΓ,V ′). Therefore, for any
non-empty subset V ′ of V , HΓ,V ′ ∈ G.
We now show that for any non-empty subset V ′ of V , J(HΓ,V ′) is discon-
nected and (Γ ∪ V ′)min ⊂ Γ. Let
U :=
(
int(
⋂
g∈V
g−1({z ∈ C | |z| < r}))
)
\
⋃
h∈Γ
h−1(Da).
Then, for any h ∈ Γ,
h(U) ⊂ Cˆ \Da. (128)
Moreover, for any g ∈ V , g(U) ⊂ int(Kˆ(G)). Combining it with (125), (128),
and Lemma 3.1-2, it follows that U ⊂ F (HΓ,V ). If the neighborhood V of ga
is so small, then there exists an annulus A in U such that for any g ∈ V , A
separates J(g) and ∪h∈Γh−1(J(g)). Hence, it follows that for any non-empty
subset V ′ of V , the polynomial semigroup HΓ,V ′ generated by the family
Γ ∪ V ′ satisfies that J(HΓ,V ′) is disconnected and (Γ ∪ V ′)min ⊂ Γ.
We now suppose that in addition to the assumption, G is semi-hyperbolic.
Let V ′ be any non-empty subset of V. Since (Γ ∪ V ′)min ⊂ Γ, Theorem 2.41
implies that the above HΓ,V ′ is semi-hyperbolic.
We now suppose that in addition to the assumption, G is hyperbolic. Let
V ′ be any non-empty subset of V. By (126) and (127), we have⋃
g∈Γ∪V ′
CV ∗(g) ⊂ int(Kˆ(HΓ,V ′)). (129)
Since (Γ∪V ′)min ⊂ Γ, combining it with (129) and Theorem 2.42, we obtain
that HΓ,V ′ is hyperbolic.
Thus, we have proved Proposition 2.58.
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We now demonstrate Theorem 2.61.
Proof of Theorem 2.61: First, we show 1. Let r > 0 be a number such that
D(bj , 2r) ⊂ int(K(h1)) for each j = 1, . . . , m. If we take c > 0 so small, then
for each (a2, . . . , am) ∈ Cm−1 such that 0 < |aj| < c for each j = 2, . . . , m,
setting hj(z) = aj(z − bj)dj + bj (j = 2, . . . , m), we have
hj(K(h1)) ⊂ D(bj, r) ⊂ int(K(h1)) (j = 2, . . . , m). (130)
Hence, K(h1) = Kˆ(G), where G = 〈h1, . . . , hm〉.Moreover, by (130), we have
P ∗(G) ⊂ K(h1). Hence, G ∈ G.
If 〈h1〉 is semi-hyperbolic, then using the same method as that of Case 1
in the proof of Theorem 2.41, we obtain that G is semi-hyperbolic.
We now suppose that 〈h1〉 is hyperbolic. By (130), we have ∪mj=2CV ∗(hj) ⊂
int(Kˆ(G)). Combining it with the same method as that in the proof of The-
orem 2.42, we obtain that G is hyperbolic. Hence, we have proved statement
1.
We now show statement 2. Suppose we have case (i). We may assume
dm ≥ 3. Then, by statement 1, there exists an element a > 0 such that
setting hj(z) = a(z − bj)dj + bj (j = 2, . . . , m − 1), G0 = 〈h1, . . . , hm−1〉
satisfies that G0 ∈ G and Kˆ(G0) = K(h1) and if 〈h1〉 is semi-hyperbolic
(resp. hyperbolic), then G0 is semi-hyperbolic (resp. hyperbolic). Combining
it with Proposition 2.58, it follows that there exists an am > 0 such that
setting hm(z) = am(z − bm)dm + bm, G = 〈h1, . . . , hm〉 satisfies that G ∈ Gdis
and Kˆ(G) = Kˆ(G0) = K(h1) and if G0 is semi-hyperbolic (resp. hyperbolic),
then G is semi-hyperbolic (resp. hyperbolic).
Suppose now we have case (ii). Then by Proposition 2.58, there exists
an a2 > 0 such that setting hj(z) = a2(z − bj)2 + bj (j = 2, . . . , m), G =
〈h1, . . . , hm〉 = 〈h1, h2〉 satisfies that G ∈ Gdis and Kˆ(G) = K(h1) and if
〈h1〉 is semi-hyperbolic (resp. hyperbolic), then G is semi-hyperbolic (resp.
hyperbolic).
Thus, we have proved Theorem 2.61.
We now demonstrate Theorem 2.63.
Proof of Theorem 2.63: Statements 2 and 3 follow from Theorem 2.61.
We now show statement 1. By [36, Theorem 2.4.1], Hm and Hm ∩ Dm
are open.
We now show thatHm∩Bm is open. In order to do that, let (h1, . . . , hm) ∈
Hm ∩ Bm. Let ǫ > 0 such that D(P ∗(〈h1, . . . , hm〉), 3ǫ) ⊂ F (〈h1, . . . , hm〉).
By [32, Theorem 1.35], there exists an n ∈ N such that for each (i1, . . . , in) ∈
{1, . . . , m}n,
hin · · ·hi1(D(P ∗(〈h1, . . . , hm〉), 2ǫ)) ⊂ D(P ∗(〈h1, . . . , hm〉), ǫ/2).
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Hence, there exists a neighborhood U of (h1, . . . , hm) in (Polydeg≥2)m such
that for each (g1, . . . , gm) ∈ U and each (i1, . . . , in) ∈ {1, . . . , m}n,
gin · · · gi1(D(P ∗(〈h1, . . . , hm〉), 2ǫ)) ⊂ D(P ∗(〈h1, . . . , hm〉), ǫ).
If U is small, then for each (g1, . . . , gm) ∈ U , ∪mj=1CV ∗(gj) ⊂ D(P ∗(〈h1, . . . , hm〉), ǫ).
Hence, if U is small enough, then for each (g1, . . . , gm) ∈ U , P ∗(〈g1, . . . , gm〉) ⊂
D(P ∗(〈h1, . . . , hm〉), ǫ). Hence, for each (g1, . . . , gm) ∈ U , 〈g1, . . . , gm〉 ∈ G.
Therefore, Hm ∩ Bm is open.
Thus, we have proved Theorem 2.63.
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