Abstract-This paper constructs dynamical models and signal processing-based estimation algorithms for computing the concentration of target molecules in a fluid flow using an array of biosensors. Each biosensor is constructed out of protein molecules embedded in a synthetic cell membrane. The concentration evolves according to an advection-diffusion partial differential equation, which is coupled with chemical reaction equations on the biosensor surface. By using asymptotic analysis and the divergence theorem, an approximate model is constructed that describes the asymptotic behavior of the concentration as a system of ordinary differential equations. The estimate of target molecule concentration is then obtained by solving a nonlinear least squares problem. Then, explicit expressions are obtained for the variance and bias of the estimate using the derived approximate model. These expressions can evaluate the achievable improvement in the estimate based on the number of biosensors. As an example, the results are illustrated for a novel biosensor built out of protein molecules.
I. INTRODUCTION

B
IOSENSORS are devices that incorporate a biologically derived material or biomimetic component to interact with the chemical constituent under study. Detection of target molecules with a biosensor involves a biochemical mechanism which is transformed into a measurable signal. The measured signal is then processed to infer the value of an unknown quantity such as the target molecule concentration. Biosensors have a wide range of applications in medical and clinical diagnosis, environmental monitoring, and water treatment facilities for detection of target molecules [1] - [3] . A common example of a commercial biosensor is the blood glucose biosensor [4] which uses an enzyme to break down blood glucose. There is a recent trend to miniaturize the biological sensing systems. The parallelism made possible through such miniaturization is of great interest. Scaling enables integration of more components and detection sites on the same platform tremendously increasing the throughput of the analysis [5] . Biosensor arrays have been fabricated using silicon nitride, silicon carbide, and glass substrates [1] . The assembly and measurement of biosensors are supported by a top microfluidic layer that could take a variety of forms including fluidic channels or fluidic reservoirs that are filled and emptied by a robotic fluid delivery system. Integration of biosensor interfaces, on-chip electrodes and packaging structures can revolutionize high throughput drug screening [6] and simultaneous measurement of multiple target concentrations in clinical diagnosis and environmental monitoring [1] , [7] , [8] . Simultaneous measurement of target molecule concentration also permits onboard calibration to correct for systematic variations that can occur across the array and to correct for electrode-to-electrode variation between different sensors. One consequence of using a biosensor array to measure the target species concentration rather than a single biosensor of comparable area is the improvement in the quality of estimating the response rate [1] . In this paper, measurements of an array of surface-based biosensors are used for estimating the target molecule concentration in a fluid flow. Results are provided for an actual protein-based biosensor array for clinical diagnosis.
Estimating target molecule concentration using a biosensor array is a challenging statistical signal processing problem due to two non-standard features. Firstly, it is a parameter estimation problem of an advection-diffusion-reaction partial differential equation (PDE) which is highly unlikely to be analytically tractable. Asymptotic analysis of the advection-diffusion-reaction equation on a single flat plate in the current literature [9] - [12] endorses this statement. Also reaction-diffusion problems have been widely solved numerically [13] - [16] . Even when the target molecule concentration is constant in the flow chamber, reactions on the biosensor which are described by a set of nonlinear ordinary differential equations (ODEs), cannot be solved analytically [17] . Therefore, numerical methods should be used to solve the estimation problem. In these methods, the PDE system is discretized in space using conventional discretization methods such as the finite-difference method [18] , the finite-element method, modal analysis [19] , spline approximations [20] and the spectral method [21] . This results in a high-dimensional state-space model which should be solved in several iterations. Besides, the large order of the state-space system in contrast to the small number of measured states is a disadvantage of these approaches [22] . Secondly, the measurement process affects the system state because each biosensor grabs target molecules and changes the concentration in the flow. This is unusual since in most statistical inference problems, observation does not change the system state.
The aim of this work is to investigate how the number of biosensors affects the error in the estimation of the initial target molecule concentration. To this end, a novel approximation method is used to convert the PDE system to a system of ODEs.
The method is based on the two-compartment model [23] which is used in modeling a variety of binding experiments, influenced by diffusion and mass transport [16] , [24] . By developing the existing two-compartment model, a new multi-compartment model is derived to describe the reaction-diffusion experiment in a flow chamber over a linear array of multiple biosensors. The derived model is then used to estimate the concentration of target molecules. Using the multi-compartment model to solve the estimation problem significantly reduces the amount of computation in each step of the solution. Also, based on the multi-compartment model, analytic expressions are derived which evaluate the estimation variance and bias. The variations of the estimation bias can be justified through the derived expression. Besides, the model provides an insight to the dynamical behavior of the system which is used to explain the variations of estimation variance with the number of biosensors.
In this paper, we extend our preliminary results in [25] - [27] to specify the range of parameter values where the multi-compartment characterization is valid, and more importantly to analyze the behaviour of the least squares estimate of the input concentration in terms of estimation variance and bias. We investigate the variations of variance and bias with the number of biosensors . Generally, using independent measurements reduces the estimation variance to . However, in the given example, the estimation variance is reduced to less than by using biosensors. This extra improvement is due to the saturating behaviour of the biosensor response and the effect of measurements on the measured process. This result is not specific to the given example and can occur in measurements with microsystem array platforms [28] where the measurements taken by each sensor affect the measurements on other sensors. There is an upper bound for the number of biosensors for which this result is valid. An analytic expression is derived for this threshold.
The paper is organized as follows: in Section II, the PDE model for the flow of target molecules over multiple surfacebased biosensors is described. It is followed by the derivation of the multi-compartment ODE model in Section III. The statistical properties of the least squares estimate of the target molecule concentration is studied in Section IV using the multi-compartment model developed in Section III. Section V presents a detailed case study of an actual biosensor built out of protein macromolecules.
II. PDE MODEL FOR THE FLOW OF TARGET MOLECULES
The aim of this section is to estimate the concentration of target molecules that flow past a linear array of biosensors in a flow chamber. An advection-diffusion PDE describes the spatio-temporal evolution of the target molecule concentration in the flow chamber. In the vicinity of the biosensor surface, target molecules bind to the receptors on the surface. Binding kinetics of the biosensors are described by ODEs that are coupled with the governing advection-diffusion PDE.
Consider a flow chamber with a rectangular cross section where target molecules flow past multiple surface-based biosensors. There are identical biosensors which form a linear array along the flow direction on the chamber floor. We introduce three-dimensional Cartesian coordinates with the -axis along the flow direction and the -axis along the height of the flow chamber and perpendicular to the surface of the biosensors, as shown in Fig. 1 for . Biosensor , for , is located in the range along the -axis and along the -axis. The inlet of the flow chamber lies in the plane. The system is symmetric about the -axis since the ratio of the height to the width of the flow chamber is selected to be less than [29] . The dimensions of the flow chamber and biosensors are:
Flow chamber: Height Length Width
Biosensors: Length Spacing
Biosensor is located at and
The target molecule concentration in the flow chamber (1), denoted by is governed by the PDE (2), subject to the initial and boundary conditions in (3) [25] (2)
In (2)- (3), denotes time, is the diffusion constant of the target molecule and is the flow velocity with the fully developed velocity profile (4) where is the total volumetric flow rate in the flow chamber [12] . In (3), denotes the constant injection concentration, and denote the length and the height of the flow chamber, and is the range of where biosensor is located. The boundary condition on the surface of each biosensor sets the diffusive flux of target molecules equal to the rate of consumption of molecules by chemical reactions. This rate is denoted by for biosensor in (3), where is the surface concentration of the immobilized species on biosensor . The notation shows that this rate depends on the concentration of target molecules on the biosensor and the surface concentration of immobilized species involved in the reaction. There is insulated boundary conditions at and also on the gaps between the biosensors on the chamber floor since no molecules can travel across the walls. The order of and in the consumption rate depends on the type of the recognition mechanism. Biosensors function based on either a biocatalytic or a bioaffinity recognition mechanism [30] . In the former, the recognition mechanism is based on a reaction catalyzed by macromolecules. The glucose biosensor is an example. Biocatalytic reaction rates are often chosen to be first order dependent on the target molecule concentration [30] . The biosensors with bioaffinity recognition mechanism are based on the interaction of target molecule with macromolecules. Protein receptor and antigen-antibody based biosensors such as ion channel-based biosensors [31] and surface plasmon resonance biosensors [32] fit into this category. Binding and dissociation kinetics on this type of biosensors can be modeled using first order reactions [33] . When the target molecule is a first order reactant on the biosensor, the rate can be expressed as [17] (5) where and are functions which are specified by the rate law of reactions on the biosensor. Here, and respectively refer to the association and dissociation rate of target molecules. The association rate is linear in the target molecule concentration on the biosensor surface. The dynamics of the immobilized species on biosensor at location are described by a system of ODEs [14] , [34] : (6) Here, is a vector function whose elements describe the dynamics of the concentration of immobilized species on the biosensor, in terms of the elements of and the target molecule concentration at the surface of the biosensor. It is determined by the rate law of reactions on the biosensor. The constant is the initial concentration of immobilized species on each biosensor.
The aim is to estimate the concentration at the inlet of the flow chamber which appears in the boundary conditions (3). After describing the biosensor array model, statistical estimation algorithms are given in Sections III and IV to estimate given noisy measurements from the biosensors.
Measurements: The biosensor translates the changes in the concentration quantities to a corresponding electrical signal denoted by . The notation emphasizes on the fact that the response is an implicit function of the concentration at the inlet of the flow chamber. The response of biosensor can be written as (7) Here, is the transducer function and denotes the surface average of the concentration vector . In Section V, we give a specific example of an actual biosensor where models the conductance of the biosensor. For biosensor , the measurement sampling points are denoted by for . It is a general notation that allows independent selection of sampling time points for different biosensors. Considering the PDE model (2)-(6), the measurement taken at biosensor at time , denoted by , can be expressed as (8) where is the corresponding measurement noise, refers to the response at time , and is the number of measurement samples taken at each biosensor. The noise samples for and are independent and normally distributed with zero mean and finite variance . Here, captures the measurement noise in the measurement circuit which is widely assumed to have normal distribution.
III. MULTI-COMPARTMENT MODEL APPROXIMATION
Given the response measurements, described by (8) and the PDE model of Section II defined by (2)- (6), the aim is to estimate the concentration at the boundary in (3). The PDE is coupled with the ODEs (6) through the boundary conditions on the biosensors and is highly unlikely to have an analytical solution. To estimate , a multi-compartment ODE model is introduced that approximates the PDE by a system of ODEs. The introduced model is an extension of the existing two-compartment model [24] and is derived based on the multiple-scale behaviour of the system and the divergence theorem. After reviewing the two-compartment model in Section III-A, the multi-compartment model is derived.
A. Review of the Two-Compartment Model
The two-compartment model is an approximate model that describes the dynamics of a flow of molecular species over a capture surface. It is based on the asymptotic analysis of advection-diffusion in a fluid flow past a flat plate [11] . When diffusion along the flow direction is negligible compared to advection of molecules, a thin layer is formed close to the sensor surface as shown in Fig. 2 , where mass transition to the surface takes place across this region. The significance of advection compared to diffusion is determined by the dimensionless Péclet number in the study of transport phenomena [12] . Here, the Péclet number is defined as the ratio of the time it takes the molecule to diffuse across the channel to the time it takes the molecule to be swept the same distance along the flow chamber [12] . When the Péclet number is large for extremely fast flows or extremely small diffusion rates, target molecules are swept downstream before they can diffuse very far across the flow chamber such that the only target molecules that stand a chance of collection lie in a thin layer above the biosensor. This is the case where the two-compartment approximation is valid [34] . As shown in Fig. 2 , the flow chamber on top of the biosensor is divided horizontally into two compartments comprising the outer and the inner compartment. The PDE model (2)- (6) is approximated by a set of coupled ODEs which models the slow response of the system by ignoring the brief transitions before the outer compartment concentration falls or rises to the concentration at the inlet of the flow chamber. Based on the two-com- The two-compartment model can describe the dynamics of the system in this flow profile. The concentration of the target molecules in the outer compartment is constant, equal to the concentration at the inlet whereas the concentration in the depleted inner compartment is slowly varying. partment model for a single biosensor, the concentration in the outer compartment, denoted by , is equal to the concentration at the inlet of the flow chamber and the dynamics of the average concentration of target molecules in the inner compartment, denoted by , is described by [35] 
where (10) is the height of the inner compartment. Here, is the diffusion constant, and are the height and width of the flow chamber, and is the volumetric flow rate defined in (4). The first term on the right-hand side of (9) accounts for the transport of target molecules from the outer compartment to the inner compartment. Therefore, the difference between this term and in (9) determines the rate of change in the inner compartment concentration. The variations of the average concentration of immobilized species is then described by (11)
B. The Multi-Compartment Model
A system of ODEs is derived here which approximate the solution of the PDE model (2)- (6) . The flow chamber is partitioned into a series of two-compartment blocks which are connected by middle compartments as shown in Fig. 3 . For each biosensor, the response can be described by an individual twocompartment model with a different outer compartment concentration. We apply the divergence theorem to the advection-diffusion PDE of (2) in the outer compartment associated with each biosensor to find the concentration at the inlet of the next biosensor.
In the derivation of the multi-compartment model in Appendix A, it is assumed that the biosensors are operating in the transport-limited regime, i.e., the binding rate is limited by the rate of transport of target molecule to the surface. The binding kinetics regime is determined by the dimensionless Damkohler number which is defined as the ratio of the initial reactive flux to the diffusive flux [36] . For the given rate of adsorption in (5), the Damkohler number is (12) where is the height of the inner compartment. In the transport-limited regime we have . Consider a flow of target molecules over an equally spaced linear array of identical biosensors in the flow chamber (1). Suppose the target molecule concentration at the inlet of the flow chamber is a constant denoted by . The concentration of target molecules and chemical species are described by the PDE model (2)- (6) . Assume that the binding rate on each biosensor is of the form (5). The Damkohler number is sufficiently large, i.e.,
. Then, the dynamics of the surface average concentration of chemical species on biosensor , denoted by , can be approximated by
Here, is the outer-compartment concentration above biosensor which is obtained by the following recursion for : (15) and denotes the spatial average concentration in the inner compartment of biosensor . The height of the inner compartment above each biosensor is denoted by which is obtained by (10) . The time , obtained by (16) approximates the time when the flow reaches the near end of biosensor . The accuracy of the above model is evaluated for a protein-based biosensor in Section V.
IV. ANALYSIS OF THE LEAST SQUARES ESTIMATOR OF THE INITIAL CONCENTRATION
With the above multi-compartment characterization, this section deals with estimating the concentration at the inlet of the flow chamber. The estimation is formulated as a least squares problem for the multi-compartment model. The use of the multi-compartment model in the estimation problem delivers the following advantages:
1) It facilitates the computation of the estimate by reducing the computational complexity of the problem. In the conventional numerical techniques for solving PDEs such as the finite-difference method and the finite-element method, the number of derived ODEs is equal to the number of nodes in the spatial discretization. In our given example in Section V, the number of nodes in the finite element solver is of the order 1000. On the other hand, in the multi-compartment approximation, the PDE equation inside the domain is converted to exactly ODEs where is the number of biosensors. Still, it is shown in Section V that the model yields an excellent approximation.
2) More importantly, with the aid of this model, the variance and bias of the estimate are evaluated. The model provides an insight to the physical behaviour of the system which allows us to explain the variations of estimation variance with the number of biosensors. The variations of the estimation bias can be explained using the derived analytic expression. The concentration at the inlet of the flow chamber is estimated using nonlinear regression. Using biosensors and time samples at each biosensor, the estimate of , denoted by , is obtained as (17) where is the measurement of biosensor at time , and is the response of biosensor at time obtained by the approximate multi-compartment ODE model (13)-(16) with the initial concentration . Here, in the multi-compartment ODE model is the counterpart of the PDE response (7). Considering (7), is obtained as (18) where satisfies the multi-compartment ODE model (13)- (16) . According to (8) , the measurement , at time on biosensor , for and , can be expressed as (19) where refers to the difference between the ODE response and its corresponding PDE response . The least squares estimate is the solution of the optimization problem defined by (17) - (18), where satisfies the multicompartment ODE model (13)- (16) and the measurements are given by (19) . The Gauss-Newton method [37] is used here to solve the least squares problem.
Analytic Expressions for the Variance and Bias of the Estimate
: Using the multi-compartment model, the variance and bias of the estimate can be approximated as (20)- (21), shown at the bottom of the page, where is the response of a single biosensor, obtained by the two-compartment model (9)- (11), when the initial concentration is and the edge of the sensor is right at the inlet of the flow chamber. The derivatives and are respectively the values of and at and . Here denotes the time difference
. Time variations of and depend on the variations of the first and second derivatives of the concentration vector with respect to the initial concentration . By taking the first and second derivatives of the system of ODEs (9) and (11) with respect to , a set of ODEs is obtained which describes the dynamics of the derivatives of the concentration vector with respect to the initial concentration . This set of ODEs can be solved numerically to obtain the values of and in (20) and (21) . In the experiments involving the protein-based biosensor described in Section V, the approximations (20) and (21) are used to explain how the variance and bias of the estimate vary with the number of biosensors. The derivation of (20) and (21) is presented in Appendix B.
V. CASE-STUDY: ION CHANNEL BIOSENSOR
In this section, the performance of the multi-compartment model of Section III-B is illustrated for a novel protein-based biosensor, called the ion channel switched (ICS) biosensor. It is a generic biosensor that can detect low molecular weight drugs, large proteins and micro-organisms [1] with concentrations as low as 10 fMolar [38] . The structure and operation of this biosensor is briefly described. Then, in Section V-B, the multi-compartment model (13)- (16) is applied to an ICS biosensor array. Comparison between its response and the PDE response shows that the multi-compartment model describes the system accurately. Finally, in Section V-C, numerical examples (20) (21) are given for estimating the initial concentration using ICS biosensors.
A. Ion Channel Switch Biosensor
ICS biosensor is a surface-based biosensor which incorporates artificial ion channels in a lipid bilayer. The inner lipid layer is tethered to a gold substrate. The ion channels within this layer are tethered whereas the ones in the outer layer diffuse freely. Applying a small alternative potential between the gold substrate and a reference electrode in the test solution generates a charge at the gold surface. The flow of ions through a channel occurs when a mobile channel in the outer layer aligns to a fixed channel in the inner layer to form a conducting structure which is called a dimer. The conductance of the biosensor is proportional to the number of dimers. Arrival of target molecule anchors some of the channels distant from their inner layer partners. Therefore, the expected number of dimers is decreased which results in the reduction of the conductance of the biosensor. The arrival of target molecules initiates the following chemical reactions on the ICS biosensor [38] (22) Here, and denote the forward and backward reaction rate constants [39] . The primary species include binding site , free channels , tethered ion channel , and dimer . Initially, free channels , tethered channel , and dimers are in equilibrium through a reversible chemical reaction. The arrival of target molecules initiates six other reactions such that the equilibrium shifts towards reducing the dimer concentration. Using the rate law of reactions [39] for the reactions in (22) , the system of ODEs in (6) and the rate in the boundary conditions (3) are specified. What is recorded as the response of the ICS biosensor is the time variation of its total conductance which is proportional to dimer concentration. Denoting the average dimer concentration of biosensor by , the observation equation, on biosensor , can be expressed as where is a white Gaussian noise. In the analysis of patch clamping of ion channels using hidden Markov models, it is justified that the noise in the measured current of ion channels can be considered to be Gaussian [40] .
B. Accuracy of the Multi-Compartment Model
This section considers a uniform biosensor array comprising four identical ICS biosensors. The aim is to show that the multicompartment model of Section III-B yields an excellent approximation to the flow dynamics. The height and width of the flow chamber are mm and mm. The biosensor length and array spacing are respectively mm and mm and the diffusion constant is cm /s. For the given example, the accuracy of the multi-compartment model is validated for the concentration in the range Mol/m and the flow rate in the range 10-100 L/min. The notation Mol/m , throughout the paper, stands for mole per meter cube.
The response of biosensors obtained by the multi-compartment model (13) - (16) is simulated and compared with the response of the PDE model (2)-(6). The Comsol multiphysics simulation software is used to solve the PDE via the finite element method. 1 The relative error tolerance of the solution is less than 0.001.
Since the measured output of the biosensor is proportional to the average dimer concentration, define the normalized error between the ODE and PDE responses as (23) where is the average dimer concentration on biosensor , obtained by the PDE model (2)- (6) .
is the corresponding response from the multi-compartment model (13)- (16) . The normalized modeling error, defined in (23), compared to the absolute error provides a better criterion for evaluating the accuracy of the proposed multi-compartment model since the ratio of the error to the actual value is computed. Fig. 4 shows the normalized error (23) In order to validate the accuracy of the proposed multi-compartment method, it is required to validate the finite element solution converging to the exact solution of the PDE. According to [42] , stability and consistency of the finite element solver imply the convergence of the solution. Consistency means that as the time and space discretizations vanish, the solution of the PDE satisfies the numerical scheme. Stability means that the numerical scheme does not amplify the errors. The underlying finite element discretization method in COMSOL Multiphysics is the Galerkin method [43] . When discretizing (2), the numerical scheme becomes unstable for a large Péclet number which is our case. However, stabilization methods exist to take care of this problem. In our case, Comsol uses the streamline-upwind/petro-galerkin (SUPG) method which is a consistent stabilized method [43] , [44] . In SUPG, an artificial diffusion is added to the numerical scheme while keeping it consistent [45] . A powerful way to investigate the convergence of the finite element solution is to confirm that [46] (24) 1 The predefined convection and diffusion application mode in Comsol is used to define the governing PDE in the domain. The ODEs on the boundary are defined through the weak form boundary setting. There are 2947 triangular elements in the finite element solver. The PDE system is converted to algebraic equations which are solved by a multifrontal massively parallel sparse direct solver (MUMPS) [41] . MUMPS is a solver for large sparse systems of linear algebraic equations which is based on parallel computing and distributed memory [41] . as . Here, denotes the PDE solution at time is the finite element solution with the mesh size , and is the convergence order of the finite element method. The constant is independent of . If the PDE solution is not available in analytic form, the convergence study can still be carried out by using the finite element solution on the finest mesh as the so-called reference solution. This is the standard approach in the case that the PDE solution is not available [46] . For the PDE model (2)- (6), (24) translates to (25) where and are the reference solutions of the PDE model and are obtained for the finest mesh size selected as m. One way to visualize (25) is a log-log plot of the error on the left-hand side of (25) versus the reciprocal of the mesh spacing, [46] . Fig. 6 show plots of this type for different time points. The plots are obtained by post processing the solution data in MATLAB. In order to compute the norm of the difference between the reference solution and a solution on a lower refined mesh, we use interpolation on the reference finest mesh. The results of Fig. 6 show that the convergence order is . (6): Convergence studies are performed by investigating (24) . For the PDE model (2)- (6), (24) is formulated as (25) where and are the reference solutions of the PDE model obtained for the finest mesh size which is selected as m. The convergence order is obtained as .
C. Investigating the Properties of the Estimator
Here, the analytical results of Section IV for the ICS biosensor array is compared with the corresponding simulated results. The achievable improvement in the estimate based on the number of biosensors is also evaluated. (9)- (11) with , is insensitive to low concentrations of target molecules. By increasing the concentration of target molecules, the sensitivity of (the magnitude of the derivative ) initially increases and then decreases to zero for large values of concentration. The response is plotted for a time horizon of 300 s.
The variance and bias of the finite-sample estimator (17) are estimated by Monte Carlo simulations and then compared with the values approximated by (20) and (21) . The standard deviation and bias of for different number of biosensors are shown in Table I . The estimate is obtained with time samples with sampling rate 1 sample/s. The actual value of the initial concentration is Mol/m . The noise variance is set at , where is the initial dimer concentration. Table I shows that the estimation variance, is decreasing faster than as increases. The reason is that the variance in (20) can be written as where (26) is increasing with for . In order to justify this, the variations of the response , obtained by the two-compartment model (9)- (11) with , is investigated here. Fig. 7 illustrates the response of ICS biosensor versus the concentration of target molecules in the outer compartment. It can be seen that the response curve has the form of the sigmoid function and saturates for low and high concentration. As a result, there exists a concentration for each time instant such that in the range , the response is convex in . Therefore, the derivative is increasing. Since is negative, is decreasing in for . Assume that the sampling time points for each biosensor are selected such that the time difference in (20) is constant with and is equal to for . Define as . Then, there is a concentration such that in the range is decreasing. Then, , defined in (26), can be written as . If , due to the decreasing behaviour of in has the possibility to be increasing in . In order to explain the ascending behaviour of in the results of this section, and are compared in Fig. 8 for the given example. From the experimental values of the parameters, in (15) is obtained as . The number of time samples in computation of is and the sampling rate is 1 Fig. 8 . The ascending behaviour of , defined in (26), is investigated by comparing and (a) where is defined in (27) . The plot in the interval is magnified (b). For the value of in this interval, we have . In our example of the estimation problem, the concentration at the inlet of the flow chamber Mol/m belongs to this interval. Using biosensors, for obtained by (28) , the variance of the estimation is decreased to less than of the variance obtained by a single biosensor. sample/s. Fig. 8 shows that there exist a range such that for (27) If , then, according to (27) , it can be written that for . Therefore, based on the expression (20) for variance, using biosensors decreases the estimation variance to less than of the variance obtained with a single biosensor.
If , depending on the values of , and , there exists an integer such that for , we have . Since , the maximum threshold exists and is greater than or equal to 2. An expression for can be obtained as (28) where is defined in (27) , is the concentration of target molecules at the inlet of the flow chamber, and is defined in (15) . In (28) , is the floor function which maps to the largest integer that is not greater than . For the given value of in Fig. 8 , the initial concentration Mol/m , and , the value of is obtained as . From TABLE I what described above, if , using biosensors decreases the estimation variance to less than of the variance obtained with a single biosensor.
The results for the estimation bias in Table I show that the magnitude of the bias is increasing with for biosensors and then it decreases at . This behaviour can be explained by tracking the changes of the two separate terms in the evaluation of bias in (21) . The first term on the right-hand side of (21) depends on the deterministic error between the PDE response and the response of the multi-compartment model, whereas the second term depends on the variance of the random measurement noise. For the given example, the values of these terms are evaluated separately for in Table II . As it can be seen, the second term in (21) is positive and decreasing with the number of biosensors. The second term is positive because, as explained earlier, the first derivative is negative and the second derivative is positive due to the convexity of the response . The denominator of the second term is increasing with the number of biosensors, as explained before, and it is increasing much faster than the numerator. The first term on the right-hand side of (21) is negative. In order to justify its variations, the deterministic error should be evaluated. The sampled error is the absolute error between the PDE and the multi-compartment responses at time samples . The variations of the absolute error are plotted in Fig. 9 . Since the value of for the biosensors is positive and the first derivative is negative, the first term in (21) is negative for . For , the error have the same sign and are increasing in magnitude. Therefore, they add to the magnitude of the first term in (21) . The error and its time samples , on the other hand, is negative in some parts. This results in reducing the magnitude of the first term in (21) . It can also be seen than the first term dominates the second term in (21) for . With the above explanation, it can be concluded that the estimation bias depends tightly on the multi-compartment approximation error. The bias can fluctuate due to the change in sign and magnitude of this error.
VI. CONCLUSION
The main results of this paper are briefly stated as follows: 1) An advection-diffusion-reaction PDE model with appropriate boundary conditions is constructed to model the concentration variations of target molecules that flow past a linear array of biosensors. The proposed multi-compartment ODE model is derived by exploiting the multiplescale behaviour of the system, together with the divergence theorem. 2) A novel biosensor constructed out of protein molecules is used as an actual example to illustrate the results. The development of this biosensor was first published in Nature [31] . The PDE model for this biosensor is solved numerically using the Comsol multiphysics finite element analysis software. We show how the PDE model and ODE approximations can satisfactorily model this novel biosensor.
3) The estimation of target molecule concentration is posed as a parameter estimation problem in the derived multi-compartment model. The estimate is computed numerically for the protein-based biosensor via the nonlinear least squares method. 4) Expressions for the variance and bias of the estimate based on the multi-compartment model are obtained. Using these expressions, the achievable improvement in the estimate of the input concentration can be quantitatively predicted. In summary, it can be concluded that:
1) The multi-compartment model (13)- (16) (23) in Fig. 4(a) is increasing with time, the corresponding absolute error in Fig. 9 is not increasing with time. The reason is that the dimer concentration decreases to zero with time. Dividing the small absolute error by the small value of can result in a relatively large value due to their different convergence rate. The absolute error value may also increase with time due to the approximation error in the computation of in (32) . The second term on the right-hand side of (32) is theoretically zero for infinite Damkohler number . However, is finite in practice and therefore there is an error in the computation of . This error adds up in time in the approximation of the target molecule inward flux to the inner compartment in (13) . However, the multi-compartment model still remains accurate for a bounded interval of time which is of the order of hundreds of seconds in the given example and is sufficiently long for analysis. 2) According to the results for the estimation bias and variance in Table I , using an array of four biosensors reduces the estimation error from 10% to 5% in terms of the root mean squared error. The estimation is based on 300 measurement samples on each biosensor during the first 300 seconds of the response. 3) When the initial concentration is in a certain range, the estimation variance can be reduced to less than by using biosensors. This is an unusual result since in a signal processing setting, using measurements reduces the variance to [38] . This result is explained using the nonlinear saturating behaviour of the biosensor response, and the measurement effect on the state space. This effect is not specific to the ICS biosensor in the given example and can occur in any sensor array measurements where the sensor response is nonlinear in terms of the unknown quantity and measurements affect the system state. 4) The measurement error, in the developed multi-compartment model, comprises a white measurement noise, and a deterministic error between the responses of the multicompartment model and the PDE model. According to (37) , the contribution of the deterministic error to the estimation variance is insignificant compared to the random noise. However, the estimation bias is mainly dependent on this deterministic error. The bias can fluctuate with the number of biosensors if the magnitude and sign of this error fluctuate with the number of biosensors. 5) Using the developed multi-compartment ODE model provides an insight into the dynamical behaviour of the biosensors and significantly reduces the amount of computation for the estimation problem. 6) The multi-compartment model enables the evaluation of estimation bias and variance via analytic expressions. Based on this expression, the effect of system parameters on the estimation error can be formulated in order to optimize the design of the biosensor array.
APPENDIX A DERIVATION OF THE MULTI-COMPARTMENT MODEL (13)-(16)
We use an inductive construction described as follows: Assume that the ODE set (13)- (14) with concentration is used to describe the dynamics of biosensor . Then, we derive (13)- (14) for biosensor where is obtained by (15) .
For , the ODE set (13)- (14) represents the well-known two-compartment model for the first biosensor.
Assume that (13)- (14) is accurate for biosensor and that the associated outer compartment has the concentration . The aim is to compute the outward flux that is indicated by in Fig. 3 at the outlet of the outer compartment above biosensor . By applying the divergence theorem to (2) in the region inside this compartment, the total outward flux through this volume is obtained as zero. Hence, is obtained by subtracting the flux towards the inner compartment from the inward flux at the inlet of the compartment: (29) The concentration in the middle compartment between biosensors and is estimated as (30) where is the time it takes the flow to traverse the middle compartment. Using (29) and (30) can be expressed as (31) In order to compute the above integral, we exploit the two-time scale behaviour of the ODE set (13)- (14) . In the ODE system (13)- (14) , is fast varying compared to because of the small coefficient of the derivative [24] , [47] . For high flow rates, is a small value that lies within the transit time when has fast variations. During this time, the slow variable is roughly constant and equal to its initial value. By replacing with (5) and with the constant in (13), a linear ODE for the variations of is obtained which is solved as According to (30) , the above equation, and the definition of Damkohler number in (12) , (31) can be rewritten as
When on the right-hand side of (32), we have Therefore, for can be approximated as (15) . The concentration is obtained as the concentration at the inlet of biosensor . Therefore, biosensor acts like a single biosensor in the flow chamber with the constant concentration at the inlet. Thus, the ODE set (13)- (14) with the concentration in the outer compartment can be applied to compute the variations of on biosensor .
APPENDIX B DERIVATION OF (20) AND (21) Denote the derivative of the objective function in (17) by where the vector contains all the measurements for and . The derivative is obtained as (33) For the estimate , the derivative is zero: (34) which indicates that is an implicit function of . In the following, is approximated by the third order Taylor series expansion at for all and . The first term in the expansion is the value of obtained at error free measurements . From (33) and (34) , is equal to at this point. For simplicity, is denoted by and the value of the derivative at the point and is denoted by in the rest of this section. The third order Taylor series expansion yields (35) Here, as is the big 'O' notation which denotes the set of all functions such that for where and are some constants [48] . Denote for and . According to (35) , the bias of the estimator can then be expressed as (36) The variance of the estimator can be expressed as Expanding the above terms by using (35) and (36) yields (37) According to (36) , the bias of the estimator can be expressed as (38) In the following, the values of and that appear in (37) and (38) are obtained by taking the first and second derivatives of (34) with respect to and evaluate them at and for and . Taking the first derivative of (34) with respect to yields Using (33), the derivatives and at are obtained as which yields (39) Thus, (37) can be written as For identical biosensors in the array, the multi-compartment model comprises similar sets of ODEs on the biosensors, described by (13)- (14) , where the only distinction among them is the input concentration . Therefore, for all the biosensors, the response is the same function of the corresponding outer compartment concentration. The response of biosensor at time for the concentration at the inlet of the flow chamber can be expressed as (40) where is the response of a single biosensor with concentration in its associated outer compartment obtained by (9)- (11) . Recall that the time shift
in (16) is the response delay of biosensor . Using (40) and the recursion (15), the finite sample variance using biosensors and time samples is obtained as (20) . Similarly by taking the second derivative of (34) and using (39) , is obtained as By substituting the derivatives from (39) and the above equation, (38) can be written as
Using (40) and the recursion (15), the bias is derived as (21) .
