The Stackelberg Minimum Spanning Tree Game is a two-level combinatorial pricing problem introduced at WADS'07. The game is played on a graph (representing a network), whose edges are colored either red or blue, and where the red edges have a given fixed cost (representing the competitor's prices). The first player chooses an assignment of prices to the blue edges, and the second player then buys the cheapest spanning tree, using any combination of red and blue edges. The goal of the first player is to maximize the total price of purchased blue edges.
Introduction
A young startup company has just acquired a collection of point-to-point tubes between various sites on the Interweb. The company's goal is to sell the use of these tubes to a particularly stingy client, who will buy a minimum-cost spanning tree of the network. Unfortunately, the company has a direct competitor: the government sells the use of a different collection of point-to-point tubes at publicly known prices. Our goal is to set the company's tube prices to maximize the company's income, given the government's prices and the knowledge that the client will buy a minimum spanning tree made from any combination of company and government tubes. Naturally, if we set the prices too high, the client will rather buy the government's tubes, while if we set the prices too low, we unnecessarily reduce the company's income. Figure 1: A sample instance of the STACKMST problem. The goal is to assign prices to the blue edges to maximize the total price of the blue edges purchased in a minimum spanning tree.
This problem is called the Stackelberg Minimum Spanning Tree Game [CDF + 07], and is an example in the growing family of algorithmic game-theoretic problems about combinatorial optimization in graphs [BHK08, GvLSU09, LMS98, RSM05, vH06, BGPW08] . More formally, we are given an undirected graph G (possibly with parallel edges, but no loops), whose edge set E(G) is partitioned into a red edge set R(G) and a blue edge set B(G). We are also given a cost function c : R(G) → R + assigning a positive cost to each red edge. The STACKMST problem is to assign a price p(e) to each blue edge e, resulting in a weighted graph (G, c ∪ p), to maximize the total price of blue edges in a minimum spanning tree. We assume that, if there is more than one minimum spanning tree, we obtain the maximum possible income. (Otherwise, we could decrease the prices slightly and get arbitrarily close to the same income.) Figure 1 shows an example.
This problem is thus a two-player two-level optimization problem, in which the leader (the company) chooses a strategy (a price assignment), taking into account the strategy of the follower (the client), which is determined by a second-level optimization problem (the minimum spanning tree problem). Such a game is known as a Stackelberg game in economics [vS34] .
The complexity and approximability of the STACKMST problem has been studied in a previous paper [CDF + 07], which shows the following results. The problem is APX-hard, but can be approximated within a logarithmic factor. Constant-factor approximation exist for the special cases in which the given costs are bounded or take a bounded number of distinct values. Finally, an integer programming formulation has an integrality gap corresponding to the best known approximation factors.
Instead of restricting the edge weights, we can restrict the class of allowed graphs, with the hope of obtaining better approximation algorithms. One natural class of graphs is planar graphs, on which many important problems admit polynomial-time approximation schemes. Many of these results use Baker's technique [Bak94] or more modern variations [Kle05, Kle06, BKMK07, DHM07, DHK09], which ultimately rely on the ability to efficiently solve the problem in graphs of bounded treewidth in polynomial time. Such algorithms generally use dynamic programming, using a textbook technique for well-behaved problems. In particular, the problem of checking a graph-theoretic property expressible in monadic second-order logic is fixed-parameter tractable with respect to the treewidth of the graph; see [Cou08] for a survey. However, few if any such dynamic programs have been developed for a two-level optimization problem such as STACKMST, and standard techniques do not seem to apply.
In this paper, we consider the STACKMST problem in these two graph classes: planar graphs and bounded-treewidth graphs. We prove in Section 2 that STACKMST remains NP-hard when restricted to planar graphs. We develop in Section 4 a polynomial-time dynamic programming algorithm for STACKMST in graphs of bounded treewidth. Along the way, we develop in Section 3 a dynamic programing algorithm for series-parallel graphs, or equivalently, biconnected graphs of treewidth at most 2, which are also planar.
To our knowledge, our algorithms are the first examples of a two-level pricing problem solved by dynamic programming on a graph decomposition tree. We believe that this result provides insight into the structure of the problem, and could be a stepping stone toward a polynomial-time approximation scheme for planar graphs. More generally, we believe that our techniques may be useful in the design of dynamic programming algorithms for other pricing problems in graphs, including pricing problems with many followers [BHK08, GvLSU09] , and Stackelberg problems involving shortest paths [RSM05] or shortest path trees [BGPW08] .
Planar Graphs
We consider the STACKMST problem on planar graphs. We strengthen the hardness result given in [CDF + 07] by showing that the problem remains NP-hard in this special case. The reduction is from the minimum connected vertex cover problem, which is known to be NP-hard, even when restricted to planar graphs of maximum degree 4 (see Garey and Johnson [GJ79] ). The minimum connected vertex cover problem consists of finding a minimum-size subset C of the vertices of a graph, such that every edge has at least one endpoint in C, and C induces a connected graph. Theorem 1. The STACKMST problem is NP-hard, even when restricted to planar graphs.
Proof. Given a planar graph G = (V, E), with |V | = n and |E| = m, we construct an instance of STACKMST with red costs in {1, 2}. Let G = (V , R ∪ B) be the graph for this instance, with (R, B) a bipartition of the edge set. We first let V = V ∪ E. The set of blue edges B is the set {ve : e ∈ E, v ∈ e}. Thus the blue subgraph is the vertex-edge incidence graph of G, which is clearly planar. Given a planar embedding of the blue subgraph, we connect all vertices e ∈ E of G by a tree, all edges of which are red and have cost 1. The graph can be kept planar by letting those red edges be nonintersecting chords of the faces of the embedding. Finally, we double all blue edges by red edges of cost 2. The whole construction is illustrated in figure 2(a) .
Let t be a positive integer. We show that the revenue for an optimal price function for G is at least m + 2n − t − 1 if and only if there exists a connected vertex cover of G of size at most t. (⇐) We first suppose that there exists such a connected vertex cover C ⊆ V , and show how to construct a price function yielding the given revenue.
From the set C, we can construct a tree made of blue edges that spans all vertices e ∈ E of G . The set of vertices of this tree is C ∪ E, and its edges are of the form ue ∈ E , with u ∈ C and e ∈ E (see figure 2(b)). This tree has t + m − 1 blue edges, to which we assign price 1. Now we have to connect the remaining n − t vertices belonging to V . Since the only red edges incident to these vertices have cost 2, we can use n − t blue edges of price 2 to include these vertices in the minimum spanning tree. The price of the other blue edges is set to ∞. The revenue for this price function is exactly (t + m − 1) + 2(n − t) = m + 2n − t − 1.
(⇒) Now suppose that we have a price function yielding revenue at least m + 2n − t − 1. We can assume (see [CDF + 07]) that all the prices belong to the set {1, 2, ∞}. We also assume that the price function is optimal and minimizes the number of red edges in the resulting spanning tree T .
First, we observe that T does not contain any red edge. By contradiction, if T contains a red edge of cost 2, then this edge can be replaced by the parallel blue edge. On the other hand, if T contains a red edge f of cost 1, we consider the cut defined by removing f from T . In the face used to define f , there exists a blue edge having its endpoints across the cut and does not belong to T . So we can use this blue edge, with a price equal to 1, to reconnect the tree. Now let us consider the blue edges of price 1 in T . We claim that the graph H induced by these edges contains all vertices e ∈ E of G and is connected.
Clearly, all vertices e ∈ E of G are incident to a blue edge of price 1, otherwise it can be reconnected to T with a red edge of cost 1, and T is not minimum. Thus E ⊆ V (H), where V (H) is the vertex set of H. Letting C := V (H) ∩ V , we conclude that C is a vertex cover of the original graph G. Now we show that H is connected. Suppose otherwise; then there exist two vertices of G in E that are connected by a red edge of cost 1, and belonging to two different connected components H 1 and H 2 of H. Consider the (blue) edge that connects H 1 and H 2 in T . This edge cannot have price 2 in T , since H 1 and H 2 are connected by a red edge of cost 1. Hence the blue edge has price 1 and belongs to H. Therefore H is connected and C is a connected vertex cover of G.
Finally the remaining vertices V − C of G must be leaves of T , since otherwise they belong to a cycle containing a red edge of cost 1. The total cost of T is therefore (m + |C| − 1) + 2(n − |C|) = m + 2n − |C| − 1. Since we know this is at least m + 2n − t − 1, we conclude that |C| ≤ t.
Series-Parallel Graphs
We now describe a polynomial-time dynamic programming algorithm for solving the STACKMST problem on series-parallel graphs. These graphs are the biconnected graphs excluding K 4 as a minor, or equivalently, biconnected graphs with treewidth at most 2.
We use the following inductive definition of (connected) series-parallel graphs. Consider a connected graph G with two distinguished vertices s and t. The graph (G, s, t) is a series-parallel graph if either G is a single edge (s, t), or G is a series or parallel composition of two series-parallel graphs (G 1 , s 1 , t 1 ) and (G 2 , s 2 , t 2 ). The series composition of G 1 and G 2 is formed by setting s = s 1 , t = t 2 and identifying t 1 = s 2 ; the parallel composition is formed by identifying s = s 1 = s 2 and t = t 1 = t 2 .
Theorem 2. The STACKMST problem can be solved in O(m 4 ) time on series-parallel graphs.
Definitions
Let us fix an instance of STACKMST, that is, a graph G with E(G) = R(G) ∪ B(G) endowed with a cost function c : R(G) → R + . Denote by c 1 , c 2 , . . . , c k the different values taken by c, in increasing order. Let also c 0 := 0.
For two distinct vertices s, t ∈ V (G) of G and a subset F ⊆ B(G) of blue edges, define P(G, F, s, t) as the set of st-paths in the graph (V (G), R(G) ∪ F ). Let also P(G, F, s, t) denote the subset of paths in P(G, F, s, t) that contain at least one red edge. A lemma of Cardinal et al. [CDF + 07] can be restated as follows.
Lemma 1 ([CDF + 07]). Suppose that G contains a red spanning tree, and let F ⊆ B(G) be an acyclic subset of blue edges. Then, the maximum revenue achievable by the leader, over solutions where the set of blue edges bought by the follower is exactly F , is obtained by setting the price of each edge st ∈ F to +∞, and the price of each edge st ∈ F to min max
This lemma states that if we know the set of blue edges that will eventually be bought, the price of a selected blue edge st is given by the minimum, over the paths from s to t, of the largest red cost on this path.
Motivated by this result, we introduce some more notations. For a subset Z ⊆ E(G) of edges, we define mc(Z) as the maximum cost of a red edge in Z if Z ∩ R(G) = ∅, as c 0 = 0 otherwise. (The two letters mc stand for "max cost".) We define w(G, F, s, t) as
Similarly,
Thus, the price assigned to the edge st ∈ F in Lemma 1 is w(G, F, s, t). Also, we will consider graphs that do not necessarily contain a red spanning tree; this is why we need to treat the case where P(G, F, s, t) or P(G, F, s, t) is empty in the above definitions.
In what follows, we let [k] := {0, 1, . . . , k}. Our dynamic programming solution for seriesparallel graphs associates a value to each pair (H, q), where q ∈ [k] 2 , and H is a graph appearing in the series-parallel decomposition of G.
A subset
if F is acyclic and w(G, F, s, t) = c i . Although this property does not depend on j, the formulation will appear to be convenient. Similarly, we say that q is realizable in (G, s, t) if there exists such a subset F .
For j ∈ [k] and distinct vertices s, t ∈ V (G), let G + denote the graph G with an additional red edge between s and t of cost c j . We define
if such a subset F exists, and set OPT (i,j) (G, s, t) := −∞ otherwise.
Intuitively, we want to keep track of optimal acyclic subsets of blue edges for every graph G obtained during the construction of a series-parallel graph. The problem is, that the weights of the blue edges in the optimal solution might change as we compose graphs in the series-parallel decomposition. However, the weights of edges depend only on the maximum red costs, or bottlenecks, of the new stpaths that will be added to G. We can thus prepare OPT(G, s, t) for every possible set of bottlenecks. These bottlenecks are the values j in what precedes.
Note that by Lemma 1, if G has a red spanning tree, then the maximum revenue achievable by the leader on instance G equals max
This will be the result returned by the dynamic programming solution.
Series Compositions
Let q = (i, j), q 1 = (i 1 , j 1 ), and q 2 = (i 2 , j 2 ), with q, q 1 , q 2 ∈ [k] 2 . We say that the pair (q 1 , q 2 ) is series-compatible with q if (S1) max{i 1 , i 2 } = i; (S2) max{j, i 2 } = j 1 , and
Notice that (q 1 , q 2 ) is series-compatible with q if and only if (q 2 , q 1 ) is. This condition allows us to use the following recursion in our dynamic programming algorithm.
Lemma 2. Suppose that (G, s, t) is a series composition of (G 1 , s 1 , t 1 ) and (G 2 , s 2 , t 2 ), and that
is series-compatible with q} .
We now prove that the recursion is valid. We need the following lemmas. In what follows, (G, s, t) is a series composition of (G 1
We first observe that F := F 1 ∪ F 2 realizes q.
Lemma 3. F realizes q in (G, s, t).
, the set F is clearly acyclic. It remains to show w(G, F, s, t) = c i . Every st-path in P(G, F, s, t) is the combination of an s 1 t 1 -path of P(G 1 , F 1 , s 1 , t 1 ) with an s 2 t 2 -path of P(G 2 , F 2 , s 2 , t 2 ). It follows
where the last equality is from (S1).
The proof of the next lemma is illustrated on Figure 3 . It motivates the definition of seriescompatibility.
Lemma 4. Let G + be the graph G augmented with a red edge st of cost c j , and G + (for = 1, 2) the graph G augmented with a red edge s t of cost c j . Then for = 1, 2 and every edge uv ∈ F ,
Proof. We prove the statement for = 1, the case = 2 follows by symmetry. Let uv ∈ F 1 , and let e = st and e 1 = s 1 t 1 be the additional red edges in G + and G + 1 , respectively. We first show:
Proof. The claim is true if
Suppose thus P(G + , F, u, v) = ∅, and let P ∈ P(G + , F, u, v). It is enough to show that mc(P ) ≥ w(G + 1 , F 1 , u, v). This clearly holds if e / ∈ E(P ), as P belongs then also to P(G
. Hence, we may assume e ∈ E(P ). It follows s 1 , t 1 ∈ V (P ).
Let P 1 denote the path of P(G + 1 , F 1 , u, v) obtained by replacing the subpath s 1 P t 1 of P with the edge e 1 . Using (S2), we obtain mc(s 1 P t 1 ) = max{c j , mc(t 2 P t 1 )} ≥ max{c j , c i 2 } = c j 1 , Conversely, we prove:
Proof. Again, this trivially holds if P(G + 1 , F 1 , u, v) is empty. Suppose thus P(G + 1 , F 1 , u, v) = ∅, and let P 1 ∈ P(G + 1 , F 1 , u, v). Similarly as before, it is enough to show that w(G + , F, u, v) ≤ mc(P 1 ). This is true if e 1 / ∈ E(P 1 ), since then P 1 ∈ P(G + , F, u, v). Assume thus e 1 ∈ E(P 1 ).
by (S2). We may thus assume that P(G 2 , F 2 , s 2 , t 2 ) contains a path P 2 ; we choose P 2 such that mc(P 2 ) = c i 2 .
Denote by P the path obtained from P 1 by replacing the edge e 1 with the combination of edge e and path P 2 . Since P ∈ P(G + , F, u, v), (S2) yields mc(P 1 ) = max {c j 1 , mc(P 1 − e 1 )} = max {c j , c i 2 , mc(P 1 − e 1 )} = max {c j , mc(P 2 ), mc(P 1 − e 1 )} = mc(P )
The lemma follows from Claims 1 and 2.
We are now ready to prove the correctness of the recursion step in Lemma 2.
Proof of Lemma 2. Let q and G + be defined as before. We first show:
Claim 3. There exist q 1 , q 2 ∈ [k] 2 such that (q 1 , q 2 ) is series-compatible with q and OPT q (G, s, t) ≤ OPT q 1 (G 1 , s, t) + OPT q 2 (G 2 , s, t).
Proof. Let F ⊆ B(G) be a subset of blue edges realizing q in (G, s, t) such that
For = 1, 2, let also F := F ∩ E(G ) and q := (i , j ), with i the index such that c i = w(G , F , s , t ), and j := max{j, i +1 } (indices are taken modulo 2). F ( = 1, 2) clearly realizes q in (G , s , t ). It is also easily verified that (q 1 , q 2 ) is series-compatible with q. Hence we can apply Lemma 4:
as claimed.
We now prove:
is series-compatible with q.
Proof. Suppose that (q 1 , q 2 ) is series-compatible with q. Let F ⊆ B(G ) ( = 1, 2) be a subset of blue edges of G such that
By Lemma 3, F := F 1 ∪ F 2 realizes q in (G, s, t). Using again Lemma 4, we have:
and the claim follows.
The lemma follows from Claims 3 and 4.
Parallel Compositions
The recursion step for parallel compositions follows a similar scheme. Let q, q 1 , q 2 ∈ [k] 2 with q = (i, j), q 1 = (i 1 , j 1 ), and q 2 = (i 2 , j 2 ). We say that the pair (q 1 , q 2 ) is parallel-compatible with q if (P1) at least one of i 1 , i 2 is non-zero;
(P2) min{i 1 , i 2 } = i; (P3) min{j, i 2 } = j 1 , and
The recursion step for parallel composition is as follows.
Lemma 5. Suppose that (G, s, t) is a parallel composition of (G 1 , s, t) and (G 2 , s, t), and that q ∈ [k] 2 is realizable in (G, s, t). Then
In what follows, (G, s, t) is a parallel composition of (G 1 , s, t) and (G 2 , s, t); (q 1 , q 2 ) is parallelcompatible with q; and F ⊆ B (G ) realizes q in (G , s, t) , for = 1, 2. Also, F := F 1 ∪ F 2 .
Similarly to Lemma 3, the definition of parallel-compatibility implies the following lemma.
Lemma 6. F realizes q in (G, s, t).
Proof. We have to prove that F is acyclic and that w(G, F, s, t) = c i . First, suppose that (V (G), F ) contains a cycle C. Since F 1 and F 2 are both acyclic, C includes the vertices s and t, and moreover E(G 1 ) ∩ E(C), E(G 2 ) ∩ E(C) are both non-empty. But then, there is an st-path in (V (G), F ) for = 1, 2, implying i 1 = i 2 = 0, which contradicts (P1). Hence, F is acyclic. Now, since each path of P(G, F, s, t) is included in either
The next lemma is the analogue of Lemma 4 for parallel compositions.
Lemma 7. Let G + be the graph G augmented with a red edge st of cost c j , and let G + (for = 1, 2)
be the graph G augmented with a red edge s t of cost c j . Then for = 1, 2 and every edge uv ∈ F ,
Proof. We prove the statement for = 1, the case = 2 follows by symmetry. Let e = st and e 1 = s 1 t 1 be the additional red edges in G + and G + 1 , respectively. Let uv ∈ F 1 . Observe that P(G + , F, u, v) is empty if and only if P(G + 1 , F 1 , u, v) is. If both are empty, then w(G + , F, x, y) = w(G + 1 , F 1 , u, v) = c k , and the claim holds. Hence, we may assume
We first show: F, u, v) , and w(G + , F, u, v) ≤ mc(P 1 ) holds by definition. Hence we may assume e 1 ∈ E(P 1 ).
By (P3), we have j 1 = min{j, i 2 }. If j 1 = j, then replacing the edge e 1 of P 1 by e yields a path P ∈ P(G + , F, u, v) with mc(P ) = mc(P 1 ), implying w(G + , F, u, v) ≤ mc(P 1 ). Similarly, if j 1 = i 2 < j, then i 2 < k, implying that P(G 2 , F 2 , s, t) is not empty. Replacing in P 1 the edge e with any path P 2 ∈ P(G 2 , F 2 , s, t) with mc(P 2 ) = c i 2 gives again a path P with mc(P ) = mc(P 1 ). While the path P 2 does not necessarily contain a red edge, the path P , on the other hand, cannot be completely blue. This is because otherwise F contains the cycle P ∪ {uv}, contradicting the fact that F is acyclic (as follows from Lemma 6). Hence, P ∈ P(G + , F, u, v), and w(G + , F, u, v) ≤ mc(P ) = mc(P 1 ). Claim 5 follows.
Conversely, we prove:
Proof. Let P ∈ P(G + , F, u, v). Again, it is enough to show mc(P ) ≥ w(G + 1 , F 1 , u, v). This clearly holds if P ∈ P(G + 1 , F 1 , u, v) . Hence, we may assume s, t ∈ V (P ), and that the subpath sP t of P either belongs to P(G 2 , F 2 , s, t), or corresponds to the edge e.
In the first case, c i 2 ≤ mc(sP t) holds by definition. Moreover, j 1 ≤ i 2 follows from (P3). Therefore, replacing the subpath sP t of P with the edge e 1 yields a path P 1 ∈ P(G
Similarly, (P3) implies j 1 ≤ j in the second case. Hence, replacing the edge e of P with e 1 results in a path P 1 ∈ P(G Using the two previous lemmas, the proof of Lemma 5 is the same as that of Lemma 2 for series composition. We omit it.
The Algorithm
A series-parallel decomposition of a connected series-parallel graph can be computed in linear time [VTL82] . Given such a decomposition, Lemmas 2 and 5 yield the following algorithm: consider each graph (H, s, t) in the decomposition tree in a bottom-up fashion. If H is a single edge, compute OPT q (H, s, t) for every q ∈ [k] 2 . If (H, s, t) is a series or parallel composition of (H 1 , s 1 , t 1 ) and (H 2 , s 2 , t 2 ), compute OPT q (H, s, t) for every q ∈ [k] 2 based on the previously computed values for (H 1 , s 1 , t 1 ) and (H 2 , s 2 , t 2 ), relying on Lemmas 2 and 5. This results in a polynomial-time algorithm computing the maximum revenue achievable by the leader. Moreover, using Lemmas 3 and 6, it is not difficult to keep track at each step of a witness F ⊆ B(H) for OPT q (H, s, t), whenever OPT q (H, s, t) > −∞. This proves Theorem 2.
Bounded-Treewidth Graphs
In the previous section, we gave a polynomial-time algorithm for solving the STACKMST problem on series-parallel graphs, which are biconnected graphs of treewidth 2. In this section, we show how to extend the algorithm to any graph of bounded treewidth, as indicated by the following theorem. The treewidth of a graph can be defined in several ways. We follow Abrahamson and Fellows [AF93] and characterize a graph of treewidth ω as an ω-boundaried graph. An ω-boundaried graph is a graph with ω distinguished vertices (called boundary vertices), each uniquely labeled by a label in {1, . . . , ω}. ω-boundaried graphs are formed recursively by the following composition operators:
1. The null operator ∅ creates a boundaried graph which has only boundary vertices, and they are all isolated.
2. The binary operator ⊕ takes the disjoint union of two ω-boundaried graphs by identifying the ith boundary vertex of the first graph with the ith boundary vertex of the second graph. If there are only two boundary vertices s and t then this is exactly a parallel-composition.
3. The unary operator η introduces a new isolated vertex and makes this the new vertex with label 1 in the boundary. The previous vertex that was labeled 1 is removed from the boundary but not from the graph.
4. The unary operator adds an edge between the vertices labeled 1 and 2 in the boundary.
5. Unary operators that permute the labels of the boundary vertices.
Any ω-boundaried graph (and hence any graph of treewidth ω) can be constructed by applying O(ωn) compositions according to the above five operators. This construction as well as the boundary vertices can be found in linear time [Bod96] .
Definitions
Given an ω-boundaried graph G = (V, E) and two distinct boundary vertices a, b ∈ {1, 2, . . . , ω}, we call an ab-path internal if the only boundary vertices it passes through are a and b. We slightly modify the definition of P (G, F, a, b), P(G, F, a, b), w(G, F, a, b) , and w(G, F, a, b) from the previous section to only include internal ab-paths.
As in the series-parallel case, we want to keep track of optimal acyclic subsets of blue edges for every graph G obtained during the construction of a bounded-treewidth graph. Notice that the weights of edges in an optimal solution depend only on the bottlenecks of the new internal paths that will be added to G. We thus prepare OP T (G)s for every possible set of bottlenecks (the j ab s in what follows) between any two boundary vertices a and b.
Let I ω×ω be a matrix of pairs where I[a, b] = I[b, a] = (i ab , j ab ) for some i ab , j ab ∈ {0, 1, . . . , k}. Let OP T I (G) be the optimal solution to STACKMST (that is, an acyclic subset of blue edges F ) on the graph G + obtained from G by adding a red edge connecting a and b of cost c j ab for every pair of distinct boundary vertices a, b ∈ {1, 2, . . . , ω}, subject to the conditions that for every distinct a, b ∈ {1, 2, . . . , ω} we have w(G, F, a, b) = c i ab .
During the construction, we store for every graph G the partial solutions OP T I (G) for every possible I. In cases where OP T I (G) is undefined (no proper F exists), we set OP T I (G) = −∞. Also, we abuse the notation OP T I (G) for denoting both the acyclic subset F and its revenue.
The Algorithm.
• If e is red with cost c(e) then we set OP T I (G) = 0 (associated with F = ∅) for every I whose entries are all of the form (k, j ab ) (the j ab s can be anything in {0, 1, . . . , k}) except that i 12 = c(e). For all other Is we set OP T I (G) = −∞.
• If e is blue then we set OP T I (G) = 0 (associated with F = ∅) for every I whose entries are all of the form (k, j ab ) (the j ab s can be anything in {0, 1, . . . , k}).
In addition, we set OP T I (G) = p(e) for every I whose entries are all of the form (k, j ab ) except that i 12 = 0. This corresponds to setting F = {e}. For such a I, the price p(e) assigned to e is determined as follows. Let P 12 be the set of all ordered sequences of the form a 1 -a 2 -. . .-a t where every a i ∈ {1, 2, . . . , ω} is a unique boundary vertex, a 1 = 1, a t = 2, and 2 ≤ t ≤ ω (if t = 2 then the path is simply 1-2). Every such sequence, together with e could close a cycle when new internal paths will be added. We therefore set For all other Is we set OP T I (G) = −∞.
Unary operators that permute the labels of the boundary vertices are trivial to handle. They merely represent a permutation of I.
Time Complexity. The composition operators require us to check every combination of at most three different Is for compatibility. There are k ω 2 possible Is, so we need to check O(k 3ω 2 ) combinations. Each check requires at least O(ω 2 ) time to read the Is.
The most time-consuming check is the one of the operator when it adds a blue edge e. This might require figuring out p(e). Notice that |P 12 | < ω!, so we can perform the check in O(ω!) time. The total complexity of the above algorithm is therefore bounded by O(k 3ω 2 · ω!) = m O(ω 2 ) .
Although the problem is polynomial for every constant value of ω, it is unclear whether there exists a fixed-parameter algorithm of complexity O(f (ω)n c ) for an arbitrary (possibly large) function f of ω and a constant c. In fact, we conjecture that under reasonable complexity-theoretic assumptions, such an algorithm does not exist.
