There was also a shortfall due to the fact that personnel must wait for a transmission to complete prior to being able to send their own transmissions, since the channel only allowed for one speaker at a time. A vehicular mesh network would have allowed for additional channel resources for voice communication. Further, a video channel could have been set up with real-time situational awareness, with a tie in to vehicle or body cameras. Short message service through the use of private messaging networks would also have been available in the event that a voice channel was unavailable, thus allowing for vital information to be relayed immediately rather than waiting for a chance to transmit. P25 group is addressing this issue for voice and data; here we focus more on video on-the-go.
When a fireman trying to rescue a people, the environment is harsh and noisy, some times voice is not that effective and live video or GPS (Global Positioning System) data is needed to assist the coordination's. The camera is normally mounted on firemen's helmet, and wirelessly transmitted to the fire-engines (service vehicles) on the spot, for the commander to see how are every team members doing; the goal is to keep firemen alive at the first place, and then to rescue as many people as possible. Comparing with voice or GPS and other sensor data such as temperature, CO density etc, video data is relative large and harder to get through wireless channel, however "a picture may worth a thousand words"; for this reason we focus on the evaluating video over Vehicular Ad-hoc Network (VANET) in this study.
Fig.1.1 shows video communication application of the techniques disclosed herein, for public safety authority usage. The system includes a national control centre at the gateway level, a police car and a fire engine incorporating mobile servers at the service truck level, and mobile terminals which are carried by public safety personnel. The terminals gather information which being transmitted to the servers and then on to the national control centre for subsequent access by client systems. 2 is a typical Point-to-Multi-Point (PMP)/ Multi-Point-to-Point (MPP) and Peer-to-Peer (P2P) JXTA network, including fixed client systems operatively coupled to a gateway through a communication network. The gateway is operatively coupled to a mobile server through a satellite system, and also to a remote server. The mobile server is operatively coupled to mobile communication devices, including a mobile client system and mobile terminals. The remote server is operatively coupled to remote terminals.
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Fig. 1.3. Public safety system road test scenes
Above are the streets views where communications between our mobile server and mobile client were interrupted for more than 20% of time, where end-to-end delay exceeded more than 10 seconds at the peaks, during the frequency and network switching. Those field tests have partially trigged our in depth studying.
Vehicular networks for road safety
Vehicle to vehicle communication needs a unique Ad-hoc communication scheme that is self-organizing, and it can function without a pre-existing cellular infrastructure network. This is an essential feature of VANET because when conventional communication towers are suffering outages or become non-existent, Ad-hoc communication can provide an effective way to transmit information. Due to the rapidly changing topology and the speed of the vehicles in Ad-hoc network, a number of issues become increasingly important to ensure the efficiency and stability of this network. Here we focus on the video traffic sizing challenge, which is the key to unlock the power of video applications. Like every other wireless environment, transmitting video signals in a VANET poses concerns. Handling www.intechopen.com congestion and packet loss becomes more difficult and delicate in a VANET environment where interference is inevitable. Interference such as electromagnetic waves from starting car engines with electronics, from Additive White Gaussian Noise (AWGN) wireless channel under critical weather conditions, can all affect the Quality of Service (QoS) as seen by the end user. The topology is constantly changing and vehicles could move out of sight from one another causing an outage in video transmission.
In addition, unlike every other network environment, VANET mobility has a peculiar and unique nature due to the randomness of human behaviour. In creating an effective mobility model, vehicle-to-vehicle interaction and vehicle to infrastructure interaction needs to be considered carefully and closely. One of the major research issues in VANET is the creation of an effective simulation platform that can integrate a network simulator with a realistic vehicular traffic simulation model. According to (Sommer & Dressler, 2008) , the effect of having a realistic mobility model is evident. In integrating a network model with a VANET mobility model, two approaches are identified: an open-loop integration approach and a closed-loop integration approach. The latter entails integrating traces generated from a mobility simulator to a network simulator while the former runs the two simulators concurrently. In other words, in the closed-loop approach, the traffic simulator and the external VANET mobility simulator are connected using High Level Architecture (HLA) design for distributed computer simulation systems, so that the two components feed the most recent information back to each other. The closed-loop approach is more effective as it allows the effect of the wireless signals to govern the mobility patterns of drivers. It also models driver reactions to certain wireless signals as detailed in (Sommer & Dressler, 2008 ). WiMAX (WiMa, 2009 ) is a 4G equivalent technology standardized by IEEE802.16 that enables the delivery of last mile wireless broadband access. The name WiMAX was created by the WiMAX forum, which was formed in June of 2001 to promote conformity and interoperability of the standard (Brit, 2010) . The WiMAX technology (Ghosh, 2007) provides ease deployment as it eliminates the use of cables and can save investment when used in remote and rural areas. The technology is scalable and has a flexible frequency re-use scheme because it can use Orthogonal Frequency Division Multiplexing (OFDM) technology. WiMAX implements full Multiple-Input and Multiple-Output (MIMO) setting, which is a good fit for mobile and car applications, by enhancing timely information delivery to save lives and improve quality of life.
WiMAX made for VANET
A comparison of these physical layer technologies that could be used for VANET is shown in Table1.1 (Morgan, 2010) . The '$$' in the table was used to denote the cost per bit for each technology where '$' represents the least expensive and '$$$$' represents the most expensive. Through comparison, one can see that WiMAX is the most cost effective approach by providing a data rate that can satisfy the needs of our mobile multimedia users (low latency and high coverage) at high speed and at an affordable cost.
One of the major challenges in VANET design is the development of an effective platform that can bring all issues described earlier under one umbrella -a complete simulation model. Since it is safer and more cost efficient to simulate possible solutions rather than field experimenting of driving at 140km/hr, creating an effective VANET simulation platform has become of pertinent importance in research and industry. One of the major challenges faced is integrating an effective mobility model that puts vehicle to vehicle interaction and vehicle to infrastructure interaction into consideration, along with platform possessing the full functionalities of a communication device with effective receiving, processing and transmitting capabilities, thus emulating a real world situation. Human behavioural modelling are also some of the other issues to be modelled as close to reality as possible, to produce conclusions that can be used in the real world. Although (Wegener et al., 2008) have worked on creating a similar platform, no specific work have been done using OPNET as a popular network simulation tool. In addition, customizing the platform for real-time video traffic is a specific area we explored using different traffic level scenarios.
WiMAX Ad-hoc network
WiMAX is a broadband wireless technology that can sustain voice, video and data services at high moving speed while maintaining high data rates. Mobile WiMAX is based of OFDMA physical layer of the 802.16e-2005 standard, which is a revision of the fixed WiMAX standard. IEEE 802.16e provides functionalities such as BS handoffs, MIMO transmit/receive diversity, and scalable Fast Fourier Transform sizes (Li, 2006) . WiMAX is considered one of the most promising technologies in the rural area today. Ad-hoc network (Song & Oliver, 2004) has emerged, for instance, wireless mesh network, and it rapidly gained acceptance and interest from both academic and industrial communities for the advantages of low up-front cost, easy network maintenance, good robustness, usability, reliable service and larger coverage. Thus, the mesh mode was defined in the IEEE 802.16 standard as an additional architecture to the previous Point to Multi-Point (PMP) mode. In the PMP mode, nodes are organized into a cellular like structure consisting of a Base Station (BS) and some Subscriber Stations (SS). All the SSs must be within the transmission range of the BS, and traffic only occurs directly between BS and SS. Mesh SS communication without going through the Mesh BS, network traffic can through other Mesh SS, two Mesh SS communicate in direct. Comparing with PMP mode, the mesh mode can provide better coverage, survivability, flexibility and scalability, thus a great deal of research works have been done focusing on WiMAX (Zhou & Ji, 2010) mesh networks for performance improvement. Many of the works concentrated on the construction of routing trees (Chen et al., 2008) and link or packet scheduling with spatial reuse, aiming to maximize the www.intechopen.com throughput, maximize the number of concurrent transmission links, minimize the end-toend delay, and provide better fairness. The Ad-hoc mode of VANET for public safety is a special mesh mode; the focus is more on survivability and usability rather than increased bandwidth. 
Safety network operation
This section describes the network layout of VANET with WiMAX technology along with their operation that are of interest to this research.
General network layout of VANET
In the VANET we envisioned, each vehicle has the ability to communicate with any neighbouring vehicles. Depending on the nature of the message, the information either remains within the VANET or venture out to the backhaul network via the Road Side Unit (RSU). For instance, brake warning sent from preceding cars, tailgate and collision warnings are messages that can remain in the VANET network. In the sensor application (Li et al, 2009) , video messages are forwarded from the point of interest (which could be a traffic congestion area, camera view from unmanned car, road block, accident scene etc), to the backhaul network via the RSU to aid traffic personals, emergency agents or any other party to respond to such situations more effectively.
To study the traffics generated within the network, we consider a VANET consisting of N cars communicating with each other and with the Internet via RSUs. The network topology is shown in Fig.2 .1. The RSU (BS1 or BS2) has the capability to handle up to 100 cars simultaneously. Each car is associated with the RSU depending on their distance to one another. The video packets are routed and given priority due to the service class name associated with them and the scheduling type, which handles the bandwidth request/grant mechanism. The silver service class and the Real-time Polling Service (RTPS) scheduling are used. Maximum sustainable traffic and reserved traffic rates are set to 384kbps for this service class. The minimum rate between cars is set to 96kbps.
Fig. 2.1. Public safety network topology model
At the SS station, over the low sub-layer Air Interface, the average Service Data Unit (SDU) size is less than 768 bytes, such that the entire packet can survive the wireless transmission. The larger packet is very vulnerable to interference of all kinds. Each video arriving from the higher layer is expected to be broken down to this size range. Any packet size greater than this shall be segmented before encapsulated into a Protocol Data Unit (PDU) and transmitted with appropriate header information, any packet less than this shall be merged with previous leftover or next small packet if possible before encapsulated for Air Interface. When a SS wants to transmit video, the video is generated from the application layer using our traffic generation model. The packet is sent to the RSU and the RSU forwards the packet accordingly. The IP cloud is set to its default values and acts as a router. The server is configured to accept packets generated by our model.
WiMAX is known for its data rates up to 128Mbps downlink and 56Mbps uplink using its MIMO antenna techniques. In our case, we used Simple Input Simple Output (SISO) antenna technique, which supports up to 1Mbps uplink and downlink. It defines service flows that can be mapped into gradual IP sessions to enable end-to-end IP based QoS. Scalability, Security and mobility management are the other major features of WiMAX technology.
In our OPNET model, WiMAX does not support network-assisted handover, base stationinitiate periodic ranging and power management. A sub-channel is allocated to each user thereby reducing the channel interference in the frequency domain. OFDMA is the scheme used allowing multiple accesses to every user on our network. At the Network layer, IPv4 is used for addressing and Routing Information Protocol (RIP) is used as the routing protocol. RTSP is a real-time streaming protocol designed for streaming video. Table 2 .1 shows a summary of the findings.
Public safety network models and assumptions

VANET Video model
The result of this analysis presents VanetMobiSim as the only mobility model found as of the time of development that could be integrated into OPNET consequently influencing our choice. VanetMobiSim's ability to integrate into OPNET comes with its flexible to manipulate its output file by coding its output generator file to produce a desired format.
Besides its adaptable output abilities, VanetMobiSim incorporates both microscopic and macroscopic models to allow the modelling of vehicle-to-vehicle and vehicle-toinfrastructure interaction. Traffic light integration, stop signs, human mobility dynamics Fiore et al., 2007) . VanetMobiSim provides a flexible platform in which the user can configure the path used during a trip between Dijkstra shortest-path, road-speed shortest path and a density-based shortest path. The trip could either be generated by random source-destination or activity-based (Fiore et al., 2007 The video model is one of the main components of our VANET OPNET model as our research focuses on real-time video communication in a VANET environment. In creating our video model, we put certain factors into consideration to measure the usefulness of the model. According to (Huang, 2001 ) factors like parsimony, analytic correctness, flexibility, implement ability and absolute accuracy was considered with MOS (Mean Opinion Score) method, on a scale of 1 to 3, using the factors mentioned above, 1 being the least and 3 the greatest. As common sense, each model has its pros and cons. With respect to our application, we choose parsimony and implement ability as our highest priorities. Table 2 .3 shows other models and their MOS rating with respect to the factors described above. We have taken a systematic approach in developing our mini-Pareto model. Video traffic trace was collected using the same camera used for a car-to-car road test. The traces were analyzed and stochastically represented and plugged into our simulation platform.
Items
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Modeling assumptions
Unless otherwise stated, the following are assumptions taken throughout the chapter:
1. Every vehicle in the network is equipped with necessary radio. Every vehicle on the road has the capability to receive from and send video data to other vehicles via the RSUs. 2. BS is a "stationary" node. This is required due to the limitation of our OPNET model and we need it to act as an intermediate node for packet forwarding to the destination. 3. No disruption in a communication channel because one can use dedicated channel allocation once the node is in the communication range of a RSU. 4. Finite buffer size for each transmitter: this is a more realistic assumption, which would also allow us to find the trade-off between buffer size and end-to-end delay. 5. The RSU use OFDMA for multiplexing and their is always a slot available for each SS sending video traffic, Media Access Control (MAC) layer stress test will be studied later.
Laboratory set-up and trace collection
This section presents the experimental set-up of our model. It discusses the trace collection process and the initial analysis done on the trace. The later sections then describe the simulation environment, scenarios and performance measures used in this work. 
Experimental conditions
We need to first collect video traces in order to model a video characteristic that is as close to reality as possible. Traces from a live camera were obtained using WireShark software on a monitoring PC. The set-up is shown in Fig.3 .1. The monitor was used to play a series of video clips for 10 minutes each. The transmitter sends the compressed (in a ratio of 250:1) and encrypted video images to the control centre via a car-to-car radio system. The receiver decodes and decompresses the received video frames and plays the image at the control centre at about 20fps. The control centre laptop and the receiver are connected using a USB port. The control centre is then connected through a router to a computer hosting the packet trace-capturing tool -WireShark. Once the system is turned on, the computer with the WireShark software is set to access the "capture" folder in the control centre before www.intechopen.com streaming the video. The WireShark software is turned on and the trace capture begins. The video clips were chosen based on the activity rate in the clip. Three types of video clips are chosen and described in the following.
1. Action movies. This type of movies has a lot of movements and hence more variations in frame sizes. "The Prisoner" by Jackie Chan was chosen for study here. 2. Drama: This type of movies has an average movement and hence, it's a mixture of frame sizes. "The Game Plan" with Dwayne Johnson was chosen for this study. 3. A romantic: This type of movies has very slow scenes hence, little or no variation in frame sizes. "28 Day" with Sandra Bullock was chosen for this study.
Initial analysis and detail parameter matching
The next challenge was to analyse the trace and create a video traffic model. Fig.3 .2 shows the schematics of our traffic model. The number of sources, N, was to be chosen bearing in mind the trade-off between parsimony and accuracy (Parsimony refers to the provision of the simplest and most frugal available solution to a certain problem). Each mini-source represents each set of video object sub-stream with the switch being regulated. The switch is configured to form traffic with a long-range dependency. We modelled the on-time switch by a Pareto distribution and the off-time by an exponential process, since we believe the memory between action sequences is negligible, but within the same Action Unit (AU), the sequences are strongly correlated (Gu & Ji, 2004) . The problem with previous standardized 4IPP model is the matching process with Index of Dispersion for Counts (IDC) curve from measured data is complicated, especially when we n e e d t o s c a l e u p o r d o w n f o r d i f f e r e n t d a t a r a t e a n d d i f f e r e n t a p p l i c a t i o n s . A l s o t h e distribution is tied down on the traditional exponential, lacks the flexibility to include the more general distribution such as Pareto, or Weibull on-off latterly proven has property of large deviation (Duffy & Sapozhnikov, 2007) ; most engineers also believed that Weibull can model wide range of WWW traffic, and Pareto is good for video. Here is a quick review of distributions used in OPNET tool:
Pareto definition:
Mean:
pp p E(x) c /(c 1)  , p c1  . Arg1: location = p 0  , Arg 2: shape = p c0  .
Exponential definition:
eo x e xo e f( x ) 0 Here is the procedure deciding the number of mini sources   s N.
I R is instant rate, I R is average instant rate, I P is instant packet size, P is average packet size, I T is instant inter-arrival time, I T is average inter-arrival time, T R is average rate total.
We recommend 9 on-off mini sources, if you wish to skip above step; however above matching process is not limited to 9, can be more or less, depends on the trace characteristics www.intechopen.com and how accurate or how fast you want the model be, more mini sources, simulation will run slower, but relatively more accurate. Once the number of mini source is chosen, we are ready to find out the corresponding histogram from the WireShark trace of packet size.
Fig. 3.3. Typical PDF of wireless video trace
Having obtained the i=9 bin pdf(i) (Fig.3. 3) of the video trace calculated using a tool called EasyFit, the program decided that the lognormal distribution as the best distribution to fit the given data. The orange curve is the result automatically generated using the lognormal distribution. Matlab or Excel Macro can also be used to fulfil this task of finding the best-fit analytic curve for the histogram. Once the relative strength of each mini source is identified, we need to find out the fundamental Hurst parameter as follows:
IDC formula is defined below:
We can obtain the slope from different points
The shape parameter, c, of the Pareto distribution is related to the Hurst parameter as shown in equation (11) below. The slope of the IDC curve gives the Hurst parameter from equation (12). As shown from the curve, the fractal effect calms down, but does not disappear, for this reason we call it persistent Hurst phenomenon (Mehrvar et al., 1996) . (Hong et al., 2001 ). Since our video is highly compressed but still preserves the original entropy of the information, we use the Hurst parameter to accurately capture this scaling invariance, modeling it with ontime distribution. On the other hand, an exponential distribution was used to model the offtime, which represents the time between each object action scene. This distribution was chosen with the observation that the action scene sequence is relatively memory less. And thus we have:
P (i) In summary, for our Pareto mini source, the shape is obtained from IDC slope, the location is obtained from the mean value of the inter-arrival time and the shape, and finally the mean off time is derived from the correlation length of the trace and the lognormal distribution of packet size. The correlation curve is shown in Fig.3 .5. Correlations show a predictive relationship in a sequence of data. Fig.3 .5 shows that our frames are correlated since actions are correlated, however, as one can see, there is not much correlation beyond a length of 20
www.intechopen.com lags; consequently, our correlation length can be either visually chosen for simplicity, or go through integration of the formula (17) for a more tightly bounding. Note that curve fitting to lognormal can be skipped; we do it for the purpose of the easier scaling of the model later on, without refitting for every trace. When scaling for different video rate, all we need to do is simply set the constant bit rate of each mini source in OPNET to the desired video rate directly. More important, with the above-mentioned distributions, the mini on-off model can be readily mapped into BMAP/D/1/K queue or M X /G/1/PS queue (Feng & Misra, 2003) , where we can obtain the numerical solution or analytical bound below.
With our carefully matched Pareto and Lognormal distributions, the quick calculation shows that the actual delay bound could be as 69 times higher than a simple M/M/1 queue estimation. 
Public safety simulation and overall performance evaluation
Simulation environment setting
As discussed earlier, OPNET can provide a platform to create and test an analytic and practical video model; it can also provide the ability to integrate the model into a VANET environment.
The common simulation parameters for each scenario are shown in Table 4 .1 below, in places where parameters were changed for specific purposes, it will be indicated and discussed. Each simulation was simulated for a simulation time of 3600secs. The terrain dimensions vary slightly from scenario to scenario. They are an average of 1300 X 1250 m in area. The relative (x, y) position on the terrain is used to integrate the VANET mobility model trajectories and to obtain the initial positions of the vehicles. Vehicular environment for the path loss parameter is modeled according to the description in the "Radio Tx Technologies for IMT2000" white paper of the ITU. The shadow fading standard deviation was set to 10dB. The trajectories vary from scenario to scenario and will be discussed below.
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Safety simulation scenarios
Two scenarios were chosen to simulate: school zone scenario, highway scenario. The goal was to study different geographic areas with varying traffic congestion, varying wireless interference and varying traffic speed limit.
We discuss below the specifications of model components in each scenario. In general, each scenario consists of N mobile nodes (Mobile Station on vehicle) and two BS to cover the geographical area represented. Performance measures such as end-to-end delay; usability (outage) will be evaluated and discussed for each scenario.
Parameter Value
Physical layer IEEE802.16e (WiMax)
Data rate 10Mbps
BS TX power 5 W
MS Tx power 1 W
Antenna type
Omni-directional
BS antenna gain 15dBi
MS antenna gain 9dBi
Link bandwidth 20MHz
Modulation scheme
16-QAM
Path loss parameter Vehicular environment
Number of vehicles 10
Mobility model VanetMobiSim
Number of RSU's 2
Simulated time 3600secs
Seeds 127 We study a network of 10 cars and 2 RSU's with each car has a maximum sustainable traffic rate of 384 Kbps except where otherwise stated. The link between the RSU and the backhaul network was a DS3 link with a capacity of 44.736 Mbps as shown in Fig.2 .1. The buffer size at each SS was set to 256 KB except where otherwise stated. The simulation was run for 60 mins simulated time and the number of packets generated per node is about 10,000.
Terrain dimensions 1300×1250m
School safety scenario
This scenario was used to simulate a school zone with lots of stop signs and obstructions that can let children safely cross the road. The maximum speed in this scenario is 30 km/hr. The trajectory in this scenario was generated using specific formatting in VanetMobiSim. Fig. 4 .1 show a screen shot of this scenario.
In this scenario, a mobility model with clusters was used to generate the trajectory for each node. The clusters are programmed to populate the scenario at random times during the simulation process to mimic the behaviour of a School zone environment. The path loss model to be applied to signals being received at the WiMAX MAC in this scenario was the "Vehicular Environment" model with shadow fading of 10 dB. .2 shows the mean end-to-end delay performance as it varies with different buffer sizes and service rates. The mean end-to-end delay is seen to increase as the buffer size increases and decrease as the service rate increases. The curve is an increasing curve with a positive slope. This corresponds with the behaviour of a traffic that follows the Pareto distribution. The difference in the mean end-to-end delay for the service rates of 0.5 Mbps and 1 Mbps is not substantial. This is due to the fact that the school zone scenario has light traffic which implying that the delay is more and more dominated by other factors such as CPU speed different from the buffer capacity.
www.intechopen.com The percentage of buffer overflow is shown in Fig.4 .3. When buffer overflow, packet is lost or delay is long and thus considered to be outage time. It is seen that at higher service rates the buffer does not saturate since the school zone scenario has lighter traffic as compared to the highway scenario. 
Highway safety scenario
This scenario was used to simulate the highway with a minimum speed of 60 km/hr and a maximum speed of 100 km/hr. In the trajectory of this scenario, the maximum number of traffic lights is one, just before the cars enter the highway. Fig.4 .4 shows this scenario with the trajectory represented by the white lines shown. The Highway scenario simulates an area where cars move at high speed of 100 km/hr.
a. Mean end-to-end delay
The mean end-to-end delay performance for the highway scenario is shown in Fig.4 .5. As expected, as the service rate increases, the end-to-end delay reduces. However, one can see that the speed of the vehicles is a large factor here, compare with school zone, the situation is much worse for the same buffer size and the same service rate. Increasing the service rate reduces the end-to-end delay and increasing the buffer size increases the end-to-end delay. The percentage of buffer saturation of the Highway scenario is shown in Fig.4 .6. The normal trend is followed in this case, i.e., as the buffer size increases, the percentage of time for which the buffer is full decreases. It is important to note that the reduction in percentage of www.intechopen.com buffer saturation as the service rate increases in this scenario might be caused by other factors such as, packet loss due to connection drops and reduced bandwidth. Again it is worse than School zone. By the way, the actual road tests we have conducted with police cars agree with this usability observation. 
Current implementation of the public safety wireless video system
With the past surge of the commercialization of the Internet, the continuing expansion of wireless services, and the increasing usage of multimedia applications, communication traffic demand has seen a steady increase. Researchers are diligently working towards disruptive technology that has not previously been given substantial attention narrowband wireless video applications to public safety.
Today's Internet does not provide the necessary QoS guarantees that are needed to support high-quality, real-time video transmission. Multimedia data transmitted over the Internet often suffers from delay, jitter, and data loss. Data loss, in particular, can be extremely damaging to compressed video since the intra-frame dependencies needed to achieve highcompression rates in video exacerbate the data loss when primary frames are lost. Unlike data applications, video applications can tolerate some short loss. A small gap in a video stream may not significantly impair media quality, and may not even be noticeable to users. However, long loss can result in unacceptable media quality, or service outage.
A number of techniques exist to repair packet loss in a media stream. These techniques have proven to be effective for audio stream data loss but may have yet to be applied to video, but in a significant different way. In particular, we propose a video interleaving approach to reduce the damage to a video stream from packet loss. Interleaving assumes that better perceptual quality can be achieved by spreading out bursty packet losses in a media flow. In other words, several unnoticeable short gaps degrade quality way less than a long gap in a multimedia flow. The basic idea of interleaving is to uniformly spread out long gaps in the video stream into several short gaps. In this way the effect of the loss of multiple consecutive frames is ameliorated, and the perceptual quality will be increased dramatically.
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At the sender, frames in a video stream are first interleaved, with the original consecutive frames being separated by a specific distance that is given by the interleaving algorithm. After arriving at the receiver, frames are then reconstructed back to their original order. If consecutive loss occurs in the interleaved stream during transmission or as a result of single loss propagation, after reconstruction at the receiver, a long gap in the stream caused by the consecutive loss or propagated loss will be spread out into several unnoticeable short gaps. This is different from audio interleaver in that no complicated Forward Error Correction is needed. Fig.5 .1 shows the diagram of the wireless video streaming system. Video information is collected by the input video source, processed by the video encoder, interleaving system, channel encoder, modulator and transmitted through the transceiver to a destination. In the transmit chain explicitly shown in Fig.5 .1, an interleaving system is used to interleave collected information. Video information received by the receiver is processed by the demodulator and the channel decoder. The de-interleaving system is employed to reverse the interleaving, which may be bit/byte/packet interleaving for example, applied to the received video information by an interleaving system at a transmitting device. De-interleaved video information is decoded by the video decoder, and output the video output device, which may be a display screen, for example. The particular structure and operation of the encoder may be different for different formats of video information, and the channel encoder, the modulator, and the transmitter will similarly be dependent upon communication protocols and media using which information is to be transmitted. The interleaving system of Fig.5 .2 implements an interleaving path which includes multiple interleavers, a packet interleaver, a frame interleaver, a byte interleaver, and a bit interleaver, each having a respective interleaving length. Also it includes a controller to control which interleavers are active in the interleaving path and thus the aggregate interleaving length at any time, a memory for storing information during interleaving and mappings between information types, operating conditions, and interleaving lengths. Combining interleaving with encryption and watermark, instead of adding a stand-alone device, represents brand new thinking for lightweight all-in-one design philosophy. The hash key may be used to simply encrypt and mark the information itself, or to determine the position of original information after interleaving, rather than the complicated encrypting the actual information. Security information, a key for instance, can be combination of numerical number and alphabetical mark. We can pick a number from a password, if the password is "1326" and the frame interleaver is used for combined interleaving and encrypt marking, the first frame is swapped with the third frame in position, the second and the sixth frames are swapped, so on so forth, when the group of picture (frame) is set to 10. If the group of picture is set to 60, the key of "1646" will swap 16 th frame with 46 th frame. These rules could be exchanged using standard secured key exchange protocol as well.
Fig.5.3 shows a burst error reduction algorithm with adaptive control. It changes the interleaver size according to information provided by a run-time algorithm. Each sender and receiver receives video packets from each other, then analyzes the received video packet, and in particular video packet headers according to particular implementation, determines whether the sequence number of RTSP is damaged, and if the sequence number is changed, then the number of hops that the video packet passed is calculated. If the s e q u e n c e n u m b e r i s n o t c h a n g e d , t h e n a c u r r e n t i n t e r l e a v i n g s i z e i s n o t c h a n g e d , a s indicated.
After calculating the number of hops, and also the number of errors reported on different layers at checkpoint for error, a determination is made, as to whether the overall error is above a threshold. If so, then interleaver size and thus interleaving length for an interleaving path is adjusted. If the number of hops for a packet is greater than 1, a runtime check for congestion on a communication link is performed. Illustrative examples of runtime checks are described in further detail below. If congestion is above a predetermined, selected, or remotely specified threshold, as determined, then interleaver dimension is changed, by enabling or disabling one or more additional interleavers. Interleaving/integrity/and down sampling are mostly done in the Video processor, with some assistant from MSP Micro Processor for network layer related process, e.g. packet header filtering to distinguish other sensor signal from the video signal, and the third CPU for physical layer process, such as power amplifier saturation warning.
Deinterleaving/security and up sampling are done in Personal Computer for current product. And will be in the video processor or Field Programmable Gate Array (FPGA) chip in future product.
Conclusion
In this work, we were able to create an effective public safety WiMAX Ad-hoc video simulation platform with which other researchers can develop and test various public safety applications. This is done by designing our video model to work as individual sub-streams mini-Pareto model, matched with real trace from the actual car-to-car public safety camera. The platform was built using the OPNET simulation tool which allowed for the integration of all models -developed from statistically analysing a live video trace, real world map, trajectory simulations; and provided a complete tier of communication layers for proper performance analysis. This methodology does not limit itself to symmetrical wireless ad-hoc video traffic other situation applies as well.
Integrating a VANET mobility model into our platform created challenges for us. So far, due to the limitation of the OPNET library available, we have to run mobility model first before integrating the results into our communication model. It would have been best to run the simulation model and the mobility model concurrently to allow the wireless communication affect the mobility of vehicles so that more quick results can be obtained.
It is observed on the field that the scenario in which the application is deployed agrees with the performance obtained here in principal.
In summary, we were able to extend and implement a standard IEEE802.16 theoretical video model, integrate this new video model matched from WireShark real trace together with a VANET mobility model into the OPNET simulation tool, assisted by Matlab calculations.
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