A rapid assessment method for evaluating the impacts of groundwater abstraction on river flow depletion has been developed and tested. A hybrid approach was taken, in which a neural network model was used to mimic the results from numerical simulations of interactions between groundwater and rivers using the SHETRAN integrated catchment modelling system. The use of a numerical model ensures self-consistent relationships between input and output data which have a physical basis and are smooth and free of noise. The model simulations required large number of input parameters and several types of time series and spatial output data representing river flow depletions and groundwater drawdown. An orthogonal array technique was used to select parameter values from the multi-dimensional parameter space, providing an efficient design for the neural network training as the datasets are reasonably independent. The efficiency of the neural network model was also improved by a data reduction approach involving fitting curves to the outputs from the numerical model without significant loss of information. It was found that the use of these techniques were essential to develop a feasible method of providing rapid access to the results of detailed process-based simulations using neural networks.
INTRODUCTION
In order to assess the impact of groundwater abstractions on river flows the normal approach is to use either analytical models or numerical models. Analytical solutions (Theis 1941; Hantush 1959; Hunt 1999) are limited in their accuracy or applicability due to the models' assumptions of homogeneous, isotropic aquifer systems of infinite extent.
Many analytical models can represent gaining or losing rivers which are in hydraulic connection with aquifers, but it is difficult to obtain solutions for such nonlinear problems as disconnected rivers, transient (seasonal) recharge inputs or interactions with floodplain wetlands. The usual approach to increase the realism in models is to use a numerical modelling approach. Most numerical models of river -aquifer interaction (see Parkin et al. (2007) for recent examples) involve solution of equations for surface water routing and groundwater flow, with coupling between the two models usually based on a simple Darcy calculation (Winter 1995) . However, numerical modelling is both timeconsuming and expensive. Hence, an "intermediate" technique is desirable. The approach developed in this study is to use artificial neural networks (ANNs) to mimic numerical model simulations of generic river -aquifer systems, providing a hybrid system which retains the complexity of numerical models and the speed of analytical models.
Artificial neural networks are now widely used in hydrology. They have been used in rainfall -runoff modeling (Tokar & Johnson 1999; Anctil & Lauzon 2004; Kumar et al. 2005 ) and groundwater hydrology (Balkhair 2002; Shigidi & Garcia 2003; Daliakopoulos et al. 2005) . The use of hybrid models combining numerical models and ANNs doi: 10.2166/hydro.2008.014 is less common. Recent examples, including Dibike & Abbott (1999) , Ochoa-Rivera et al. (2002) and Chua & Holz (2005) , have focused mostly on river flows, although hybrid models have also been used to mimic process-based models for groundwater remediation and river water quality (Rao & Jamieson 1997; Rao & O'Connell 1999) .
This paper describes the application of a hybrid numerical and ANN model to evaluate the impact of groundwater abstractions on river flows. As far as the authors know this is the first time this approach has been used for this type of problem. The study was carried out for the Environment Agency of England and Wales, and was designed to be applicable to as wide a range of river-aquifer and abstraction scenarios as possible. The procedure involves carrying out a large set of numerical model simulations for several generic hypothetical case studies representing most river -aquifer settings identified in England and Wales, with outputs for time series of flow depletions, depletions along a river channel and water table drawdowns around the abstraction well. The ANN is then trained using input -output data from the numerical model, which allows the rapid simulation of the effect of groundwater abstractions on river flows. The full hydrogeological background to the study, details of the numerical model simulations, tests against field datasets and the full parameter sets for all settings are described in Parkin et al. (2007) . This paper focuses on the methods of data processing and neural network training used in the study, which are demonstrated through their application to one of the settings. Only the relevant datasets and parameters used for this setting are considered here.
METHOD
In the first stage of the study, river -aquifer systems were classified into three generic settings: (1) a major chalk or sandstone aquifer in direct contact with the river; (2) a major chalk or sandstone aquifer with a shallow gravel aquifer in direct contact with the river; and (3) a shallow gravel aquifer in direct contact with the river. This work focuses only on the shallow valley aquifer as a case study to demonstrate the methodology. Details of the other settings are given in Parkin et al. (2007) . The shallow aquifer hydrogeological setting represents those instances in which a sand and gravel aquifer is the only aquifer in communication with a given reach of a river. Such is the case in the lower reaches of the Middle Thames Valley, for instance, where the Middle Thames Gravels are underlain by London
Clay, yet nevertheless support major public supply abstractions in their own right. The methodology adopted in this study for assessing the impact of groundwater abstraction on river flow depletion for the shallow sand and gravel aquifer can be summarized as follows:
1. Determine parameters and values: the "hydrogeological setting" is used as the basis for defining the input parameters and their ranges, together with the required outputs. A wide range of plausible values for the valley sand and gravel aquifer underlain by low permeability strata can be seen in Table 1 , which shows nine different input parameters. This includes three aquifer parameters (gravel aquifer hydraulic conductivity, specific yield and bed sediment hydraulic conductivity), three parameters defining the abstraction (distance of the borehole from the river, abstraction rate and abstraction duration) and three parameters defining the recharge (mean annual recharge, recharge seasonality and time from the start of the abstraction to the maximum recharge). For each parameter four values were selected: for example, for the abstraction duration the values chosen were 1 d, 20 d, 60 d and 365 d.
Define simulations
To run a full set of numerical model simulations with all combinations of each of these parameter values would have resulted in 262,144 simulations, an unrealistically large number. A subset of these possible simulations was defined using an orthogonal array approach (Hedayat et al. 1999 ), a structured combinatorial method which ensures that as much of the "input parameter space" as possible was covered with the simulations. In this study the abstraction rate was considered separately, but for the other eight parameters the orthogonal array was OA (64, 8, 4, 2) . This means that there were 64 combinations of 8 parameters with each parameter taking one of four values (Table 1) with a strength of 2. The strength of 2 means that, for any two of the parameter values, all combinations of the parameters were used an equal number of times. For each of the 64 combinations a simulation was run for each of four abstraction rates. In addition 20 test simulation and 20 validation simulations were carried out. In total, this approach reduced the total number of simulations in this case study to 296.
In general, any model could be used which is capable of representing the processes which are considered to be important. In this study, the physically based spatially distributed SHETRAN model was used (Ewen et al. 2000) , because of its capability of representing integrated surface and subsurface flows. Finite difference methods are used to solve the partial differential equations for flow and transport that are at the heart of SHETRAN. As such, the catchment area is discretized into rectangular computational elements, (Table 1) . The simulations were transient with timevarying recharge. Important aquifer properties are the hydraulic conductivity, which is a measure of how fast water can flow through the soil, and the specific yield, which is the fraction of a saturated block of soil that can be abstracted. Output from the model (Table 2) 
SHETRAN MODELLING
Using the orthogonal array approach discussed previously, 296 simulations were set up to run over a 25 yr period, for a systematically determined subset of all possible parameter values. The example in Table 3 gives the values of the parameters for a validation set, for which the SHETRAN depletions can be seen in 
DATA REDUCTION
Direct training of the ANN using SHETRAN input data and output data was not appropriate for two reasons. The outputs from the SHETRAN model for the flow depletion time series and for flow depletions along a river channel form a family of well-behaved curves. For example, every time series of the flow depletion starts at zero at the start of the abstraction and then climbs smoothly and monotonically to its maximum before falling monotonically back towards zero. This demonstrates an advantage of the hybrid approach, as the output from numerical models is noise-free, avoiding the need to filter the data (Dawson & Wilby 2001) . A generalized functional form based on an S-shaped hypsometric curve was chosen to fit to the SHETRAN output, where a and p are the shape parameters:
This is a suitable curve as f (0) Table 2 ).
The data to fit the flow depletion curve are obtained from values 1 -24 (q), 45 (t max ) and 46 (q max ) in the SHETRAN output variables (Table 2) . For curve 1, the SHETRAN output consists of paired data of the form: (t 1,i q 1,i ), i ¼ 1, n 1 , where t 1,i and q 1,i are the time and the corresponding flow depletions for the n 1 data points up to the time of maximum depletion.
The form of the hypsometric equation for the first fitted curve is then
where a 1 and p 1 are the curve fitting parameters, selected to produce the best fit to this equation using the t frac is then defined as
The form of the hypsometric equation for the second fitted curve is similarly
where a 2 and p 2 are the curve fitting parameters. The two fitted curves for the dataset in Table 3 are shown in Figure 4 , which shows an excellent fit between the fitted curve and the SHETRAN output. The fitted curves for all 296 simulations can be seen in Figures 6 and 7 , with the curves from the validation data in Table 3 being shown in bold. Figure 6 shows that, in many cases, there is a rapid increase in flow depletion at the start of the simulation but then the depletion stays around the maximum until the time of maximum depletion is reached. These cases generally Table 3 with SHETRAN output, fitted curve output and ANN output. This can be calculated from the first fitted curve with parameters a 1 and p 1 at time t d (Equation (2)). Thus
The data to fit the third curve is obtained from values 25 -29
(q x ) in the SHETRAN output variables ( Table 2 ) and is of the form (x,q x,d ), where x is the distance along the river and q x,d is the flow depletion for these points at the end of the abstraction. The form of the hypsometric equation for the third fitted curve is then
where a r1 and p r1 are the curve fitting parameters which produce the best fit to this equation for the five pairs of points (x,q x,d ) using the Levenberg -Marquardt method.
The fitted curves for spatial depletion along the river at the end of the abstraction for the validation dataset in Table 3 are shown in Figure 8 . This shows good fit between the fitted curve and the SHETRAN output. The range of fitted curves for all simulations can be seen in Figure 9 . This shows two main groups, those for which there is a nearly linear increase in depletion between upstream and downstream, and those (3) and (4). The bold curve is for the validation data set in Table 3 .
Figure 8 | Flow depletion along the river channel for the validation dataset in Table 3 .
Values are at the end of the abstraction period for SHETRAN output, fitted curve output and ANN output.
Figure 9 | Range of fitted curves for the flow depletion along the river channel at the end of the abstraction. The bold curve is for the validation data set in Table 3 .
for which the depletion is restricted to a smaller region around the abstraction. The first group are produced when there is a combination of a large value for aquifer hydraulic conductivity and a long period of abstraction. In these cases the cone of depression around the well is shallow but it covers a large area and so water is depleted along a long section of The fourth fitted curve was the depletion profile at the time of maximum depletion and is very similar to the third fitted curve. The data to fit the curve is obtained from values 30-34 (q x ) in the SHETRAN output variables ( Table 2) .
The form of the hypsometric equation for the fourth fitted curve is then
where q x,max is the flow depletion for the five data points at the time of maximum depletion, and a r2 and p r2 are the curve fitting parameters selected to produce the best fit to this equation using the Levenberg -Marquardt method. The fitted curve for the validation data set in Table 3 is nearly identical to that in Figure 8 , as for this example the maximum rate of depletion occurred only two days after the end of the abstraction. The range of fitted curves is also very similar to that in Figure 9 and so is not shown.
For each of the four fitted curves the comparisons between the fitted and the measured curves from SHETRAN were excellent, producing r 2 values greater than 0.995.
ANN TRAINING
ANN training was carried out using the 9 SHETRAN input parameters in Table 1 and the 22 fitted curve output data in Table 4 . Following recommended practice, the input- values of each of the input parameters were selected.
The results obtained were reasonably good with a root mean squared error of 0.051 for the calibration and 0.034 for the validation. Figure 10 shows the comparison between the SHETRAN output and ANN output from the 20 validation datasets. Overall, there is reasonably good correspondence between the two for all the output variables. The greatest errors were for variables 5 and 6 (see Table 4 ), the shape parameters from the time of maximum depletion.
The output data from the ANN was then used to reconstruct the complete flow depletion time series and flow depletions along the river. These data can then be compared with the curves fitted to the SHETRAN output. Figure 4 shows the output from the fitted curve and the ANN output for the validation data set in Table 3 (an example of one of the 20 validation simulations). between the SHETRAN output and the ANN output can be seen in Figure 11 . The comparison is directly between the SHETRAN output and the ANN output in this case, as no curves were fitted to the data. The comparison is also excellent with similar higher values near the well, a lower value under the river and a very low value on the far side of the river. Table 4 ) and all of the validation datasets.
DISCUSSION AND CONCLUSIONS
Figure 11 | Water table drawdown for the validation data set in Table 3 . Values are at the end of the abstraction for SHETRAN output and ANN output.
was 341. A review of discussions concerning the number of training data sets and the number of weights is given in Maier & Dandy (2000) . Generally, the number of data used for training an ANN should, in the case of the backpropagation algorithm, be at least as large as the number of weights (Rogers & Dowla 1994) . Others state that the number of training cases should be twice (Master 1993) or ten times (Weigend et al. 1990 ) the number of model weights. However, these discussions are all based on raw data in which there is almost certainly "noise" in the input and output data and there may be no self-consistent relationship between the input and output data. In the hybrid approach described in this paper, the data are generated from a numerical model, ensuring smooth selfconsistent relationships. Also, the technique (orthogonal array) that we used to select parameter values from the multi-dimensional parameter space is a very efficient design which provides better overall experimental results with less testing, as it ensures that the datasets are reasonably independent. Preliminary work showed that increasing the number of training sets produced only a marginal increase in the quality of the fitting and would have required considerable additional effort in carrying out more SHE-TRAN simulations. The efficiency of the neural network training was improved by a data reduction approach involving fitting curves to the outputs from the numerical model without significant loss of information. It is concluded that this hybrid approach, of using an artificial neural network to mimic numerical model simulations, is a feasible method of providing rapid access to the results of detailed process-based simulations, provided that appropriate data processing methods are used.
