Modern data sets in various domains often include units that were sampled non-randomly from the population and have a latent correlation structure. Here we investigate a common form of this setting, where every unit is associated with a latent variable, all latent variables are correlated, and the probability of sampling a unit depends on its response. Such settings often arise in case-control studies, where the sampled units are correlated due to spatial proximity, family relations, or other sources of relatedness. Maximum likelihood estimation in such settings is challenging from both a computational and statistical perspective, necessitating approximations that take the sampling scheme into account. We propose a family of approximate likelihood approaches which combine composite likelihood and expectation propagation. We demonstrate the efficacy of our solutions via extensive simulations. We utilize them to investigate the genetic architecture of several complex disorders collected in case-control genetic association studies, where hundreds of thousands of genetic variants are measured for every individual, and the underlying disease liabilities of individuals are correlated due to genetic similarity. Our work is the first to provide a tractable likelihood-based solution for case-control data with complex dependency structures.
Introduction
In the collection and analysis of scientific data, a phenomenon often encountered is the existence of complex dependency structures between analyzed units. This is encountered in diverse fields such as epidemiology, econometrics, ecology, geostatistics, psychometrics and genetics, and can arise due to spatial correlations, temporal correlations, family relations, or other sources of heterogeneity (Pfeiffer, 2008; Rabe-Hesketh et al., 2005; Bolker et al., 2009; Rabe-Hesketh et al., 2004; Yang et al., 2014; Burton et al., 1999; . This idea is often captured through the use of random or mixed-effects models (McCulloch et al., 2008) , or equivalently, through Gaussian process (GPs; Rasmussen and Williams 2006) or latent Gaussian models (Fahrmeir and Tutz, 2001 ). Such models associate every sampled unit with a latent variable, and express the dependency structures as covariance matrices of latent variables.
A second important concept is that of ascertainment, or the non-random sampling of units. Ascertainment is especially common in case-control studies, when a binary response variable of interest has a highly unbalanced distribution, such as a rare disease wherein cases are much rarer than healthy controls (Breslow, 1996) .
In this paper we consider situations that contain both elements-a complex covariance structure and case-control sampling-and the statistical modeling solutions available for these situations. Our interest lies in an extreme form of this combination, where the covariance matrix is dense and full rank (i.e., there is a large number of random effects), and the case-control ascertainment is performed at the individual unit level (i.e., every unit is chosen into the study with a probability that depends only on its response and not on the covariance structure). As we discuss below, special cases of this combination have been addressed in the literature (Glidden and Liang, 2002; Epstein et al., 2002; Neuhaus et al., 2006 Neuhaus et al., , 2014 , but to our knowledge, there is a limited set of available solutions for the general setting, which is indeed very challenging.
A major motivating application for our study is genome-wide association studies of diseases with a case-control sampling design (GWAS-CC) (Price et al., 2015) . In GWAS-CC, the genomes of individuals affected with a disease and of unaffected controls are collected in an effort to uncover the genetic mechanisms driving disease risk (Visscher et al., 2017) . Studies in this field have diverse goals, reflected in the diversity of the statistical inference tasks they seek to solve (Price et al., 2015) : testing disease associations with genetic variants (Yang et al., 2014; Bush and Moore, 2012) , estimating disease heritability (Yang et al., 2010; , risk prediction (Zhou et al., 2013; Moser et al., 2015; Weissbrod et al., 2016) , and more.
GWAS-CC studies typically employ case-control designs, where patients are recruited in hospitals or clinics whereas healthy controls are recruited independently, owing to the small prevalence of complex genetic diseases-even common diseases like type 1 diabetes or schizophrenia typically have a population prevalence <2%. Furthermore, statistical models for such studies typically treat genetic variant-disease effects as random effects sampled from a distribution. This is because such studies include hundreds of thousands of variants, and the effects are typically very small (Yang et al., 2010; Zhou et al., 2013; Moser et al., 2015) . Hence, GWAS-CC studies give rise to settings with case-control sampling and a dense covariance structure, because every individual has a latent genetic effect (given by the inner product of her genotype and the random effects), and the genetic effects are correlated due to genetic similarity.
Despite the extensive interest that GWAS-CC studies have attracted in recent years (Wellcome Trust Case Control Consortium et al., 2007; Ehret et al., 2011; Sawcer et al., 2011; Timmann et al., 2012; Ripke et al., 2014; Okada et al., 2014) , the statistical modeling problems this setting generates have been discussed in a limited manner, with application of heuristic methods that do not formally take the probabilistic structure of the problem into account (Lee et al., 2011; Hayeck et al., 2015; Weissbrod et al., 2015; Jiang et al., 2015) .
Similar settings arise in other scientific domains, where case-control sampling, high dimensional random effects and a dense covariance matrix simultaneously occur. Prominent examples include disease mapping studies with a smoothing kernel Kelsall and Diggle, 1998; Held et al., 2005) and GP-based classification of data collected in case-control studies (Chu et al., 2010; Ziegler et al., 2014; Young et al., 2013) . The analyses employed in these examples often ignore the effects of case-control sampling, a practice we would like to avoid and whose fundamental flaws we discuss and illustrate below.
The problem we consider poses substantial statistical and computational challenges, various aspects of which have been addressed in the statistics and machine learning literature. The main approaches for maximum likelihood estimation under ascertainment include the profile maximum likelihood and its close variant, the ascertained maximum likelihood (AML), which offer "almost maximum likelihood" solutions (Scott and Wild, 2001; Wild, 1991; Scott and Wild, 1997) . The main approach for statistical inference with random effects is generalized linear mixed models (GLMMs; McCulloch et al. 2008) , also known in different scientific communities as Gaussian process (Rasmussen and Williams, 2006) or latent Gaussian models (Fahrmeir and Tutz, 2001 ). GLMMs provide a likelihood-based solution, but do not deal naturally with unit-level ascertainment and can pose significant computational difficulties. Modern approaches for alleviating computational difficulties include pairwise likelihood (PL; Renard et al. 2004 ) and expectation propagation (EP; Minka 2001).
Here we propose two approaches for approximate likelihood computation in our setting of interest:
1. GLMM + PL + AML, which proposes a tractable likelihood approximation but is very sensitive to model misspecification.
2. GLMM + modified EP + AML. This solution is more computationally intensive, but is more robust and is closer to traditional maximum likelihood estimation.
We evaluate the merits of our approaches on both synthetic and real data sets of genetic studies involving thousands of individuals and hundreds of thousands of explanatory variables treated as having random effects. Figure 1 : The properties that are unique to our setting of interest (top row) compared to more traditional statistical settings (bottom row). (a) We are interested in unit-level sampling, where the decision whether to sample units depends on their response. In contrast, in clustered case-control studies an entire cluster of correlated units is either sampled or omitted from the study. (b) We are interested in a full rank covariance matrix of latent variables, which corresponds to having a large number of random effects. (c) We are interested in a dense covariance matrix, where the latent variables of every pair of units are correlated. In contrast, many studies assume a large number of mutually uncorrelated clusters.
Detailed Problem Description
We are interested in settings with (i) unit-level ascertainment; (ii) a full-rank covariance matrix; and (iii) a dense covariance matrix. These concepts are explained below. Unit-level ascertainment indicates that the decision whether to sample a unit is performed for every unit separately (Figure 1 a) . This stands in contrast to several common study designs, such as family studies (Neuhaus et al., 2002) , ascertained longitudinal studies (Liang and Zeger, 1986) or clustered case-control studies (Neuhaus and Jewell, 1990) , where each correlated cluster is either entirely selected or entirely omitted from the study, and so there is no interaction between the ascertainment and the dependence structure.
A full-rank covariance matrix indicates that there are more random effects than samples, because the matrix rank measures the number of random effects (Figure 1 b) . Modern data sets often include a very large number of random effects, either because they are very high dimensional, or because of the use of basis expansions or kernels, which implicitly project a small number of variables into a large (possibly infinite-dimensional) space Rasmussen and Williams, 2006; Held et al., 2005) . Likelihood inference in the presence of such high dimensional dependencies is computationally challenging because it requires evaluating an integral whose dimensionality is equal to the matrix rank.
Finally, a covariance matrix is dense when all of its entries are different from zero, indicating that all units are correlated (Figure 1 c) . This exacerbates both the computational challenge, because the density does not factorize into multiplicative terms, and the statistical challenge, because classic statistical theory requires a large number of independent samples.
Existing Approaches for Likelihood-based Analysis of Correlated Data
We now briefly overview the GLMM and GP approach for analysis of correlated data, and then describe approaches for approximate inference in such settings. Throughout this section we assume that the data is not ascertained. We address analysis of ascertained data in Section 4.
Generalized Linear Mixed Models / Gaussian Processes
Consider a sample of n units, each having d covariates associated with fixed (non-random) effects X i ∈ R d×1 , m covariates associated with random effects Z i ∈ R m×1 and an outcome variable y i . GLMMs assume the existence of a latent random effect b ∈ R m×1 such that
where h (·) is a likelihood function (which is closely related to an inverse link function in GLM terminology) and β ∈ R d×1 are (non-random) fixed effects. In this work we assume that the random effects b are normally distributed with a zero mean and a covariance matrix D (θ) parameterized by θ, b ∼ N (0, D (θ)). In most random effects formulations in statistical genetics and other areas, it is usually assumed that b ∼ N (0, θI) for some scalar θ, typicalled called a variance component.
GLMMs naturally encode a latent variable for every individual, g i = Z T i b, which aggregates the effects of all random variables. The covariance matrix relating the latent variables (which is dense and full rank in our setting) is therefore given by ZD (θ) Z T , where
T . This view enables Z to be implicitly infinite dimensional as long as the matrix ZD (θ) Z T can be defined, and thus unifies the GLMM and GP formulations. A schematic graphical model for GLMMs is shown in Figure 2 . Given a vector of observed outcomes y ∈ R n×1 and the matrix X = [X 1 , . . . X n ] T , the GLMM likelihood is given by:
Exact likelihood evaluation is computationally infeasible even in the presence of a modest number of random effects m, but efficient approximations have been developed (Kuss and Rasmussen, 2005; Nickisch and Rasmussen, 2008; Varin et al., 2011) , two of which are described next.
Pairwise Likelihood
PL belongs to the family of composite likelihood approximations, which approximate the joint density of a large number of random variables via a product of joint densities of subsets Figure 2 : A directed graphical model for a GLMM with one covariate associated with a fixed effect (denoted as X), three covariates (dented as Z 1 , Z 2 , Z 3 ) with associated random effects (denoted as b 1 , b 2 , b 3 ), and two sampled units (indicated by the subscript indices) with latent variables g 1 , g 2 and observed responses y 1 , y 2 . Also shown is the extension to unit-level ascertainment, which consists of adding a sampling indicator s i that depends on y i , and is equal to 1 for every sampled unit. Latent (non-observed) variables are marked with a double-lined border.
of the data (Varin et al., 2011) . PL is defined as follows:
where ∝ ∼ indicates approximate proportionality with respect to the model parameters θ, β. Hence, the maximum pairwise likelihood estimate is also approximately the maximum likelihood estimate. PL estimation has the favorable properties of being computationally efficient owing to its quadratic dependency on the sample size, and of being consistent under suitable regularity conditions (Varin et al., 2011) .
Expectation Propagation
EP is a popular approach for approximating complex distributions by iteratively replacing every multiplicative term in the joint distribution of the observed and latent variables, with a simpler term from an exponential family distribution (Minka, 2001; Rasmussen and Williams, 2006) . The joint distribution of GLMMs is given by P (g|Z; θ) i P (y i |X i , g i ; β). EP replaces every term in the product above by an unnormalized Gaussian,
, where we omitted the parameters β and θ for brevity, and the site parameters r i , α i , γ i implicitly depend on X i , y i and β. EP iteratively updates the terms t i (g i ), such that each term minimizes the generalized Kullback Leibler divergence (GKL) between the functions q −i (g i )t i (g i ) and q −i (g i )P (y i |X i , g i ) (i.e., the KL divergence between these functions after standardizing them to integrate to unity), where the cavity distribution
Given an EP approximation, the GLMM likelihood can be approximated as:
This expression can be evaluated analytically because it is an integral of a product of (unnormalized) Gaussian densities. EP has proven to consistently outperform alternative approximation methods for binary data (Nickisch and Rasmussen, 2008) , and recent theoretical analysis has demonstrated its consistency under certain modeling assumptions Barthelmé, 2016, 2018) .
Existing Approaches for Likelihood-based Analysis of Ascertained Data
Analysis of ascertained data is typically carried out by defining a sampling indicator for every unit s i ∈ {0, 1} which depends only on y i , where s i = 1 for every unit in the study (Figure 2 ), and then incorporating these indicators into the analysis. The two main approaches for likelihood-based estimation in the presence of such indicators are maximum profile likelihood and AML, which are described next.
Maximum profile likelihood
Maximum profile likelihood consists of maximizing the profile likelihood L profile θ y|X = P y | X, s = 1 ; θ y|X , π (Scott and Wild, 2001 ). Here, θ y|X parameterizes the distribution P (y|X), s = 1 is a shorthand notation for s 1 = 1, . . . , s n = 1, and the parameters vector π defines the sampling probability P (s i = 1|y i ) for every possible value of y i . The resulting estimator is equivalent to maximum likelihood estimation, in the sense that it attains the Cramer-Rao lower bound.
Ascertained Maximum Likelihood
AML is similar to maximum profile likelihood, with the main difference being that the sampling probabilities P (s i = 1|y i ) are defined beforehand by exploiting knowledge of the distribution of y in the population (Scott and Wild, 1997) . For a binary outcome with a population prevalence K and an in-sample prevalence P , every pair of sampling probabilities obeying the constraint
(1−K)P guarantees consistent estimates, because it yields the observed case-control ratio in expectation. This approach is often termed pseudo likelihood or conditional likelihood (Manski and McFadden, 1981; Hsieh et al., 1985) , but as both terms have alternative meanings in GLMM literature, we use the term ascertained likelihood instead.
AML estimates are less statistically efficient than maximum profile likelihood estimates, but the loss of efficiency has been shown to be negligible in practice (Wild, 1991; Scott and Wild, 1997) . The AML approach has previously been used for family-based studies (Glidden and Liang, 2002; Epstein et al., 2002) , but to our knowledge it has not been used under the combination of a dependency structure and unit-level sampling.
The Challenge in Combining GLMMs with AML
To combine GLMMs with the AML framework, we define the ascertained GLMM likelihood and apply Bayes' law as follows:
The last term in the rhs of Equation 1 is considered known under the AML framework and requires no special treatment. The numerator is equal to the standard GLMM likelihood under no ascertainment, whereas the denominator is equal to the likelihood of a GLMM in which the outcome is s i instead of y i . A naive approach is to approximate the numerator and denominator separately. However, obtaining an accurate estimate of the ratio is extremely challenging, because both the numerator and denominator are challenging to approximate, and any inaccuracy is compounded by the division. In our experience, this approach does not lead to reasonable estimators.
The Implications of Ignoring Ascertainment in GLMMs
GLMMs are often employed in the analysis of case-control data without explicitly accounting for the ascertainment scheme Jiang et al., 2015) . We demonstrate here that ignoring ascertainment leads to unrealistic conclusions which stand in contrast to some fundamental motivations for GLMM use, like the central limit theorem.
We focus on binary GLMMs, which can be formulated according to the liability threshold model (Dempster and Lerner, 1950) . Under this model, every unit has a latent liability value l i = g i + i , where i is a latent residual variable whose distribution depends on the likelihood function (e.g. normally distributed for probit, or logit distributed for logit), and cases are units with l i > t for some cutoff t. The cutoff t is the 1 − K percentile of the liabilities distribution in the population, where K is the prevalence of cases.
It is common to use likelihood functions associated with a smooth and symmetrically distributed i , such as logit or probit, which leads to a smooth and symmetric distribution of liabilities in the population. However, the liabilities and the latent variables g i in an ascertained sample follow a non-symmetric and possibly non-continuous distribution (Figure 3 a) , and thus cannot be analyzed with standard likelihood functions. This problem motivates the statistical solutions presented in this work for analysis of case-control studies.
Many studies in practice opt to ignore the complexities above, and instead use common likelihood functions such as a logit or a probit to analyze case-control studies Jiang et al., 2015; Hobbs et al., 2016; Kramer et al., 2017; Qi et al., 2017; Sanders et al., 2017) . However, this solution implies a non-symmetric and possibly non-smooth distribution of liabilities and latent variables in the population from which units are sampled, in contrast to the central limit theorem assumptions (Figure 3 b) . Thus, ignoring the ascertainment scheme in GLMMs may lead to nonsensical probabilistic settings, under common assumptions. Population density
Figure 3: The implications of assuming normality of random effects in the population from which units are sampled (panel a) or in a case-control study (panel b), for a GLMM with a probit likelihood function. The liability is given by l i = g i + i , and we assume g i , i ∼ N (0, 0.5) . Units with liabilities greater than their (1-prevalence) percentile in the population are considered cases. (a) When assuming normality in the underlying population, the distribution of the latent variables and of the liabilities in a case-control study (i.e., conditional on s i = 1) is nonnormal, unless the cases prevalence is 50%, in which case the study is a random population sample. (b) When assuming normality in a case-control study, the latent variables and the liabilities are not normally distributed in the underlying population, in contrast to the underlying assumptions of the liability threshold model.
Adapting the Statistical Approaches to Ascertained Settings
Here we describe how the GLMM approximations, PL and EP, can be adapted to ascertained settings.
Adapting Pairwise Likelihood to Ascertained Settings
PL can naturally be adapted to ascertained settings via the approximation:
are known constants which can be ignored, and we omitted the parameters β, θ for brevity. The terms in the numerator and the denominator can be separately evaluated as in standard PL, where we treat the denominator as a GLMM with a suitable likelihood function. Unlike before, the evaluation of the ratio is accurate since both the numerator and denominator can be computed exactly. In certain settings, the PL evaluation can be substantially accelerated via a Taylor approximation around Z T i Z j = 0, which enables factoring each bivariate distribution into a product of marginal distributions (Appendix A).
Adapting Expectation Propagation to Ascertained Settings
Our novel derivation of ascertained EP (AEP) replaces the standard EP step with a modified step that equates the functions q −i (g i )t i (g i )dg i and
. Specifically, at each step we find the unnormalized Gaussian t i (g i ) which makes these functions and their first two partial derivatives with respect to µ −i (the mean of the Gaussian q −i (g i )) have the same value when evaluated at µ −i . We show in Section 5.3.3 that this step objective coincides with the standard EP objective in the absence of ascertainment (i.e. when P (s i |y i ) is a constant regardless of y i ). Hence, our proposed algorithm generalizes standard EP to handle ascertainment.
The sampling distribution of the AEP maximum likelihood estimator can be approximated efficiently via jackknife sampling, by reusing the functions t i (g i ) (Opper and Winther, 2000; Qi et al., 2004; Vehtari et al., 2016) . The evaluation of each jackknife sample requires inverting a matrix that is a submatrix of a matrix that was inverted in the original computation, with one row and one column removed. Such an inversion can be computed rapidly while retaining numerical stability, by combining a Cholesky decomposition with a series of Givens rotations (Seeger, 2004) .
Analysis of Ascertained EP
Here we provide an analysis of AEP and its derivation. As the theoretical properties of EP are not well understood (except under relatively strong conditions, e.g. Dehaene and Barthelmé 2018), we do not provide a formal analysis of AEP. Instead, we state several assumptions and then provide an informal analysis under these assumptions. Specifically, we demonstrate the consistency of AEP in Section 5.3.1, provide a justification for the specific form of the AEP step in Section 5.3.2, and demonstrate that EP and AEP coincide in the absence of ascertainment in Section 5.3.3.
Throughout this section, the notation s is a shorthand notation for s 1 = . . . = s n = 1, u −i indicates the vector u with the i th component removed, and we omit the dependence on β, θ for brevity.
Consistency of Ascertained EP
Our informal proof of AEP consistency is based on two assumptions:
Assumption 1 The composite likelihood approximation:
, for some proportionality factor C(X, Z).
Assumption 2 At the fixed point of AEP we have:
Note that if these assumptions hold, this implies that they also hold when replacing s with s −j and omitting j from the product in Assumption 1, and when integrating over g −j and omitting j from the products in Assumption 2. These properties will be used in the proofs. Assumption 1 is motivated by the theory of composite likelihood estimators (Varin et al., 2011) . Specifically, the composite maximum likelihood estimator is asymptotically normally distributed around the true parameter value under suitable regularity conditions (Cox and Reid, 2004) , indicating consistency. Since both the full and the composite maximum likelihood estimators are asymptotically normal with the same mean, the composite likelihood is approximately proportional to the full likelihood around this mean, with the approximation accuracy depending on the ratio between their variances. This ratio depends on the ratio between the diagonal entries of the Fisher and the Godambe information matrices (Varin et al., 2011) .
Assumption 2 arises because the AEP algorithm explicitly strives to improve its underlying approximation until reaching the fixed point, as shown in Section 5.3.2. This is the analogue of the standard EP objective t i (g i ) ≈ P (y i |X i , g i ), with the difference that here
We now provide an informal proof of AEP consistency using Assumptions 1-2.
Lemma 1 At the fixed point of the AEP algorithm, we have:
The last two equalities use the fact that y and s are conditionally independent of Z given g.
Lemma 1 implies consistency because it indicates that the AEP likelihood approximation is approximately proportional to the true likelihood. Hence, the parameters β, θ which maximize the AEP likelihood are approximately the maximum likelihood estimates.
Derivation of the Ascertained EP Step
Here we provide an informal justification for the specific form of the AEP step described in Section 5.2. Our derivation makes use of several propositions, whose proofs are provided in Appendix B. These proofs make use of Assumptions 1-2 and an additional assumption:
Assumption 3 Weak dependence between y −i and s i conditional on X and on Z:
Recall from Section 5.2 that the AEP step equates the functions q −i (g i )t i (g i )dg i and
We now write down the derivation leading to this objective function, based on Assumptions 1-3.
We first write down the natural analogue of the standard EP step objective for AEP. Following Assumption 2, this objective finds the unnormalized Gaussian t i (g i ) that optimizes the approximation:
The above objective is motivated by observing that the lhs of Equation 2 is proportional to the lhs of Lemma 1, and hence is approximately proportional to the likelihood we wish to evaluate. However, we cannot follow the EP approach of minimizing the GKL divergence between the functions in the integrals in Equation 2, because this will lead to the same solution as standard EP, up to a scaling factor that is absorbed in the zeroth moment of t i (g i ). To see this, note that the function in the integral on the rhs of Equation 2 can be written as q −i (g i )P (y i |g i , X i )W , where W = This is the same function used in standard EP, up to the scaling factor W . This is a result of Dawid's selection paradox (Dawid, 1994; Senn, 2008) . Instead of minimizing the GKL divergence, we first use Assumptions 1-3 to approximate the rhs of Equation 2 as follows:
Next, we equate the lhs of Equation 2 with the rhs of Equation 3 by imposing the constraint that the zeroth, first and second derivatives of both functions with respect to µ −i (the mean of the Gaussian q −i (g i )) have the same value when evaluated at µ −i . These constraints render AEP equivalent to standard EP in the absence of ascertainment, as shown in Section 5.3.3. The derivation is conceptually simple, because µ −i is simply the parameter encoding the mean of the Gaussian q −i (g i ).
It remains to derive Equation 3. Our main tool is the following approximation:
Proposition 1 At the fixed point we have:
Our derivation uses Proposition 1 twice. First, we use it to obtain the following approximation to the rhs of Equation 2:
Proposition 2
Afterwards, we use Proposition 1 again, along with the graphical model structure ( Figure  2 ) to approximate the rhs of Equation 4 via q −i (g i ) as follows:
This completes the derivation.
Equivalence of AEP and Standard EP Under no Ascertainment
In standard (non-ascertained) EP we minimize the Generalized Kullback-
an unnormalized Gaussian, we can minimize the GKL divergence by equating its zeroth, first and second moments with those ofm(g i ) (Rasmussen and Williams, 2006) . Hence, standard EP requires computing the meanμ i and varianceσ 2 i ofm(g i ).
A straightforward but lengthy derivation shows that we can compute these quantities as follows:
where µ −i , σ 2 −i are the mean and variance of the Gaussian q −i (g i ), and the derivatives are evaluated at the actual value of µ −i . Hence, there is a one-to-one correspondence between the first two moments ofm(g i ) and its first two partial derivatives with respect to µ −i (when evaluated at µ −i ). Consequently, each step of standard EP can alternatively be described as imposing the constraint that the zeroth, first and second derivatives of the integrals of m(g i ) andm(g i ) with respect to µ −i are the same. This is the same constraint used in AEP. Hence, EP and AEP coincide in the absence of ascertainment, where P (s i = 1|y i ) is constant regardless of the value of y i .
Results
We evaluated the performance of our methods using extensive simulations and real data analysis. We first describe our simulation studies, and then demonstrate the results obtained on real data.
Simulations Overview
To evaluate the performance of the methods, we simulated data that closely mimic real GWAS-CC studies, and evaluated the accuracy of genetic heritability estimation (i.e., variance component estimation) under each method. We simulated data according to the liability threshold model, where each subject has liability l i = X T i β+Z T i b + i , and the variance of the liability in the population is 1. The heritability is the fraction of liability variance explained by genetics, which is given by the variance σ 2 g of the latent variable g i = Z T i b in the population (assuming var(l i ) = 1).
We simulated genetic data based on single nucleotide polymorphisms (SNPs), which can be encoded as 0/1/2, according to the number of minor alleles carried by an individual at a specific position in the genome. We first generated a minor allele frequency (MAF) f j ∼ U(0.05, 0.5) for every SNP j, and then sampled a matrix Z of SNP, such that Z ij ∼ Bin(2, f j ). Finally, we standardized each column in the matrix Z by subtracting the mean and dividing by the standard deviation corresponding to its allele frequency.
To simulate unit-level ascertainment, we (1) generated a population of 1,000,000 individuals, where for every individual i we generated a vector of standardized genotypes Z i ∈ R m as described above, and a vector X i ∼ N (0, I) ∈ R c representing additional standardized risk factors such as sex or age; (2) generated a random vector b∼ N 0, σ 2 g /mI of random effects, and β∼ N 0, σ 2 c /cI of fixed effects; (3) assigned a latent variable g i = Z T i b and a liability l i = g i + X T i β+ i for every individual i, where i ∼ N 0, 1 − σ 2 c − σ 2 g i.i.d; (4) defined all individuals with l i greater than the 1−K percentile of the liability distribution as cases, where K is the desired prevalence; and (5) selected a subset of n 2 cases and n 2 controls for the case-control study, where n is the desired study size. Unless otherwise stated, we used m = 500, n = 500, K = 1%, σ 2 g = 0.25, σ 2 c = 0.25, and c = 1. In all settings, we first estimated the fixed effects via a novel ascertainment-aware generalized estimation equations (AGEE) approach that we developed, and then adjusted the affection cutoffs accordingly (Appendix C). 
Simulation Studies: Estimating Variance Components
Our first experiment evaluated the ability to estimate the variance component θ (i.e. the parameter governing the distribution of the latent variables g ∼ N (0, θZZ T )). In addition to the methods proposed here we also evaluated a method called phenotype correlation genotype correlation (PCGC), which is the state of the art approach for heritability estimation in genetic studies . PCGC is similar in spirit to the PL solution proposed in this work, but uses a moment rather than a likelihood-based estimator.
In addition to PCGC, we examined AEP, ascertained pairwise likelihood (APL), and plain EP, which is the standard variant of EP that does not account for ascertainment. The results indicate that all methods except plain EP yield empirically unbiased estimates, whereas plain EP is severely biased (Figure 4 a) . To further investigate the behavior of the methods, we generated case-control studies under different prevalence values K, and verified that all methods except plain EP remain accurate regardless of K, whereas plain EP is only accurate when K = 0.5, in which case there is no ascertainment (Figure 4 b) . All the methods gain accuracy as the number of random effects increases. AEP is substantially more accurate than the other methods in the presence of a small number of covariates, because the other two methods use a Taylor expansion around ZZ T = I, which is inaccurate in the presence of a small number of covariates. APL estimates for numbers <50 are equal to 1.0, and are omitted for clarity. (c) AEP is robust to covariate standardization misspecification (see main text), whereas PCGC is moderately sensitive and APL is highly sensitive.
In the next experiment, we examined the sensitivity of variance component estimation methods to sample size and data dimensionality (corresponding to the number of rows and columns in the matrix Z, respectively). We first verified that all methods become increasingly accurate with increasing sample size, but PCGC has a consistently larger estimator variance, because it uses a moment-based rather than a likelihood-based estimator ( Figure  5 a) . We also observed that all methods become increasingly accurate as the number of covariates with random effects increases, but AEP is substantially more accurate in the presence of <50 covariates (Figure 5 b) . This is because the other two methods use a Taylor expansion around ZZ T = I, which is inaccurate in the presence of a small number of covariates.
We also examined the behavior of the methods under modeling misspecification. To do this, we introduced noise into the standardization procedure of the covariates. Specifically, we multiplied the estimated frequency of every binary variable j by r j ∼ U , 2007) . Shown are the variance component estimates according to three examined methods, which can be interpreted as the heritability of a complex trait (the fraction of liability variance explained by genetic factors). The error bars are the standard deviation multiplied by 1.96, as estimated via jackknife. The complex disorders are Crohns disease (CD), rheumatoid arthritis (RA), bipolar disorder (BD), type 1 diabetes (T1D), type 2 diabetes (T2D), coronary artery disease (CAD) and hypertension (HT). The population prevalence of each trait is shown below its name, as provided in . The estimates of AEP and PCGC are relatively concordant, whereas the estimated of APL are significantly down-biased, in agreement with the results of simulations of misspecified covariance matrices.
used this value for estimation, but not for the true generative model. This noise model is motivated by GWAS, where genetic variants are often standardized according to (somewhat noisy) estimates of their population frequency rather than their sample frequency, to prevent bias due to ascertainment. The results indicate that AEP is highly robust to such modeling misspecification, whereas PCGC is moderately sensitive and APL is highly sensitive to such misspecification (Figure 5 c) . These experiments indicate that AEP is more reliable than the other methods under a wide variety of modeling assumptions, and is thus the method of choice for likelihood-based variance component estimation in case-control studies. Finally, we examined the computational speed of the evaluated methods. Our analysis shows that PCGC and APL are very efficient as compared to AEP, because they scale quadratically with the sample size whereas AEP scales cubically, just like standard EP (Nickisch and Rasmussen, 2008) . Nevertheless, AEP can still perform maximum likelihood estimation in data sets with 3,000 units in less than two hours, and is thus applicable to solve reasonably sized real-world problems.
Real Data Analysis
Finally, we evaluated the ability of the proposed methods to estimate variance components in real data sets. To this end, we estimated the heritability of seven complex disorders, having population prevalence between 0.1% and 6%, based on large data sets with ∼3,700 individuals and ∼280,000 genetic variants from the Wellcome Trust 1 case-control consortium (Wellcome Trust Case Control Consortium et al., 2007) . We performed stringent preprocessing to avoid artifacts from biasing our results, as reported in our previous publication (Weissbrod et al., 2016) . We modeled sex, which is strongly associated with several of these traits, as a binary covariate associated with a fixed effect, and estimated its effect via AGEE as done in the simulation studies. Standard errors were computed via jackknife sampling.
Our results indicate that the heritability explained by measured genotypes for all investigated disorders lies between 20%-60% ( Figure 6 ). We additionally see a high degree of concordance between PCGC and AEP, whereas the estimates of APL are substantially lower. This behavior is consistent with the one seen in the simulation studies of covariance misspecification, and suggests that the use of APL in practice may be highly sensitive to model misspecification. To conclude, AEP appears to be more accurate than the state of the art (PCGC) under simulations and yields similar estimates under real data analysis, and is thus the first reliable method we are aware of for likelihood-based inference in GLMMs with unit-level ascertainment and a dense and full-rank covariance matrix.
Discussion
This study presents several methods for parameter estimation and inference in settings with unit-level ascertainment, a large number of random effects, and a dense correlation structure. This was done by combining the ascertained likelihood framework with GLMMs, which form the statistical backbone of likelihood based analysis of non-iid data.
We proposed two approximate likelihood-based methods for the ascertained GLMM framework, AEP and APL, and empirically compared them with PCGC -the current state of the art method for estimating variance components in genetic case-control studies, which uses a moment-based rather than a likelihood-based estimator. APL is very computationally efficient but appears to be highly sensitive to model misspecification. AEP, which is the most complex and best approximation of maximum likelihood we propose, is slower and is more technically complex than the other methods, but is consistently more accurate than PCGC, and is less sensitive to modeling assumptions in our simulations. AEP additionally has the advantage of providing a full probabilistic model with a well-defined likelihood, and it recovers standard EP as a special case under random ascertainment. On the other hand, PCGC has a principled underlying approximation, whereas APL and AEP are less well understood. We thus believe that the three methods are complementary in terms of their strengths and weaknesses, and we encourage future case-control studies to use multiple methods to gain a deeper understanding of high dimensional dependency structures. The combination of unit-level ascertainment, a large number of random effects and a dense correlation structure is very common in statistical genetics , but is often encountered in other scientific domains, such as geostatistics and GP classification Chu et al., 2010; Ziegler et al., 2014; Young et al., 2013) . Ascertained sampling is almost inevitable when studying rare phenomena, and the increasing dimensionality of studied data often necessitates the introduction of random rather than fixed effects, which in turn induce dense dependency structures. Additionally, it is often more convenient to perform dense sampling in a small number of clusters rather than collecting a large number of clusters (Bellamy et al., 2005; Zhang, 2004; Glidden and Vittinghoff, 2004) leading to dense, full-rank dependency structures at the cluster level. Hence, we expect our work to be applicable in diverse scientific fields.
One limitation of the dense dependency structure setting is that statistical theory is relatively undeveloped for this case. Specifically, assuming a study with r mutually independent clusters of m units, statistical theory is well developed for the asymptotic behavior r/m → ∞, but is limited for r/m → 0, which is our setting of interest (as r=1 when the covariance matrix is dense). The consistency of estimators in such cases has been established in limited settings, including GEEs (Xie and Yang, 2003) , maximum penalized quasi likelihood (Bellamy et al., 2005) , composite likelihood approximation (Heagerty and Lele, 1998) Laplace approximations (Shun and McCullagh, 1995) , and specific geostatistical models (Zhang and Zimmerman, 2005; Du et al., 2009) . Several recent studies have established the consistency of maximum likelihood estimators for linear mixed models in similar settings using random matrix theory (Bonnet et al., 2015; Jiang et al., 2016b; Dicker and Erdogdu, 2016) , but to our knowledge such results have not been derived for GLMMs. We conclude that there is a major gap in statistical theory regarding r/m → 0 asymptotics, representing questions of both theoretical and practical importance.
In this study we extend the well-known EP algorithm (Minka, 2001) to approximate the GLMM likelihood. Another common approach utilizes Gauss Hermite quadrature (Pinheiro and Bates, 1995; Pinheiro and Chao, 2006) , but this approach is computationally infeasible in our settings because it scales exponentially with the number of random effects. Another approach performs Markov chain Monte Carlo (MCMC) sampling combined with an integration scheme such as thermodynamic integration (Kuss and Rasmussen, 2005; Nickisch and Rasmussen, 2008; Gelman and Meng, 1998) , but in our experience such approaches are in practice too slow and complex for use with modern sized data sets. Other approaches include analytical approximations such as penalized quasi likelihood (Breslow and Clayton, 1993; Wolfinger and O'connell, 1993) , Laplace approximations (Tierney and Kadane, 1986; Raudenbush et al., 2000) and variational approximations (Opper and Archambeau, 2009) . Of these, EP has proven to consistently outperform the alternatives in terms of accuracycomputation tradeoff (Kuss and Rasmussen, 2005; Nickisch and Rasmussen, 2008) , and thus forms the basis for our proposed improvement.
In recent years, Bayesian approaches have proven to be potential alternatives to likelihood based approaches in GLMMs (Ferkingstad and Rue, 2015) . However, such approaches can be sensitive to the choice of prior distribution, and require using extremely computationally expensive MCMC integration. Several analytical approximations exist, but these are often relatively inaccurate in the presence of binary data (Fong et al., 2010) . Hence, the potential use of Bayesian approaches for inference in GLMMs under case-control ascertainment remains to be explored.
Several topics that remain unexplored in this work are GLMMs with multiple variance components, outcome prediction and testing of fixed effects, for which several heuristic methods have been proposed in the statistical genetics literature (Hayeck et al., 2015; Weiss-brod et al., 2015; Jiang et al., 2016a) . Extending our approach to handle these topics is a potential avenue for future work.
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where
. Using the law of total probability, we can write: B(ρ) = (s 1 ) 2 A 11 (ρ) + s 1 s 0 (A 10 (ρ) + A 01 (ρ)) + (s 0 ) 2 A 00 (ρ), where s t = P (s i |y i = t). Next, we explicitly evaluate these quantities at ρ = 0:
, and we omitted the dependence on Z i because of the assumptions Z T i Z i = 1, b ∼ N (0, σ 2 I). The above equations hold because y i , y j and s i , s j are independent given ρ = 0.
We next compute the partial derivatives of both expressions with respect to ρ at ρ = 0. Following , we have:
where φ(·) is the standard normal density, and t i = Φ −1 (1 − K) − X T i β is the liability cutoff for unit i, with Φ(·) representing the standard normal cumulative density and K being the prevalence of cases in the population.
Finally, we plug in the above expressions into the Taylor expansion of Equation 5 at ρ = 0, given by:
Appendix B
Here we provide proofs of Propositions 1-2 from Section 5.3.2, using Assumptions 1-3.
Proof Our proof consists of two stages. First, we define the unnormalized cavity distribu- Next, we note that since q −i (g i ) q * −i (g i ) q * −i (g i )dg i is a normalized distribution over g i , we have q −i (g i ) ≈ P (g i |X, Z, y −i , s −i ). Finally, we note that g i is conditionally independent of s −i given y −i due to the graphical model structure, yielding q −i (g i ) ≈ P (g i |X, Z, y −i ).
Proposition 2 q −i (g i ) P (y i ,s i |g i ,X i ) P (s i |X,Z,s −i ) dg i ≈ P (y i |X, Z, y −i , s i ).
Proof First, we invoke Proposition 1 and the graphical model structure to obtain the following approximation:
Proposition 1 ≈ P (g i |X, Z, y −i ) P (y i , s i |g i , X i ) P (s i |X, Z, s −i ) dg i = P (g i |X, Z)P (y −i |g i , X, Z) P (y −i |X, Z) P (y i , s i |g i , X i ) P (s i |X, Z, s −i ) dg i = P (g i |X, Z)P (y −i |g i , X, Z) P (y −i |X, Z) P (y i |g i , X, Z, y −i )P (s i |y i ) P (s i |X, Z, s −i ) dg i = P (g i |X, Z)P (y|g i , X, Z)dg i P (s i |y i ) P (y −i |X, Z)P (s i |X, Z, s −i ) = P (y|X, Z)P (s i |y i ) P (y −i |X, Z)P (s i |X, Z, s −i )
.
Next, we multiply the rhs of Equation 6 by P (s −i |y −i )P (s −i |X,Z) P (s −i |y −i )P (s −i |X,Z) and invoke Assumption 3 to obtain: P (y|X, Z)P (s i |y i ) P (y −i |X, Z)P (s i |X, Z, s 
Appendix C
Here we describe our novel development of ascertained generalized estimating equations (AGEE). GEEs are extensions of generalized linear models that can estimate fixed effects while accounting for dependencies without requiring a probabilistic model (Liang and Zeger, 1993) . GEEs require a correct specification of the mean of the outcome conditional on the covariates, µ i = E [y i |X i ; β], and a (possibly misspecified) working covariance matrix of the outcomes, denoted as Ω θ Ω and parameterized by θ Ω . Given these, β is estimated by solving the estimating equation ∂µ ∂β Ω θ Ω −1 (y − µ (β)) = 0. GEEs yield consistent estimates of β and its sampling variance even if the covariance structure is misspecified and is dense (Xie and Yang, 2003) . GEEs can naturally be adapted to case-control settings by using the ascertained conditional mean function E [y i |X i , s i = 1] = P (y i = 1 | X i , s i = 1).
We now show how the GEE fixed effect estimates can be plugged into GLMMs. In the general case it is not possible to reconcile fixed effect estimates of GEEs and GLMMs, because GEEs assume that the conditional mean of the outcome is affected only by the fixed effects, whereas GLMMs assume that it is affected by both the fixed and random effects. Fortunately, the probit likelihood function provides a convenient way to reconcile the two approaches. Denote β GEE and β GLMM as the vectors of fixed effects used by GEE and GLMM, respectively. When using a probit likelihood, the GEE conditional mean is given by Φ(X T i β GEE ), where Φ(·) is the standard normal cumulative density. In contrast, the GLMM conditional mean is given by Φ X T i β GLMM (var(g i )+1) 1/2 . If the variance of g i is constant for every unit i (which corresponds to a constant value on the diagonal of the covariance matrix of g), the two approaches can be reconciled by defining β GLMM = β GEE (var(g i ) + 1) 1/2 . In practice, the diagonal of the covariance matrix g is often exactly or is almost exactly constant, which enables exploiting the above relation. Therefore, we can use the GEE estimates in a GLMM by setting β GLMM = β GEE (var(g i ) + 1) 1/2 .
Our implementation of AGEE closely followed that of (Jiang et al., 2016a) , with a suitable modification of the likelihood function to encode ascertainment, as described above.
