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ON SOLVABILITY OF NONLINEAR BOUNDARY VALUE
PROBLEMS FOR THE EQUATION (x′ + g(t, x, x′))′ = f(t, x, x′)
WITH ONE-SIDED GROWTH RESTRICTIONS ON f
SVATOSLAV STANĚK
Abstract. We consider boundary value problems for second order differen-
tial equations of the form (x ′ + g(t, x, x′))′ = f(t, x, x′) with the boundary
conditions r(x(0),x ′(0), x(T )) + ϕ(x) = 0, w(x(0), x(T ),x ′(T )) + ψ(x) = 0,
where g, r, w are continuous functions, f satisfies the local Carathéodory con-
ditions and ϕ, ψ are continuous and nondecreasing functionals. Existence
results are proved by the method of lower and upper functions and applying
the degree theory for α-condensing operators.
1. Introduction, notation




|x(t)| dt and ‖(x, a, b)‖0 = ‖x‖+ |a|+ 1T |b| be the norm in the Banach
spaces C0(J), L1(J) and C0(J) ×R2, respectively.
Denote by C the set of all functionals ϕ : C0(J)→ Rwhich are
a) continuous and
b) nondecreasing, that is, x, y ∈ C0(J), x(t) ≤ y(t) for t ∈ J ⇒ ϕ(x) ≤ ϕ(y).
Consider the boundary value problem (BVP for short)
(x′(t) + g(t, x(t), x′(t)))′ = f(t, x(t), x′(t)) ,(1)
r(x(0), x′(0), x(T )) + ϕ(x) = 0 ,(2)
w(x(0), x(T ), x′(T )) + ψ(x) = 0 ,(3)
where g ∈ C0(J × R2), f satisfies the local Carathéodory conditions on J × R2,
r, w ∈ C0(R3) and ϕ, ψ ∈ C.
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We say that x ∈ C1(J) is a solution of BVP (1)–(3) if x′(t) + g(t, x(t), x′(t)) is
absolutely continuous on J (AC(J) for short), (1) is satisfied for a.e. t ∈ J and x
satisfies the boundary conditions (2) and (3).
There are many papers devoted to the consideration of existence results for sec-
ond order differential equations and functional differential equations with fully non-
linear two-point boundary conditions (see, e.g., [1], [3]-[8] and references therein).
Existence results are proved by a combination of the method of upper and lower
functions and methods for a priori bounds on the derivative of solutions. A priori
bounds on x′ follow for instance if f satisfies either Bernstein-Nagumo growth
conditions with respect to the third variable ([1], [7], [8]) or one sided growth
restrictions ([3]-[5]) or only sign conditions ([6]). We observe that in [3]-[5], [7]
and [8] BVPs were also considered with boundary conditions (x(0), x′(0)) ∈ Ω0,
(x(T ), x′(T )) ∈ Ω1, where Ω0, Ω1 are closed connected subsets of the plane.
In this paper we give existence results for BVP (1), (2). We shall show that
the existence of lower and upper functions of BVP (1), (2) together with some
conditions on g, r, w and one-sided growth restrictions on f guarantee a priori
estimates for the derivative of solutions. Existence results are then proved by
the Borsuk antipodal theorem and the Leray-Schauder degree for α-condensing
operators (see [2]). In our case α-condensing operators can be written in the form
K+ L, where K is a compact operator and L is a strict contraction.
A function α ∈ C1(J) is said to be a lower function of BVP (1)–(3) if α′(t) +
g(t, α(t), α′(t)) ∈ AC(J),
(α′(t) + g(t, α(t), α′(t)))′ ≥ f(t, α(t), α′(t)) for a.e. t ∈ J
and
r(α(0), α′(0), α(T )) + ϕ(α) ≥ 0, w(α(0), α(T ), α′(T )) + ψ(α) ≥ 0.
Similarly, a function β ∈ C 1(J) is an upper function of BVP (1)–(3) if β′(t) +
g(t, β(t), β′(t)) ∈ AC(J),
(β′(t) + g(t, β(t), β′(t)))′ ≤ f(t, β(t), β′(t)) for a.e. t ∈ J
and
r(β(0), β′(0), β(T )) + ϕ(β) ≤ 0, w(β(0), β(T ), β′(T )) + ψ(β) ≤ 0.
For each α, β ∈ C0(J), α(t) ≤ β(t) on J and each positive constant S, define
subsets AS1 (α, β) and AS2 (α, β) of R3 by
AS1 (α, β) = {(t, x, y) : (t, x, y) ∈ J × [α(t), β(t)]× [S,∞)},
AS2 (α, β) = {(t, x, y) : (t, x, y) ∈ J × [α(t), β(t)]× (−∞,−S]}.
We say that ω ∈ C0(J) is the Nagumo-type function if
(i) ω(u) > 0 for u ∈ R,







Throughout the paper we shall assume that the functions g, f, r, w and the
functionals ϕ, ψ ∈ C in (1)–(3) satisfy some of the following assumptions.
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(H1) There exists a lower function α and an upper function β of BVP (1) − (3)
and
α(t) ≤ β(t) for t ∈ J ;
(H2) g(t, α(t), α′(t)), g(t, β(t), β′(t)) ∈ AC(J);
(H3) There exist nonnegative constants m and k such that
mT + k < 1
and
|g(t, x1, y1)− g(t, x2, y2)| ≤ m|x1 − x2|+ k|y1 − y2|
for (t, xi, yi) ∈ J × [α(t), β(t)]× R (i = 1, 2);
(H4) r is nondecreasing in the second and third variables, w is nondecreasing
in the first variable and nonincreasing in the third one and there exists a
positive constant S,
S ≥ max{‖α′‖, ‖β′‖}
such that
r(x,−S, y) + ϕ(z) < 0, r(x, S, y) + ϕ(z) > 0,
w(x, y,−S) + ψ(z) > 0, w(x, y, S) + ψ(z) < 0
for all x, y ∈ R, |x| ≤ Λ, |y| ≤ Λ and z ∈ C 0(J), α(t) ≤ z(t) ≤ β(t) on J ,
where
Λ = max{‖α‖, ‖β‖} ;(4)
(H5) There exist σj ∈ {−1, 1} (j = 1, 2), a Nagumo-type function ω and a non-
negative function h ∈ L1(J) such that
σjf(t, x, y) ≤ (h(t) + |y|)ω(y)
for (t, x, y) ∈ ASj (α, β) and j = 1, 2.
By our assumptions, the function f satisfies the local Carathéodory conditions
on J × R2, and so from assumption (H2) it follows that there exists a positive
function χ ∈ L1(J) such that∣∣∣g(t1, α(t1), α′(t1)) − g(t2, α(t2), α′(t2)) + ∫ t2
t1
f(s, α(s), α′(s)) ds
∣∣∣ ≤ ∫ t2
t1
χ(s) ds,
∣∣∣g(t1, β(t1), β′(t1)) − g(t2, β(t2), β′(t2)) + ∫ t2
t1
f(s, β(s), β′(s)) ds
∣∣∣ ≤ ∫ t2
t1
χ(s) ds
for 0 ≤ t1 ≤ t2 ≤ T .
For each γ, δ ∈ C0(J), γ(t) ≤ δ(t) on J , a ∈ J and n ∈ N, define the truncation
operator ∆γδ : C0(J) → C0(J), the penalty operator pnγδ : C0(J) → L1(J) and
the function Ψaγδ : R→ R by the formulas
(∆γδx)(t) =

δ(t) if x(t) > δ(t)
x(t) if γ(t) ≤ x(t) ≤ δ(t)




χ(t) if x(t) > δ(t) + 1n
nχ(t)(x(t)− δ(t)) if δ(t) ≤ x(t) ≤ δ(t) + 1
n
0 if γ(t) ≤ x(t) < δ(t)
nχ(t)(x(t)− γ(t)) if γ(t) − 1n ≤ x(t) < γ(t)





δ(a) if u > δ(a)
u if γ(a) ≤ u ≤ δ(a)
γ(a) if u < γ(a) .
(5)
If γ, δ ∈ C1(J) then ∆γδ : C1(J) → AC(J) and lim
n→∞
(∆γδxn)′(t) = (∆γδx)′(t)
for a.e. t ∈ J whenever xn, x ∈ C1(J) and lim
n→∞
xn = x in C1(J) (see [9,
Lemma 2]).
2. Lemmas




























(8)n x(T ) = ΨTα− 1n ,β+ 1n
(









depending on the parameters λ ∈ [0, 1] and n ∈ N.
Lemma 1. Let assumptions (H1)− (H4) be satisfied and let x(t) be a solution of
BVP (6)nλ − (8)n for some λ ∈ (0, 1] and n ∈ N. Then
α(t)− 1
n
≤ x(t) ≤ β(t) + 1
n
for t ∈ J(9)
and
|x′(0)| ≤ S , |x′(T )| ≤ S .(10)





≤ x(0) ≤ β(0) + 1
n
, α(T ) − 1
n




max{x(t)− β(t) : t ∈ J} = x(ξ)− β(ξ) > 1
n
.(12)
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Then (cf. (11)) ξ ∈ (0, T ), and so x′(ξ) = β′(ξ). In addition, x(t) − β(t) > 1n on
some interval [ξ, ξ + ε] (⊂ J). Then (∆αβx)(t) = β(t), (∆αβx)′(t) = β′(t) and
(pnαβx)(t) = χ(t) for t ∈ [ξ, ξ + ε]. Hence (for t ∈ (ξ, ξ + ε])
x′(t)− β′(t) = x′(t)− x′(ξ) − β′(t) + β′(ξ)
≥ (λ − 1)
(
g(ξ, β(ξ), β′(ξ)) − g(t, β(t), β′(t)) +
∫ t
ξ























> −λk|β′(t) − x′(t)|
and
x′(t)− β′(t) + λk|β′(t)− x′(t)| > 0 for t ∈ (ξ, ξ + ε].
From the last inequality we deduce that x′(t) > β′(t) for t ∈ (ξ, ξ+ ε], contrary to
(12).
Assume that
min{x(t)− α(t) : t ∈ J} = x(τ )− α(τ ) < −1
n
.(13)
Then (cf. (11)) τ ∈ (0, T ), and so x′(τ ) = α′(τ ). Moreover, there exists ν ∈
(0, T − τ ] such that x(t) − α(t) < −1
n
for t ∈ [τ, τ + ν]. Hence (∆αβx)(t) = α(t),
(∆αβx)′(t) = α′(t) and (pnαβx)(t) = −χ(t) for t ∈ [τ, τ + ν], and consequently (for
t ∈ (τ, τ + ν])
α′(t)− x′(t) = α′(t) − α′(τ ) − x′(t) + x′(τ )
≥ (1− λ)
(
g(τ, α(τ ), α′(τ ))− g(t, α(t), α′(t)) +
∫ t
τ
























From the inequality α′(t) − x′(t) + λk|α′(t)− x′(t)| > 0 we conclude that α′(t) >
x′(t) for t ∈ (τ, τ + ν], contrary to (13).






+ ϕ(∆αβx) < 0 ,(14)
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and consequently (cf. (7)n) x(0) = α(0) − 1n . Then (cf. (9)) x′(0) ≥ α′(0), which
yields


















+ ϕ(∆αβx) > 0 ,(15)
and consequently (cf. (7)n) x(0) = β(0) + 1n . Hence (cf. (9)) x
′(0) ≤ β′(0) and





















+ ψ(∆αβx) > 0 .(16)
Therefore (cf. (8)n) x(T ) = β(T ) + 1n and x
′(T ) ≥ β′(T ) by (9). Hence






















+ ψ(∆αβx) < 0 .(17)
by(H4) and (cf. (8)n) x(T ) = α(T )− 1n . Then (cf. (9)) x′(T ) ≤ α′(T ) and















Lemma 2. Let assumptions (H1) − (H5) be satisfied and x(t) be a solution of

















A = max{|g(t, u, v)| : (t, u, v) ∈ J × [α(t), β(t)]× [−S, S]} .
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Then x(t) satisfies (9) and
‖x′‖ < P .(19)
In addition, for each ε > 0 there exists δ > 0 independent of n and λ such that
|x′(t1)− x′(t2)| < ε
whenever t1, t2 ∈ J , |t1 − t2| < δ.
Proof. Let ω∗ ∈ C0(J) be defined by
ω∗(u) =

ω(u+A1−k ) for u > A
ω( 2A1−k ) for |u| ≤ A
ω(u−A
1−k ) for u < −A .
(20)
Then ω∗ is nondecreasing on [−A,∞), ω∗(−u) = ω∗(u) for u ∈ R and
ω(u) = ω∗((1 − k)u− Asignu) for u ∈ R.(21)
By Lemma 1, inequalities (9) are satisfied. Set




for t ∈ J .
Observe that |x′(t0)| ≤ S for some t0 ∈ J implies
|q(t0)| ≤ |x′(t0)|+
∣∣∣g(t0, (∆αβx)(t0), x′(t0))∣∣∣ ≤ S +A .(22)




for t ∈ J we see that
q(t) ≥ x′(t)− kx′(t) −A = (1− k)x′(t)− A(23)
whenever x′(t) > 0 and
q(t) ≤ x′(t)− kx′(t) +A = (1− k)x′(t) + A(24)
whenever x′(t) < 0. Hence
ω∗((1− k)x′(t)− A) ≤ ω∗(q(t)) if x′(t) > 0(25)
and
ω∗((1− k)x′(t) + A) ≤ ω∗(q(t)) if x′(t) < 0 .(26)
Assume that ‖x′‖ = |x′(ξ)| > S. By Lemma 1, (10) holds, and so ξ ∈ (0, T ).
We first assume that x′(ξ) > S. Then there exist (cf. (10)) τ1 and τ2, 0 ≤ τ1 <
ξ < τ2 ≤ T such that
x′(τ1) = S = x′(τ2)
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and
S ≤ x′(t) ≤ x′(ξ) for t ∈ [τ1, τ2] .












≤ (h(t) + x′(t))ω(x′(t)) + 2χ(t)
≤ (h(t) + x′(t))ω∗((1− k)x′(t)− A) + 2χ(t)
≤ (h(t) + x′(t))ω∗(q(t)) + 2χ(t)
(27)



















≤ ‖h‖L1 + 2Λ + 2 +
2‖χ‖L1
ω∗(0)
and since |q(τ1)| ≤ S +A by (22) with t0 = τ1 and q(ξ) ≥ (1− k)‖x′‖−A by (23)

































≤ ‖h‖L1 + 2Λ + 2 +
2‖χ‖L1
ω∗(0)














Let x′(ξ) < −S. Then there exist (cf. (10)) ν1 and ν2, 0 ≤ ν1 < ξ < ν2 ≤ T
such that
x′(ν1) = −S = x′(ν2)
and
−S ≥ x′(t) ≥ x′(ξ) for t ∈ [ν1, ν2] .
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≤ (h(t) − x′(t))ω(x′(t)) + 2χ(t)
≤ (h(t) − x′(t))ω∗((1− k)x′(t) +A) + 2χ(t)
≤ (h(t) − x′(t))ω∗(q(t)) + 2χ(t)



































since |q(ν2)| ≤ S + A by (22) with t0 = ν2 and (cf. (24) with t = ξ) q(ξ) ≤




















h(t)− x′(t) + 2χ(t)
ω∗(q(t))
)




























> ‖h‖L1 + 2Λ + 2 +
2‖χ‖L1
ω(0)
≥ ‖h‖L1 + 2Λ + 2 +
2‖χ‖L1
ω∗(0)
we see that (28)-(31) imply (19).
Fix ε > 0 and let % ∈ L1(J) be defined by
%(t) = sup{|f(t, u, v)| : (u, v) ∈ [−Λ,Λ]× [−P, P ]} for a.e. t ∈ J .
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From the continuity of g, the inequality |(pnαβx)(t)| ≤ χ(t) for a.e. t ∈ J and
% ∈ L1(J) we see that there exists δ1 > 0 such that







∣∣∣ < ε(1 − k)
8
and ∣∣∣ ∫ t2
t1
%(t) dt
∣∣∣ < ε(1− k)
4







(for m and k see (H3)). Then for any t1, t2 ∈ J , |t1 − t2| < δ, we have
|x′(t1)− x′(t2)| ≤














∣∣∣g(t1, (∆αβx)(t1), x′(t1))− g(t2, (∆αβx)(t1), x′(t1))∣∣∣
+





∣∣∣ + ε(1− k)
4









+ m|x(t1)− x(t2)|+ k|x′(t1) − x′(t2)|
≤ 3ε(1− k)
4
+ mP |t1 − t2|+ k|x′(t1)− x′(t2)|
≤ ε(1 − k) + k|x′(t1)− x′(t2)|
which yields |x′(t1)− x′(t2)| < ε.




(x, a, b) : (x, a, b) ∈ C 0(J)× R2, ‖x‖ < E + 8‖χ‖L1 + C,










|α(T )− β(0) − 2|, |β(T ) − α(0) + 2|
}
(33)
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and C,D are positive constants. Let
K = Ω0 → C0(J) ×R2 ,













x(τ ) dτ + b
))
(s)ds,














































D(I − K,Ω0, 0) 6= 0 ,(35)
where “ D” stands for the Leray-Schauder degree and I is the identity operator on
C0(J) ×R2.
Proof. Ω0 is an open, bounded and symmetric with respect to 0 subset of the
Banach space C0(J) ×R2. Let
Z : [0, 1]×Ω0 → C0(J)× R2 ,





























x(τ ) dτ − b
))
(s) ds,












































Then Z(0,−x,−a,−b) = −Z(0, x, a, b) for (x, a, b) ∈ Ω0, and so Z(0, ·) is an odd
operator.
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xj(τ ) dτ − bj
))
(s) ds











































xj(s) ds + bj
)))∣∣∣∣∣ ≤ E + 4‖χ‖L1 + 2Λ + D + 3 ,∣∣∣∣∣2bj +
∫ T
0
xj(s) ds − λjΨTα− 1n ,β+ 1n
(∫ T
0















xj(s) ds + bj
)))∣∣∣∣∣
≤ 3Λ + T (E + 8‖χ‖L1 + C) + 5
for j ∈ N. By the Arzelà-Ascoli theorem and the Bolzano-Weierstrass theorem
{Z(λj , xj, aj, bj)} is relatively compact. Hence Z is a compact operator.
Assume that Z(λ0, x0, a0, b0) = (x0, a0, b0) for some (λ0, x0, a0, b0) ∈ [0, 1] ×
∂Ω0. Then































for t ∈ J ,
























x0(s) ds = λ0ΨTα− 1n ,β+ 1n
(∫ T
0

























, (37) and (38) it follows that
α(0)− 1
n























x0(s) ds ≤ β(T )−b0 +
1
n






x0(s) ds = x0(ε)T for some ε ∈ J , we have
α(T )− β(0) − 2
T
≤ x0(ε) ≤
β(T ) − α(0) + 2
T
and |x0(ε)| ≤ E. Applying the last inequality and the inequality |(pnαβz)(t)| ≤ χ(t)
which is satisfied for each z ∈ C0(J) and a.e. t ∈ J to (36), we have
|a0| ≤ |x0(ε)|+ 4‖χ‖L1 ≤ E + 4‖χ‖L1 ,(40)
and consequently
|x0(t)| ≤ |a0|+ 4‖χ‖L1 ≤ E + 8‖χ‖L1 for t ∈ J .(41)
From (39)− (41) we deduce that (x0, a0, b0) 6∈ ∂Ω0, a contradiction.
Hence D(I −Z(0, ·),Ω0, 0) 6= 0 by the antipodal Borsuk theorem and
D(I −Z(1, ·),Ω0, 0) = D(I − Z(0, ·),Ω0, 0) ,
by the homotopy. (35) now follows from the equality Z(1, ·) = K.
Lemma 4. Let assumptions (H1)− (H5) be satisfied. Then for each n ∈ N, BVP
(6)n1 − (8)n has a solution x(t) satisfying inequalities (9) and (19).
Proof. Fix n ∈ N. Let P be a positive constant satisfying inequality (18) and the
constant E be given by (33). Set
U = max{|g(t, x, y)| : (t, x, y) ∈ J × [−Λ,Λ]× [−P, P ]},
Ω =
{
(x, a, b) : (x, a, b) ∈ C 0(J) ×R2, ‖x‖ < E + 8‖χ‖L1 + P ,





W, S : [0, 1]× Ω→ C 0(J)× R2
be defined by the formulas



































x(τ ) dτ + b
))
(s) ds,






















−ΨTα− 1n ,β+ 1n
(∫ T
0
















x(s) ds + b
)))]
and
















ThenW(0, ·)+S(0, ·) = K, where K is defined by (34) (with C = P and D = P+U
in Ω0), and so
D(I −W(0, ·)− S(0, ·),Ω, 0) 6= 0
by (35). If we verify that
(j) W is a compact operator,
(jj) there exists µ ∈ [0, 1) such that
‖S(λ, x1, a1, b1)− S(λ, x2, a2, b2)‖0 ≤ µ‖(x1, a1, b1) − (x2, a2, b2)‖0
for (λ, xi, ai, bi) ∈ [0, 1]×Ω (i = 1, 2), and
(jjj) W(λ, x, a, b) + S(λ, x, a, b) 6= (x, a, b) for (λ, x, a, b) ∈ [0, 1]× ∂Ω
then, by the homotopy theory for α-condensing operators,
D(I −W(1, ·)− S(1, ·),Ω, 0) 6= 0 .(42)
It is easy to check thatW is a continuous operator. To prove thatW([0, 1]×Ω)
is a relatively compact subset of the Banach space C0(J)×R2, let {(λj , xj, aj, bj)}
⊂ [0, 1]×Ω. Set
Q = max{E + 8‖χ‖L1 + P, ‖α′‖, ‖β′‖}
and
%(t) = sup{|f(t, x, y)| : (x, y) ∈ [−Λ,Λ]× [−Q,Q]} for a.e. t ∈ J .
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xj(τ ) dτ +bj
))
(s) ds



























































xj(s) ds + bj
)))∣∣∣∣∣ ≤ E + 4‖χ‖L1 + 2Λ + P + U + 3,∣∣∣∣∣2bj +
∫ T
0
xj(s) ds −ΨTα− 1n ,β+ 1n
(∫ T
0















xj(s) ds + bj
)))∣∣∣∣∣
≤ 3Λ + T (E + 8‖χ‖L1 + P ) + 5
for t, t1, t2 ∈ J and n ∈ N. By the Arzelà-Ascoli theorem and the Bolzano-
Weierstrass theorem, {W(λj, xj, aj, bj)} is relatively compact, and consequently
W is a compact operator.
Since (cf. (H3))






























































+ k‖x1 − x2‖ ≤ (mT + k)‖x1 − x2‖+ m|b1 − b2|
≤ (mT + k)‖(x1, a1, b1)− (x2, a2, b2)‖0
for (λ, xi, ai, bi) ∈ [0, 1] × Ω (i = 1, 2), we see that (jj) is satisfied with µ =
mT + k < 1.
Assume that
W(λ0, x0, a0, b0) + S(λ0, x0, a0, b0) = (x0, a0, b0)
for some (λ0, x0, a0, b0) ∈ [0, 1]× ∂Ω. If λ0 = 0 then (see the proof of Lemma 3)
‖x0‖ ≤ E + 8‖χ‖L1, |a0| ≤ E + 4‖χ‖L1, |b0| ≤ Λ + 1 .




x0(s) ds + b0 for t ∈ J
is a solution of BVP (6)nλ0 − (8)
n since u0(0) = b0, u0(T ) =
∫ T
0
x0(s) ds + b0,
u′0(0) = x0(0) and u
′
0(T ) = x0(T ). By Lemma 2,
α(t)− 1
n
≤ u0(t) ≤ β(t) +
1
n
for t ∈ J
and ‖x0‖ < P . Hence
|b0| = |u0(0)| ≤ Λ + 1 ,
|a0| = |x0(0) + λ0g(0,Ψ0αβ(b0), x0(0))| < P + U ,
and consequently (x0, a0, b0) 6∈ ∂Ω, a contradiction. We have verified that condi-
tions (j) − (jjj) are satisfied. By (42), there exists a fixed point of the operator




u(s) ds+ b for t ∈ J .
Then x(0) = b and x(T ) =
∫ T
0 u(s) ds + b, and so x(t) is a solution of BVP
(6)n1 − (8)n. By Lemma 2, x(t) satisfies inequalities (9) and (19).
3. Main results
Theorem 1. Let assumptions (H1)− (H5) be satisfied. Then there exists a solu-
tion x(t) of BVP (1) − (3) satisfying the inequalities
α(t) ≤ x(t) ≤ β(t) for t ∈ J .(43)




≤ xn(t) ≤ β(t) +
1
n
for t ∈ J ,(44)
‖x′n‖ < P ,(45)
where P satisfies (18). Consider the sequence {xn(t)}. By (44) and (45), {xn}
is bounded in C1(J) and Lemma 2 implies that {x ′n(t)} is equicontinuous on J .
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Going if necessary to a subsequence, we can assume that {xn} is converging in






































xn(T ) = ΨTα− 1n ,β+ 1n
(









as n→∞ we have
x′(t) = x′(0)− g(t, x(t), x′(t)) + g(0, x(0), x′(0)) +
∫ t
0
f(s, x(s), x′(s)) ds(46)
for t ∈ J and
x(0) = Ψ0αβ
(
x(0) + r(x(0), x′(0), x(T )) + ϕ(x)
)
,(47)
x(T ) = ΨTαβ
(
x(T ) + w(x(0), x(T ), x′(T )) + ψ(x)
)
.(48)
We see that (cf. (46)) that x(t) is a solution of (1) on J . It remains to prove that
(47) and (48) imply satisfying the boundary conditions (2) and (3).
Assume that x(0) + r(x(0), x′(0), x(T )) + ϕ(x) < α(0). By (47), x(0) = α(0)
and so
r(x(0), x′(0), x(T )) + ϕ(x) < 0 .(49)
From (43) we conclude that x′(0) ≥ α′(0), x(T ) ≥ α(T ) and ϕ(x) ≥ ϕ(α). Thus
(cf. (H4))
0 ≤ r(α(0), α′(0), α(T )) + ϕ(α) ≤ r(x(0), x′(0), x(T )) + ϕ(x) ,
contrary to (49). If x(0) + r(x(0), x′(0), x(T )) + ϕ(x) > β(0) then (cf. (47))
x(0) = β(0) which yields
r(x(0), x′(0), x(T )) + ϕ(x) > 0 .(50)
On the other hand x′(0) ≤ β′(0), x(T ) ≤ β(T ) and ϕ(x) ≤ ϕ(β) by (43), and
consequently (cf. (H4))
0 ≥ r(β(0), β′(0), β(T )) + ϕ(β) ≥ r(x(0), x′(0), x(T )) + ϕ(x) ,
contrary to (50).
Let x(T ) + w(x(0), x(T ), x′(T )) + ψ(x) < α(T ). We conclude from (48) that
x(T ) = α(T ); hence
w(x(0), x(T ), x′(T )) + ψ(x) < 0 .(51)
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In addition (see (43)), x′(T ) ≤ α′(T ), x(0) ≥ α(0) and ψ(x) ≥ ψ(α), and so
0 ≤ w(α(0), α(T ), α′(T )) + ψ(α) ≤ w(x(0), x(T ), x′(T )) + ψ(x) ,
contrary to (51). If x(T ) + w(x(0), x(T ), x′(T )) + ψ(x) > β(T ) then x(T ) = β(T )
which gives
w(x(0), x(T ), x′(T )) + ψ(x) > 0 .(52)
From the inequalities x′(T ) ≥ β′(T ), x(0) ≤ β(0) and ψ(x) ≤ ψ(β) we deduce that
0 ≥ w(β(0), β(T ), β′(T )) + ψ(β) ≥ w(x(0), x(T ), x′(T )) + ψ(x) ,
contrary to (52). We have proved that
α(0) ≤ x(0) + r(x(0), x′(0), x(T )) + ϕ(x) ≤ β(0)
and
α(T ) ≤ x(T ) + w(x(0), x(T ), x′(T )) + ψ(x) ≤ β(T ) .
(47) and (48) now show that x(t) satisfies (2) and (3).
Corollary 1. Let assumptions (H1)− (H4) be satisfied. Suppose that there exists
a nonnegative function h ∈ L1(J) and a Nagumo-type function ω such that at least
one of the following inequalities
f(t, x, y) ≤ (h(t) + |y|)ω(y) ,(53)
f(t, x, y) ≥ −(h(t) + |y|)ω(y) ,(54)
f(t, x, y)sign y ≤ (h(t) + |y|)ω(y) ,(55)
and
f(t, x, y)sign y ≥ −(h(t) + |y|)ω(y) ,(56)
is satisfied for a.e. t ∈ J and each x ∈ [α(t), β(t)], y ∈ (−∞,−S] ∪ [S,∞). Then
BVP (1)− (3) has a solution.
Proof. We see that assumption (H5) is satisfied for (53) with σ1 = σ2 = 1, for (54)
with σ1 = σ2 = −1, for (55) with σ1 = −σ2 = 1 and for (56) with σ1 = −σ2 = −1.
Hence Corollary 1 follows from Theorem 1.
Example 1. Consider BVP
(x′ + p(x) + q(x′))′ = f1(t, x, x′)x2l−1 + f2(t, x, x′) + σf3(t, x, x′)(x′)n ,(57)
x′(0) + r1(x(0), x(T )) + max{x(t) : t ∈ J} = 0,(58)
−x′(T ) + w1(x(0), x(T )) +
∫ T
0
x(t) dt = 0,(59)
where p, q ∈ C0(R), f i : J × R2 → R (i = 1, 2, 3) satisfy the local Carathéodory
conditions, l, n are positive integers, σ ∈ {−1, 1}, r1, w1 ∈ C0(R2), r1 is nonde-
creasing in the second variable and w1 is nondecreasing in the first variable.
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Suppose that there exist positive constants a, b and nonnegative constants m, k
such that mT + k < 1 and
a ≤ f1(t, x, y) ≤ b(1 + y2) , |f2(t, x, y)| ≤ b(1 + y2) , f3(t, x, y) ≥ 0 ,
|p(x1) − p(x2)| ≤ m|x1 − x2|, |q(y1)− q(y2)| ≤ k|y1 − y2|

















































for ε = ±1.
We will show that Theorem 1 implies the existence of a solution of BVP (57)−
(59). We first observe that the functionals ϕ(x) = max{x(t) : t ∈ J} and ψ(x) =∫ T
0
x(t) dt belong to the set C. We next see that assumptions (H3) is satisfied and
the constant functions








are respectively upper and lower functions of BVP (57)− (59). Setting r(u, v, x) +
ϕ(z) = v + r1(u, x) + max{z(t) : t ∈ J}, w(u, v, x) + ψ(z) = −x + w1(u, v) +∫ T
0
z(t) dt,








then assumption (H4) is satisfied with S > max{S1, S2}. Assumption (H5) is
satisfied with h(t) = 1, ω(u) = b( ba + 1)(1 + |u|) and
σj =
{
−σ if n is even
(−1)jσ if n is odd.
References
[1] Cabada, A. and Pouso, R. L., Existence results for the problem (Φ(u′))′ = f(t,u, u′) with
nonlinear boundary conditions, Nonlinear Anal. 35 (1999), 221–231.
[2] Deimling, K., Nonlinear Functional Analysis, Springer-Verlag, Berlin Heidelberg, 1985.
[3] Kiguradze, I. T., Boundary Value Problems for Systems of Ordinary Differential Equations,
In “Current Problems in Mathematics: Newest Results”, Vol. 30, 3–103, Moscow 1987 (in
Russian); English transl.: J. Soviet Math. 43 (1988), 2340–2417.
148 S. STANĚK
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