Abstract-In thispaper, we propose a new method for collision handling between 3-D deformable (organs) and rigid (surgical tools) objects valid for nonstructured interaction scenes and, specifically, for laparoscopic surgery simulators. During the simulation step, vertices of the organ detected as collided must be accurately shifted out of the tool to elude a visual interpenetration. The proposed approach obtains the new position of each collided vertex of the organ taking into account both kinematic information of the surgical tool and geometric information of the organ surface that surrounds the vertex under analysis. Three parameters inferred from a fuzzy feedback system weigh the nature of the tool motion with respect to the organ. Experimental results show that the solution proposed in this paper is able to avoid the interpenetration among the multiple colliding points efficiently with physically and spatially coherent results.
I. INTRODUCTION

M
INIMALLY invasive surgery (MIS) is a widespread technique for reduced body invasion surgery that was introduced in 1987.
Compared to traditional open surgery, the relevance of MIS lies on the clinical, physical [1] , and physicological [2] benefits that have been reported. Nevertheless, new special skills must be developed by the surgeon, such as accomodation to a limited field of view, hand-eye coordination, and force feedback from the surgical tools [3] . Hence, in order to achieve the proficiency level required, surgeons need to train these surgical routines. However, these training procedures are often very costly and may present ethical problems.
Such drawbacks have triggered the development of tailorable and reproducible training solutions qualified to offer, as many times as necessary, a wide variety of proficiency levels [4] . Integrated in a training and educational curriculum [5] , commercial [6] - [9] and noncommercial [10] , [11] simulators have been validated in the acquisition of technical skills [12] - [14] . The main benefits of surgical simulation lie on the possibility of allowing students to get used to an environment similar to the real one, where the level of immersion depends on the fidelity in the real-time interaction, tactile feedback forces, and visual perception of the models and deformation responses of the organs [15] . However, as the fidelity increases, the time employed to process each simulation cycle also increases. An optimal frame rate must range within the interval 30-40 Hz [16] . Hence, with regard to the performance, a balance between fidelity and real-time processing must be achieved by designers of surgical simulators [17] . Related to visual realism, efficiently handling the collisions that occurred during the interaction between tools and organs appears as a key challenge in the literature. The purpose of collision handling is to find where the nodes of the deformable object detected as colliding must be moved to, so that they are taken out of the tool with realistic resemblance and with no interpenetration.
In general, two main approaches can be found in the literature for collision handling, namely, constraint-based and penaltybased methods. Approaches based on constraints [18] , [19] aim at finding the precise time instant at which the objects would have collided so that the objects can be shifted back to their positions at that instant. These methods are characterized by a nonnegligible computational burden [20] , and their use in real-time systems may be objectionable. Penalty-based methods [21] , [22] apply a force to the surfaces in contact that is proportional to the penetration depth of the rigid object into the deformable one. An important effort has been carried out in the literature to fast calculate this force [23] so that the overall computational load is acceptable even for real-time environments. These methods are the most widely employed solutions for real-time applications. For instance, a penalty force is applied in [24] to separate two intersecting objects along the deformation direction. In a more recent work, Moustakas and Tzovaras [25] provided an efficient approach to the real-time collision-detection problem between rigid-rigid and rigid-deformable objects. The penetration depth is efficiently checked in runtime, and a method is proposed to provide the user with a realistic sense of touch according to the computed penetration depth. A special care is taken in [26] not to create instabilities in the biomechanical models when some of their vertices have been moved. Nevertheless, these methods fail in rapid motions in which penetration depth may be large, since the penetration depth is dependent on the closest surface [24] , [27] . In order to tackle this problem, Heidelberger et al. [27] and Spillmann et al. [28] computed consistent penetration depths and directions, but their approaches can be only applied for volumetrically modeled organs, i.e., tetrahedral meshes. Most approaches to collision handling introduce oversimplified representations of the environment to be modeled, thus worsening the desired visual realism of the system. In some cases, interactions are limited to the tip of the surgical tool, so collision only takes place with one point of the tool [29] . In other cases, the tool is modeled as a straight line [30] , [31] . Needless to say, this may constitute a realistic approximation if the tool is a needle [32] , but it may not be so when the volume of the tool is not negligible, as it is the case with scissors or graspers. As realism in this case is inadequate [20] , other authors deal with several colliding points. Cylinders are used in [20] and [33] as a model for the tool. In the latter, vertices are moved to their projections on a plane defined by the tool movement and the contact area. As indicated by the authors, this procedure may not be satisfactory when the tool is too orthogonal to the object. Furthermore, as all vertices are projected in the same direction, accuracy is reduced [34] and might fail in some scenarios (e.g., cutting) where vertices must be displaced along different directions. In the former approach, vertices are moved orthogonally to the axis of the tool toward the closest tool surface. In this case, if two neighboring vertices must be shifted to different planes, the facet subtended by them might cross the volume of the rigid object. A related problem also appears in [35] , where collisions are efficiently solved taking into account several colliding points and the displacement is computed from different kinds of movement. However, the result is also dependent on tool facet normals. This could cause completely opposite displacement decisions for very similar situations represented by almost identical normal vectors. Taking into account these normals can also lead to ambiguous situations where possibly incorrect displacement decisions are made. Table I shows a summary of the approaches found in the literature and their main drawbacks.
Within this context, the main goal of this paper is to propose an algorithm to perform the visual collision handling task in real time and to solve some pitfalls of collision handlers previously reported in the literature. A procedure that achieves realistic results and remains simple is pursued. Based on both geometric and kinematic information, the algorithm calculates a displacement vector for each colliding point, taking into account differentiated collision cases, namely, penetration/extraction and sliding. In order to adjust the displacement, a degree of similarity to each of these cases is computed by means of a fuzzy logic system. In addition, local geometric information of the deformable model is taken into account through system feedback. Hence, the main benefits of the proposed algorithm are: 1) the method is able to handle several colliding points simultaneously; 2) the algorithm contributes to a more spacially coherent displacement of each collided vertex by handling vertices separately and independently of the tool surface information; 3) the method works for large penetrations since it handles collisions independently of the penetration depth; 4) this approach employs a prism representation of the tool, and can be applied both for volumetric and for surface organ models; and 5) its use is appropriate for real-time and nonstructured scenarios.
The remainder of this paper is structured as follows. Section II first states the problem of collision handling within the simulation cycle context, and next presents a theoretical analysis of the proposed method. Experimental results are shown and discussed in Section III. Finally, conclusions and future work are summarized in Section IV.
II. METHODOLOGY
The collision handling method proposed here arises from the development of the Sinergia surgical simulator described in [11] . In order to improve the visual realism, the surgical instruments are modeled as 3-D triangulated surfaces in order to deal with several colliding points, as mentioned in Section I. To make an efficient use of the visualization, and to reduce the storage and memory needs, organs are modeled as deformable and elastic surfaces as opposed to volumes. Although volumetric models offer a more accurate physical deformation [36] - [38] , surface models improve the computational efficiency [39] . In any case, the collision handling algorithm proposed here may be used with both models. The whole proposed simulation cycle is depicted in Fig. 1 .
The input position of the tools is read from specialized devices that provide the force feedback required to achieve tactile realism, complying with the update rate demand [30] . The collision-detection module is responsible for finding out the exact contact loci where agents in the scene collide [40] . To this end, we have employed a collision-detection library developed by the SINERGIA consortium [11] . It considers topological changes in the involved structures in order to allow cutting or dissectioning practices, being able to detect collided and interpenetrated facets to manage 3-D collisions. The purpose of the collision-handling module is to avoid the interpenetration between the objects involved in the collision. This task is carried out by deciding the position where these points detected as collided in the deformable objects have to be moved to [26] . This subject is the main topic of this paper, and it will be described in further detail next. Finally, the deformation propagation module aims at calculating how the deformation of the colliding parts of the object propagates throughout the object. A T2-mesh spring-mass model is employed [41] .
Among these issues, we will confine ourselves to the collision handling problem. Within this context, let us define two main vectors to represent the state of the scene. First, a motion vector m denotes the displacement of the tool toward the organ between two simulation steps. Second, we need a vector that represents the organ collided surface: as collisions may affect several vertices of the deformable model, an independent vertex handling is adopted. Each outer normal to the facet f that surrounds the collided vertex v is taken into account, say n v ,f . Both of these vectors are normalized.
Three cases of interaction can be distinguished, namely: 1) penetration, when m and n v ,f tend to be parallel but opposite ( π rad); 2) sliding, in which m and n v ,f tend to be perpendicular ( π/2 rad); and 3) extraction, if m and n v ,f tend to be parallel ( 0 rad). Accordingly, a collision index I C f is defined as
To manage the displacement of the vertices using this collision index, a fuzzy logic approach is used. Due to the real-time constraint, we make use of a particular fuzzy methodology, the so-called fast inference using transition matrices (FITMs) procedure proposed in [42] . When using the standard additive model (SAM) for fuzzy systems (FSs) [43] , this method performs inferences efficiently. It allows to precompute a great deal of operations, so only a small fraction of the overall complexity of the system has to be performed online. Results are totally equivalent in terms of output centroid to the ones given by a SAM-FS. The benefit of FITM is the considerable reduction of the overall computational complexity in the inference process, provided that an initial assumption is held; specifically, inputs are required to be linear combinations of the fuzzy sets that the input linguistic variable (LV) consists of. If this holds, each input is represented as a vector in the input space [42] , with components equal to the contribution of each fuzzy set of the input LV to the input set. General inputs, and particularly, crisp inputs, can indeed be dealt with; in this case, there are no computational savings with FITM, but some benefits can be obtained from the matrix representation of the system. The fuzzy feedback systems (FFSs) and hierarchical FS are good examples of this. According to [44] , an FFS will take benefit of the FITM paradigm, avoiding an intermediate defuzzification/fuzzification and the consequent loss of information.
The solution proposed to handle the collision in a 3-D environment is the use of a fuzzy logic controller that will be built using an FITM-based FFS, depicted in Fig. 2 .
The control procedure will be applied to each collided vertex v. The basic idea of the feedback representation is to consider all the surrounding facets f (f = 1, . . . , M f ) of a vertex v. When the input is I C f , the system outputs a three-tuple I f = {I P f , I S f , I E f }, which weighs the degree of similarity of the situation to each interaction case: penetration, slide, and extraction. In order to consider the global contribution of all the facets, the output for facet f will be used as the second input of the system for facet f + 1. The final output I M f is the global output for vertex v:
The vector displacement of each collided vertex of the deformable model, d v , is obtained by
wheren v is the average of the normals to each facet. Let us define the elements of the FS. The external input of the system will be the collision index I C f . This input will be a crisp value over the LV C defined on the input space. This variable consists of three possible fuzzy sets obeying a force decomposition: penetration (P ), sliding (s), and extraction (e). The output space, as well as the feedback input space, is defined using six possible fuzzy sets: null (N ), low (L), medium low (ML), medium high (MH), high (H), and total (T ), over three different LVs, P, S, and E. Note that this definition leads to three parallel FFSs as the one in Fig. 2. Fig. 3 shows the respective membership functions of the different fuzzy sets in the different LVs. 1 The total output is computed calculating the centroids of the final tuple I v . These values used in (2) give the displacement vector of the vertex.
The rule base for the FFS is described in Table II . This base is complete since it is a requirement of FITM. A procedure to detect any possible bias and inconsistencies in rule bases in FFSs is proposed in [44] . It is based on the study of the long-term behavior of the system when the external input is held constant. This procedure has been carried out over our system. Note that in the FFS defined here, the number of iterations is equal to the number of facets in each vertex. Thus, the long-term behavior 1 It can be seen in Fig. 3(a) that symbolizes a threshold among the interaction cases. These cases are considered to be equally probable so, with regard to (1), the limit of the angle between m and n v ,f , in order to distinguish each case, will be π/4. Therefore, has been set to √ 2/2. of the system is equivalent to the behavior of the vertex for an infinite number of facets; holding I C f constant is equivalent to assume that all those facets have the same collision index. An FITM system is defined by a transition matrix [42] . According to [44] , a property of these transition matrices for such a study is their diagonalizable nature, a fact that turns the convergence problem into an eigenvalue analysis. The convergence values of the FFS may be obtained by computing the centroid of the eigenvector associated to the maximum eigenvalue of the transition matrices for a constant input independently from the initial state.
We will set I C f to three different values: pure penetration (P ), pure sliding (S), and pure extraction (E). For each value, we will study the long-term behavior of the system. Results are shown in Fig. 4 . The activation of each fuzzy set in the output space is depicted. In Fig. 4(a) , the case when I C f = P is shown; thus, the unique completely activated fuzzy set for the LV I P v is TOTAL. Fig. 4(B) depicts the case when I C f = S; thus, the unique completely activated fuzzy set for I P v is NULL. Finally, Fig. 4(c) depicts the case when I C f = E; thus, the unique completely activated fuzzy set for I P v is NULL. The same study is applied to the sliding index I S v (brown sidebar) and to the extraction index I E v (yellow sidebar). The plots do not present any bias or inconsistencies. Centroids can, therefore, be obtained from the activation of these output sets, as it is shown in Table III . As the evaluated outputs meet the required behavior, we can conclude that the rule base has been adequately designed.
As a concluding remark, we have mentioned before that our collision handling algorithm can be employed in both volumetric and surface models. Note that the geometry of a deformable organ is, in general, represented by nodes connected by links, springs, or potential fields. If an external force is applied, internal forces must allow the object to deform and propagate the deformation. This is why our algorithm can also be used with volumetric models; biomechanical models are, in general, able to recalculate the position of the rest of the nodes from the displacement of one of them. Hence, once the collided nodes of the organ surface have been taken out of the tool, a propagation throughout the object is carried out.
III. EXPERIMENTAL RESULTS
In order to show the performance of the proposed algorithm in a real laparoscopic surgery simulator, the one developed in the project Sinergia [11] , [45] is employed. Boundary conditions reported and justified in Section I are taken into account. Several experiments have been carried out to analyze the characteristics of the proposed method.
Our collision handling algorithm has been tested on an Intel Core 2 Duo 2.16-GHz CPU and 2 GB RAM, over the operating system Windows XP Professional, and the visualization is carried out by means of the WTK library. Fig. 5 depicts the computing time in milliseconds required for resolving a colliding point. In our organ mesh, the number of facets that surrounds a collided vertex is variable ranging between three and eight. The graph shows that our approach scales linearly with the number of facets that have to be fed back in the FFS in order to obtain the vector displacement. Our average number of facets per vertex in a homogeneous mesh is 5.5, and thus, the average time per vertex is 0.008 ms, remarked with the red line in the figure. Moreover, in order to evaluate the complexity of the FITM method with respect to the direct SAM inference, the number of floating point operations has been measured for both of them, being the complexity for SAM 10.4 times greater than for FITM.
The collision handling algorithm proposed in this paper presents several advantages that can overcome the main limitations of other approaches in the literature (see Table I ). In order to illustrate this, we next depict different collision situations where, due to their conception, other approaches fail. We first distinguish between different collision cases, and then, we also analyze the computation of an individual displacement for each vertex.
First, Fig. 6 depicts the situation where the tool is modeled as a straight line such as in [30] and [31] , when the volume of the tool is not negligible, as it is the case with scissors or graspers. In this case, the whole body of the tool is not taken into account but just along a segment. Then, part of the tool is entering and leaving the organ at will, being totally transparent to the collision manager.
Second, Fig. 7 illustrates the importance of the distinction between cases. Specifically, both penetration and sliding are shown in Fig. 7(a) and (b) . The effect of managing a sliding as if it were a penetration can be shown in Fig. 7(c) . Clearly, the vertices of the deformable object are put together, pulled by the tool motion, causing an unnatural resemblance.
Next, Fig. 8 depicts the situation created if the displacement of all colliding vertices is jointly computed and projected over the same plane, as it happens in [33] . This approach is straightforward but has two major drawbacks. The displacement causes less natural results than the method proposed here and may cause an incorrect tool crossing in some simulation scenes, like cutting. If the collision occurs in two opposite facets of the tool, all vertices move together over one of them and the tool is crossed. Now, we will compare the proposed method to those solutions based on penetration depth, e.g., [20] and [24] , where vertices are moved to the nearest facet of the tool, according to the outer normal of this facet. Let us assume a simplified scenario where a cylindrical tool with radius r orthogonally penetrates into a planar triangulated surface S (see Fig. 9 ). Assuming that δ is the vertex density of the mesh, for a given penetration depth P , all collided vertices inside the green circumference C will be correctly managed (the number of which is δπ(r − P ) 2 ). Nevertheless, vertices outside C will be closer to the lateral side of the cylinder than to the tip (being as many as δ(πr 2 − π (r − P ) 2 )). The ratio of ill-managed vertices ρ will be Fig. 9 . Tool modeled as a cylinder with radius r orthogonally penetrates into a planar mesh S. For a penetration depth P , vertices inside the green circumference will be correctly managed. Vertices outside the green circumference will be uncorrectly managed. The fraction of collided vertices as a function of the normalized penetration depth is depicted in Fig. 10 . Accordingly, Fig. 11(a) depicts the situation when the movement is slow (in this case, the interpenetration is avoided). (a) Computed displacement vectors using the method proposed in [35] where information related to the tool facets is taken into account. b) Displacement of vertices using the method proposed in this paper, where information related to the tool facets is omitted. Fig. 11(b) shows that, if rapid motions are performed with the tool, the nearest facet of the colliding vertices would never be the tool tip, but a side facet. This causes a dramatical penetration of the tool into the organ. Fig. 11 (c) and (d) shows the wire model for the described situations in Fig. 11 (a) and (b), respectively, where the interaction between the tool and the organ can be better understood.
Finally, in Fig. 12(a) , we show the effect of taking into account the facets of the tool in the computation of the displacement, which was described in Section I. Some of the computed displacement vectors undesirably cross each other. Fig. 12(b) depicts how the proposed approach overcomes this problem almost completely.
IV. CONCLUSION AND FUTURE WORK
A simple algorithm has been proposed to provide collision response in real time for a real laparoscopic surgical simulator. A geometric and kinematic approach has been chosen, as opposed to a biomechanical approach, and operations have been carried out by a simple scalar product and a fuzzy logic system. The algorithm can deal with several colliding points simultaneously as well as with commonly used surgical tools. Also, the approach displaces each vertex independently and without taking tool facets into account. This yields more natural results and avoids some vertex crossing problems, as it has been graphically shown. With respect to the technical implementation, the performance of the FS in a steady state has been explored with satisfactory results, as well as its efficiency. However, some problems of vertex crossing may still occur. Future work will focus on addressing this problem by means of fuzzy control and adopting fractional simulation steps.
