Abstract. In the context of combinations of theories with disjoint signatures, we classify the component theories according to the decidability of constraint satisfiability problems in arbitrary and in infinite models, respectively. We exhibit a theory T1 such that satisfiability is decidable, but satisfiability in infinite models is undecidable. It follows that satisfiability in T1 ∪ T2 is undecidable, whenever T2 has only infinite models, even if signatures are disjoint and satisfiability in T2 is decidable.
Introduction
In many applications of automated reasoning (for instance to software verification), it is important to decide the satisfiability of conjunctions of literals modulo a given background theory; quite often, it is also necessary to combine modularly such decision procedures to unions of background theories. If such theories have disjoint signatures and are stably infinite (which means that we can safely restrict to infinite models to decide satisfiability of literals), then the well-known Nelson-Oppen combination schema provides a combination transfer result. Recently, relaxing the stably infiniteness requirement has received a lot of attention in order to design combination schemas handling theories that are not stably-infinite. For instance, 1 Tinelli and Zarba [22] have shown how to combine an arbitrary theory with one satisfying requirements which are stronger than
The full version of this paper is available as a Technical Report RI DSI 308-06, Università degli Studi di Milano, at http://homes.dsi.unimi.it/˜zucchell/ publications/techreport/BoGhiNiRaZu-RI308-06.pdf 1 For lack of space, we only discuss results that are closely related to ours (see, e.g., [19] for an overview on combination of decision procedures and references).
stable-infiniteness. Thus, contrary to the combination schema by Nelson-Oppen [14] , such a schema is asymmetric in the sense that the requirements on the component theories are not the same.
In this paper, we consider combinations of theories whose signatures are disjoint and classify the component theories according to the decidability of their satisfiability problems in arbitrary and in infinite models. Assume that the satisfiability problem in a theory T 1 is decidable in arbitrary models but not in infinite models. Then, any combination of such a T 1 with a theory T 2 that does not have finite models yields an undecidable satisfiability problem. This holds even if T 1 and T 2 have disjoint signatures and even if satisfiability in T 2 is decidable in arbitrary models. As a consequence of this observation, we obtain the first (undecidability) result of the paper, by exhibiting a theory such that the satisfiability problem is decidable, whereas the satisfiability problem in infinite models is undecidable.
The second result of the paper is related to decision procedures based on rewriting. Armando et al [1] recently showed how to use a rewrite-based inference system to obtain decision procedures for (disjoint) unions of variable-inactive theories, when there exist rewrite-based decision procedures for the component theories. Here, we explain the relationship between variable-inactivity and stableinfiniteness. We show that if a theory is not stably infinite, then the inference system is guaranteed to generate clauses that constrain the cardinality of its models, so that the theory is not variable-inactive. This result has two applications: first, it complements the combination schema of [1] for (disjoint) unions of theories that have a rewrite-based satisfiability procedures. Second, it suggests a simple way to combine the rewrite-based approach with constraint-solving techniques that check satisfiability in finite models.
Preliminaries
A signature Σ is an (at most countable) set of functions and predicate symbols, each of them endowed with the corresponding arity. We assume the binary equality predicate symbol '=' to be always present in any signature Σ. The signature obtained from Σ by the addition of a set of new constants (that is, 0-ary function symbols) K is denoted by Σ ∪ K or by Σ K ; when the set of constants is finite, we use letters a, b, c, etc. in place of K. We have the usual notions of Σ-term, (full first order) -formula, -atom, -literal, -clause, -positive clause, etc.: e.g., an atom is an atomic formula, a literal is an atom or the negation of an atom, a clause is a multiset of literals, a positive clause is a multiset of atoms, etc. Abusing notation, we write a clause C either as the disjunction of its literals or as a sequent Δ 1 ⇒ Δ 2 , meaning that Δ 1 (resp. Δ 2 ) contains the negative (resp. positive) literals of C. Terms, literals, clauses and formulae are called ground whenever variables do not appear. Formulae without free variables are called sentences. The universal (resp. existential) closure of a formula φ is the sentence obtained from φ by adding a prefix of universal (resp. existential) quantifiers binding all variables occurring free in φ. A Σ-theory T is a set of sentences (called the axioms of T ) in the signature Σ. If T is finite, the theory is said to be finitely axiomatized. A universal theory is a theory whose axioms are universal closures of quantifier-free formulae.
From the semantic side, we have the standard notion of a Σ-structure A: this is a support set endowed with an arity-matching interpretation of the function and predicate symbols from Σ. We use f A (resp. P A ) to denote the interpretation of the function symbol f (resp. predicate symbol P ) in the structure A. The support set of a structure A is indicated by the notation |A|. We say that A is finite when there exists an integer N > 0 such that the cardinality of |A| is less than N ; if such an integer does not exist, we say that A is infinite. The truth of a Σ-formula in A is defined in the standard way (so that truth of a formula is equivalent to truth of its universal closure). A formula φ is satisfiable in A iff its existential closure is true in A.
A Σ-structure A is a model of a Σ-theory T (in symbols A |= T ) iff all axioms of T are true in A. For models of a Σ-theory T we shall use the letters M, N , . . . to distinguish them from arbitrary Σ-structures. If φ is a formula, T |= φ ('φ is a logical consequence of T ') means that φ is true in any model of T . A Σ-theory T is complete iff for every Σ-sentence φ, either φ or ¬φ is a logical consequence of T ; T is consistent iff it has a model.
A Σ-constraint in a signature Σ is a finite set of ground Σ a -literals (where a is a finite set of new free constants). The constraint satisfiability problem for a Σ-theory T is the problem of deciding whether a Σ-constraint is satisfiable in a model of T : if this problem is decidable, we say that the theory T is ∃-decidable. Notice that, equivalently, T is ∃-decidable iff it is decidable whether a universal Σ-formula is entailed by the axioms of T .
Satisfiability in Infinite Models
Let T 1 and T 2 be theories such that the signature Σ 1 of T 1 is disjoint from the signature Σ 2 of T 2 , i.e., Σ 1 ∩ Σ 2 contains only the equality symbol. We consider the decidability of the constraint satisfiability problem of the theory T 1 ∪ T 2 . We are especially interested in establishing the relationships between the decidability of the constraint satisfiability problems in the component theories T 1 and T 2 , and the decidability of the constraint satisfiability problem in T 1 ∪ T 2 .
Undecidability Result
Let us recall two simple facts. First, combined word problems are decidable whenever the word problems for the component theories are decidable [18] . Second, it is commonly believed that combining word problems is more difficult than combining constraint satisfiability problems -the reason is that the algorithms to be combined are less powerful, as they can handle only constraints formed by a single negative literal. From these two observations, one may conjecture that the decidability of the constraint satisfiability problem in T 1 ∪ T 2 always follows from the decidability of the constraint satisfiability problem in T 1 and T 2 . Contrary to expectation, all known combination results for the decidability of the constraint satisfiability problems in unions of theories (such as [14, 22] ) assume that the component theories satisfy certain requirements. The key observation is that such requirements are related to the satisfiability of constraints in infinite models of a component theory. For example, the Nelson-Oppen combination schema [14] 
Proof. We simply show that a Σ 1 -constraint Γ is T 1 ∪ T 2 -satisfiable iff it is satisfiable in an infinite model of T 1 . One side is obvious; for the other side, pick infinite models M 1 of T 1 ∪Γ and M 2 of T 2 (the latter exists by consistency of T 2 ). By Löwhenheim-Skolem theorem, we can assume that both models are countable, i.e. that they have the same support (up to isomorphism). But then, we can simply put together the interpretations of functions and predicate symbols and get a model of
We notice that there are many theories which are ∃-decidable and have only infinite models. One such theory is Presburger Arithmetic, another one is the theory of acyclic lists [17] . More interestingly, one could ask the following
QUESTION 1: Are there ∃-decidable theories that are not ∃ ∞ -decidable?
If the answer is positive, then Theorem 3.1 implies that there exist theories which are ∃-decidable and whose union is not ∃-decidable. In Section 4, we exhibit some theories that are ∃-decidable but not ∃ ∞ -decidable, thereby answering QUESTION 1 positively.
Decidability Result
Notwithstanding the negative result implied by Theorem 3.1, we observe that when both T 1 and T 2 are ∃ ∞ -decidable, we are close to get the decidability of constraint satisfiability in T 1 ∪ T 2 . To understand why, recall the following well-known fact. For a proof, the interested reader is referred to any introductory textbook about model theory (see, e.g., [23] ). The key idea is to apply compactness to infinitely many 'at-least-n-elements' constraints (these are the constraints expressed by the formulae ∃x 1 , . . . , x n i =j x i = x j ). It is interesting to notice that the above bound on the cardinality of finite models can be effectively computed for ∃-decidable theories: 3 Clearly, if T ∪ Γ ∪ δ h is unsatisfiable, then we get a bound for the cardinality of the models of T ∪ Γ . Since, by Lemma 3.1, such a bound exists, the process eventually terminates.
It is not difficult to find strongly ∃ ∞ -decidable theories. For example, any finitely axiomatizable ∃ ∞ -decidable Σ-theory with a finite Σ is strongly ∃ ∞ -decidable, since it is sufficient to check the truth of the axioms for finitely many valuations. Now, we are in the position to state and prove the following modularity property for ∃ ∞ -decidable theories.
Proof. Let Γ be a finite set of ground Σ 1 ∪ Σ 2 -literals containing free constants. By well-known means (see, e.g., [5] ), we can obtain an equisatisfiable set Γ 1 ∪ Γ 2 such that Γ i contains only Σ a i -symbols, for i = 1, 2 and for some free constants a. Let Γ 0 be an arrangement of the constants a, i.e. a finite set of literals such that either a i = a j ∈ Γ 0 or a i = a j ∈ Γ 0 , for i = j and a i , a j ∈ a. Clearly,
is satisfiable for some arrangement Γ 0 of the constants a. From the fact that theories T 1 , T 2 are both ∃ ∞ -decidable, the following case analysis can be effectively performed:
by the standard argument underlying the correctness of the Nelson-Oppen combination schema (see, e.g., [21, 12] ).
-If Γ 0 ∪Γ i is unsatisfiable in any infinite model of T i (for either i = 1 or i = 2), then (by Lemma 3.2) we can effectively compute an integer N > 0 such that each model M of T ∪Γ i ∪Γ 0 has cardinality less than N . Hence, it is sufficient to exhaustively search through Σ 1 ∪ Σ 2 ∪ a-structures up to cardinality N . The number of these structures is finite because Σ 1 and Σ 2 are finite and, by Definition 3.2, it is possible to effectively check whether each such a structure is a model of T 1 and T 2 , and hence also of 
Undecidability
In this section, we give an affirmative answer to QUESTION 1 by defining some ∃-decidable theories that are not ∃ ∞ -decidable. Let Σ TM ∞ be the signature containing (in addition to the equality predicate) the following (infinite) set of propositional letters {P (e,n) | e, n ∈ N}. Consider the propositional letter P (e,n) :
we regard e as the index (i.e. the code) of a Turing Machine and n as the input to the Turing machine identified by e (this coding is possible because of basic results about Turing machines, see, e.g., [16] ). We indicate by k : N × N → N ∪ {∞} the (non-computable) function associating to each pair (e, n) the number k(e, n) of computation steps of the Turing Machine e on the input n. We write k(e, n) = ∞ when the computation does not halt. The axioms of the theory TM ∞ are the universal closures of the following formulae:
Two observations are in order. First, the property "being an axiom of TM ∞ " is decidable, because the ternary predicate k(e, n) < m is recursive. Indeed, it is sufficient to run the Turing Machine e on input n and wait at most m computation steps to verify whether e halts. Second, the consequent of implication (1) is an at-most cardinality constraint, i.e. it is a formula of the form i =j
where x i , x j are (implicitly universally quantified) distinct variables for i, j = 1, . . . , n, which constrain the domain of any model to contain at most n elements. Thus, axioms of the form (1) tells us that if P (e,n) holds and the Turing Machine e halts in at most m steps, then the cardinality of the domains of a model is bounded by m. These properties allow us to state and prove the following key result:
Proof. To show that the theory is ∃-decidable, consider a constraint Γ over the signature Σ a TM∞ . First, guess an arrangement Γ 0 for the constants a and check the set of equations and inequations from Γ ∪ Γ 0 for consistency in the pure theory of equality. Then, if the satisfiability check succeeds, Γ 0 explicitly gives the minimum cardinality m for Γ ∪ Γ 0 to be satisfied. Clearly, Γ ∪ Γ 0 is unsatisfiable if it contains both P (e,n) and ¬P (e,n) . If this is not the case, we still have to consider the constraints represented by axiom (1), which states that if a literal of the kind P (e,n) is in a Σ TM∞ -constraint, such a constraint can be only satisfied in a model whose cardinality is at most k(e, n). Thus, if P (e,n) ∈ Γ ∪ Γ 0 , we only need to check that m ≤ k(e, n), which can be effectively done since the ternary predicate k(e, n) < m is recursive.
To see that TM ∞ is not ∃ ∞ -decidable, notice that the constraint {P (e,n) } is TM ∞ -satisfiable in an infinite structure iff k(e, n) = ∞. In turn, this is equivalent to check whether the computation of the Turing Machine e on the input n does not terminate, which is obviously undecidable, being the complement of the Halting problem.
The theory TM ∞ is defined on an infinite signature. However, it is possible to introduce a universal theory TM ∀ω over a finite signature, with the same characteristics as TM ∞ as far as decidability in finite and infinite models is concerned. Since the proof that such theory is ∃-decidable but not ∃ ∞ -decidable is similar to that of Proposition 4.1, modulo some technical details, we report it in the full TR version of the present paper. Thus, we are ready to state our first main result: Theorem 4.1. There exist ∃-decidable universal theories over finite and disjoint signatures, whose union is not ∃-decidable.
Decidability
The answer to QUESTION 2 rests on showing that (under suitable assumptions) rewrite-based methods give practical sufficient conditions for a theory to be strongly ∃ ∞ -decidable. First, we need to introduce some technical definitions. In Section 5.1, we recall some basic notions underlying the superposition calculus [15] and we introduce superposition modules as suitable abstractions for the subsequent technical development. Then, in Section 5.2, we introduce the notion of invariant superposition modules and, in Section 5.3, we show that they can generate an "at most" cardinality constraint (cf. (2) in Section 4) whenever a theory does not admit infinite models. Last, in Section 5.4, we describe how to combine rewrite-based procedures [1, 2] with Satisfiability Modulo Theory (SMT) tools, such as [9, 3, 10, 11] , in order to obtain automatic methods to solve constraint satisfiability problems involving theories admitting only finite models (e.g., enumerated data-types).
Superposition Calculi and Superposition Modules
From now on, we consider only universal, finitely axiomatized theories, whose signatures are finite. Without loss of generality, we may assume that signatures contain only function symbols (see, e.g., [15] ). A fundamental assumption of superposition-based inference systems [15] is that the universe of terms is ordered by a reduction ordering. A reduction ordering on terms can be extended to literals and clauses by using standard techniques. The most commonly used orderings are the Knuth-Bendix ordering (KBO) and the lexicographic path ordering (LPO). Definitions, results, and references on orderings can be found in, e.g., [4] . Since we have to deal with constraints involving finitely (but arbitrarily) many new constants, we consider a countable set 5 K disjoint from Σ to form the expanded signature Σ K . We collect all needed data in the following:
Definition 5.1 (Suitable Ordering Triple). A suitable ordering triple is a triple (Σ, K, ) where: (a) Σ is a finite signature; (b)
K := {c 1 , c 2 , c 3 , . .
. } is a countably infinite set of constant symbols such that Σ and K are disjoint; (c) is a reduction ordering over Σ K -terms satisfying the following conditions:
(i) is total on ground Σ K -terms; (ii) for every ground Σ K -term t with root symbol f ∈ Σ and for every c i ∈ K, we have t c i ;
The above conditions on the reduction ordering are similar to those adopted in [2, 1] to build rewrite-based decision procedures for the constraint satisfiability problem in theories of data structures, fragments of integer arithmetic, and their combinations. It is indeed very easy and natural to produce suitable ordering triples: for instance, if an LPO is adopted, it is sufficient to take a total precedence > p satisfying the condition f > p c i > p c j , for f ∈ Σ, c i ∈ K, c j ∈ K and i > j.
Another key characteristic of a rewrite-based inference system is the possibility of associating a model to the set of derived clauses, defined by building incrementally a convergent term rewriting system. Let (Σ, K, ) be a suitable ordering triple and let S be a set of Σ K -clauses not containing the empty clause. The set gr(S) contains all ground Σ K -clauses that are instances of clauses in S. By transfinite induction on C ∈ gr(S), we simultaneously define Gen(C) and the ground rewrite system R C as follows: We say that C is productive if Gen(C) = ∅. Finally, let R S := C∈gr(S) Gen(C). Note that R S is a convergent rewrite system, by conditions 2 and 3 above.
A set of clauses is saturated with respect to an inference system, if any clause that can be inferred from S is redundant in S (see, e.g., [7] ). In a more abstract treatment, that makes saturation independent of the inference system and only requires a well-founded ordering on proofs, a set of formulae is saturated if it contains all the premises of all normal-form proofs in the theory [6] . For the purposes of this paper, we are interested in a semantic notion of saturation based on model generation.
Definition 5.2. A set S of Σ K -clauses is model-saturated iff the rewrite system R S is a model of S (i.e. the quotient of the Herbrand universe of Σ K modulo R S -convergence is a model of the universal closures of the clauses in S).
The following definition of reasoning module is precisely what we need to prove the main technical Lemma 5.2 below. Superposition modules are deterministic, i.e. there exists just one S 0 -derivation starting with a given finite set S 0 of clauses. Any implementation of the superposition calculus [15] together with a fair strategy satisfies Definition 5.3.
Definition 5.3 (Superposition Module

Superposition Modules and Rewrite-Based Decision Procedures
For the proofs below, we need a class of superposition modules which are invariant (in a sense to be made precise) under certain renamings of finitely many constants. Formally, an n-shifting (where n is an integer such that n > 0) is the operation that applied to a Σ K -expression E returns the Σ K -expression E +n obtained from E by simultaneously replacing each occurrence of the free constant 
Most of the actual implementations of superposition are stable under signature extensions (this is so because they need to handle Skolem symbols) and hence, the behavior of a superposition prover is not affected by any proper extension of the signature and the ordering. The property of producing derivations being invariant under shifting is weaker than stability under signature extensions. As a consequence, any superposition prover can be turned into an invariant superposition module. However, not all possible implementations of the superposition calculus are invariant superposition modules, as we point out in the full TR version of the paper.
Example 5.2. Suppose that in the suitable ordering triple (Σ, K, ), the term ordering is an LPO whose precedence satisfies
Let us consider the superposition module given by the standard superposition calculus and let us take again the situation in Example 5.1. The (model-)saturated set output by SP(Σ, K, ) when taking S as input is S s := {f (c 1 , c 4 ) = c 1 , c 2 = c 1 }. It is not difficult to see that the set (S s ) +5 := {f (c 6 , c 9 ) = c 6 , c 7 = c 6 } is exactly the set that we would obtain as output by the superposition module SP(Σ, K, ) when taking as input the set (S) +5 (see Example 5.1).
Definition 5.5. Let (Σ, K, ) be a suitable ordering triple. A universal and finitely axiomatized Σ-theory T is ∃-superposition-decidable iff there exists an invariant superposition module SP(Σ, K, ) that is guaranteed to terminate when taking as input
From the termination results for superposition given in [2, 1] , it follows that theories such as equality, (possibly cyclic) lists, arrays, and so on are ∃-decid-able by superposition. According to Definition 5.5, any theory T which is ∃-superposition-decidable is ∃-decidable. In the following, we show that T is also ∃ ∞ -decidable, which is the second main result of the paper.
Invariant Superposition Modules and Cardinality Constraints
A variable clause is a clause containing only equations between variables or their negations. The antecedent-mgu (a-mgu, for short) of a variable clause
is the most general unifier of the unification problem {x
where μ is the a-mgu of Δ 1 ⇒ Δ 2 ; the number of free variables of Δ 2 μ is called the cardinal of the cardinality constraint clause Δ 1 ⇒ Δ 2 . For example, the clause x = y ⇒ y = z 1 , x = z 2 is a cardinality constraint clause whose cardinal is 3 (notice that this clause is true only in the one-element model). Proof. Let μ be the a-mgu of Δ 1 ⇒ Δ 2 . By definition of a cardinality constraint clause, the clause ⇒ Δ 2 μ does not contain trivial equations; if n is the number of distinct variables in ⇒ Δ 2 μ, then there cannot be more than n − 1 distinct elements in any model of S.
The next crucial lemma expresses the property that an invariant superposition module discovers a cardinality constraint clause whenever the input set of clauses does not admit infinite models. +N rather than S 0 , if needed) we are free to assume that the constants {c 1 , . . . , c N } do not occur in S ∞ . Recall also that, according to the definition of a suitable ordering triple, the constants {c 1 , . . . , c N } are the smallest ground Σ K -terms. According to the definition of superposition module (cf. Definition 5.3), since S 0 is assumed to be satisfiable, S ∞ is model-saturated, which means that the convergent rewrite system R S∞ is a model of S ∞ (hence also of S 0 , which is logically equivalent to S ∞ ). Now, since S 0 does not have a model whose domain is of cardinality N or greater, there is at least one constant among c 1 , . . . , c N which is not in normal form (with respect to R S∞ ). Assume that c i is not in normal form (with respect to R S∞ ) and that each c j (for j < i) is. By model generation (see section 5.1), to reduce c i we need a rule l → r from a productive clause C of the kind Δ 1 ⇒ l = r, Δ 2 ∈ gr(S ∞ ); furthermore, c i can be reduced only to c j for j < i. The maximality condition 2 of model generation in Section 5.1 on l implies that l is c i and that the remaining terms in C are of the kind c j for j ≤ i. 6 By condition 1 of model generation in Section 5.1, the fact that all terms c j (j < i) are in R S∞ -normal form, and the fact that R S∞ is a convergent rewrite system extending R C , it follows that each equation in Δ 1 is of the form c j = c j . Furthermore, again by condition 1 of model generation in Section 5.1, there is no (trivial) equality of the form c j = c j in Δ 2 . Since the constants {c 1 , . . . , c N } do not occur in S ∞ , we are entitled to conclude that the productive clause Δ 1 ⇒ l = r, Δ 2 is the ground instance of a variable clause, i.e. there must exist a variable clauseC of the formΔ 1 ⇒l =r,Δ 2 in S ∞ such thatCθ ≡ C for some ground substitution θ. Since the antecedent of C consists of trivial equalities, θ is less general than μ, where μ is the a-mgu ofC, i.e. we have that θ = μθ for some substitution θ . Furthermore, since there are no positive trivial equalities in C ≡Cμθ , there are no positive trivial equalities inCμ either, which implies thatC is a cardinality constraint clause belonging to S ∞ .
The following result immediately follows from Lemma 5.2 above, because unsatisfiability in infinite models can be detected by looking for a cardinality constraint clause among the finitely many final clauses of a terminating derivation:
Theorem 5.1. Let T be a finitely axiomatized universal Σ-theory where Σ is finite. If T is ∃-superposition-decidable, then T is strongly ∃ ∞ -decidable.
Combining Superposition Modules and SMT Procedures
Invariant superposition modules provide us with means to check whether a theory is strongly ∃ ∞ -decidable (and this answers QUESTION 2 in Section 3.2). However, the situation is not really clear in practice. By using available stateof-the-art implementations of the superposition calculus, such as SPASS [24] or E [20] , with suitable ordering, we have run concrete invariant superposition modules for a theory T ≤k , admitting only finite models with at most k − 1 elements, axiomatized by an appropriate "at most" cardinality constraint, see (2) . Indeed, according to Definition 5.4, the hard part is to prove termination for arbitrary input clauses of the form T ≤k ∪ Γ , where Γ is a set of ground literals. Our preliminary experiments were quite discouraging. In fact, both SPASS and E were able to handle only the trivial theory T ≤1 (axiomatized by ⇒ x = y). Already for T ≤2 (axiomatized by ⇒ x = y, x = z, y = z), the provers do not Fortunately, this problem can be solved by the following two observations. First, although a superposition module may not terminate on instances of the constraint satisfiability problem of the form T ∪ Γ , where Γ is a constraint and T does not admit infinite models (such as T ≤k , above), Lemma 5.2 ensures that a cardinality constraint clause will eventually be derived in a finite amount of time: if a clause C is in the set S ∞ of persistent clauses of a derivation S 0 , S 1 , . . . , then there must exists an integer k ≥ 0 such that C ∈ S k (recall Definition 5.3). Second, when a cardinality constraint clause C is derived from T ∪ Γ , a bound on the cardinality of the domains of any model can be immediately obtained by the cardinal associated to C. It is possible to use such a bound to build an equisatisfiable set of clauses (see Figure 1) and pass it to an SMT procedure for the pure theory of equality (e.g., those in [9, 3, 10, 11] ) or to a model builder. The observations above motivate the following relaxation of the notion of an ∃-superposition-decidable theory. Proof. Decidability of Σ-constraints in T -models can be obtained by halting the invariant superposition module, as soon as a cardinality constraint clause is generated at some stage i, and applying an SMT procedure for the theory of equality or a model builder to the set of clauses produced by applying the function Grounding of Figure 1 to S i . Satisfiability in infinite models is answered negatively if a cardinality constraint clause is generated; otherwise, we have termination of the invariant superposition module and if the empty clause is not produced, satisfiability is reported by Lemma 5.2.
Conclusion and Future Work
By classifying the component theories according to the decidability of constraint satisfiability problems in arbitrary and in infinite models, respectively, we exhibited a theory T 1 such that T 1 -satisfiability is decidable, but T 1 -satisfiability in infinite models is undecidable. It follows that satisfiability in T 1 ∪ T 2 is undecidable, whenever T 2 has only infinite models, even if signatures are disjoint and satisfiability in T 2 is decidable. In the second part of the paper we strengthened the Nelson-Oppen combination result, by showing that it applies to theories over disjoint signatures, whose satisfiability problem, in either arbitrary or infinite models, is decidable. We showed that this result covers decision procedures based on superposition, offering an alternative to the results in [1] .
An interesting line of future work consists of finding ad hoc contraction rules which allow the superposition calculus to terminate on theories that do not admit infinite models such as the T ≤k 's considered in Section 5.4.
