A Content Distribution Network (CDN) can be defined as an overlay system that replicates copies of contents at multiple points of a network, close to the final users, with the objective of improving data access. CDN technology is widely used for the distribution of large-sized contents, like in video streaming. In this paper we address the problem of finding the best server for each customer request in CDNs, in order to minimize the overall cost. We consider the problem as a transportation problem and a distributed algorithm is proposed to solve it. The algorithm is composed of two independent phases: a distributed heuristic finds an initial solution that may be later improved by a distributed transportation simplex algorithm. It is compared with the sequential version of the transportation simplex and with an auction-based distributed algorithm. Computational experiments carried out on a set of instances adapted from the literature revealed that our distributed approach has a performance similar to its sequential counterpart, in spite of not requiring global information about the contents requests. Moreover, the results also showed that the new method outperforms the based-auction distributed algorithm.
Introduction
A Content Distribution Network (CDN) can be defined as an overlay system that replicates copies of contents at multiple points of a network, close to the final users, with the objective of improving data access. Some problems need to be considered in order to implement and operate a CDN. At first, the servers need to be strategically located in the network, aiming to cover a wide range of potential clients. This problem is called the Server Placement Problem (SPP) [4] . Once servers are placed, and given a short-term forecast (say, for the next hours) of the clients requests for contents, it is necessary to decide how contents should be replicated among the servers in order to minimize the expected access time. This second problem is called the Replica Placement Problem (RPP) [17] . The last one, called the Request Routing System Problem (RRSP) consists in, given the client requests and the configuration of the CDN (server/link capacities, latency, costs, etc), finding the best assignment of each request to a server that holds a copy of the required content. Remark that, while it is usual that most requests will be really assigned to a single server (the strict meaning of the word "assignment" in the optimization community), the problem definition allows splitting the demand of a request on different servers. This work proposes viewing and solving the RRSP as a Transportation Problem (TP). The Transportation Problem (TP) is a classical optimization problem [1] that deals with sources where a supply of some items are available and destinations where the items are demanded. The objective is finding a minimum cost way of transporting the items. Given its vast range of applications, the TP has obviously been extensively studied. The traditional sequential approach can only tackle a distributed problem after all data is collected in a central node, then the solution is broadcast over the network. However, it becomes increasingly harder to use this sequential approach, as the volume of data to be collected over a large wide area network increases. The difficulty lies in maintaining the data updated in a highly dynamic environment. In fact, the exponential growth of the Internet over the last three decades could only be sustained because some of its key protocols were designed as distributed algorithms.
In this work, we propose a distributed version of the Transportation Simplex, an algorithm that was devised by Dantzig as a specialization of the Simplex algorithm for general linear programming problems [9] . Although the Transportation Simplex is still the most usual algorithm for the sequential TP, to the best of our knowledge, no effort was made to obtain solution for its distributed version, where the sources and destinations are nodes of an actual network and the problem data is distributed among them.
In this paper we also compare the proposed algorithm with an auction-based algorithm. The auction algorithm is a parallel relaxation method for solving the classical assignment problem and has been generalized to solve linear transportation problems in [5] . The algorithm operates like an auction, there is a price for each object, and at each iteration, unassigned persons bid simultaneously for objects thereby raising their prices. Objects are then awarded to the highest bidder. Although it has been proposed for shared memory multiprocessors, we adjusted it so that it also executed in distributed environments.
The remaining of the paper is organized as follows. Section 2 provides an overview of related works that solve the transportation problem in parallel. In Section 3 we show the modelling of the RSSP as a transportation problem. In Section 4 the developed distributed auction algorithm is shown. The proposed distributed algorithms, both the one used to obtain an initial solution as the distributed transportation simplex, are presented in Section 5. Section 6 discusses the implementations and report the results of computational tests. Finally, Section 7 concludes the paper.
Related Work
In the related literature, two well known approaches are presented to solve the transportation problem in parallel. The first one consists of parallel versions of the network simplex algorithm. Those algorithm solves the minimum cost network flow problem, that includes the transportation problem as a particular case. The second approach considers auction algorithms to solve linear transportation problems.
In [7] , a primal network simplex algorithm, that applies decomposition of the original problem into subproblems, is proposed. Three variants of this parallel algorithm are presented. In the first one, each process executes the same algorithm over a different subproblem. Processes exchange parts of subproblems, periodically, in order to eliminate arcs that connect subproblems of different processes, called across arcs. In the second strategy, additionally to the procedure proposed previously, some processes are dedicated uniquely to perform pricing operations. Finally, in the third method, a process can interrupt another one, to transfer a subproblem when an across arc appears in the solution. In all cases, the global optimal solution is found when all local problems are solved and there are no candidate across arc to enter the solution. Tests were performed in a shared memory multiprocessor. Almost linear speedups were obtained on instances corresponding to multi-period network problems.
A parallel dual simplex algorithm for shared memory parallel computers is introduced in [15] . The traditional simplex (primal or dual) does not offer many possibilities for parallelism, because it moves from a feasible basic solution to another by performing one pivoting operation at a time. Then, Thulasiraman et al. proposed a dual simplex method that performs concurrent pivoting operations, by executing each of them over small subgraphs. This operation consists of traversing the spanning tree of the graph, corresponding to a basis, from leaves to root, identifying clusters that can perform concurrent pivoting. Each process consists of a graph node and the communication between processes uses shared memory. Tests were run in the multiprocessor BBN Butterfly. Good speedups were observed only for a small number of processors, adding more processors did not decrease computational times. This indicates that the test instances only allowed a limited number of concurrent pivots.
In [10] the authors presented a similar approach by introducing a synchronous parallel primal simplex algorithm for transportation problems on shared memory parallel computers. The method also performs concurrent pivoting operations by distributing the cost matrix across the machine with each processor storing a contiguous block of rows. Comparisons were made with parallel assignment problem algorithms but there was no clear winner.
Later, a parallel primal simplex method for minimum cost network flow problem is also proposed in [2] . A greater degree of parallelism is achieved by also breaking down the pricing (not only the pivots) into different processors. A monitor is used to synchronize parallel processes and to schedule tasks to processors. Those tasks can (i) select an arc and make the pivoting, (ii) update the dual variables, or (iii) perform the pricing operation. Tests were executed on a shared memory multiprocessor, Sequent Symmetry S81 with 20 processors and 32 Mbytes of shared memory. For the instances tested, an average speedup of 8.26 was reached.
A recent review of parallel simplex methods is presented in [11] . According to it, there is no parallelization of the simplex method that offers significant improvement in performance for large and sparse LP problems. However, some implementations of parallel solvers applied to dense or specific classes of linear programs were successful.
Concerning auction-based parallel algorithms, Bertsekas and Castañon [5] proposed the converting of the transportation problem into an assignment one, intending to use a previously introduced auction algorithm for the assignment problem with small modifications to exploit the special structure of the network. Later, they discussed about parallel implementations of the auction algorithm in shared memory multiprocessors with several degrees of synchronization among the processes for the assignment problem [6] . More recently, a particular case of the assignment problem, that deals with the lack of global information and limited communication capability, is solved by a distributed auction algorithm that maximizes the total assignment within a linear approximation of the optimal solution [16] . In [8] , a novel variation of the assignment problem is tackled by an auction algorithm that considers a hierarchy of decision makers.
Modeling the RSSP as a Transportation Problem
Let G = (V, A) be a complete bipartite graph, where the vertex set V is divided into subsets V 1 with n sources and V 2 with m destinations. The arc (i, j) from source i to destination j has a cost c ij . Each source i ∈ V 1 is associated with a capacity b i , while each destination j ∈ V 2 is associated with a demand d j . It is assumed that capacities and demands are balanced, i.e., i∈V1 b i = j∈V2 d j ; if this is not the case, an artificial vertex can be introduced to absorb the excess of capacity or demand. The Transportation Problem (TP) consists in solving the following linear program:
where variables x ij represent the flow from i to j. Remark that any of the equalities in (2-3) is implied by the remaining m + n − 1 equalities and can be removed.
To cast the RRSP as a TP, some considerations are made about typical CDNs:
• A CDN is composed by a set I of servers, spread around a large geographical area, that can communicate using the underlying Internet structure.
• A CDN hosts a set C of distinct contents. At a given moment, a server i ∈ I has a subset C i of contents, determined by the last solution of the Replica Placement Problem. Alternatively, it can be said that for each c ∈ C, I c ⊆ I is the subset of servers that have c. It is usual that only a single central server (which is actually a datacenter) contains a copy of all contents.
• The servers have a limited amount of outgoing bandwidth available. The bandwidth of server i ∈ I is given by b i .
• At a given moment, there is a set J of client requests. A request j ∈ J is associated with a content c(j) ∈ C and with a required bandwidth of d j . The value of d j is related to Quality of Service issues. Sometimes d j is defined as a function of the content c(j). J(C i ) ⊆ J is the subset of requests for a content in C i .
• There is a subset K ⊆ I of the servers (called client servers) that not only hold contents, they are also associated to the client requests. In other words, each request j ∈ J is associated with a server k(j) ∈ K. When content c(j) belongs to C k(j) , the request can possibly be attended by k(j) itself. Otherwise, it must be redirected to servers that contain c(j). In any case, the total consumption of bandwidth of the servers attending j is d j .
• It is assumed w.l.o.g. that there exists at most one request in server i for a content c, so a request j ∈ J can be alternatively identified by the pair (k(j), c(j)).
• The CDN administrator can define the communication cost c i1i2 between two servers i 1 and i 2 in I, per unit of traffic, based on parameters like distance or latency. If i 1 = i 2 , the cost is zero. This means that fully attending a demand j by k(j), if it is possible, costs zero. But this would still consume the bandwidth of k(j) by d j units.
Given the above considerations, the RRSP can be modeled as the following linear program:
where variables x ij are the bandwidth that server i uses to attend demand j. By associating V 1 to I and V 2 to J, the relation between (1-4) and (5-8) becomes evident. However, in order to obtain a perfect reduction of the RRSP to a TP, some details must be fixed:
• The bipartite graph induced by (5-8) is not complete. The solution is adding the missing arcs, between requests and servers that do not contain the required content, with suitable large costs. We remark that even when many artificial arcs are introduced, this has a small impact on the performance of the distributed algorithms that will be proposed. This happens because most of those arcs can be handled implicitly and they are completely ignored as soon as a first truly feasible solution is found.
• Converting (7) to equality can be easily done by adding an artificial demand of i∈I b i − j∈J d j units. If this quantity is negative, then the problem is infeasible. Anyway, while adding an artificial demand is trivial for a sequential TP algorithm, it is not so obvious when designing a distributed algorithm, since it requires a global data that is not readily available in the beginning of the algorithm.
The auction algorithm for the TP
The auction algorithm is a parallel relaxation method for solving the classical assignment problem. The algorithm operates like an auction whereby unassigned persons bid simultaneously for objects by raising their prices. Each object j has a price price j , with the initial prices being zero. Prices of the objects are adjusted upwards as persons bid for the best objects, that is the object for which the corresponding benefit minus the price is maximal. Only persons without an object submit a bid, and objects are awarded to their highest bidder. When the prices of some of the assigned objects become high enough, unassigned objects become attractive and receive new bids. Thus, the algorithm executes several bidding and assignment steps towards a full assignment of persons to objects [5] .
The transportation problem is converted into an assignment problem by creating multiple copies of similar persons or objects for each source or destination, respectively. Two objects are called similar if every person to whom they can be assigned considers them as equally valuable, while two persons are named similar if they assign the same value to every object. The objective of the problem is to maximize the costs of the flows between sources and destinations. The bidding and the assignment phases of the auction algorithm are highly parallelizable with shared memory. The bidding can be accomplished simultaneously for all persons. Similarly, the assignment can be accomplished simultaneously for all objects.
Considering that the servers of a CDN communicate through a network and do not have a shared memory, the algorithm by Bertsekas and Castañon had to be adapted to execute in a distributed way. Here the sharing of prices and bids is accomplished through message exchanges among sources and destinations. The Algorithm 1, named AuctionTP, presents our proposal for a based-auction distributed algorithm for the TP. Each source accomplishes the bidding phase, by sending flows and bids to each destination not yet completed served by it, and by calculating new flows and bids according with the answers received from these destinations. Each destination receives all the sent bids, updates the flows and prices of its requests and sends an acknowledge message to all servers containing the new prices, flows and the corresponding sources responsible for serving it. The procedure of updating bids (12), offering flows (13), prices (17), accepted flows (17) and ε (9 and 18) are accomplished according with the rules proposed by [5] . The algorithm terminates with an optimal solution provided that the transportation problem is feasible and ε < 1/min{m, n}, where n and m are the number of sources and destinations, respectively. Remark that as RRSP consists of a minimization problem we multiplied each cost c ij by (−1) and added the highest cost among all of them to each one.
Distributed Algorithm

Sequential Transportation Simplex
The Transportation Simplex algorithm needs an initial basic solution to start with. The classical Northwest Corner method, described as Algorithm 2, is a constructive heuristic to obtain it. The method was initially devised as an easy to execute pencil-and-paper algorithm. However, its solutions can be crude as the method completely disregards the costs, the next variable x ij that will receive positive flow is arbitrarily chosen. The related Minimum Cost method usually obtains a better initial solution by choosing a variable x ij that still can be increased with minimum c ij . Anyway, the n + m − 1 basic variables found by those methods define a tree in the bipartite graph G.
The Transportation Simplex itself [9] performs a sequence of iterations, where basic solutions (always defined by trees in G) can be improved until they are proved to be optimal. Each source is associated with a dual variable u i and each destination with a dual variable v j . The construction of a dual solution uses the constraints u i + v j = c ij , for each basic variable x ij . One of those variables, say u 1 , can be fixed to zero, defining the root of the tree. Starting from that root, the remaining dual variables are determined in a unique way by propagating the values over the tree. After that, the reduced costs of the nonbasic variables can also be calculated asc ij = c ij − u i − v r . If all reduced costs are non-negative, the solution is optimal. Otherwise, a variable with negative reduced cost is selected to enter the basis. This variable creates a cycle in the tree. Increasing the value of the entering variable by θ changes the values of the other variables along the cycle, by −θ and θ, alternating. The entering variable is increased by the maximum possible value, which causes some variables to drop to zero. One of those variables is selected to leave the basis, which corresponds to another tree. A complete description of all those sequential algorithms can be found in [3] .
Distributed Approach
In the distributed algorithms described next, each server in I is associated to a process, that executes the same local algorithm, which consists of sending messages, waiting for incoming messages and processing. Messages can be transmitted independently and arrive after an unpredictable but finite delay, without error and in sequence. Processes have distinct identities that can be totally ordered. Initially, a server i only knows the requests (i, c), c ∈ C i . On the other hand, it is assumed that a server knows which contents are present in each other server (possibly using a service similar to DNS) and the corresponding communication cost. The assumption is reasonable since content position change much less dynamically than request data.
Obtaining an Initial Solution
DistInit is a distributed constructive heuristic, inspired by the Minimum Cost method, but not necessarily equivalent to it. In DistInit, at first, each server tries to attend its local requests. If it is not capable of serving a local request, a message Serve is sent to the closest server that stores that content. Upon receiving this message, a server answers with an ACK or a NACK message depending on its bandwidth availability. When a server receives a NACK or an ACK with partial attending, it sends another Serve message to the next closest server with the remaining required bandwidth. When all requests are attended, the algorithm finishes. See Figure 1 for an example of an initial solution. Squares and circles represent servers and requests, respectively. The number inside the square is the server identification i, while the two numbers inside the circle of a request j represent (k(j), c(j)). The edges indicate which servers attend each request.
Distributed Transportation Simplex
The distributed transportation simplex (DistTS) initiates in the server that has the smallest identification. It assigns zero to its dual variable u 1 , calculates the dual variables v corresponding to the requests supplied by it, and sends these values to the servers that hold those requests, through Varv messages. Upon receiving this message, each process calculates the dual variables of the other servers that have also contributed to attend a common request and sends these results through Varu messages. This procedure is repeated, alternating the sending of Varv and Varu messages until all dual variables are calculated, Figure 1 : Initial Solution and consequently the reduced costs. Now, each server selects its most negative reduced cost edge and sends a message to the corresponding server, to introduce that non-basic variable in the solution. Then, messages are sent along the candidate cycles to select a basic variable to leave the solution. In the best case, this distributed algorithm can process all those cycles (i.e. make pivot steps) in parallel. However, those candidate cycles may have intersections, which would cause inconsistencies if they are pivoted at the same time. So, when a conflict is detected, the cycle associated with the smallest reduced cost is chosen to continue, while the other is canceled. For every pivot that is performed, it is also necessary to re-calculate the dual variables. However, instead of recalculating all of them, only the ones that belong to the new subtree are updated. The new dual variables are propagated through Varu and Varv messages and all procedures described above are repeated until it is detected that there is no edge with negative reduced cost.
The steps of the Distributed Transportation Simplex can be summarized as follows. Those steps are illustrated by Figures 2 to 5 , where an example of DistTS execution is presented.
• Build the initial dual solution tree In this step, u 1 is updated with zero, the corresponding dual variables v are calculated and sent in Varv messages. Upon receiving these messages, other processes also calculate their dual variables and send these results through Varu messages, as shown in Figure 2(a) . When all dual variables are calculated, the initial dual solution tree is built, see Figure 2 • Create cycles In this step, each server selects its most negative reduced cost edge and sends the message Reduced cost to the corresponding server. This procedure produces candidate cycles, as shown in Figure 3(a) , where three negative costs are selected (c • Select a basic variable to leave the solution Upon receiving a Reduced cost message, the server sends the Cycle message along the candidate cycle to select a basic variable to leave the solution, as seen in Figure 3 (b) with reduced cost c 1 3,3 . The Cycle message is sent with the value θ to select the edge flow with the smallest value. Initially, θ is infinity. The value −θ or +θ is assigned to each edge of the cycle, alternately. When all edges of the cycle are visited, the smallest flow of the edges is known. Then, an Update message is sent along the cycle to update the flows of θ with this smallest value. A basic variable that now has value zero is selected to leave the solution. It is possible to select until n variables to leave the solution. However, when these candidate cycles have intersections and they are pivoted at the same time, a mutual exclusion problem appears what can produce inconsistent results.
• Cancel cycles When a conflict is detected, the cycle associated with the smallest reduced cost is chosen to continue, while the other is canceled. Suppose that the messages Reduced cost corresponding to the requests 3,1 and 3,3 arrive in the server 1 with equal costs, and then the other Reduced cost message from request 3,2 with a smaller cost reaches it. In this moment, the server detects a conflict, as shown in Figure 3(c) . Then, Cancel messages are sent along the cycle with the highest reduced cost, see Figure 3 (d). Only after canceling the previous cycle, a new basic variable selection is initiated (see Figure 4 (a)) and the flows are updated as in Figure 4 (b).
• Rebuild the dual solution tree
The new tree after the pivot is rebuilt, as shown in Figure 5 (a), and them the new dual variables are propagated through Varu and Varv messages, as presented in Figure 5 (b).
All procedures described before are repeated until it is detected that there is no edge with negative reduced cost.
Complexity Analysis
At first we analyse the DistInit algorithm that aims to get an initial solution for the TP problem. Each one of the client servers tries to attend its local requests. In a worst case scenario, this procedure can propagate n messages for each local request m, resulting in worst case complexities of O(n.m) messages (total number of messages sent during the algorithm), O(n) global time (maximum message sequence), and O(|J i |) local time, where |J i | is defined as the number of local requests for each server i ∈ I.
Starting from a solution provided by the DistInit method, the DistTS initiates the procedure that calculates all dual variables by sending V arv and V aru messages, resulting in a complexity of O(n.m) messages. Next, each server selects its most negative reduced cost edge and warns the elected corresponding server, which in turn broadcasts its election to all other servers. In the worst case, O(n 2 ) messages are sent to identify candidate cycles to be processed as pivot steps. The conflicting cycles are canceled with a complexity of O(n 2 ) messages while each one of the k remaining cycles (k < n) are processed and has to re-calculate its dual variables. The new dual variables are propagated through all servers with a total of O(k.n) messages. The above observations leads to a worst case message complexity for the DistTS method of O(p.n.m), where p is the number of rounds of the Simplex.
Considering now the global time of DistTS, we note that the maximum message sequence to process the dual variables, identify/cancel cycles and broadcast new variables, are all bounded by the height of the dual solution tree, which is O(n). Therefore, we reach a global time complexity of O(p.n). Moreover, the local time spent by a server is dominated by the process of selecting its most negative reduced cost edge (O(n)), finding candidate cycles (O(n)), or selecting a request to be served (O(m)). Since O(m) > O(n), we achieve a local time complexity of O(m).
Experimental Results
The algorithms described in the previous section were implemented in ANSI C and MPI (MPICH2) [13] for message passing. All experiments were performed (with exclusive access) on a cluster with 42 nodes, each one with two processors Intel Xeon QuadCore 2.66Hz and 16Gb of RAM under Linux (Red Hat) 5.3 operating system. The algorithms were tested over the set of instances presented in [14] for the combined RPP and RRSP problems (both problems are optimized at once). These instances were adapted for the RRSP by fixing the locations of the contents on the servers. These instances are divided into three classes: easy, medium and hard. The instances from the easy class are not considered in this work. There are twenty instances for each classes, five for each value of n ∈ {10, 20, 30, 50}. The average number of requests per server is 70. The entire benchmark is available for download in [12].
Comparison of DistTS and the Sequential Version
The first experiment, reported in Table 1 , is a comparison of the new distributed heuristic DistInit with the sequential Minimum Cost Method (MCM), in terms of solution quality. The instances are identified by the label n y, instances with y ranging from 6 to 10 belong to class medium, those where y is between 11 and 15 are from class hard. The second and third columns present the number of requests and the value of an optimal solution, respectively. The next two columns are the value of the solution found by MCM and the corre-sponding percentual difference to the optimal. The next columns are the average value of the solutions found by 10 executions of DistInit (since this algorithm is not deterministic), the corresponding average difference to the optimal and the standard deviation. DistInit performed a little better than MCM. Some very large solutions values indicate the use of some artificial variables, so those solutions are not really feasible. MCM could not find a feasible solution on 17 instances, this happened 14 times with DistInit. Considering only the 23 instances where both algorithms could find a feasible solution, the average difference to the optimal is 2.4% for MCM and 2.2% for DistInit. The small values in the last colummn indicate that DistInit found very similar solutions on its different executions of the same instance. However, it should be stressed that the tests were performed in a "well-behaved" environment. Processor loads and message delays would be much more unpredictable in a real CDN environment.
The second experiment, reported in Table 2 , compare the sequential Transportation Simplex method, initialized with the MCM, with the distributed Transportation Simplex method (DistTS), initialized with DistInit. First, there is a comparison of their performance on finding the first truly feasible solution, without using artificial variables. In some practical contexts, one just needs a feasible solution, so the methods can be stopped at that point. The table shows, for each method, the value of the first solution and the number of pivot steps necessary to find it. If the initial heuristic already produces a feasible solution, the number of pivots is zero. The number of steps necessary to find the optimal solution is also given. It can be seen that the performance of both methods is similar in terms of pivots required to find an optimal solution. This means that the fact that some pivots are being made in parallel is not affecting the algorithm. However, the level of parallelism observed in this experiment was small, it is rare that more than 3 pivots can be performed in parallel. In those instances, the candidate cycles are composed of too many servers and requests, which results in lots of intersections and, consequently, poor parallelism. Its due to the characteristics of the instances, which were randomly generated in such a way that the requests for a given content are evenly distributed among the servers. Therefore, that are no natural clusters of requests/contents that can be optimized in parallel.
Comparison of DistTS and AuctionTP
The third experiment, reported in Table 3 , compares the DistTS and AuctionTP methods. The first and second columns present the name and the optimal solution of the instances. The next four columns contain the first feasible solution, the time in seconds to find it, the total time and the number of exchanged messages by the DistTS. The last four columns show the same information for the AuctionTP.
It is possible to observe that for instances with 10 servers both algorithms present similar execution time. As the number of servers increases, the AuctionTP execution time also grows. It occurs because the bidding and assignment steps, executed several times until the optimal solution is found, are separated logically by synchronization points. In the distributed algorithm it means that a server can not progress to the next bidding step without receiving an acknowledge message from each other destination to which it sent a bidding message. On its turns, without receiving all bidding messages, destination processes do not update their prices and send the corresponding acknowledge messages. Clearly, the time spent with synchronization increases with the number of servers.
Final Remarks
This paper tackled a known problem of CDNs, the Request Routing System Problem, as a Transportation Problem. In the related literature, simplex and auction based approaches are usually presented to solve the TP in shared memory parallel machines. However, as CDN information is spread out on servers that communicate only by message passing, new parallel algorithms adjusted to this distributed scenario have been proposed here.
Our main contribution was the design and implementation of a distributed transportation Simplex algorithm adapted to solve the RRSP. It includes a distributed heuristic for finding an initial solution that it is interesting on its own. Furthermore, for comparison purposes, we also developed a distributed Auction algorithm based on the shared memory parallel version of [5] .
Experiments with instances adapted from the literature were performed. The results pointed that the DistInit and DistT S algorithms have a performance similar to their sequential counterparts, in spite of not requiring global information about the content requests. However, only a limited amount of parallelism was obtained in the tested instances. This was majorly due to the fact that in tested instances there were few natural clusters of requests/contents that could be processed in parallel. Moreover, we also verified that DistT S outperformed the AuctionTP in the largest instances, showing that the synchronization points of AuctionTP introduced a high overhead in a distributed environment. Future work will concentrate on the investigation of the parameter ε in order to improve the convergence time of AuctionTP. 
