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DEDICATEDTOTHEMEMORYOFMARKKAC 
Simple examples of nonlinear predictors arise when dealing with non-Gaussian 
linear processes. Non-Gaussian autoregressive schemes are discussed and the form 
of the best (nonlinear) predictor in mean square is determined in a few specific 
cases. (’ 1986 Academic Press. Inc. 
INTRODUCTION 
The general question of how to look at the prediction problem (nonlin- 
ear) for stationary solutions of autoregressive moving average equations 
k=O j=O 
when the 5,‘s are independent, identically distributed but non-Gaussian 
appears to be open. The basic question arises when the zeros of the 
polynomials 
A(z) = i akzk, B(z) = 2 bjz’ (2) 
k=O j=O 
do not have all their zeros outside the unit circle. Of course, if the zeros are 
all outside the unit circle, the solution to the prediction problem is the 
well-known linear predictor. 
Let us look at a simplest process satisfying 
x, - axt-1 = 5, (3) 
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with ](Y( < 1 and the 5,‘s independent, identically distributed non-normal. 
Here 5, is independent of the past of the x, process (because ]a] < 1) and 
so it is clear that x, is Markovian. As already remarked the prediction 
problem going forwards in time is linear. Suppose we consider the predict- 
ion problem going backwards in time. The reversed process is still 
Markovian. For convenience assume that the distribution of E is absolutely 
continuous with density function f(t). The modification required if this is 
not the case is obvious. Then the marginal density of x,, g(x), satisfies the 
integral equation 
g(Y) = JsbM(v - 4 dx. 
For the moment let us assume we have the solution g and consider the 
backward transition density. It is 
PbnI%+l ) = sbMx,+1 - 4/dx,+1). (4 
The best one-step predictor (predicting backwards) is then 
I x,dx,)f(x,+1 - ax,) dxJdx,+,) = Eb,lx,+d- 
The one-step prediction error is then 
EtEtx”I%+l ) - x,,)* = Ex,2 - E( E(x,Ix,+~)*). 
Of course, if one wishes to predict the function u(x,) one just obviously 
modifies the remarks above to see that 
E(E(hnk+~) - +n))* = E+,)* - E(E(+,~+I,‘). 
The prediction problem for non-Gaussian linear processes is considered 
in [4, 71. Explicit construction of the best predictor is carried for a number 
of specific moving average processes in [7]. 
AUTOREGRESSIVE SCHEMES 
If X, = ax,-i + &, where [, is independent of xtP1 and x, and x,-~ 
have the same distribution, then 
fw = ~(~hW (6) 
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where Cp is the characteristic function of X, and 1, that of 5,. If there is a 
solution n, that is a characteristic function for each (Y, 0 -C (Y -C 1, the 
characteristic function C#J is said to be self-decomposable. It is then infinitely 
divisible and the form of such infinitely divisible characteristic functions 
has been characterized. 
Suppose we look at Eq. (6) for the kth convolution of an exponential 
with itself so that 
4(t) = (1 - dpk. (7) 
It then follows that 
1 - ita k 
%W = G i 1 = ((1 - cu)(l - it)-’ + a)” 
= i (k).j(l - a)k-j(l - it)-(k-j). 
j=O J 
(8) 
It does not look as if one can get a solution of (6) for x, exponential when (Y 
is negative since the sum (~x,-i + [, (because of the independence of x,-~ 
and 5,) would have to be negative with some positive probability. Related 
processes have been discussed in [3]. 
Suppose that {x, } is a stationary autoregressive scheme of 2nd order 
aox, + qx,-, + uzx,-2 = t, b” + 0) (9) 
where the El’s are independent, identically distributed, and the polynomial 
A(z) = a, + u,z + u2z2 
has two zeros (Y, /3-’ with lal, l/31 < 1. It then follows that 
x, = B, f a’&,ej + B, f ,II~‘-‘<,+~. 00) 
j-0 j=l 
Let 
u, = f aJt,-j 
j=O 
% = k~,Bk-ltm+k. 01) 
Each of the processes { u, } and ( v, } is Markovian. A basic question is 
what can one say about the joint vector-valued process { u,, v, }. Notice 
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that 
U” = au,-1 + 5, 
with 5, independent of the past of the {u,,} process while vnml = &, + 5, 
with 6, independent of the present and future of the {v,,} process. Let f be 
the probability density function of 5,. Then as already remarked the 
transition probability density of the {u,,} process (a Markov sequence) is 
f(% - %-lb 
Let a, be the density of u,. Then 
J %(Un-llfbn - m,-l) dun-, = a,(u,). 
The density of v,, is then aS. Also, as noted above, the transition probabil- 
ity density of the {v,,} process is 
It is also interesting to note from earlier remarks that u, and v, are 
independent so that the joint density of u, and v, is 
Actually as one can see from the representation of the u’s and v’s in terms 
of the c’s, the random variables u,-~, .&,, v, are independent. The joint 
probability density is then 
Since u, = (YU,-~ + 5, and v,,-~ = /3v,, + &,, it follows that the formal 
joint probability distribution of u,, v,,, u,-~, v,-~, 5, is given by 
~~(u”~,)~(~,)~a(v~)s(Un - cfu,,-1 - Wbn-1 - &I - tn> 
where 6 is the formal S function. This implies that the joint probability 
distribution of u,, unml, v,, vnel would be given by 
4u,~-lu(u, - ~~,-,)~/&Jqv,-l - Pun - 64, - MU,,-1)). (12) 
Then the conditional probability distribution of u,,, v,, given u,-~, v,,-~ 
would be given by 
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Suppose we compute the joint probability distribution of ur, q, u2, u2, 
52, u3, 03, (3,. . .T us, u,, 5,. The random variables ur, t2, t3,. . . , .$,, us are 
independent random variables. Their joint density function is thus 
The joint distribution of ul, ur, u2. v2, (2,. . . , us, V,, 4, is thus 
The joint distribution of I+, ur, u2, u2,. . . , us, v, is therefore 
(14) 
. . . 
f(u, - au,-lW,-l - @J, - (us - aU,J)~~(v,). 
This can be rewritten as 
u 
d 
(u,)aa(vl)f(u2 - Q~lWl - I302 - b2 - aul)b~b*) 
U/3(Vl) 
Au3 - ~u2Pb2 - Pv3 - b3 - au2)bJv3> 
a&2) 
(15) 
But this implies that the 2-dimensional process {unr v,,} is a Markov 
process. 
Suppose we look at the model 
(16) 
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where the [,‘s are independent, identically distributed. Then 
X,-l = PX” + PE, 
with .$, independent of x, and the future of the x process (n is the 
present). Let us consider the case in which x, is exponentially distributed 
and 
P5,= i” with probability /3 exponentially distributed with probability 1 - fl. 
Then since the formal conditional distribution of x, given x,-~ is 
(here up is the density of x, and f that of PC,,). The conditional distribu- 
tion of x, given x,-r is then 
i 
(l//3)x,-, with probability e-(1’8-1)X11-1, 
x, = distributed with density (1 - /3)e-(1-8)*m (17) 
in the range 0 I x, < P-~x,-~. 
This can be seen in the following manner. Let n, = &$,. Then the joint 
probability distribution of x,, q,, is 
peexfl dx, 6( TJ,) + eeqneaxn dv, dx,(l - p) 
= pepxn dx,6(x,-, - /3x,) + e -(~~,..,-L%),-~~, dx,-,(l - fl) dx, 
.A(x, 2 0, x,-, - Px, 2 0) 
where A(A) is the indicator function of the set A. Also dx,-, = p dx, 
when q,, = 0. From this one can then verify that the marginal distribution 
of x,, - 1 is exponential as it should be since 
--,, ~I/B dx,-, + 
/ 
x.-,/B - 
e e x,,~1~-%,“-8) dx,,(l - /j) 
0 
=e -x,,-,/fldx,-l - e-Xn-,e-X>,“-8) dx ,,-,lxd’-“p 
=e -x,,-l dx,-,. 
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Now we can see that the best one-step predictor is 
E(X,,IX,-1, x,-*3.. . > = EbnIXn-1) 
1 
= -x 
P 
n - 1 
e-(1/8-l)x,2-, 
+ 
J 
x.-,/P 
xne-(‘-p)xn dx,(l - p) 
0 
1 
C-X 
P 
n-1 
e-wP-wn-, 
+ J 
~.-,WP-lLu A(1 - p)-’ 
0 
1 
= -x,-,e -(1/8-1)x,,-, 
P 
x,,-,(1/P-l) 
+[-ueCU- e-“I(1 - j3-l 
= (1 _ p)-‘{l _ e-w-lixt,~,;. 08) 
The prediction error variance is 
-aI - E(x,Ix,~~)]* = Ex; - E(E(x,,lx,,_,))*. 
Here Ex* = 2 Since )I . 
J 
co eMx(‘/P-l)e-x dx = me-x/p dx = p 
0 J 0 
J 
cc 
e-*X(b?-l)e-X dx = 
0 
J 
P me-X(*/h-1, dx = - 
0 2-P 
it follows that 
E(~(~,l-vd* = z/(2 - P>. 
The prediction error variance is then 
20 - PM2 - P). (19) 
This is slightly less than the variance of the best one-step linear predictor 
which is 1 - p*. The ratio of the prediction error variances is 
1 + i(p - p’). 
It should be remarked that if in Eq. (3) the distribution of x, is to be a 
gamma distribution with parameter y, the probability distribution of t,, is 
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given by mass OLY at zero and probability density 
for x > 0. This follows readily from the observation that the solution of Eq. 
(6) in this case is the characteristic function 
q,(t) = (1 - if)-Y(l - it~t)~ = d(1 - sj-’ 
This implies that the conditional distribution of x, given x,+i has mass 
at x,# = (I/(Y)x,,+, and density 
when 0 < x,, < x,+*/a. It then follows that 
J%“I%+l) = ~b,I%+l~ x,+2? 
(since the process {x, } is Markovian) is given by 
- 
J-1 1 1 ___- 
B(a, j) j! 
-) 
\” I X II + 1 
-e -(Cl-aVab,,+, 
a 
;o$$x,*+l] p 
Let us again look at the difference equation (3) in the slightly modified 
form 
x, = ax,-1 + (1 - a)&, O<(Y<l, 
with the random variables &, now independent, identically distributed with 
distribution 
E, = 
0 with probability q 
1 with probability p. 
The stationary distribution of x, is clearly singular if 0 < (Y -C i and { xn} 
is deterministic as a process with time reversed. For : < (Y -C 1 it is not clear 
whether the distribution of x, is singular or absolutely continuous except in 
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isolated cases. A modification of Garsia [2] of an argument due to Erdos [l], 
when p = q = 3, indicates that there is a sequence of numbers CY~ t 1 such 
that for almost all (Y, (Ye < (Y -C 1, x, has a distribution k times differentia- 
ble. It is clear that when a! = $ and p = q = {, the stationary distribution 
of x, is the uniform distribution on (0,l). However, in this case {x,,} is 
again deterministic as a process with time reversed. 
If p = q = $ and the distribution of x, is absolutely continuous with 
density function a(x), the backward transition probability function of the 
sequence { x, } is given by 
P(X) = P 
[ 
X,-l = $n,,] = $a( #4xJ 
1 -p(x) = P 
1 
xnwl = xn 
- (1 - 4 x 
a II i ” = ‘, xn - (1 - 4 2a ):I’ a(x ) n * a 
One can readily show that the distribution of x, is absolutely continuous 
when (Y = 2-l/“‘, m = 1,2,. . . . It is perhaps of some interest to look in a 
little detail at the case LY = 2- l/2 Then the stationary density function is . 
(1 - 2-1/2)-22-3/2x if 0 < x < 21i2 - 1 
(1 - 2-i’2)-12-i if 2’i2 - 1 < x < 2 - lP2 
(1 - 2-1/2)-22-3/2(1 - x) if2 - 2l/* < x < 1 
0 otherwise. 
The backward transition probability is then 
p(X) = 
1 
;1 - 2-q/x 
if0 < x < 1 - 2-li2 
if 1 - 2-l/* < x < lW2 - 1 
2-'(1 - 2-1/2)-1(1 - 2l/*X) if2/* - 1 < X < 2 - PI2 
2-i/2(1 - 21/2x)/(1 - x) if2 - W2 < x < 2-l/= 
0 if 2-l/* < x < 1. 
It is clear that the process {x”} is now no longer deterministic in the 
backwards direction. 
Suppose we now return to the autoregressive scheme of second order 
initially discussed earlier. As noted 
a,x, + U’X,-’ + a$-2 = 5, 
U, = ~ (Yj5,-j, u, = f bk-'&,+k 
J=o k=l 
x, = Blu, + B,v,, 
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and lal, lb1 < 1. It has already been remarked earlier that {u,, u,} is a 
Markov process. Suppose we wish to predict x, given x,,-~, x,-~, . . . . 
Notice that knowledge of x,-i, x,-~, . . . determines 5,-i, tnW2,. . by the 
recursion relationship and hence u,- i, u,-~, . . . . But this in turn de- 
termines u,- i, qm2,. . . since B;‘(x, - B,u,) = u,. Notice that all these are 
linear relationships up to this point. However, it is now clear that 
E(X”IX,-l, x,4,. . . > = J%nIU”-l~ un-1) 
because of the Markovian character of { uj, vi}. 
SIMPLE EXAMPLES 
Suppose we consider a number of simple examples. An initial illustration 
is given by the autoregressive scheme 
XII - :x,-1 + x,-2 = 5” (20) 
with the 5,‘s independent and identically distributed. Then 
Let 
Assume that 
L= ( 0 with probability p 1 with probability q = 1 - p. 
Consider x,-i, x,-~, . . . given. Then by (20) we have 5,-i, &-2,. . . and 
this in turn determines ~~-i, q2,. . . . But then q-i, une2,.  . is de- 
termined since unej = -(x,-~ + tqj), j = 1,2,. . . . Further u,, = 2u,_, 
modulo 1 and E, = 2{u,-, - $u,,}. Since u, = .$,, + i~,-i, it follows that 
{x, } is purely deterministic. Notice that if p = q = : the marginal distri- 
bution of x, is that of - U - V, where U and V are independent and 
uniformly distributed. The density function has the triangular form 
(21) 
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One should note that the transformation from ($u,,, u,) + (:u,+r, v,,+r) is 
the classical bakers transformation as indicated in the figure. 
A similar analysis can be carried out for the process 
(22) 
with k 2 2 an integer and the <,‘s independent, identically distributed 
random variables taking on the values 0, 1, . . . , k - 1. One can show that 
the process satisfies a second-order difference equation. An argument like 
that given in the previous example shows that the process is purely 
deterministic in the forward and backward directions. A discussion of other 
simple non-Gaussian examples is given in [5] and [6]. 
ADDITIONALOBSERVATIONS 
Suppose we now consider 
x, = : p’(,-j + E p’-=5,,j 
j=O j=l 
(23) 
with the 5,‘s independent and identically distributed where 
5,= O 
r 
with probability p 
exponentially distributed with probability 1 - j3. 
Then { x, } satisfies the difference equation 
-(l/8 - W(Bx, - (1 + P’>x,-1 + 6%2) = En (24) 
with spectral density 
0~1i/p - p12/((1 - Wi”)(e-ix - P> I2 (25) 
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where a* is the variance of 5,. The conditional distribution of u,, v, given 
u,-~, v,,-~, where 
U, = ~ Bj~,-j, vn = f p(,,j 
j=O j=l 
is given by 
f(u, - pu$(u, - Pv* - b2 - /34)4~2) du2 W99bl) 4. 
Here f is the density (part discrete and part continuous) of 5 and aS is the 
exponential density. More explicitly if u2 - /3u1 = v1 - flu2 = 0, we have 
e-('/8-1)"1S( u2 - pul)S( v1 - pv,) 
while if v1 - pv2 = u2 - j3ul > 0 we obtain 
(1 - p)e-(“2-Bul)e -(~/B)oI +(l/~)(uz-~ul)e~l(l/p) du, 
with v1 + /?ul r u2 2 j?ul and correspondingly (l//3)+ 2 v2 2 0. It fol- 
lows that 
E[u,lu,, vl] = /?ule-(“8-1)“1 
l-8 pe-(‘/fi-l)ul 
+ B J 
“‘+Bu1u2e(1/8-l)(U~-~U,) du2 
B4 
= 
B 
ule-w8-lh + e-(‘/8-‘)Ulpul[e(‘/B-‘)~1 - 11 
+e-(l/8-l)ul UlewB-l)ul _ - 
i 
B 1 
1-P 
ew8-lh - l] 
) 
= pul + u1 - -!-[1 - ,-wB-wl]~ 
Similarly one shows that 
1 
E[ v21u1, vl] = -vle-(“B-l)ol + 
B / 
o”l’p(’ - ~)e-(1-h’zv2 d,,, 
1 ((1 -BVBh 
= --v,e-u/8-‘)~l + 
B 
&{-ue-'- e-'}/ 
0 
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The best predictor of x, is then 
Now x, = u, + (l/P) u,, where u,, u, are independent exponential 
ables. It follows that 
(26) 
vari- 
E(x,) = 1+ ;, 
2 2 
.(x:,=2+-+-=21+$ -$ P P2 ( i 
2 
i l2 2 - i - - 1 (12(x,)= 1+ 
BB 
=1+ 
2. B 
The spectral density of the x, process is 
2 1 - p 2 ut s I Ii 
I(1 - pe-ye-‘A  p) I2 
with ul the variance of 5,. Since Jemih - /3I = 11 - peei”\ the process X, 
also satisfies the difference equation 
( I f -p -l(x.- 2/3x,-, + B2xn-2> = 11, 
with 9, an orthogonal sequence with variance a$. The linear prediction 
error variance is 
P/P - al”+. 
Now 
Et= I- /!I, Et2 = 2(1 - B) 
a; = 2(1 - p) - (1 - /3)2 = 1 - 82 
so that the linear prediction error variance is 
(0 - PJ3/P2)(l + PJ3. (27) 
The nonlinear prediction error variance is 
E(d) - E(Ebnl~n-~, u,-d2. 
NON-GAUSSIAN AUTOREGRESSIVE SCHEMES 195 
Since 
/ 
co 
ue-((‘-Bm)~,-u d” = 
/ 9 0 0 
/ 
co 
,+(l-&/f%,-u du = 
J 
Ooe-(l/&J du = p 
9 
0 0 
/ 
m 
,-%(l-/%%-u do = 
0 J 
“e-(2/8-l)u du = 
1 
0 2/p - 1’ 
it follows that 
= 2p2 + 2 + 2p + 2[1 - p’] + 2(1 8’ P) [l - p’] 
1 
2/p - 1 1 . 
The nonlinear prediction error variance is then 
1 2 
21+- -1 i I P P - 282 - 2p - 2 - 2(1- /3’) y + 1 [ I 
1+p 2 -- 
i I[ 1 
= :“;]2::;;;;:;2)- [Ly)22,;~l 
= 1 + J 22Q - a) 
i i 2-P 
=(l-p;(l+p) 
- 2(1 - p) 0 ;pj2 
2 
[ 
2 
B P(2 - a) - 2 I 
20 - S)‘(l + a)’ = 
B2P-/3) . (28) 
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It should be noted that if we deal with a process 
X” = Bl C “‘5n-j + B2 C P’-‘E,+j (29) 
j=O j=l 
with lal, IpI < 1 and the in’s independent, identically distributed random 
variables, then x, is generally a mixed autoregressive moving average 
process satisfying the equation 
-/3x, + (a@ + 1)x,-, - (YX,-~ = (-BB, + B,)E, + (4 - “B2)5,-1. 
Notice that if 
I@, - aB2)/@2 - PB,) 1 < 1 
then 5, can be expressed in terms of x,, x,-r,. . . . 
Suppose we look at processes x,, where 
xn = Fo( ilAJ4)fn-j + ffl ( $lBbb:l)(.+j C30) 
with 10~~1, IPhI < 1, (I = 1,. . ., s, b = 1,. . ., c, and the 5,‘s independent, 
identically distributed random variables. Let 
j-0 
a = 1,. . ., s, 
db)= f j3i-‘[,+j b = l,..., t. ” 
j-l 
Since 
up = [, + a,u~p_)l a=1 ,..a, 3, 
vi”-‘, = [,, + &,UAb) b = l,..., t, 
it follows that the joint distribution of the vectors 
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is given by 
B( VA”), b = 1,. . . , t) &,,. (31) 
This appears to imply that the process {ii,,, 6,) is Markovian with transi- 
tion probability 
I+;“, b = l,..., t) &,,/B( u;!?~, b = 1,. . . , t) d&-i. 
THIRD-ORDER MOMENTS 
It is of some interest to try to see what the third-order moments 
(assuming first moments are zero) look like in the case of a second-order 
autoregressive scheme that is stationary with independent residuals 5. 
Assume that the third moment of 4 is nonzero. Then the third-order 
spectrum is (up to a constant) 
a(e-ix)-‘a(e-i~)-‘a(~i(~+~))-’ 
with the polynomial 
u(z) = a, + a,z + u*z* 
(see [5, 61). If a has both zeros of absolute value greater than one, we have 
u(e-iA) = E (A& + Bpl)e-;iA, 14 IPI < 1. 
j-0 
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The third-order moments 
= f (Aa’+a + Bp’+a)(Aa’+h + Bp’+b)(Aa’ + B/3’). 
I=max(O, --o, -It) 
If one zero has absolute value greater than one and the other zero absolute 
value less than one 
Let 
u(e-iA) = i Aaje-iiA + fj BpieijA. 
j-0 j=l 
Then 
E(x,x,x,) = E [Aa’+“h(l+ u) + Bj3’+a(1 - h(l+ a))] 
x [Aa’+%(f + b) + B@+‘(l - h(l+ b))] 
x[Aa’h(l) + B/h(l)]. 
Also if both zeros have absolute value less than one 
u(edih) = ,tl (Ad + B/3j)eijA 
and 
K-%x,x,) = E 
I=max(l,u+l,h+l) 
X(&Y-~ + bfi’-“)(Ac~‘-~ + B/3’-‘)(Aa’+ BP’). 
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