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For the sequence of ρ˜-mixing identically distributed random variables, we show two
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1. Introduction
Suppose {ξn}n∈N is a sequence of random variables on a probability space (Ω,M, P ). For any S ⊂ N, deﬁne FS =
σ {ξk: k ∈ S}. Given σ -ﬁelds F , G ⊂ M, let
ρ(F,G) = sup{∣∣corr( f , g)∣∣: f ∈ L2(F), g ∈ L2(G)}.
Following Bradley [1], for k 0, we deﬁne the following coeﬃcients of dependence, that is
ρ˜(k) = sup{ρ(FS ,FT )},
where the supremum is taken over all pairs of nonempty ﬁnite sets S, T ⊂ N such that dist(S, T ) k.
Deﬁnition. A sequence of random variables {ξn}n∈N is said to be a ρ˜-mixing sequence if
lim
k→∞
ρ˜(k) < 1. (1.1)
Since 0 ρ˜(k) ρ˜(k − 1) · · · ρ˜(1) 1, (1.1) is equivalent to
ρ˜(k0) < 1 for some k0  1. (1.2)
Bradley [2,3] and Miller [4] obtained several limit properties under the condition ρ˜(k) → 0. Bryc and Smolenski [5] and
Peligrad [6,7] pointed out the importance of condition (1.1). For ρ˜-mixing sequence we can refer to Bryc and Smolenski [5]
for moment inequalities and almost sure convergence, Yang [9] for moment inequalities and SLLNs, Peligrad and Gut [8]
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712 Y.-J. Meng, Z.-Y. Lin / J. Math. Anal. Appl. 365 (2010) 711–717for almost sure results, Utev and Peligrad [10] for maximal inequalities, and Kuczmaszewska [11] for Chung–Teicher type
SLLN. However, by far, general strong laws of large numbers in which the coeﬃcient of sum and the weight are both general
functions have not been obtained yet. In this paper we study such case and show two general results. As a consequence
we obtain the Marcinkiewicz SLLN for ρ˜-mixing random variables. Finally, we get a Chung type SLLN for ρ˜-mixing random
variables.
2. Main results
Hypothesis A. Let f (x), g(x) be real positive functions deﬁned on the same domain [h,+∞), ϕ(x) = f (x)g(x), (0 h  1,
f (x) or g(x) may not be well deﬁned at the point h, but if so, limx→h+0 f (x)g(x) exists, and let ϕ(h) be equal to the limit
at this point) and the following conditions are satisﬁed:
(1) f (x) is increasing on its domain, and limx→+∞ f (x) = +∞;
(2) ϕ(x) is strictly increasing on [h,+∞), limx→+∞ ϕ(x) = +∞, and its range is [0,+∞);
(3) there exist constants a,b ∈ R such that for every t ∈ R,
t2
+∞∫
ϕ−1(|t|)
dx
ϕ2(x)
 aϕ−1
(|t|)+ b.
Theorem 2.1. Let f (x), g(x),ϕ(x) be functions satisfying the conditions of Hypothesis A, and let {ξn, n ∈ N} be a sequence of ρ˜-mixing
identically distributed random variables. Set
Ln = Eξn I{|ξn|<ϕ(n)}, σn =
1
f (n)
n∑
k=1
ξk − Lk
g(k)
.
If E[ϕ−1(|ξ1|)] < ∞, then σn → 0 a.s. as n → ∞.
Remark 2.1. Theorem 2.1 gives a class of strong laws of large numbers for the sequence of ρ˜-mixing identically distributed
random variables. If we take different f (x), g(x) and ϕ(x) that satisfy the conditions of Theorem 2.1, we can get some
strong laws of large numbers in speciﬁc forms. For example, if we take f (x) = x1/p (0 < p < 2), g(x) = 1, ϕ(x) = f (x)g(x),
x ∈ [0,+∞), then we can get the Marcinkiewicz type SLLN n−1/p∑nk=1(ξk − Lk) → 0 a.s. as n → ∞. If we take f (x) = log x,
g(x) = xα (α > 1/2), ϕ(x) = f (x)g(x), x ∈ [1,+∞), then we can get logarithmic SLLN 1logn
∑n
k=1
ξk−Lk
kα → 0 a.s. as n → ∞.
Remark 2.2. Suppose f (x), g(x),ϕ(x) are deﬁned on the domain [u,+∞), u > 1, and satisfy the conditions of Hypothesis A.
If we put n [u] + 1, and σn = 1f (n)
∑n
k=[u]+1
ξk−Lk
g(k) , then it can be proved in the same way that Theorem 2.1 still holds.
Theorem 2.2. Let f (x), g(x),ϕ(x) be functions satisfying the conditions of Hypothesis A, and let ϕ(x) satisfy the following conditions:
(i) If
∫ +∞
r dx/ϕ(x) is ﬁnite, then
∫ +∞
r dx/ϕ(x) lr/ϕ(r) (r  1, l is a constant);
(ii) If
∫ +∞
r dx/ϕ(x) doesn’t exist or is inﬁnite, then x/ϕ(x) is nondecreasing and
∫ t
1 dx/ϕ(x)mt/ϕ(t) (r  1, t  1, m is a constant).
Suppose {ξn, n ∈ N} is a sequence of ρ˜-mixing identically distributed random variables. Set
σˆn = 1
f (n)
n∑
k=1
ξk
g(k)
.
If E[ϕ−1(|ξ1|)] < ∞, and Eξ1 = 0 when (ii) holds, then σˆn → 0 a.s. as n → ∞.
By Theorem 2.1 and Theorem 2.2, we can get the Marcinkiewicz SLLN for ρ˜-mixing random variables.
Corollary 2.1. Suppose {ξn, n ∈ N} is a sequence of ρ˜-mixing identically distributed random variables. If E|ξ1|p < ∞ (0 < p < 2),
then for some ﬁnite constant a,
1
n1/p
n∑
k=1
(ξk − a) → 0 a.s. as n → ∞.
If 0 < p < 1, then a can take arbitrary real number. If 1 p < 2, then a = Eξ1 .
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positive real numbers with cn ↑ ∞. Let ψn :R+ → R+ be Borel functions and let αn  1, βn  2, Cn > 0, Dn > 0 (n ∈ N) be constants
satisfying
ν μ ⇒ Cn μ
αn
ναn
 ψn(μ)
ψn(ν)
 Dn
μβn
νβn
. (2.1)
If
∞∑
n=1
An
Eψn(|ξn|)
ψn(cn)
< ∞, (2.2)
where An =max{1/Cn, Dn}, then∑∞n=1 ξn/cn converges a.s., and in consequence, c−1n ∑ni=1 ξi → 0 a.s. as n → ∞.
If we take αn = 1, βn = 2, Cn = Dn = 1, then we can get the Chung type SLLN.
Corollary 2.2. Suppose {ξn, n ∈ N} is a sequence of ρ˜-mixing random variables with Eξn = 0 for all n, and {cn, n ∈ N} is a sequence
of positive real numbers with cn ↑ ∞. Let ψn :R → R be positive, even and continuous functions such that ψn(x)/x and x2/ψn(x) are
nondecreasing for x > 0. If
∑∞
n=1 Eψn(ξn)/ψn(cn) < ∞, then c−1n
∑n
i=1 ξi → 0 a.s. as n → ∞.
3. Proofs of main results
Before proving we give the following lemmas.
Lemma 3.1. (See [10, Theorem 2.1].) Let {ξn, n ∈ N} be a sequence of ρ˜-mixing random variables, Eξn = 0, E|ξn|q < ∞ for some q 2
and for every n 1. Then there exists a positive constant C = C(q,k0, ρ˜(k0)), with k0 and ρ˜(k0) deﬁned via (1.2), such that
E max
1 jn
∣∣∣∣∣
j∑
i=1
ξi
∣∣∣∣∣
q
 C
[
n∑
i=1
E|ξi |q +
(
n∑
i=1
Eξ2i
)q/2]
, n 1. (3.1)
In particular, if q = 2,
E max
1 jn
( j∑
i=1
ξi
)2
 C
n∑
i=1
Eξ2i . (3.2)
By Lemma 3.1 and the Markov inequality we can get the Kolmogorov inequality for ρ˜-mixing random variables.
Lemma 3.2. Suppose that {ξn, n ∈ N} is a sequence of ρ˜-mixing random variables with Eξn = 0 and Eξ2n < ∞. Then for any  > 0,
there exists a positive constant C such that
P
{
max
1 jn
∣∣∣∣∣
j∑
i=1
ξi
∣∣∣∣∣> 
}
 C
2
n∑
i=1
Eξ2i .
By Lemma 3.2 and the subsequence method, we can get the following result which is similar to the independent random
variables.
Lemma 3.3. Let {ξn, n ∈ N} be a sequence of ρ˜-mixing random variables. If∑∞n=1 Var ξn < ∞, then∑∞n=1(ξn − Eξn) converges a.s.
By Lemma 3.3 and the deﬁnition of ρ˜-mixing, we can easily get the following three series lemma. The proof is easy, so
we omit details.
Lemma 3.4. Let {ξn, n ∈ N} be a sequence of ρ˜-mixing random variables, and ξ cn = ξn I{|ξn|<c} , where c is a positive constant. If the
following conditions are satisﬁed:
(i)
∑∞
n=1 P (|ξn| c) < ∞,
(ii)
∑∞
n=1 Eξ cn < ∞,
(iii)
∑∞
n=1 Var ξ cn < ∞,
then
∑∞
n=1 ξn converges a.s.
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∞∑
n=1
P
(|ξn| ϕ(n))= ∞∑
n=1
P
(
ϕ−1
(|ξ1|) n) E[ϕ−1(|ξ1|)]< ∞.
Set
ξ˜n = ξn I{|ξn|<ϕ(n)}.
We have
∞∑
n=1
P (ξn 	= ξ˜n) =
∞∑
n=1
P
(|ξn| ϕ(n))< ∞.
Set
An = {ξn 	= ξ˜n}, A = limsup
n→∞
An.
Then by the Borel–Cantelli lemma,
P (A) = 0, P ( A¯) = 1.
Now we observe the series
∞∑
n=1
E ξ˜2n
ϕ2(n)
.
Note that
∞∑
n=1
E ξ˜2n
ϕ2(n)
=
∞∑
n=1
Eξ2n I{|ξn|<ϕ(n)}
ϕ2(n)
=
∞∑
n=1
Eξ21 I{|ξ1|<ϕ(n)}
ϕ2(n)
= E
∞∑
n=1
ξ21 I{|ξ1|<ϕ(n)}
ϕ2(n)
. (3.3)
Since for every ω ∈ A¯, there exists an m0 ∈ N, such that ϕ−1(|ξ1|) <m0, and ϕ−1(|ξ1|)m0 − 1. So for every ω ∈ A¯,
∞∑
n=1
ξ21 I{|ξ1|<ϕ(n)}
ϕ2(n)
=
m0∑
n=1
ξ21 I{|ξ1|<ϕ(n)}
ϕ2(n)
+
∞∑
n=m0+1
ξ21 I{|ξ1|<ϕ(n)}
ϕ2(n)
< 1+
∞∑
n=m0+1
ξ21
ϕ2(n)
 1+ ξ21
∞∫
m0
dx
ϕ2(x)
 1+ ξ21
∞∫
ϕ−1(|ξ1|)
dx
ϕ2(x)
 1+ aϕ−1(|ξ1|)+ b.
Then we have
E
∞∑
n=1
ξ21 I{|ξ1|<ϕ(n)}
ϕ2(n)
< 1+ aE[ϕ−1(|ξ1|)]+ b < ∞.
Consequently,
∞∑
n=1
Var ξ˜n
ϕ2(n)
< ∞.
Since {ξ˜n/ϕ(n), n ∈ N} is also a sequence of ρ˜-mixing random variables, by Lemma 3.3 it follows that
∞∑
n=1
ξ˜n − E ξ˜n
ϕ(n)
converges a.s.
By 0 < f (n) ↑ +∞ and the Kronecker lemma, we have
1
f (n)
n∑ ξ˜k − E ξ˜k
g(k)
→ 0 a.s. as n → ∞. 
k=1
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∞∑
n=1
P
(|ξn| ϕ(n))< ∞.
And
∞∑
n=1
Var ξ˜n
ϕ2(n)
< ∞,
where ξ˜n = ξn I{|ξn|<ϕ(n)} . Noting {ξ˜n/ϕ(n), n ∈ N} is a sequence of ρ˜-mixing random variables, by Lemma 3.4 in order to
prove σˆn → 0 a.s. as n → ∞, it is only needed to prove ∑∞n=1 E ξ˜n/ϕ(n) < ∞. Now we shall prove ∑∞n=1 E ξ˜n/ϕ(n) < ∞ both
in case (i) and case (ii).
Suppose (i) holds, we have
∞∑
n=1
∣∣∣∣ E ξ˜nϕ(n)
∣∣∣∣=
∞∑
n=1
1
ϕ(n)
E|ξ1 I{|ξ1|<ϕ(n)}|

∞∑
n=1
1
ϕ(n)
n∑
j=1
E|ξ1|I{ j−1ϕ−1(|ξ1|)< j}
<
∞∑
n=1
1
ϕ(n)
n∑
j=1
ϕ( j)P
(
j − 1 ϕ−1(|ξ1|)< j)
=
∞∑
j=1
ϕ( j)P
(
j − 1 ϕ−1(|ξ1|)< j) ∞∑
n= j
1
ϕ(n)

∞∑
j=1
ϕ( j)P
(
j − 1 ϕ−1(|ξ1|)< j)
[
1
ϕ( j)
+
∞∫
j
dx
ϕ(x)
]

∞∑
j=1
ϕ( j)P
(
j − 1 ϕ−1(|ξ1|)< j)
[
1
ϕ( j)
+ l j
ϕ( j)
]
 (l + 1)
∞∑
j=1
j P
(
j − 1 ϕ−1(|ξ1|)< j)
= (l + 1)
(
1+
∞∑
n=1
P
(
ϕ−1
(|ξ1|) n)
)
 (l + 1)(1+ E[ϕ−1(|ξ1|)])
< ∞.
Consequently,
∞∑
n=1
E ξ˜n
ϕ(n)
< ∞.
Suppose (ii) holds. Noting Eξ1 = 0, we have
∞∑
n=1
∣∣∣∣ E ξ˜nϕ(n)
∣∣∣∣=
∞∑
n=1
|Eξn − Eξn I{|ξn|<ϕ(n)}|
ϕ(n)

∞∑
n=1
1
ϕ(n)
E|ξ1|I{|ξ1|ϕ(n)}
=
∞∑ 1
ϕ(n)
∞∑
E|ξ1|I{ jϕ−1(|ξ1|)< j+1}n=1 j=n
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n=1
1
ϕ(n)
∞∑
j=n
ϕ( j + 1)P( j  ϕ−1(|ξ1|)< j + 1)
=
∞∑
j=1
ϕ( j + 1)P( j  ϕ−1(|ξ1|)< j + 1) j∑
n=1
1
ϕ(n)

∞∑
j=1
ϕ( j + 1)P( j  ϕ−1(|ξ1|)< j + 1)
[
1
ϕ(1)
+
j+1∫
1
dx
ϕ(x)
]

∞∑
j=1
ϕ( j + 1)P( j  ϕ−1(|ξ1|)< j + 1)
[
1
ϕ(1)
+ m( j + 1)
ϕ( j + 1)
]
 (m + 1)
∞∑
j=1
( j + 1)P( j  ϕ−1(|ξ1|)< j + 1)
 (m + 1)
∞∑
j=1
j P
(
j − 1 ϕ−1(|ξ1|)< j)
= (m + 1)
(
1+
∞∑
n=1
P
(
ϕ−1
(|ξ1|) n)
)
 (m + 1)(1+ E[ϕ−1(|ξ1|)])
< ∞.
Consequently,
∞∑
n=1
E ξ˜n
ϕ(n)
< ∞.
Thus,
∑∞
n=1 E ξ˜n/ϕ(n) < ∞ both in case (i) and case (ii). So Theorem 2.2 is proved. 
Proof of Corollary 2.1. If 0 < p < 1, then for arbitrary real number a,
n−1/p
n∑
k=1
a → 0 as n → ∞.
Thus in order to prove
n−1/p
n∑
k=1
(ξk − a) → 0 a.s. as n → ∞,
it is enough to show that
n−1/p
n∑
k=1
ξk → 0 a.s. as n → ∞.
If 1 < p < 2, a = Eξ1, without loss of generality, we put Eξ1 = 0. So, for 0 < p < 2, p 	= 1, we only need to show that
n−1/p
n∑
k=1
ξk → 0 a.s. as n → ∞,
which is true by taking
f (x) = x1/p, 0 < p < 2, p 	= 1, x ∈ [0,+∞);
g(x) = 1, x ∈ [0,+∞);
ϕ(x) = f (x)g(x), x ∈ [0,+∞),
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n−1
n∑
k=1
(ξk − E ξ˜k) → 0 a.s. as n → ∞,
where ξ˜k = ξk I{|ξk|<n} . And noting that E ξ˜k = Eξ1 I{|ξ1|<n} → Eξ1, we have n−1
∑n
k=1 ξk → Eξ1 a.s. as n → ∞. So Corollary 2.1
is now proved. 
Proof of Theorem 2.3. Put ηn = ξn I{|ξn|<cn} , n ∈ N. It follows from (2.1) that on the set {x: |x| < cn} we have
|x|2
c2n
 |x|
βn
cβnn
 An
ψn(|x|)
ψn(cn)
.
Thus,
∞∑
n=1
E
(
η2n
c2n
)
=
∞∑
n=1
∫
{|x|<cn}
x2
c2n
dFξn(x)
∞∑
n=1
An
∫
{|x|<cn}
ψn(|x|)
ψn(cn)
dFξn(x)
∞∑
n=1
An
Eψn(|ξn|)
ψn(cn)
< ∞.
On the set {x: |x| cn} we have
|x|
cn
 |x|
αn
cαnn
 An
ψn(|x|)
ψn(cn)
.
Noting that Eξn = 0, we get
∞∑
n=1
|Eηn|
cn
=
∞∑
n=1
1
cn
∣∣∣∣
∫
{|x|cn}
xdFξn (x)
∣∣∣∣
∞∑
n=1
An
∫
{|x|cn}
ψn(|x|)
ψn(cn)
dFξn(x)
∞∑
n=1
An
Eψn(|ξn|)
ψn(cn)
< ∞.
Finally, we have
∞∑
n=1
P
{∣∣∣∣ ξncn
∣∣∣∣ 1
}
=
∞∑
n=1
∫
{|x|cn}
dFξn(x)
∞∑
n=1
An
∫
{|x|cn}
ψn(|x|)
ψn(cn)
dFξn(x)
∞∑
n=1
An
Eψn(|ξn|)
ψn(cn)
< ∞.
Theorem 2.3 now follows from Lemma 3.4. 
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