Abstract-Ghose and Desai [1] introduced a new interconnection for large-scale distributed memory multiprocessors called the Hierarchical Cubic Network (HCN). The HCN is topologically superior to a comparable hypercube. They also proposed optimal routing algorithms for the HCN and obtained its diameter, which is about three-fourths the diameter of a comparable hypercube. However, their routing algorithm is not distance-optimal. In this paper, we propose an optimal routing algorithm for the HCN and show that HCN has about two-thirds the diameter of a comparable hypercube.
INTRODUCTION
THE hypercube networks have been used as the interconnection network in a number of commercial and experimental parallel computers. A variety of interconnection networks based on the hypercube have also been proposed [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] . For large-scale systems, the number of links for the hypercube may become prohibitively large. Ghose and Desai presented a new interconnection network called the Hierarchical Cubic Network (HCN) [1] , [10] , [11] . The HCN uses almost half as many links as a comparable hypercube and yet has a smaller diameter than a comparable hypercube and emulates desirable properties of a hypercube very efficiently.
They presented the optimal routing (OPT) algorithms in the HCN and showed that the HCN has three-fourths the diameter of a comparable hypercube [1] , [11] . However, we found that their OPT algorithm is not distance-optimal. Thus, the diameter of the HCN obtained under the OPT algorithm is not correct. In this paper, we propose the distance-optimal routing algorithm in the HCN and show that the diameter of the HCN is about two-thirds the diameter of a comparable hypercube.
An HCN(n, n) is a hierarchical network consisting of 2 n clusters, each of which is an n-dimensional hypercube. Each node of the HCN(n, n) is addressed by a pair of numbers (I, J), where I is an n-bit cluster number and J is an n-bit address of the node within a cluster. Each node in the HCN(n, n) has (n + 1) links connected to it. The links within a hypercube cluster are referred to as local links and the links between two clusters are referred to as external links. Clusters are interconnected by using external links to construct the HCN(n, n) using the following rule:
• If I π J, a node (I, J) is connected to the node (J, I) using its external link, which is called nondiameter link.
• A node (I, I) is connected to the node (I¢, I¢), where I¢ is the bitwise complement of I, using its external link, which is called diameter link.
An HCN (3, 3) network is shown in Fig. 1 .
AN OPTIMAL ROUTING ALGORITHM

Routing Algorithms for the HCN
Let us consider routing algorithms from a source node (I, J) to a destination node (K, L) in the HCN(n, n). When two nodes are in the same cluster, i.e., I = K, the shortest routing path is determined by conventional algorithms in hypercube and denoted by (I, J) ⇒ (I, L). For two nodes (I, J) and (K, L), such that I π K, Ghose and Desai proposed three routing algorithms as follows:
2) Routing Algorithm B :
Let H(A, B) be the number of bits in which two binary numbers A and B differ. For two n-bit
where ≈ is an exclusive-or operator. The distances R A , R B , and R C following these three routing algorithms are thus
Routing algorithms A and C provide the paths which do not traverse any diameter link. Of these two paths, the shorter one is the shortest among paths not traversing any diameter link, which will be shown in Section 2.3. Routing algorithm B provides the path traversing a diameter link. However, the path following routing algorithm B is not always the shortest among paths traversing a diameter link. Their OPT routing algorithm, which uses the one that provides the shortest routing distances among three algorithms, is not distance-optimal.
Routing Algorithm B*
In this subsection, we describe the routing algorithm B* which provides the shortest path among paths traversing a diameter link. Consider the routing algorithm B*(M), which provides the path traversing the diameter link of a cluster M as follows:
. 
where
is minimized is called a minimizing cluster. We can find a minimizing cluster M as follows. Let Q =
H(M, I) + H(M, J) + H(M¢, K) + H(M¢, L)
and find the cluster M such that Q is minimized, which is called the Q-minimizing cluster. For any n-bit number P, let P i denote the ith bit of P.
.
The set of Q-minimizing clusters can be obtained by finding in ¢ ¢s are 0000, 0110, and 1000 and, so, we obtain M = 0X0 and the set of Q-minimizing clusters is {000, 010}. 
An Optimal Routing Algorithm
In this section, we establish the optimal routing algorithm for HCN(n, n) and prove its optimality. PROOF. The proof is given in the Appendix.
With Theorem 2, we can design the optimal routing algorithm from a source node (I, J) to a destination node (K, L) in the HCN(n, n), where I π K. The optimal routing algorithm is the algorithm which provides the shortest path among routing algorithms A, B*, and C. The distance d between two nodes (I, J) and (K, L) is the minimum value among three distances. In other words,
EXAMPLE 2. We find the shortest routing path between two nodes (000000, 000110) and (011001, 101101). From Example 1, we select minimizing cluster address M = 000010. Three distances are as follows: R A = 5 + 4 + 1 = 10, R C = 4 + 3 + 2 = 9, and R B* = 1 + 1 + 2 + 1 + 3 = 8. R B* is the smallest. Thus, the path following routing algorithm B* is the shortest path.
When there are any faulty components in an HCN(n, n), if the path following the optimal routing algorithm goes through a faulty component, the message routing may not be done along the path. Routing algorithm A has no alternate path with the same distance. Routing algorithm B* can have an alternate path traversing another minimizing cluster. Routing algorithm C can also have an alternate path, which will be noted in the Appendix. Thus, if the optimal routing path is determined by routing algorithm B* or C, it can have an alternate optimal routing path. If there is no alternate optimal path, the message must be routed through any nonoptimal path.
THE DIAMETER OF THE HCN(n, n)
In this section, we derive the exact expression for the diameter of a HCN(n, n). Ghose and Desai showed that the diameter of the HCN(n, n) under their optimal routing algorithm is n + În/2˚ + 1 [1] . However, since their routing algorithm is not optimal, the diameter obtained by them is incorrect. We can use the optimal routing algorithm developed in the previous section to derive the diameter of the HCN(n, n) and the next theorem gives its diameter. THEOREM 3. The diameter of the HCN(n, n) is n + Î(n + 1)/3˚ + 1.
PROOF. Let us consider the distance between a source node (I, J)
and a destination node (K, L). If I = K, the maximum distance is n since two nodes are in the same hypercube. If I π K, the distance of two nodes is the minimum value among three distances R A , R B* , and R C . The three distances can be represented as follows:
, ( )
where M is a minimizing cluster, d £ 2 if M = I or M = K¢; otherwise, d = 3, and R Ai , R Ci , R B*i are as follows:
It is difficult to manipulate the equations for R A , R C , R B* expressed in exclusive-or operator (≈). We can express the equations for R A , R C , R B* in plus operator (+) as follows:
For each four-bit value
, the values of R Ai , R Ci , R B*i , and M i are listed in Table 1 . n four-bit val- 
where A = a 5 + a 6 + a 7 and, if a 6 = 0 or a 7 = 0, d £ 2; otherwise, d = 3. Since the sum of all a k s is n, we have
In order to find the diameter, we consider the upper bounds of distances for the four cases.
1) If a 3 £ a 2 and a 4 £ a 1 + a 2 , the routing algorithm A is an optimal algorithm and the distance is
where equality holds when a 3 = a 2 and a 4 = a 1 + a 2 .
When equality holds, we have n = a 1 + a 2 + a 3 + a 4 + A = 2a 1 + 3a 2 + A and, so, a 2 = (n -2a 1 -A)/3 £ În/3˚. Thus, we have
2) If a 3 £ a 2 and a 4 ≥ a 1 + a 2 + 1, the routing algorithm B* is an optimal algorithm and the distance is 
From (15)- (18), the maximum of distances is n + Î(n + 1)/3+ 1, which is the upper bound in (17). Therefore, the diameter of HCN(n, n) is n + Î(n + 1)/3˚ + 1. o Thus, the HCN(n, n) has about two thirds the diameter of a comparable hypercube, 2n-cube.
CONCLUSION
In this paper, we have presented an optimal routing algorithm for the HCN(n, n). Based on this optimal algorithm, we have derived an exact expression for the diameter of the HCN(n, n). It has been shown that the diameter derived in this paper is smaller than the previously known bound. is constructed as follows: • When k is odd: We now construct another path Q as fol-
APPENDIX
c h c h c h c h c h d where d* is 1 if M 1 = I and 2, otherwise. Since k ≥ 3, we have R Q < R P . Thus, path Q is shorter than path P.
Therefore, if path P contains two or more diameter links, then P is not the shortest. 3) Since the nondiameter link that connects between (I, K) and (K, I) is a unique link that connects two clusters I and K, the path that contains one nondiameter link must go through this link. Thus, the path following routing algorithm A is a unique path containing one nondiameter link. Therefore, routing algorithm A provides the shortest path that contains one nondiameter link. 
