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We address the effects of quenched disorder averaging in the time-evolution of systems of ultracold
atoms in optical lattices in the presence of noise, imposed by of an environment. For bosonic systems
governed by the Bose-Hubbard Hamiltonian, we quantify the response of disorder in Hamiltonian
parameters in terms of physical observables, including bipartite entanglement in the ground state
and report the existence of disorder-induced enhancement in weakly interacting cases. For systems
of two-species fermions described by the Fermi-Hubbard Hamiltonian, we find similar results. In
both cases, our dynamical calculations show no appreciable change in the effects of disorder from
that of the initial state of the evolution. We explain our findings in terms the statistics of the
disorder in the parameters and the behaviour of the observables with the parameters.
I. INTRODUCTION
Over the past few decades, development in the ex-
perimental realisation of quantum systems has led to a
substantial enrichment of our understanding of strongly-
correlated quantum many-body systems [1–4]. Quantum
simulators have been successfully implemented in differ-
ent physical systems including optical lattices [5, 6], pho-
tons [7, 8], ion-traps [9, 10], and superconducting qubits
[11, 12]. This enables one to study several interesting
physical observables in a many-body scenario such as
magnetic order, entanglement [13], etc. Presence of dis-
order in the physical realisations, in general, suppresses
such properties but in special cases, counterintutive ef-
fects like disorder-induced enhancements have also been
observed in physical quantities like magnetisation, and
bipartite as well as multipartite entanglement [14–39].
The other interesting disorder-induced phenomena in-
clude existence of phases like spin glass [40–43] and Bose
glass [44, 45]. Advances in the experimental techniques
in recent times can be used to study in detail the effect
of disorder in such systems in well-controlled conditions.
In particular, the experiments with cold atoms in opti-
cal lattices have proved to be exceptionally effective tools
that provide with an ability to realise these quantum sys-
tems and carry out precise measurements on them, due
to the remarkable control over the system parameters.
Efficient isolation from the environment enables obser-
vation of coherent dynamics as well as non-equilibrium
dynamics [46]. In laboratories, the successful observa-
tions of coherent as well as non-equilibrium dynamics
depends on how well the isolation is between the system
and the environment. Nevertheless, in any experimen-
tal set-up, noise cannot be fully avoided. For example,
technical noise like the amplitude fluctuations of the op-
tical lattice potential causes fluctuation in the Hamilto-
nian parameters. On the other hand, a major source
of noise of quantum nature arises from the spontaneous
emission events due to coupling to the vacuum modes of
the electromagnetic radiations. It should also be noted
that noise can be engineered in experimental set-ups in
several physical scenarios.
In this work, we investigate the behaviour of quenched
averaged physical properties of ground states of quenched
disordered physical systems as well as their dynamical
evolution when exposed to environmental noise. We
specifically look at two different systems, viz. of bosons
and of two-species fermions, loaded in the lowest band
of a one-dimensional optical lattice, described by single-
band Bose-Hubbard [47] and the Fermi-Hubbard Hamil-
tonians [48] respectively. Each of these Hamiltonians
has two parameters: the tunnelling amplitude to adja-
cent sites and an on-site interaction energy. The fluc-
tuations in these parameters introduce disorder in the
system. We investigate the reaction of to quenched dis-
order imposed individually in these two parameters on
the ground state properties. The effect we seek to find is
a disorder-induced enhancement in these quantities and
we do find it for particular parameter ranges. We then go
on to study the dynamics of these effects in presence of
spontaneous emission events which we do by evolving the
corresponding master equation for the system density op-
erator [49–55]. The disorder-induced effects are found to
be sustained, at least in terms of short-time behaviours.
For the numerical results on large systems, where ex-
act diagonalisation is not possible, we use a combination
of density matrix renormalisation group (DMRG) algo-
rithm [56–60] and the quantum trajectory method [61–
64] to compute the dynamics.
The article is organised as follows. In Sec. II, we dis-
cuss the model Hamiltonians and lay out the physical
observables we compute. In Sec. III, we briefly explain
the concept of quenched disordered systems and the pro-
cess of quenched averaging. We show our findings in
the ground states of our model Hamiltonians in Sec. IV.
In Sec. V, we show the dynamical results in an open
quantum system. We present our concluding remarks in
Sec. VI.
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2II. MODEL HAMILTONIANS AND
OBSERVABLES
The Bose-Hubbard Hamiltonian in 1D that describes
bosons in the lowest band of an optical lattice can be
represented as
HBH = −J
∑
<i,j>,s
b†i bj +
U
2
∑
i
ni (ni − 1) , (1)
where J is the tunnelling rate between adjacent sites, bi
(b†i ) is the bosonic annihilation (creation) operators for
the i-th site, U is the on-site interaction strength and ni is
the number operator b†i bi. On the other hand, the single-
band two-species (with spins ↑ and ↓ ) Fermi-Hubbard
Hamiltonian in 1D, we choose to work with, reads as
HFH = −J
∑
<i,j>,s
c†i,scj,s + U
∑
i
ni,↑ni,↓ , (2)
where J is again the tunnelling rate between two neigh-
bouring sites and U is the on-site interaction energy that
comes into play when two fermions with different spins
are on the same site. The annihilation (creation) oper-
ators ci,s (c
†
i,s) for site i and spin s obey the fermionic
anti-commutation relations. The number operator in this
case is ni,s = c
†
i,sci,s, and for each spin species, it has
eigenvalues 0 and 1, due to Pauli exclusion principle.
In our calculation, we impose quenched disorder on
both the Hamiltonian parameters, J and U , and examine
the cases where the disorder is only in the interaction
term or only in the tunnelling term. In each of these
cases, the physical quantities we compute, are described
in the following. For the Bose-Hubbard Hamiltonian, a
quantum phase transition from the superfluid to the Mott
insulator phase [65] occurs at U/J ≈ 3.37 for unit filling
in the 1D case [66]. This phase transition can be detected
by looking at the trends of the single-particle density
matrix (spdm), 〈b†i bj〉. In the superfluid phase, spdm
elements show polynomial decay with distance between
the sites, |i−j|, whereas in the Mott insulator phase, the
spdm elements fall off exponentially with distance [67].
For our work, we define two Mott orders, averaged over
the lattice sites, given by
M1 =
1
N
N∑
i=1
∣∣∣〈b†i bi〉∣∣∣∣∣∣〈b†i bi+1〉∣∣∣ , (3)
and
M2 =
1
N
N∑
i=1
∣∣∣〈b†i bi〉∣∣∣∣∣∣〈b†i bi+2〉∣∣∣ . (4)
For the fermions, since the two-species Fermi-Hubbard
Hamiltonian is a paradigmatic system to study antifer-
romagnetic order for repulsive interaction (U > 0) [5, 6],
we consider two measures of spin correlation functions
that quantify magnetic order. Defining the z component
of spin at the i-th site as Szi = (ni,↑ − ni,↓)/2, we write
down the on-site spin correlation function, averaged over
all the lattice sites, as
S0 =
1
N
N∑
i=1
〈
(Szi )
2
〉
. (5)
The other quantity which we study is the spin correlation
between two adjacent sites in the middle of the chain,
given by
S1 =
〈
SzN
2
SzN
2 +1
〉
. (6)
As a measure of the bipartite entanglement, we calculate
the logarithmic negativity, LN [68–71]. The negativity,
N , of a bipartite system ρAB , comprising of sub-systems
A and B, is defined as the absolute value of the sum of
negative eigenvalues of ρTAAB , the partial transpose of ρAB
with respect to A [72, 73]. In terms of the trace norm of
ρAB , defined as ||ρTAAB ||1 = Tr
√
ρTA†AB ρ
TA
AB , negativity can
be rewritten as
N = ||ρ
TA
AB ||1 − 1
2
, (7)
and logarithmic negativity is then defined as
LN = log2 (2N + 1) . (8)
We evaluate these quantities to examine the response of
the quenched disorder averaging process which we de-
scribe next.
III. QUENCHED DISORDER AND QUENCHED
AVERAGING
In an ordered system, the Hamiltonian parameters
have constant values throughout the time during which
it is observed, and do not change from one realisation to
another. This does not hold for the disordered case. An
important class of disordered systems are those in which
the Hamiltonian parameters are ‘quenched’, in the sense
that the typical time-scales required for the parameters
to equilibrate are much larger than the time-scales of
the system dynamics that is experimentally considered.
Systems with quenched disordered parameters are often
referred to as glassy [14, 17–19, 37–39]. Therefore, for
all relevant purposes, the value of a particular disordered
parameter remains constant during the time considered
for observation of the dynamics. However, the next (or
any other) realisation of the same system has a value of
the same parameter that is independent from but identi-
cally distributed as that parameter in the previous case.
For example, if we want the disorder only to be in the
tunnelling term we take
J = J0 + δJ(µ, σ) , (9)
3where in this work we take δJ(µ, σ) from a set of in-
dependent and identically distributed Gaussian random
variables with mean µ and standard deviation σ. We
consider different σ-s in order to investigate the effect of
changing the width of the distribution, while µ is set to
be zero. The results are found to be qualitatively sim-
ilar and the effects get more pronounced with increase
in σ. With this observation, we fix σ = 0.5J0, and use
this value for all our results in this paper. For Gaus-
sian random variables, the values of δJ(µ, σ) typically
fall between µ− 3σ and µ+ 3σ. For the tunnelling term
we discard the negative values, which is around 1.25% of
all realisations. We first determine the ground state for
a given set of values of U/J0. For bosons, the calcula-
tions are performed at unit filling, and for fermions,the
same is done for half-filling for each of the spin-species.
For small systems (N = 8), we use exact diagonalisa-
tion to find the ground state while the imaginary time
evolution using time evolving block decimation (TEBD)
algorithm [56] under the framework of DMRG methods
is used to find the ground state with larger number of
lattice sites (N = 32). The quenched disorder averaging
is done by finding the value of an observable, O, for a
given realisations, and then averaging over a large num-
ber of realisations. The effect of the disorder is quantified
by percentage value of the relative difference of the aver-
aged value with respect to its value in the ordered case,
which we denote by ∆(O). Therefore,
∆(O) = Oaverage −OoderedOodered × 100 . (10)
The number of realisations, ND, required to obtain the
quenched average observables is also analysed, and the
resulting convergence plot is shown in Fig. 1. The typ-
ical value of ND that need to be considered to attain
convergence up to third decimal place is found to be a
few thousands. This plot shows the result obtained for
∆(S0) (see Eq. (5)) for the Fermi-Hubbard model with a
system size N = 32 computed using DMRG with bond
dimension of 256. In the succeeding sections, we report
our findings for 5000 realisations of disorder realisations.
IV. EFFECT OF DISORDER IN THE GROUND
STATE
To investigate the effect of the quenched disordered av-
eraging, we indulge in the two scenarios in context of the
two different terms, viz. tunnelling and on-site interac-
tion strengths, in the Hamiltonians. When the disorder
is only present in the interaction term of the Hamiltonian
in Eq. (1) and Eq. (2), we do not observe any notice-
able disorder-induced order. In particular, the quenched
averaged values of observables for Gaussian distribution
of the disorder realisations also appear to be Gaussian
in nature and close enough to the ordered value of the
observable. We therefore have an absence of disorder-
induced enhancement. Hence, in further discussions, we
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FIG. 1. Convergence plot for ∆(S0) with the number of ran-
dom disorder realisations, ND. This plot shows the result
for the ground states of the Fermi-Hubbard Hamiltonian in
Eq. (2) with U = 2J0 for a system size of N = 32 computed
using DMRG method with bond dimension 256, and for the
case where the disorder is only in the tunnelling term with
average value J0 along with σ = 0.5J0 and µ = 0 (Eq. (9)).
only investigate the second scenario with disorder in the
tunnelling term.
A. Bose-Hubbard Hamiltonian
When the disorder is in the tunnelling term of the
Bose-Hubbard Hamiltonian, we detect presence of en-
hancement in suitable parameter ranges. Here, for the
ordered state, with J = J0, and for the disordered states
we first measure the Mott orders and the two-site entan-
glement in the ground state. We find disorder-induced
enhancement (i.e. positive ∆ values) for small enough
values of U/J0 which becomes smaller as we increase
U/J0 and eventually ∆ becomes negative. This result is
shown in Fig. 2(a) where ∆(M1), the Mott order in terms
of adjacent sites for a 32-site system is displayed with
U/J0. We have taken ND = 5000 to obtain good conver-
gence. The error bars are omitted as they tend to be quite
small. Similarly, we also find the Mott order in terms of
next-neighbour sites, the findings of which are shown in
the inset of Fig. 2(a) where we plot ∆(M2) with U/J0.
We additionally look into the behaviour of the logarith-
mic negativity, LN , as a measure of entanglement, taking
two adjacent sites. The disorder effect can be found in
Fig. 2(c) where ∆(LN ) is plotted as a function of U/J0.
Comparing Figs. 2(a) and 2(c), we note that for ∆(M1),
the value of U/J0 where the disorder-induced enhance-
ment cease to exist, is larger than those in the cases of
∆(M2) and ∆(LN ). Therefore the enhancement is more
pronounced in the Mott order of nearest-neighbour sites.
Moreover, we notice that the superfluid phase shows more
enhancement than the Mott insulator phase.
Towards understanding such observations, the statisti-
cal distribution of the observables for the quenched dis-
order realisations are displayed in Figs. 2(b) and insets
of 2(b) and 2(c) for |〈b†i bi+1〉| (in connection to M1),
|〈b†i bi+2〉| (in connection to M2), and ∆(LN ) respec-
tively. Although we choose U/J0 = 2 for these plots,
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FIG. 2. Effect of quenched disorder averaging in Bose-
Hubbard model with the disorder realised only in the tun-
nelling term (Eq. (9)). For plots (b), (c), and (d), the sys-
tem size is N = 8, where we have used exact digonalisation
with periodic boundary condition. (a) ∆(M1) as a function
of U/J0. The system size here is N = 32 and the bond di-
mension used for the DMRG calculation is 256. The inset
shows similar plot for M2. (b) Statistics for the 〈b†i bi+1〉 that
is required to compute the M1 values for different disorder re-
alisations with U/J0 = 2. These statistics are i-independent
as we use periodic boundary condition. The inset shows sim-
ilar plot for M2. (c) ∆(LN ) as a function of U/J0. The inset
shows the statistics for the LN values for different disorder
realisations with U/J0 = 2. (d) Behaviour of |〈b†i bi+1〉| as a
function of U/J . The inset shows the statistical distribution
of U/J corresponding to the random Gaussian distribution of
J with average value J0 and σ = 0.5J0. Here we have taken
U/J0 = 2.
the shape of these asymmetric distributions do not qual-
itatively change for various U/J0 values. For the cases
where ∆ values are positive, the averages of the distribu-
tion are greater than the corresponding ordered values.
In order to explain the effect of disorder in the tunnelling
term on the physical observables, e.g. M1, it is instruc-
tive to look at the behaviour of |〈b†i bi+1〉| as a function
of U/J , shown in Fig. 2(d). For small values of U/J
(e.g. U/J = 2), in the superfluid regime, we observe that
the quantity |〈b†i bi+1〉| falls faster than in the cases of
higher values of U/J . The statistics of U/J , shown in
the inset of Fig. 2(d), show a similar asymmetric distri-
bution with median at U/J0 = 2. This distribution along
with the rate of change in |〈b†i bi+1〉| value with U/J cause
more weightage from the smaller side of |〈b†i bi+1〉|. Due
to the fact that |〈b†i bi〉| = 1 (uniform number density for
periodic boundary condition), the quenched disordered
average of M1, therefore, is larger than the ordered value.
On the other hand, as one goes deeper in the Mott insu-
lator regime, |〈b†i bi+1〉| falls at a much slower rate with
increase in U/J0 which results in less weightage from the
larger side of |〈b†i bi+1〉|. Hence the quenched disordered
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FIG. 3. Effect of quenched disorder averaging in Fermi-
Hubbard model with the disorder realised only in the tun-
nelling term (Eq. (9)). (a) ∆(S0) as a function of U/J0. The
system size is N = 32 and the bond dimension used for the
DMRG calculation is 256. The inset shows similar plot for
S1. (b) Statistics for the S0 values for different disorder real-
isations with U/J0 = 2. The inset shows similar plot for S1.
(c) Disorder-induced order in Fermi-Hubbard model: ∆(LN )
as a function of U/J0. The system size is N = 8. Statis-
tics for the LN values for different disorder realisations with
U/J0 = 2. (d) Behaviour of S0 as a function of U/J . The
inset shows the statistical distribution of U/J corresponding
to the random Gaussian distribution of J with average value
J0 and σ = 0.5J0. Here we have taken U/J0 = 2.
average of M1 is smaller than the ordered value, thereby
showing no disorder-induced enhancement in this phase.
Similar explanation holds for the other observables as
well.
B. Fermi-Hubbard Hamiltonian
Let us now study the patterns of correlation functions
and bipartite entanglement in the Fermi-Hubbard Hamil-
tonian with a disordered tunnelling parameter. Like the
Bose-Hubbard Hamiltonian, we find that for small val-
ues of U/J0, the observables ∆(S0), ∆(S1), and ∆(LN )
possess positive values, thereby showing enhancement of
their values in presence of disorder (see Fig. 3(a) and
3(c)). The investigation for the 32-site system has been
carried out by using DMRG techniques with bond dimen-
sion 256. Again we perform the convergence check and
conclude that ND = 5000 is sufficient for the quenched
averaging. Both the antiferromagnetic order S1 and loga-
rithmic negativity LN have been calculated by consider-
ing the two adjacent sites in the middle of the chain. Sim-
ilar to the Bose-Hubbard model, U/J0 for which ∆(S0)
crosses zero is higher than that in the case of ∆(LN ).
As before, we report the asymmetric statistical distri-
butions of S0, S1, and LN with U/J in Figs. 3(b) and in-
sets of 3(b) and 3(c) respectively. For these distributions,
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FIG. 4. (a) Time evolution for the Bose-Hubbard Hamilto-
nian with an N = 8 system showing ∆(M1) as a function
of time for γ = 0.1J0, 2000 quantum trajectories for the or-
dered state, and 50 trajectories for each of 2000 disorder re-
alisations. The inset shows similar plot for M2. (b) Time
evolution for the Bose-Hubbard system showing ∆(LN ) as a
function of time for γ = 0.1J0 and 2000 quantum trajectories
for the ordered state and 50 trajectories for each of 2000 dis-
order realisations. (c) Time evolution for the Fermi-Hubbard
Hamiltonian with an N = 8 system showing ∆(S0) as a func-
tion of time for γ = 0.1J0 and 2000 quantum trajectories for
the ordered state and 50 trajectories for each of 1500 disorder
realisations. The inset shows similar plot for S1. (d) Time
evolution for the same system showing ∆(LN ) as a function
of time for γ = 0.1J0 and 2000 quantum trajectories for the
ordered state and 50 trajectories for each of 1500 disorder
realisations.
U/J0 = 2, as before. The presence of disorder-induced
enhancement for small U/J0 values and its absence for
large U/J0 values can again be explained as before, in
terms of the behaviour of the physical observables with
U/J and the distribution of U/J itself (see Fig. 3(d) and
its inset). The rate of increase of S0 is much larger for
small U/J0 values and therefore, due to the asymmetric
distribution of U/J values, more weightage is obtained
from the larger side of S0. This causes the quenched
disordered average of S0 to be bigger than the ordered
value. Similarly, for larger U/J0 values, the smaller rate
of increase of S0 causes the quenched disordered average
of S0 to be smaller than the ordered value.
For both bosons and fermions, although our studies
are based on numerical simulations with moderate sys-
tem sizes, the results obtained here give an intuitive un-
derstanding of observation of disorder-induced enhance-
ments of observables in disordered systems.
V. DYNAMICS OF QUENCHED AVERAGED
OBSERVABLES
After looking at the ground state properties, the next
step is to evolve the system in time in the presence of
noise that a real experimental set-up would suffer from.
In the context of realising the Bose-Hubbard or Fermi-
Hubbard Hamiltonian with cold atoms in optical lat-
tices, an often unavoidable noise source is the sponta-
neous emissions, due to the atoms coupling to the vac-
uum modes of the electromagnetic field. In an event of
spontaneous emission, the atom can be thought of being
subject to a position measurement on a length scale given
by the wave-number of the emitted photon. As these
photons are typically in the optical range, the atom is
localised within a lattice site. This practically reduces a
coherent atomic wavefunction to an incoherent mixture
of localised Wannier states at different lattice sites, caus-
ing dephasing. Microscopic understanding for the mecha-
nism of spontaneous emission enables one to write down
the corresponding master equation for the atomic den-
sity operator under the suitable approximations, viz. the
dipole, Born-Markov, and rotating wave approximations.
In optical lattice experiments with bosons, where one
considers only the lowest Bloch band of the lattice, the
resulting decoherence operators can be shown to be the
number operators at each site [54]. The lowest approxi-
mation works very well due to the ultracold temperature
and typical tight confinement of the lattice. On the other
hand, in experiments with fermions, the two spin species
are usually realised with two different hyperfine states of
a particular atomic sample [74–79], and spontaneously
emitted photons from these two species are practically
identical due to the large detuning of the laser frequency
(that generates the optical lattice) from the atomic tran-
sition frequency. In this case, the decohering mechanism
at a particular site does not depend on the spin species
present there, but only on the total number of particles at
the site, again in the lowest band approximation. There-
fore, the Lindblad form of the master equation for the
system density operator ρ in both cases can be repre-
sented as
ρ˙ = − i
~
[HS , ρ] +
γ
2
∑
i
(2niρni − niniρ− ρnini) , (11)
where HS is the system Hamiltonian, γ is the effective
rate of decoherence and the Lindblad operators ni are the
total number operators at each site i. For the two-species
fermions, we have ni = ni,↑ + ni,↓. Now, due to the
exponential growth of the Hilbert space dimension with
the number of sites, we compute the time evolution of
the density operator by the quantum trajectory method,
also referred to as the Monte Carlo wavefunction method,
that incorporates performing a stochastic average [61]. In
our work, exact diagonalisation for N = 8 is combined
with this algorithm. For N = 32, we use a combination
of DMRG algorithm with this method.
In the open system dynamics of the Bose-Hubbard
6model without disorder, the localisation due to sponta-
neous emission events is likely to increase the Mott orders
as a function of time. This is what we observe in our cal-
culation as is shown in Fig. 4(a) where M1 is plotted as
the black dashed line with U/J0 = 2 and γ = 0.1J0. The
number of trajectories used for it is 2000, making the
error bars very small. The quenched disordered average
is plotted as the solid blue line which is computed with
disorder averaging with 2000 realisations with 50 trajec-
tories for each value. The disorder-induced enhancement
does not change much over time. Qualitatively, same
features are found for M2 which is shown in the inset.
Fig. 4(b) depicts the same result for LN which is found to
be decreasing over time in a similar fashion for both the
ordered case and the quenched disordered average case,
with the former displaying an undulating behaviour.
On the other hand, for the fermionic case, the deco-
herence causes the spin correlation function to diminish
as a function of time. The value of ∆(S0), however, is
also found to be not changing much as a function of time
as can be seen in Fig. 4(c), which is computed on a 8-
site lattice with 2000 trajectories for the ordered case
with U/J0 = 2, γ = 0.1J0 and 50 trajectories for each
of 1500 disorder realisations in J . Again we omit the er-
ror bars as they are quite small. The inset of Fig. 4(c)
shows ∆(S1) evolving with time which has similar nature
to that of ∆(S0). In the ordered case, LN for the two
adjacent sites in the middle of the chain is found to be
decreasing in time in an oscillatory fashion whereas the
decrease for the value of the quenched disordered aver-
age has a steadier nature and it is always larger than the
ordered value as a function of time (see Fig. 4(d)).
VI. CONCLUSION
We looked at one-dimensional systems of ultracold
atoms loaded on optical lattices, governed by Bose-
Hubbard and Fermi-Hubbard Hamiltonians for bosons
and fermions respectively. We numerically computed the
effects of quenched disorder averaging in these systems,
where Gaussian random disorder has been used for the
Hamiltonian parameters. For bosons, we considered the
single particle density matrix elements that characterise
the many-body ground state as well as two-site nearest
neighbour logarithmic negativity as a measure of bipar-
tite entanglement, for investigating the response of the
system to the disorder. For fermions, we evaluated the
spin correlation functions as measures of magnetic or-
der along with logarithmic negativity. In both the cases,
we observed disorder-induced enhancement of the observ-
ables in the ground state for weak interactions, when the
disorder is introduced in the tunnelling term and found
that such features terminate when the on-site interac-
tion becomes stronger. We attributed this behaviour to
the statistics of the disorder realisations and the depen-
dence of the observables on the Hamiltonian parameters.
We then considered the dynamics of these systems under
the decohering action of spontaneous emission events and
found the effects of the quenched disorder averaging to
not change noticeably with respect to what we observe
at the initial instance. Our results thus provide with a
means to quantify the effects of such quenched disorder
averaging and can be used to benchmark ongoing optical
lattice experiments probing into the effects of disorder.
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