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Abstract
Representation theory of quivers is applied to system theory. As a result, the regular points
in system spaces are characterized. Moreover, all prestable points in system spaces are de-
scribed and another generic property of linear systems is introduced.
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0. Introduction
Let k be a fixed algebraically closed field. A (discrete time, constant, linear, m-
input, p-output) dynamical system  over k is a triple (G, F,H) where F : kn → kn,
G : km → kn,H : kn → kp are k-linear maps. Note that, for convenience, we denote
a system by (G, F,H) but not (F,G,H) in system theory! The dynamical interpre-
tation of  is given by the equations x(t + 1) = Fx(t)+Gu(t) and y(t) = Hx(t)
with t ∈ Z, x(t) ∈ kn, u(t) ∈ km, and y(t) ∈ kp.
The input-state-output quiver or system quiver Qi/s/o is the quiver defined by
Q0 := {1, 2, 3} andQ1 := {ν : 1 → 2, α : 2 → 2, µ : 2 → 3}. Obviously, a dynam-
ical system is just a finite dimensional representation of the system quiver with
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dimension vector (m, n, p). It seems that Hazewinkel is the first one who noticed
this connection (cf. [5]), however, up to now, nobody solved any problem in system
3) theory by using representation theory of quivers. We take [1] as a reference for
representation theory of quivers. Sometimes, in order to simplify the problem, one
concentrates only on the “input par” of the system, thus one needs only to study the
representations of the input-state quiver Qi/s which is defined by Q0 := {1, 2} and
Q1 := {ν : 1 → 2, α : 2 → 2}.
The algebraic group Glm,n,p := Glm × Gln × Glp acts on the system space
Rm,n,p := knm × kn2 × kpn by conjugacy, i.e. (f, g, h) · (G, F,H) := (gGf−1,
gFg−1, hHg−1). Clearly, the orbits of Glm,n,p on Rm,n,p are in one-to-one cor-
respondence with the isomorphism classes of the representations of Qi/s/o with
dimension vector (m, n, p). Similarly, the algebraic group Glm,n := Glm × Gln acts
on the system space Rm,n := knm × kn2 by conjugacy, also the orbits of Glm,n on
Rm,n are in one-to-one correspondence with the isomorphism classes of the repre-
sentations of Qi/s with dimension vector (m, n). For some results on geometry of
representations of quivers [7–9,12].
A point in system space (either Rm,n,p or Rm,n) is called regular if the dimen-
sion of its orbit takes maximal value, equivalently, if the k-dimension of its endo-
morphism algebra takes minimal value. In [18], Tannenbaum determined the set of
regular points in the system space Rm,n in the case m = 1 and m = n. After that,
in [6], Hinrichsen and Prätzel-Wolters determined the set of regular points in an
invariant open and dense subset of Rm,n. However, the problem of characterizing the
regular points of the whole space Rm,n for arbitrary m and n is still open, which was
mentioned in [6]. This will be completely solved in this paper by using representation
theory of quivers. Indeed, our aim is to characterize not only the regular points in the
space Rm,n but also those in the space Rm,n,p. Our strategy is the following: We
will discuss according to dimension vectors, i.e. we will consider non-root and
root two kinds of cases. For the non-root cases, we will reduce them to the root
cases, so in Section 1 we will study indecomposable representations and roots. For
root cases, we will further discuss according to whether they are Schur roots or
not, thus in Section 2 we will deal with Schur representations and Schur roots, and
in Section 3 we will give the characterization of regular points in system spaces.
In Section 4 we will determine a set of special regular points—prestable points in
system spaces, which on the one hand will correct the description of prestable
points given in [17], on the other hand will implies that to construct geometric
quotient is not interesting in this context. The study of generic properties of linear
systems is one of the main topics in system theory, it is well-known that com-
pletely reachability, completely observability, cyclicity, invertibility and structural
stability are generic properties of linear systems (see for example [3,19]). In the
last section, another generic property on the decompositions of dimension vectors
is introduced.
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1. Indecomposable representations and roots
A system (G, F,H) is called completely reachable if the n× nm matrix R =
[G|FG| · · · |Fn−1G] has rank n. A system (G, F,H) is called completely observ-
able if the n× pn matrix Q = [H ′|F ′H ′| · · · |(F ′)n−1H ′] has rank n, where M ′
denotes the transpose of the matrix M. A system is called canonical if it is both
completely reachable and completely observable. For more details on mathematical
system theory see [10].
Now we consider the connections between a system and its (indecomposable)
direct summands. Roughly speaking, a direct sum of some systems is just the union
of these independent systems.
Proposition 1.1.  = ⊕tj=1j is completely reachable (resp. observable, canon-
ical) if and only if j is completely reachable (resp. observable, canonical) for
each j.
Proof. Suppose that  = (G, F,H) with dimension n and j = (Gj , Fj ,Hj ) with
dimension nj . By Cayley–Hamilton theorem, we have
rank
(
Gj |FjGj | · · · |Fnj−1j Gj
) = rank(Gj |FjGj | · · · |Fpj Gj )
for all p  nj − 1. Thus
rank
(
G|FG| · · · |Fn−1G)=∑t
j=1 rank
(
Gj |FjGj | · · · |Fn−1j Gj
)
=
∑t
j=1 rank
(
Gj |FjGj | · · · |Fnj−1j Gj
)
and (G, F,H) is completely reachable if and only if rank(G|FG| · · · |Fn−1G) = n
if and only if rank(Gj |FjGj | · · · |Fnj−1j Gj ) = nj for each j if and only if (Gj ,
Fj ,Hj ) is completely reachable for each j. 
Next, we determine the dimension vectors of indecomposable representations.
Given a quiver Q, a root of Q is a dimension vector of some indecomposable repre-
sentation. A root is called real if up to isomorphism it is only the dimension vectors of
finitely many indecomposable representations, and imaginary otherwise. We denote
by (Q), r(Q) and i(Q) the sets of all roots, real roots and imaginary roots of
quiver Q, respectively.
Now we give a necessary condition for a dimension vector (m, n, p) not equal to
(1, 0, 0) or (0, 0, 1) to be root. Denote by S1 and S3 the simple representations of
quiver Q corresponding to the vertices 1 and 3 respectively.
Lemma 1.2. Let (G, F,H) be an indecomposable representation with dimension
vector (m, n, p) not equal to (1, 0, 0) or (0, 0, 1), then rankG = m and rankH = p.
In particular, n  max{m,p}.
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Proof. It is clear that under the assumption we have n  1. If rankG = m or
rankH = p, then (G, F,H) has at least m− rankG copies of S1 or p − rankH
copies of S3 as its direct summands. This contradicts to the indecomposability of
(G, F,H). 
It is very surprising that the inverse of the lemma above is also true, which gives
a description of all roots.
Theorem 1.3. r(Qi/s/o)= {(1, 0, 0), (0, 0, 1)} andi(Qi/s/o)= {(m, n, p) ∈ N3\
{0} | n  max{m,p}}.
Proof. Associated with the system quiverQi/s/o, the quadratic form is q(m, n, p) =
m2 + p2 −mn− np, and the bilinear form is ((m1, n1, p1), (m2, n2, p2)) =
2m1m2 + 2p1p2 −m1n2 − p1n2 −m2n1 − p2n1. Denote by i the standard basis
of Q3. With vertices i = 1 and 3 we associate the reflections r1(m, n, p) :=
(m, n, p)− ((m, n, p), 1) = (n−m, n, p) and r3(m, n, p) := (m, n, p)− ((m, n,
p), 3) = (m, n, n− p), respectively. The Weyl group W is generated by r1 and r3,
which is isomorpic to Klein four group Z2 × Z2. The elements in the set  :=
{1, 3} are called simple roots. The fundamental set  is defined by  = {(m, n,
p) ∈ N3\{0} | ((m, n, p), i)  0, supp(m, n, p) is connected} where supp(q1, q2,
q3) denotes the full subquiver of Qi/s/o whose vertices set is {i | qi /= 0}. Obviously,
we have  = {(m, n, p) ∈ N3\{0} | 2m  n and 2p  n}. By Kac’s theorem, we
have r(Qi/s/o) = W ∩ N3 = {(1, 0, 0), (0, 0, 1)} and i(Qi/s/o) = W =  ∪
r1 ∪ r3 ∪ r1r3 (cf. [7–9,12]). Consider the set of triples {(m, n, p) ∈ N3\{0} |
n  max{m,p}}. If 2m  n and 2p  n then (m, n, p) ∈ . If 2m  n and 2p >
n  p then set p′ = n− p we have (m, n, p) = (m, n, n− p′) ∈ r3. If 2m > n 
m and 2p  n then set m′ = n−m we have (m, n, p) = (n−m′, n, p) ∈ r1.
Finally if 2m > n  m and 2p > n  p then set m′ = n−m, p′ = n− p we have
(m, n, p) = (n−m′, n, n− p′) ∈ r1r3. Therefore the set {(m, n, p) ∈ N3\{0} |
n  max{m,p}} is a subset of i(Qi/s/o). Combine with the Lemma 1.2, we are
done. 
We conclude this section by determining all roots of quiver Qi/s.
Theorem 1.4. r(Qi/s) = {(1, 0)} and i(Qi/s) = {(m, n) ∈ N2\{0} | n  m}.
Proof. Of course we may prove by imitating the proof of Theorem 1.3. Besides this,
we may also apply Theorem 1.3. It is enough to note that r(Qi/s) = {(m, n) | (m, n,
0) ∈ r(Qi/s/o)} and i(Qi/s) = {(m, n) | (m, n, 0) ∈ i(Qi/s/o)}. 
Remark 1.5. The quiver Qi/s/o is so special that we may give an elementary, con-
structive but tedious proof of Theorem 1.3 by discussing case by case on dimension
vectors instead of the proof above by using Kac’s theorem.
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2. Schur representations and Schur roots
First of all, we give a necessary condition for a point in regular space to be
regular.
Lemma 2.1. If = (G, F,H)with dimension vector (m, n, p) is regular inRm,n,p,
then G and H are of maximal rank.
Proof. It is trivial for the case n = 0. Now we assume that n /= 0. Suppose that G
is not of maximal rank, then KerG /= 0. This means  has S1, as a direct summand.
That is, we have the decomposition  = S1 ⊕ 1 for some representation 1 with
dimension vector (m− 1, n, p). Let A be the path algebra kQi/s/o of Qi/s/o over
k, and ei the trivial path corresponding to the vertex i. Clearly, 1 = e1 + e2 + e3
is a sum of orthogonal idempotents in A. Thus one has direct sum A = Ae1 ⊕
Ae2 ⊕ Ae3 as left A-modules. Therefore, Aei is a projective left A-module for each
i (infinite-dimensional in case i = 1 or 2). Note that we may view a finite-dimen-
sional representation as a left A-module by a canonical construction (see [1, pp.
56–57]). Since n /= 0, as k-vector space, Hom(Ae2,1)∼= e21 ∼= kn /= 0. It follows
from the short exact sequence 0 → Ae2 → Ae1 → S1 → 0 that we have surjec-
tion Hom(Ae2,1)→ Ext1(S1,1)→ 0. Therefore, there is a non-split short ex-
act sequence 0 → 1 → 2 → S1 → 0 for some representation 2. This implies
that dimEnd(2) < dimEnd(1 ⊕ S1) = dimEnd() (cf. [15, Lemma 2.1]). It is
a contradiction. Thus G has to be of maximal rank. Dually, H also is of maximal
rank. 
A representation is called a Schur representation if its endomorphism algebra is
just k. Denote by s(Q) the set of the Schur roots, i.e. the dimension vectors of
Schur representations of quiver Q.
Theorem 2.2. s(Qi/s/o) = (Qi/s/o)\{(0, n, 0), (n, n, 0), (0, n, n), (n, n, n) | n 
2}.
Proof. By Theorem 1.3, we have r(Qi/s/o) ⊆ s(Qi/s/o). Denote by Er,s the
r × s matrix whose entries all are 1. Denote by D(d1, . . . , dt ) the t × t diagonal
matrix whose entries on diagonal line are d1, . . . , dt . Let (m, n, p) be a dimension
vector in i(Qi/s/o)\{(0, n, 0), (n, n, 0), (0, n, n), (n, n, n) | n  2}.
If 0 < m < n  p > 0 then define the representation (G, F,H) by
G :=
[
Im×m
En−m,m
]
, F := D(d1, . . . , dn),
where d1, . . . , dn are different elements in k, andH := [Ip×p,Ap,n−p]with arbitrary
p × (n− p)matrixAp,n−p, we can check directly that the endomorphism algebra of
(G, F,H) is just k. Indeed, if (f, g, h) ∈ km2 × kn2 × kp2 is an endomorphism
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of (G, F,H), then the equations Gf = gG, Fg = gF and Hg = hH hold. It fol-
lows from the equation Fg = gF that F is diagonal. Furthermore the equation Gf =
gG implies that F = G = λIn×n for λ ∈ k. From the equation Hg = hH it follows
that H = G = F = λIn×n, i.e., (G, F,H) is a Schur representation.
If m = n > p > 0 then we define the representation (G, F,H) by G := I , F :=
D(d1,. . . ,dn)where d1,. . . ,dn are different elements in k, andH := [Ip×p Ep,n−p].
We can check as above that (G, F,H) is a Schur representation.
If n > p > 0 = m then we define the representation (G, F,H) by G := 0, F :=
D(d1,. . . ,dn)where d1, . . . , dn are different elements in k, andH := [Ip×p Ep,n−p].
We can check that (G, F,H) is a Schur representation.
If n > m > 0 = p then we define the representation (G, F,H) by
G :=
[
Im×m
En−m,m
]
, F := D(d1, . . . , dn),
where d1, . . . , dn are different elements in k, and H := 0. We can check that
(G, F,H) is a Schur representation.
If m = p = 0 and n = 1 then it is obvious that (0, λ, 0) is a Schur representation
for any λ ∈ k.
Next we need to show that the dimension vector (0, n, 0), (n, n, 0), (0, n, n),
(n, n, n) is not Schur root for any n  2. In case (n, n, n), it follows from
Lemma 2.1 that G and H are of maximal rank. Thus (G, F,H) is isomorphic to
(I, F ′, I ) for some F ′ similar to F. Therefore dimEnd(G, F,H) = dimEnd(I, F ′,
I ) = dimEnd(F ′), and its minimal value is n (cf. [3]). Hence it is not a Schur root.
The other three cases can be proved similarly. 
For quiver Qi/s, we have the following results.
Lemma 2.3. If  = (G, F ) with dimension vector (m, n) is regular in Rm,n, then
G is of maximal rank.
Proof. It is enough to restrict Lemma 2.1 to the case p = 0. 
Remark 2.4. Lemma 2.3 implies that G is of maximal rank is really a necessary
condition of (G, F ) being regular, which was conjectured in [18].
Theorem 2.5. s(Qi/s) = (Qi/s)\{(0, n), (n, n) | n  2}.
Proof. It is enough to restrict Theorem 2.2 to the case p = 0. 
3. Regular points in system spaces
Two theorems in this section are the main results of this paper. It seems that pure
system theorists always neglect the definition of “direct sum” of some independent
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systems, however, this is necessary in characterizing regular points in system spaces.
First, we give a haracterization of the regular points in system space Rm,n,p.
Theorem 3.1. A regular point in Rm,n,p is:
(i) a Schur representation if (m, n, p) ∈ s(Qi/s/o); or
(ii) a representation (0, F, 0)where F is non-derogatory if n  2 andm = p = 0;
or
(iii) a representation (G, F, 0) where G is of maximal rank and F is non-deroga-
tory if m = n  2 and p = 0; or
(iv) a representation (0, F,H) where F is non-derogatory and H is of maximal
rank if m = 0 and 2  n = p; or
(v) a representation (G, F,H) where G and H are of maximal rank and F is
non-derogatory if m = n = p  2; or
(vi) of form Sm−n1 ⊕ (G, F,H) where (G, F,H) is a regular point in Rn,n,p if
m > n > p; or
(vii) of form (G, F,H)⊕ Sp−n3 where (G, F,H) is a regular point in Rm,n,n if
m < n < p; or
(viii) of form Sm−n1 ⊕ (G, F,H)⊕ Sp−n3 where (G, F,H) is a regular point in
Rn,n,n if m  n  p.
Proof. If (m, n, p) ∈ s(Qi/s/o) then any regular point in Rm,n,p must be a Schur
representation with dimension vector (m, n, p) by the closed orbit lemma (cf. [13,
Lemma 3.7]). If (G, F,H) is a regular point in Rn,n,n, then, by Lemma 2.1, G and
H are of maximal rank. Therefore (G, F,H) is isomorphic to (I, F ′, I ) for some F ′
similar to F. Hence dimEnd(G, F,H) = dimEnd(I, F ′, I ) = dimEnd(F ′), which is
minimal if and only if F ′, thus F, is non-derogatory (cf. [3, Proposition 2.5]). Sim-
ilarly we may determine the regular points in system space Rm,n,p for (m, n, p) =
(0, n, 0) or (n, n, 0) or (0, n, n) with n  2. Up to now we characterized the regular
points in system space R(m,n,p) with (m, n, p) ∈ (Qi/s/o).
If m > n > p, then (G, F,H) can be divided into the direct sum 1 ⊕ 2 for
1 = Sm−n1 and some 2. Consider the Pierce decomposition:
End(1 ⊕ 2) =
[
End(1) Hom(2,1)
Hom(1,2) End(2)
]
(cf. [14]). It is obvious that dimEnd(1) = (m− n)2 and dimHom(2,1) =
(m− n)n. Therefore dimEnd(G, F,H) is minimal if and only if Hom(1,2) = 0
and dimEnd(2) is minimal, i.e. 2 is a regular point in Rn,n,p. Dually, we may deal
with the case m < n < p.
If m  n  p then (G, F,H) can be divided into the direct sum 1 ⊕ 2 ⊕ 3
for 1 = Sm−n1 , 3 = Sp−n3 and some 2. Consider the Pierce decomposition:
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End(1 ⊕ 2 ⊕ 3) =

 End(1) Hom(2,1) Hom(3,1)Hom(1,2) End(2) Hom(3,2)
Hom(1,3) Hom(2,3) End(3)

 .
It is obvious that dimEnd(1) = (m− n)2, dimHom(2,1) = (m− n)n,
dimHom(3,2) = (p − n)n, dimEnd(3) = (p − n)2, and Hom(3,1) =
Hom(1,3) = 0. Therefore dimEnd(G, F,H) is minimal if and only if
Hom(1,2) = Hom(2,3) = 0 and dimEnd(2) is minimal, i.e. 2 is a regular
point in Rn,n,n. 
Next, we characterize the regular points in system space Rm,n.
Theorem 3.2. A regular point in Rm,n is:
(i) a Schur representation if (m, n) ∈ s(Qi/s); or
(ii) a representation (0, F ) where F is non-derogatory if m = 0 and n  2; or
(iii) of form Sm−n1 ⊕ (G, F ) where G is of maximal rank and F is non-derogatory if
m  n.
Proof. It is enough to restrict Theorem 3.1 to the case p = 0. 
Remark 3.3. In [18], Tannenbaum conjectured that complete reachability is also a
necessary condition of a point being regular. In general, this is not true. Indeed, by
Theorem 3.2, the system (0, d) with d ∈ k is a regular point in the system space R0,1,
but it is not completely reachable. For non-trivial cases, the system
([
1
0
]
,
[
1 0
0 0
]
,
[
1 1
])
in R1,2,1 is regular and completely observable but not completely reachable, and the
system
([
1
1
]
,
[
1 0
0 0
]
,
[
1 0
])
in R1,2,1 is regular and completely reachable but not completely observable.
4. Prestable points in system spaces
Once we have a reduced algebraic group acting on an affine space, it is natural
to consider related invariant theory. First of all we consider the categorical quotient.
Indeed, this was solved more general by Donkin.
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Proposition 4.1. The morphismφ :Rm,n,p → kn, (G, F,H) → (s1(F ), . . . , sn(F )),
where si(F )are the coefficients of the characteristic polynomial of F, is the categorical
quotient of Rm,n,p by Gm,n,p.
Proof. This follows from [4, Proposition]. 
Recall that a point (G, F,H) in Rm,n,p is called semi-stable provided there ex-
ists an invariant f such that (G, F,H) ∈ (Rm,n,p)f . Denote by Rssm,n,p the set of all
semi-stable points in Rm,n,p. A point in the set Rm,n,p − Rssm,n,p is called a null form.
Proposition 4.2. The set of null forms is precisely the set of (G, F,H) with F being
nilpotent.
Proof. If (G, F,H) is a null form then all the invariants will vanish at this point.
In particular, we have s1(F ) = · · · = sn(F ) = 0. It follows from Cayley–Hamilton
theorem that F is nilpotent. 
Next it is natural to consider geometric quotient. Indeed, to construct the geomet-
ric quotient we have to determine the prestable points. Recall that a point  in Rm,n,p
is called prestable if there is an invariant principal affine open subset containing
 in which all orbits are closed. A point  in Rm,n,p is called stable if there is an
invariant f such that  ∈ (Rm,n,p)f and for which all orbits are closed. We denote
by Rsm,n,p, R
pre
m,n,p and R
reg
m,n,p the sets of all stable, prestable and regular points in
Rm,n,p respectively. The following result is well-known.
Lemma 4.3. Rprem,n,p ⊆ Rregm,n,p.
Proof. For any  ∈ Rprem,n,p, we have O(), the orbit of , and Rm,n,p − Rprem,n,p are
disjoint closed invariant subsets of Rm,n,p. It follows from [13, Theorem 3.5] that
φ(O()) and φ(Rm,n,p − Rprem,n,p) are disjoint closed subsets of kn, where φ is that
defined in Proposition 4.1. Since φ is surjective, one has φ(Rprem,n,p) ∩ φ(Rm,n,p −
R
pre
m,n,p) = ∅ and φ(Rprem,n,p) ∪ φ(Rm,n,p − Rprem,n,p) = kn. Therefore Rprem,n,p =
φ−1(U) where U := kn − φ(Rm,n,p − Rprem,n,p) is an open subset of kn. By [13,
Corollary 3.5.3], we have Rprem,n,p is an orbit space. Hence, Rprem,n,p ⊆ Rregm,n,p, by [13,
Lemma 3.9]. 
Proposition 4.4. If f ∈ k[xij , yqr , zst ] where j  m, s  p and i, q, r, t  n, and
(Rm,n,p)f is Gm,n,p-invariant, then there is an invariant f1 ∈ k[xij , yqr , zst ]Gm,n,p
such that (Rm,n,p)f = (Rm,n,p)f1 .
Proof (cf. the proof of [3, Proposition 2.10]). Let f =∏ri=1 peii be the prime factor-
ization of f. Set f1 :=∏ri=1 pi . Clearly (Rm,n,p)f = (Rm,n,p)f1 and V (f ) = V (f1)
where V (f ) denotes the zero set of f. Now V (f1) =⋃ri=1 V (pi) is a decomposition
of V (f1) into an irredundant union of irreducible varieties. It is well-known that such
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a decomposition is unique up to permutation. Since (Rm,n,p)f1 is Gm,n,p-invariant,
V (f1) is also Gm,n,p-invariant. Thus if g ∈ Gm,n,p, then g · V (pi) = gV (pi)g−1 =
V (pj ) for each i = 1, . . . , r and for some j, i.e., V (pgi ) = V (pj ). By the weak
Nullstellensatz we have (pgi )|paij and pj |(pgi )bi for positive integers ai and bi . Of
course each pgi is also irreducible, thus we have p
g
i |pj and pj |pgi . Consequently,
p
g
i = αij (g)pj where αij (g) is a unit in k[xij , yqr , zst ], i.e. a non-zero scalar, de-
pending on g. In fact, f g1 = χ(g)f1 for χ(g) ∈ k − {0}, and we can check that
χ(g1g2) = χ(g1)χ(g2), i.e., χ is a character of Gm,n,p and f1 is a relative invariant
of weight χ . Furthermore, f g1 = χ(g)f1 implies that χ is a rational character of
Gm,n,p and all such characters are expressible as det(g)d :=∏3i=1 det(gi) where
g1 ∈ Glm, g2 ∈ Gln, g3 ∈ Glp and d := (d1, d2, d3). If g = λI then clearly f1(x) =
f
g
1 (x) = λmd1+nd2+pd3f1(x). Choosing x ∈ (Rm,n,p)f1 and λ not to be a root of
unity, we obtain t = 0, i.e., χ is the trivial character. Hence (Rm,n,p)f = (Rm,n,p)f1
with f1 ∈ k[xij , yqr , zst ]Gm,n,p . 
Corollary 4.5. Rsm,n,p = Rprem,n,p.
Proof. This follows from Proposition 4.4 and the definitions of stable and prestable
points. 
The following theorem implies that to construct geometric quotient is not inter-
esting for the action of Gm,n,p on Rm,n,p.
Theorem 4.6. Rsm,n,p = Rregm,n,p = Rm,n,p if n = 0;Rsm,n,p = {(0, F, 0) ∈ R0,n,0 |F
has distinct eigenvalues} if m = p = 0; Rsm,n,p = ∅ otherwise.
Proof. If n = 0, then each representation in Rm,n,p is semi-simple. It is well-known
that each Gm,n,p orbits in Rm,n,p are closed, i.e., Rm,n,p ⊆ Rsm,n,p. If m = p = 0
then by [3, Proposition 2.9] we have Rsm,n,p = {(0, F, 0) ∈ R0,n,0 |F has distinct
eigenvalues}. Otherwise, assume that  is a stable point in system space Rm,n,p. By
[11, Proposition 2.6] and the correspondence between 1-PSG and filtration discussed
in [11, Section 3], we have that  is a semi-simple representation. Note that the
only simple representations in Rm,n,p are (0, 0, 0) ∈ R1,0,0, (0, 0, 0) ∈ R0,0,1 and
(0, λ, 0) ∈ R0,1,0 with λ ∈ k. It follows from Corollary 4.5, Lemma 4.3 and Theorem
3.1 that Rsm,n,p = ∅. 
Remark 4.7. By Theorem 4.6, we can see easily that the statement “an input pair
(G, F ) in system space is prestable if and only if G is of maximal rank and (G, F )
is completely reachable” in [17] is not correct.
Remark 4.8. Of course we may restrict all the results in this section to the case
p = 0, i.e., we can obtain similar results on quiver Qi/s.
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5. Generic decompositions
In this section, we consider another generic property of linear systems on decom-
positions of dimension vectors which was first introduced by Kac. If  is a represen-
tation in Rm,n,p and  =⊕i where each i is an indecomposable representation,
Kac showed that there is a non-empty open subset U of Rm,n,p such that for all 
in U, the dimension vector of i is independent of . He called the correspond-
ing sum (m, n, p) :=∑(mi, ni, pi) the canonical decomposition of the dimension
vector (m, n, p) (see [7–9]). Canonical decomposition is also called generic decom-
position (see [12]). From now on we denote by (m, n, p) =⊕(mi, ni, pi) the ge-
neric decomposition of (m, n, p). Moreover, we define q(m, n, p) :=⊕(m, n, p),
the sum of q times of (m, n, p) for any positive integer q.
Theorem 5.1. The generic decomposition of the dimension vector m, n, p is:
(i) (m, n, p) if (m, n, p) ∈ s(Qi/s/o); or
(ii) n(0, 1, 0) if n  2 and m = p = 0; or
(iii) n(1, 1, 0) if m = n  2 and p = 0; or
(iv) n(0, 1, 1) if m = 0 and 2  n = p; or
(v) n(1, 1, 1) if m = n = p  2; or
(vi) (m− n)(1, 0, 0)⊕ (n, n, p) if m > n > p; or
(vii) (m, n, n)⊕ (p − n)(0, 0, 1) if m < n < p; or
(viii) (m− n)(1, 0, 0)⊕ (n, n, n)⊕ (p − n)(0, 0, 1) if m  n  p.
Proof. (i) This is clear, since all Schur representations which are indecomposable
with dimension vector (m, n, p) form an open and dense subset of Rm,n,p.
(ii) This is also clear, indeed, all representations (0, F, 0) where F has different
eigenvalues, on one hand form an open and dense subset of R0,n,0, on the other hand
can be decomposed into the direct sum of n indecomposable representations with
dimension vector (0, 1, 0).
Next we will give proofs for cases (iii), (iv) and (v) by using Schofield’s criterion
(see [16, Theorem 4.2]). Define the Euler inner product
〈(m1, n1, p1), (m2, n2, p2)〉 := m1m2 + p1p2 −m1n2 − n1p2.
(iii) Note that (1, 1, 0) is a Schur root and 〈(1, 1, 0), (1, 1, 0)〉 = 1 > 0. Applying
[16, Theorem 4.2] we have (n, n, 0) = n(1, 1, 0) is the generic decomposition of
(n, n, 0). Similarly we may deal with the case (iv).
(v) Note that (1, 1, 1) is a Schur root and 〈(1, 1, 1), (1, 1, 1)〉 = 0. Construct-
ing two representations (1, 0, 1) and (1, 1, 1) with dimension vector (1, 1, 1), we
have Hom((1, 0, 1), (1, 1, 1)) = Hom((1, 1, 1), (1, 0, 1)) = 0, i.e., Hom((1, 1, 1),
(1, 1, 1)) vanishes generally. Therefore Ext1((1, 1, 1), (1, 1, 1)) vanishes generally.
Applying [16, Theorem 4.2] again we have (n, n, n) = n(1, 1, 1) is the generic de-
composition of (n, n, n).
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Now we have two ways to solve remained three cases: one is applying Schofield’s
criterion, the other is as follows, which can avoid many calculations and construc-
tions though these are not so difficult. We will only deal with the case (viii), the cases
(vi) and (vii) are very similar.
(viii) Define the regular map φ : Glm,n,p × Rm−n,0,0 × Rn,n,n × R0,0,p−n −→
Rm,n,p, (g,1,2,3) → g(1 ⊕ 2 ⊕ 3)g−1. Obviously, φ is surjective. Since
(n, n, n) has generic decomposition (n, n, n) = n(1, 1, 1), there exists an open and
dense subset U of Rn,n,n such that every representation in U is a direct sum of n inde-
composable representations with dimension vector (1, 1, 1). Since V := Glm,n,p ×
Rm−n,0,0 × U × R0,0,p−n is an open and dense subset of Glm,n,p × Rm−n,0,0 ×
Rn,n,n × R0,0,p−n, φ(V ) is a constructible and dense subset ofRm,n,p. Consequently,
there is an open and dense subset W of Rm,n,p with W ⊆ φ(V ) (cf. [2]). It is clear
that each representation in W can be decomposed into a direct sum of indecompos-
able representations with dimension vectors (1, 0, 0) or (0, 0, 1) or (1, 1, 1) whose
multiplicities are m− n, n and p − n respectively. 
Restricted to the quiver Qi/s, the following result holds.
Theorem 5.2. The generic decomposition of the dimension vector (m, n) is:
(i) (m, n) if (m, n) ∈ s(Qi/s); or
(ii) n(0, 1) if m = 0 and n  2; or
(iii) (m− n)(1, 0)⊕ n(1, 1) if m  n.
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