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Abstract
This paper locates cocyclic Hadamard matrices within the mainstream of combinatorial design
theory. We prove that the existence of a cocyclic Hadamard matrix of order 4t is equivalent
to the existence of a normal relative dierence set with parameters (4t; 2; 4t; 2t). In the basic
case we note there is a corresponding equivalence between coboundary Hadamard matrices and
Menon{Hadamard dierence sets. These equivalences unify and explain results in the theories
of Hadamard groups, divisible designs with regular automorphism groups, and periodic autocor-
relation functions. ? 2000 Elsevier Science B.V. All rights reserved.
MSC: primary 05B20; secondary 05B05; 05B10; 20J06
1. Introduction
In the mid-1980s, de Launey (see [6]) derived a functional constraint on the entries of
a two-dimensional combinatorial design which, if satised, enabled the two-dimensional
design to be extended to form a sequence of proper higher dimensional designs. That
paper, together with [9], also exhibited large families of Hadamard matrices, weighing
matrices, orthogonal designs, generalised Hadamard matrices and generalised weigh-
ing matrices which satised the condition. Horadam later identied the condition as a
2-cocycle equation. In [20] de Launey and Horadam rederived the equation by consid-
ering the development of an abstract (two-dimensional) combinatorial design from an
initial row. The presence of the cocycle results from there being a group of row and
a group of column operations each of which preserves the dening properties of the
combinatorial design. When these two groups coincide, they become the target group
for the cocycle map. In the case of weighing matrices and Hadamard matrices, that
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group is h−1i = Z2: a row or column can be negated without destroying orthogonality.
In this special case, the theory leads directly to relative dierence sets. Our purpose in
this paper is to identify the precise place within the theory of dierence sets occupied
by cocyclic Hadamard matrices.
Assume throughout that G is a nite group of order v. A (normalised, binary,
two-dimensional) cocycle is a set map  :G  G ! h−1i satisfying  (1; 1) = 1 and
 (g; h) (gh; k) =  (g; hk) (h; k) 8g; h; k 2 G:
A cocycle  over G is naturally displayed as a cocyclic matrix M ; that is, under
some xed ordering of the elements of G which indexes rows, and some (possibly
dierent) xed ordering of the elements of G which indexes columns, the entry in the
(g; h)th position of the cocyclic matrix is  (g; h), for all g; h 2 G. Hadamard matrices
of many classes are (equivalent to) cocyclic matrices. As we show, Sylvester Hadamard
matrices, Williamson-type Hadamard matrices, Paley Hadamard matrices, Ito's-type Q
Hadamard matrices and Yamada's generalised quaternion Hadamard matrices are in-
cluded. Holzmann and Kharaghani [18] show that any complex Golay sequence of
length t determines a cocyclic Hadamard matrix of order 4t. We point out that each of
Jedwab's [30] generalised perfect binary arrays GPBA(s1; : : : ; sr) of energy e=
Qr
i=1 si
determines a cocyclic Hadamard matrix of order 4t = e. All of this supports a co-
cyclic strengthening of the Hadamard Conjecture, rst stated in [9, Conjecture 3:6]: that
for every t there exists a cocyclic Hadamard matrix of order 4t. The strongest evi-
dence supporting the conjecture is the following asymptotic result of de Launey and
M. J. Smith.
Theorem 1.1 ([10, Theorem 1:1:2]). Let s be any odd positive integer. There exists
a cocyclic Hadamard matrix of order s2t for t>b8 log2sc.
That paper exhibits a rich supply of normal relative (4t; 2; 4t; 2t)-dierence sets and
gives techniques to construct them. Any armative evidence in support of the \co-
cyclic" Hadamard conjecture further enriches this supply. For further details of the
theory, computation and examples of cocyclic matrices see [2,9,13,14,20,21].
An outline of the rest of the paper follows. Section 2 deals in depth with dif-
ference sets, designs, and perfect binary arrays, using Flannery's recently discovered
equivalence between cocyclic Hadamard matrices and Ito's Hadamard groups. It is
well known that group developed matrices (which essentially constitute the base class
of cocyclic matrices) are equivalent to Menon{Hadamard dierence sets and conse-
quently to (4u2; 2u2 − u, u2 − u)-designs with regular automorphism groups. (As a
consequence, we may extend the equally well-known equivalence between perfect bi-
nary arrays and Menon{Hadamard dierence sets from the context of abelian groups
to that of nonabelian groups.) In Section 2, we show how this may be viewed as a
special case of a more general phenomenon: equivalence between cocyclic Hadamard
matrices, relative dierence sets, and group divisible designs. In Section 3 we ap-
ply the results of Section 2 to reconcile terminology and concepts that have arisen
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from dierent perspectives adopted within the theories of Hadamard groups, class
regular transversal designs, relative dierence sets and cocyclic Hadamard matrices.
Sections 4 applies some of the ideas covered in Sections 2 and 3 to show that
Sylvester Hadamard matrices, Williamson-type Hadamard matrices, Paley Hadamard
matrices, type Q Hadamard matrices and generalised quaternion matrices are all
cocyclic.
A comment on convention: as in [1], we will index the rows of an incidence matrix
A of a square design by blocks, and index columns of A by points. Other authors,
such as Beth et al. [3] and Pott [34], use the dual indexing convention, with incidence
matrix the transpose A> of ours.
2. Cocyclic Hadamard matrices and extension groups
Each cocycle  :G  G ! h−1i determines a central extension E of Z2 by G:
E is the group with elements f(1; g) j g 2 Gg and multiplication (u; g)(w; h) =
(uw (g; h); gh). If a cocyclic matrix is Hadamard, we say the cocycle involved is
orthogonal; in that case, if v> 2 then v = 4t for some t>1. The discussion in this
section makes use of the canonical extension group E associated to an orthogonal co-
cycle  . Such extension groups have been extensively studied by Ito (see [23,25{29]),
to whom the following denitions are due. A Hadamard group E is a group of order
8t, t>1, containing a central subgroup h−1i = Z2 such that there is a transversal T
for the cosets of h−1i in E with
jT \ Txj= 2t; 8x 2 Enh−1i: (1)
T is called a Hadamard subset of E, and may be selected to contain 1.
Theorem 2.1 (Flannery [15, 3:2; 3:3]). If  is orthogonal then E is a Hadamard
group with f(1; g) j g 2 Gg as a Hadamard subset. If E is a Hadamard group with a
Hadamard subset T containing 1 and G=E=h−1i; dene :G ! T by  : eh−1i 7! e;
for e 2 T . Then  :G  G ! h−1i dened by
 (g; h) = (gh)−1(g)(h)
is an orthogonal cocycle.
Remark 2.2. A Hadamard matrix with its rst row normalised (all row entries 1)
necessarily has zero row-sum everywhere else. (An analogous statement follows for
columns upon taking the transpose.) This property turns out to completely characterise
the Hadamard condition for cocyclic binary matrices. That is (see [2, Lemma 2:6]), a
cocycle  :G  G ! h−1i is orthogonal if and only if, for each g 2 Gnf1g, we have
jfh 2 G j  (g; h) = 1gj= 2t (equivalently, jfh 2 G j  (h; g) = 1gj= 2t).
Suppose now that E is an arbitrary central extension of h−1i by G = E=h−1i and
T = f(g) j g 2 Gg is a transversal for the cosets of h−1i in E containing 1. Let  be
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dened as in Theorem 2.1. Then it is not hard to see that
T \ Tx = f(gh)j (g; h) = u for some g 2 Gg
and also
T \ xT = f(hg)j (h; g) = u for some g 2 Gg:
By Remark 2.2, we may therefore replace the constraint (1) in the denition of
Hadamard group by the constraint
jT \ xT j= 2t; 8x 2 Enh−1i (2)
(although note that a Hadamard subset under one denition need not be a Hadamard
subset under the other.) The passage to dierence sets is now immediate. We rst
recall the requisite denitions.
Elliott and Butson [12] dene a relative (v; m; k; )-dierence set in a group F relative
to a normal subgroup N , where jF j = vm and jN j = m. This is a k-element subset
D of F such that the multiset of quotients d1d−12 of distinct elements d1; d2 of D
contains each element of FnN exactly  times, and contains no elements of N (thus
k(k − 1) = m(v− 1) and v 6= 2k). Equivalently,
jD \ xDj= ; 8x 2 FnN: (3)
A relative dierence set is a partial transversal of the cosets of N in F , and a complete
transversal if k=v. This generalises the notion of a (v; k; )-dierence set in F , which is
just a relative (v; 1; k; )-dierence set in F . (More recently, some authors have relaxed
the condition that the subgroup N be normal in the denition of relative dierence
set.)
A square (group) divisible (v; m; k; )-design consists of a set of vm points and a set
of vm blocks, where each point is in k blocks and each block consists of k points.
Further, the point set is partitioned into v point classes (\groups") of m points each,
such that two points in distinct classes are both contained in precisely  blocks, and
no block contains distinct points in the same class. A (v; k; )-design is just a divisi-
ble (v; 1; k; )-design. When k = v>3, the class of square divisible (v; m; v; )-designs
coincides with the class of transversal designs TD(v; m) [3, Proposition I:7:3].
For the next theorem we need a denition. A square divisible (v; m; v; )-design is
class regular with respect to N if it admits an automorphism group N that stabilises
each point class and acts regularly on each of them.
Remark 2.3. The equivalence between the existence of a relative (v; m; k; )-dierence
set in F relative to N and the existence of a divisible (v; m; k; )-design class regular
with respect to N and with F as a regular group of automorphisms is standard; see
[34, Theorem 1:1:11], for example.
We note that a square (v; k; )-design is symmetric in the sense of [34]; that is,
its dual is also a (v; k; )-design. Although a square divisible (v; m; k; )-design is not
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always symmetric, it is, if it is also class regular [31, Corollary 6:9]. This property is
guaranteed in the special case described in the next theorem.
Theorem 2.4 (de Launey [7,10]). The following statements are equivalent.
I: There is a cocyclic Hadamard matrix over G.
II: There is a (normal) relative (4t; 2; 4t; 2t)-dierence set in a central extension of
h−1i by G; relative to h−1i.
III: There is a divisible (4t; 2; 4t; 2t)-design; class regular with respect to h−1i; and
with a central extension of h−1i by G as a regular group of automorphisms.
Proof. We noted the general version of II , III in Remark 2.3. Comparison of (2)
with (3) proves that a normal relative (4t; 2; 4t; 2t)-dierence set yields a Hadamard
subset of a Hadamard group. Application of Theorem 2.1 proves the equivalence
I, II.
As far as we are aware, Theorem 2.4 was initially stated and a (dierent) proof out-
lined by de Launey in seminars given at the Royal Melbourne Institute of Technology
and the Hadamard Centenary Conference, in 1993 [7]. A dierent proof of I , II is
given in [10, Theorem 3:2]. The result has been generalised somewhat by Perera and
Horadam in [33].
The equivalence between the existence of a Hadamard matrix of order 4t and the ex-
istence of a class regular divisible (4t; 2; 4t; 2t)-design with respect to Z2 is well-known.
Theorem 2.4 characterises the precise eect on this equivalence when one requires that
the class regular group Z2 be centrally embedded in a regular automorphism group of
the full design. In particular, it highlights the ro^le played by the cocycle, and provides
a new approach to construction of normal relative (4t; 2; 4t; 2t)-dierence sets. Thus we
obtain a positive solution to Problem 5 of [34, p. 46].
Corollary 2.5. The cocycle  :GG ! h−1i is orthogonal if and only if f(1; g) j g 2
Gg is a (normal) relative (4t; 2; 4t; 2t)-dierence set in E .
Next, we specialise these results to the basic class of cocycles, the coboundaries. A
coboundary @ :GG ! h−1i is a cocycle derived from some set map  :G ! f1g
having (1)=1, by setting @(g; h)=(g)(h)(gh) for all g; h 2 G. A cocyclic matrix
coming from @ is clearly Hadamard equivalent to the group developed matrix [(gh)]
| it is the normalised group developed matrix. A group developed matrix has constant
row-sum. If it is Hadamard, 4t must be a square; say t = u2. (The constant row-sum
is then 2u. Note that by Remark 2.2, to prove a group developed binary matrix
is Hadamard, it suces to verify that its rst row is orthogonal to every other row.)
Suppose v=4u2. Following [5, p. 301], we call a (4u2; 2u2−u; u2−u)-dierence set in G
a Menon{Hadamard dierence set. For convenience, we assume a Menon{Hadamard
dierence set (if it exists) contains 1. Theorem 2.4 specialises to Menon{Hadamard
dierence sets in Corollary 2.7 below, towards which we now work.
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If in Corollary 2.5 we have  = @ for known , we can relate the stated normal
relative dierence set in E to a Menon{Hadamard dierence set, and to a correspond-
ing normal relative (4u2; 2; 4u2; 2u2)-dierence set in Z2  G. Part of this relationship
was discovered previously by Jungnickel [31] and also Ito [26, Proposition 1], in terms
of Hadamard groups.
Theorem 2.6. Suppose v = 4u2. Let D be a subset of G of cardinality 2u2 − u; with
characteristic function :G ! f1g. Dene R = f((g); g); g 2 GgZ2  G. Then
the following statements are equivalent.
i. The coboundary @ is orthogonal.
ii. D (or D) is a Menon{Hadamard dierence set in G.
iii. R is a normal relative (4u2; 2; 4u2; 2u2)-dierence set in Z2  G relative to
Z2  f1g.
Proof. Set  = @. The map  :E ! Z2  G dened by (u; g) = (u(g); g) is an
isomorphism which preserves Z2  f1g. Furthermore (f(1; g) j g 2 Gg) = R, and
so i , iii follows from Corollary 2.5. Now note R = (f1g  D) [ (f−1g  D) and
f1gD=R\(f1gG), so ii , iii is a consequence of [31, Theorem 3:7, Proposition
3:9].
We remark that f(1; g) j g 2 Gg can never be a normal relative (4u2; 2; 4u2; 2u2)-
dierence set in Z2  G. By Theorems 2.4 and 2.6 and Remark 2.3, we obtain the
next result, a basic case of Theorem 2.4.
Corollary 2.7. The following statements are equivalent; for v= 4u2.
I#. There is a group developed Hadamard matrix over G.
II#. There is a Menon{Hadamard dierence set in G.
III#. There is a (4u2; 2u2 − u; u2 − u)-design with G as a regular group of automor-
phisms.
The existence of a constant row-sum Hadamard matrix is equivalent to the existence
of a (4u2; 2u2 − u; u2 − u)-design (see [1, Section 7:10]). Corollary 2.7 characterises
those Hadamard matrices where the design is developed from a Menon{Hadamard
dierence set.
If G is abelian, an additional equivalent object is much studied.
Denition 2.8. An r-dimensional array A = (a(i1; : : : ; ir)) with a(i1; : : : ; ir) = 1 for
06ik6sk−1; 16k6r is called an s1s2  sr perfect binary array if the periodic
autocorrelation function RA dened by
RA[j1; j2; : : : ; jr] =
s1−1X
i1=0
: : :
sr−1X
ir=0
a(i1; : : : ; ir)a(j1 + i1; : : : ; jr + ir)
is 0 for all (j1; : : : ; jr) 6= (0; : : : ; 0). (We assume that some sk is not 1, and that the
index jk + ik is reduced mod sk .)
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Suppose G=Zs1Zs2  Zsr , where
Qr
i=1 si=4u
2. Corollary 2.7 II# is equivalent
to
IV=ab. There is an s1  s2      sr perfect binary array.
This was stated for r = 2 by Chan et al. [4] and for all r by Kopilovich [32]. The
proof outlined by Jedwab [30, Theorem 3:1] explicitly identies the Menon{Hadamard
dierence set with the \set equivalent" of the perfect binary array A, dened to be
f(j1; j2; : : : ; jr) 2 G j a(j1; j2; : : : ; jr) =−1g
and consequently makes the presumption that the perfect binary array has fewer terms
equal to −1 than +1. Without loss of generality, we will assume that the Menon{
Hadamard dierence set D in G and the perfect binary array A are related by
(j1; j2; : : : ; jr) 2 D , a(j1; j2; : : : ; jr) = 1:
Obviously Corollary 2.7 can be used to extend the denition of a perfect binary
array over an abelian group to one over an arbitrary nite group.
Denition 2.9. If v= 4u2, a sequence A= (a(g)g2G) with a(g) =1 for all g 2 G is
called a perfect binary array over G ifX
g2G
a(g)a(hg) = 0; 8h 2 Gnf1g:
It is then straightforward to prove from the denitions that the top row of a group
developed Hadamard matrix over G is a perfect binary array over G and vice versa.
Lemma 2.10. Statements I#; II# and III# of Corollary 2:7 are all equivalent to:
IV#. There exists a perfect binary array over G.
The concept of perfect binary array has a cocyclic generalisation, introduced in [22].
Proposition 2.11. If v=4t; a sequence A=( (g; h)(g;h)2GG) with  (g; h)=1 for all
g; h 2 G is dened to be a G-cocyclic perfect binary array of energy v if  :GG !
h−1i is an orthogonal cocycle. Statements I; II; III of Theorem 2:4 are all equivalent
to:
IV. There exists a G-cocyclic perfect binary array.
Standard recursive constructions for the equivalent objects of this section may be
easily deduced. As noted after [15, Proposition 3:6], the Kronecker product of a pair
of cocyclic Hadamard matrices is cocyclic Hadamard over the direct product of the
pair of groups involved. The corresponding constructions for perfect binary arrays [30,
Result 4:2], Menon{Hadamard dierence sets [34, Corollary 2:2:4], Hadamard groups
[25, Proposition 3] and relative dierence sets [34, Lemma 2:2:3] are well-known.
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3. Some associated combinatorial design theory
The concept of cocyclic Hadamard matrix and the concept of Hadamard group each
has its origin in combinatorial design theory, as it appears in the work of de Launey
et al., respectively. Equivalent and almost equivalent objects in the theory have been
given dierent names by these authors. For the record, in this section we indicate some
of the corresponding terms (and so deal with Problem 6 of [19]).
We rst focus on the group divisible design. Let H be a 4t  4t Hadamard matrix,
and form the matrix
H −H
−H H

=

1 −1
−1 1

⊗ H: (4)
Write A= 12(H + J ) and A for the complement of A, so that the (0; 1)-version of this
matrix is the singular matrix
=

A A
A A

:
Now A>A+ ( A)> A= 2t(J4t + I4t) and A> A+ ( A)>A= 2t(J4t − I4t), so that
>= 4tI8t − 2tJ2 ⊗ I4t + 2tJ8t :
Therefore (cf. [34, p. 3])  is an incidence matrix of a divisible (4t; 2; 4t; 2t)-design,
D. It is evident from the structure of  that D is self-complementary; that is, the
complement of each block in the set of points is a block in the design. Furthermore, it
is readily veried that > = >. In other words, the divisible (4t; 2; 4t; 2t)-design
corresponding to a Hadamard matrix is symmetric: its dual is also a square divisible
(4t; 2; 4t; 2t)-design (this is to be expected from Jungnickel's result [31, Theorem 2:10]).
Conversely, if D is a self-complementary divisible (4t; 2; 4t; 2t)-design, then the
(−1; 1)-version of an incidence matrix of D is of the form (4), where H is Hadamard.
It is clear that a divisible (4t; 2; 4t; 2t)-design that is self-complementary is class reg-
ular with respect to Z2, and vice versa. This gives explicitly the equivalence between
the existence of a Hadamard matrix of order 4t and the existence of a class regular
divisible (4t; 2; 4t; 2t)-design with respect to Z2, mentioned before Corollary 2.5.
In [7] de Launey refers to D as the associated GDD of H . Ito refers to a self-comple-
mentary divisible (4t; 2; 4t; 2t)-design as the matrix design of H as early as 1981 [23]
and as a Hadamard design of order 8t in Section 1 of [25]. (This is not standard
usage of the term \Hadamard design", as in Section 7:2 of [1], for example.)
We now prove the implication I ) III of Theorem 2.4 directly, constructing the
divisible design explicitly from a cocyclic Hadamard matrix. This will illustrate the
eect of the presence of an orthogonal cocycle on these designs.
Assume again that v=4t, x an ordering fg1 = 1; : : : ; gvg of the elements of G, and
let H = [ (gi; gj)] be a cocyclic Hadamard matrix over G. In the multiplication table
of the Hadamard group E ,
(1; gi)(1; gj) = (−1; gi)(−1; gj) = (+ (gi; gj); gigj);
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Fix the ordering f(1; 1); : : : ; (1; gv); (−1; 1); : : : ; (−1; gv)g of E . Then the group de-
veloped matrix over E dened by the map  : (u; g) 7! u has the form (4). Since
this matrix is group developed, it has E as a regular group of automorphisms, so
the (0; 1)-version is the incidence matrix of a group divisible (4t; 2; 4t; 2t)-design on
which E acts regularly. The point classes of this divisible design are the pairs f(1; gi);
(−1; gi)g; 16i6v, each of which is clearly stabilised by h−1i (identied with h(−1; 1)i).
This completes the proof.
Ito considers mainly those matrix designs which have a regular group of automor-
phisms that is a Hadamard group, where implicitly the central Z2 is stabiliser of each
point class. The Hadamard matrix he denes in Section 4 of [25] is Hadamard equiv-
alent to the transpose of the cocyclic Hadamard matrix we associate with a Hadamard
group in Theorem 2.1. The corresponding divisible design is dual to the one considered
here.
As noted earlier, the equivalence between cocyclic Hadamard matrices and relative
(4t; 2; 4t; 2t)-dierence sets (I, II in Theorem 2.4) was rst observed by de Launey.
Ito has also described a Hadamard subset as a relative dierence set [27].
In the terminology of [20], the set f(u; (u; gi)) j (u; gi) 2 E g is the weak dif-
ference set from which the cocyclic Hadamard matrix H is constructed, and (4)
is called the expanded design of H . This more general denition allows for
extensions by G of groups other than h−1i, but in our present case the weak dif-
ference set is entirely specied by the terms with u = 1, that is, by the normal rel-
ative (4t; 2; 4t; 2t)-dierence set f(1; gi); 16i6vg in E . So the two denitions are
equivalent.
4. Families of cocyclic Hadamard matrices
In this section we describe some of the cocycles associated to some well-known
families of Hadamard matrices.
4.1. Sylvester{Hadamard matrices
If G = (Z2)n then  (u; C) = (−1)uC, for all u; C 2 G, is an orthogonal cocycle and
M is a Sylvester{Hadamard matrix of order 2n. (We note in passing that this can also
be shown using the Kronecker product construction of previous section.)
4.2. Williamson-type Hadamard matrices
Let t be an odd positive integer. Williamson [37] showed that if the matrices A; B; C
and D are circulant symmetric (1;−1)-matrices of order t such that
AA> + BB> + CC> + DD> = 4tIt ; (5)
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then the matrix
H1 =
2
664
A B C D
−B A −D C
−C D A −B
−D −C B A
3
775
is Hadamard. Such a matrix is termed Williamson type. This matrix is seen to be
cocyclic by an argument which appears in [6, 9; see also 2]. We recap this argument,
since it is adapted in the sequel. First, disregarding the signs in H1 and normalising,
we obtain a matrix for a coboundary @, say, over Z22  Zt . Ignoring the letters and
normalising, we obtain a matrix for a cocycle over Z2  Z2. Forming the Kronecker
product of this matrix with Jt , we obtain a matrix for a (non-coboundary) cocycle  
over Z22  Zt . Thus, after normalising, H1 is a cocyclic matrix for  @. The corre-
sponding Hadamard group is Q8  Zt , as shown at the end of [15, Section 5].
Whenever q  1 (mod 4) is a prime power, we may construct the Paley type II
Hadamard matrix of order 2(q + 1). Note that in this case, the order is 4t where t is
odd. Ito [26] describes a group of automorphisms which act on this matrix, and iso-
lates a subgroup which acts regularly on the associated group divisible design. Hence,
he essentially shows that the Paley-type II Hadamard matrix is cocyclic. Turyn [36]
showed how to extract four Williamson matrices of order (q + 1)=2 out of a Paley
conference matrix of order q+ 1. We now show that the Paley-type II Hadamard ma-
trix is equivalent under row and column operations to the Williamson-type Hadamard
matrix constructed by Turyn.
It is well known that for q  1 (mod 4) the Paley conference matrix can be put in
the form
C =

A B
B −A

;
where A and B are symmetric and circulant, B is a (1;−1)-matrix and A has zeros
down the diagonal and 1 entries o the diagonal.
The Paley-type II Hadamard matrix is dened to be
H =

I + C I − C
I − C −I − C

=
2
664
I + A B I − A −B
B I − A −B I + A
I − A −B −I − A −B
−B I + A −B −I + A
3
775 :
Now 2
664
1 0 0 0
0 0 −1 0
0 −1 0 0
0 0 0 1
3
775H
2
664
1 0 0 0
0 0 0 1
0 1 0 0
0 0 −1 0
3
775 ;
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=
2
664
I + A I − A B B
−I + A I + A −B B
−B B I + A −I + A
−B −B I − A I + A
3
775=
2
664
W X Y Z
−X W −Z Y
−Y Z W −X
−Z −Y X W
3
775 ;
where
W = I + A; X = I − A; Y = B and Z = B:
The (W;X; Y; Z)-matrix above is the Williamson array and the matrices W;X; Y; Z given
above are the Williamson matrices obtained by Turyn. So the Paley-type II Hadamard
matrix is equivalent to the Williamson type matrix obtained by Turyn from the Paley
conference matrix of order q  1 (mod 4). Thus the Paley-type II Hadamard matrix is
cocyclic over Zt  Z22 with extension group equal to Q8  Zt .
4.3. Type Q Hadamard matrices
Again, let t be odd, and let R be the (0; 1)-matrix of order t with all 1s on the back
diagonal, and 0s elsewhere. Goethals and Seidel [16] showed that2
664
A BR CR DR
−BR A RD −RC
−CR −RD A RB
−DR RC −RB A
3
775
is Hadamard whenever the matrices A; B; C and D are circulants satisfying (5). This
construction therefore is less restrictive on the constituent circulants than Williamson's.
However, although the matrix is highly structured, it is not always cocyclic. (Ito (pri-
vate communication) advises us that the skew Hadamard matrix of order 36 given by
Goethals and Seidel in [17] has just eight automorphisms.) We now discuss a gen-
eral construction for cocyclic Hadamard matrices employing circulants which is not as
restrictive as Williamson's but more restrictive than Goethals and Seidel's.
Ito [23] introduced type Q Hadamard matrices. These have the form
H2 =
2
664
A B C D
−B A −D C
−C> D> A> −B>
−D> −C> B> A>
3
775 :
He noted [23, Proposition 3] that this matrix is Hadamard if the order t circulants
A; B; C and D satisfy (5) and
AB> + CD> = BA> + DC>: (6)
Ito also noted that the above matrix is exactly a Williamson-type matrix when the
circulants are symmetric. In particular, he observed that the Paley-type II Hadamard
matrix, being Williamson type, is type Q. We show that type Q Hadamard matrices
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are cocyclic over the dihedral group D4t . Consider the matrix
H3 =
2
664
A B DR CR
−B A CR −DR
−DR −CR A B
−CR DR −B A
3
775=
2
664
I 0
0 I
0 R
R 0
3
775H2
2
664
I 0
0 I
0 R
R 0
3
775 :
Since H3 is equivalent to H2, it is sucient to show that H3 is cocyclic over D4t . It was
shown in [7] that if the matrices A; B; C and D are circulants of order t satisfying Eqs.
(6) and (5) then H3 is cocyclic over the group D4t . The argument is similar to that
applied above to H1. Here, the cocycles @ and  are over the group Z2p (Z2 Zt)
which (since t is odd) is isomorphic to D4t . The indexing of the rows and columns of
H3 by the elements of D4t diers, as we specify next. Suppose D4t has the presentation
D4t = ha; b; w jwt = a2 = b2 = 1; ab = a; wa = w; wb = w−1i:
Then the row indexing is
1; wt−1; wt−2; : : : ; w; a; awt−1; : : : ; aw; b; bwt−1; : : : ; bw; ab; abwt−1; : : : ; abw
and the column indexing is
1; w; w2; : : : ; wt−1; a; aw; : : : ; awt−1; b; bw; : : : ; bwt−1; ab; abw; : : : ; abwt−1:
The corresponding Hadamard group is a group of type Q as dened by Ito in [29];
that is, the dicyclic group Q8pZt (this also follows from examination of the expanded
design, as below). Such a group has a unique central subgroup of order 2, whose
quotient is D4t .
Ito [25, Example 3, 31] has derived the Paley-type I Hadamard matrices from a
Hadamard group of type Q. Consequently (the transposes of) the Paley-type I Hadamard
matrices are cocyclic over D4t , where q  3 (mod 4) is a prime power and q+1= 4t.
Of course, the transpose pairs need not be equivalent.
In [15] Flannery shows essentially that there exists a cocyclic Hadamard matrix
of type Q (with Hadamard group of type Q) if and only if there exists a pair of
order 2t (1;−1)-matrices M; N , each the entrywise product of a back circulant and
negacyclic matrix, such that
MM> + NN> = 4tI2t : (7)
Now it may be shown that M and N are each equivalent to 2  2 block negacyclic
matrices where each t  t block is circulant. If M and N are, respectively, equivalent
to 
A B
B −A

and

C D
D −C

;
where A; B; C; D are circulant, then it is easy to see that (5) and (6) together are equiv-
alent to (7). Therefore, Flannery's result strengthens de Launey's earlier constructive
result by implying that there is a cocyclic Hadamard matrix over D4t if and only if
there are four circulants of order t satisfying Eqs. (5) and (6).
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Schmidt [35] has considered Hadamard matrices of the forms H1 and H2 above
in which the submatrices A; B; C; D are all group developed over an arbitrary abelian
group K rather than over Zt , noting that they are cocyclic and that the corresponding
Hadamard groups are Q8K and Q8pK , respectively. It may be readily checked that
these Hadamard matrices are cocyclic over Z2Z2K and Z2p(Z2K), respectively.
4.4. Generalised quaternion Hadamard matrices
At this point it is convenient to consider a wider class of Hadamard matrices, which
include those of type Q (and therefore also the Williamson-type Hadamard matrices).
These are the generalised quaternion Hadamard matrices, rst studied by Yamada, and
we refer the reader to [38] for a formal denition. Informally, we may regard H3 as
being built from the 2 2 block negacyclic matrices
A B
−B A

and

C D
−D C

;
whose component submatrices are again circulants of order t. In the wider class, these
matrices may be 2s  2s block negacyclic matrices (whose component submatrices are
circulants of order t). In [38], Yamada notes that her denition is the same as Ito's
when s= 1. She describes several innite classes of generalised quaternion Hadamard
matrices, and in particular, shows that the Paley-type 1 Hadamard matrix is generalised
quaternion.
To continue, we need a denition. Let Gs; t = Q2s+2nZt be the group with generators
; ; j and relations
2
s+1
= 1; 2
s
= j2 =−1; t = 1; jj−1 = −1; −1 = ; jj−1 = −1:
The argument given so far for type-Q matrices extends with no surprises to gener-
alised quaternion matrices. These matrices are cocyclic over D2s+1t . Returning to the
expanded design for H3, we nd it is group developed over G1; t with row and col-
umn indexing (suppressing ) as shown. Multiplication of a submatrix by R occurs
whenever j is \pushed" past .
1 j −1 −j  j − −j
1 A B −A −B DR CR −DR −CR
−j −B A B −A CR −DR −CR DR
−1 −A −B A B −DR −CR DR CR
j B −A −B A −CR DR CR −DR
− −DR −CR DR CR A B −A −B
−j −CR DR CR −DR −B A B −A
 DR CR −DR −CR −A −B A B
j CR −DR −CR DR B −A −B A
In general, one discovers that the expanded design for an order 2s+1t generalised quater-
nion Hadamard matrix is group developed over Gs; t .
We summarise below the survey we have made in this section.
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Theorem 4.1. Let t be any odd positive integer.
1: Any Williamson type Hadamard matrix of order 4t is (a) cocyclic over Z22 Zt
with Hadamard group Q8  Zt and (b) cocyclic over D4t with Hadamard group
Q8p Zt (= G1; t).
2: A type Q Hadamard matrix of order 4t is cocyclic over D4t with Hadamard
group Q8pZt ; and vice versa. A type-Q Hadamard matrix exists if and only if
there are four (1;−1)-circulants of order t satisfying (5) and (6) or; equivalently;
there exist two order 2t (1;−1)-matrices; each the entrywise product of a back
circulant and negacyclic matrix; satisfying (7).
3: Any generalised quaternion Hadamard matrix of order 2s+1t is cocyclic over
D2s+1t with Hadamard group Q2s+2p Zt .
4: Both types of Paley{Hadamard matrices of order 2s+1t are cocyclic over D2s+1t
with Hadamard group Q2s+2nZt . The type II matrix is also equivalent to a
Williamson-type matrix and hence is also cocyclic over Z22 Zt with Hadamard
group Q8  Zt .
Ito [24] identied three interesting sporadic actions on the Paley-type I Hadamard
matrices of orders 12, 24 and 60. The paper [11] shows that there are no other actions
for q> 7. Finally, we mention a result proved by de Launey in [7].
Theorem 4.2 (de Launey [7]). Suppose q1; q2; : : : ; qr  1 (mod 4) and p1; p2; : : : ; ps 
3 (mod 4) are prime powers; and suppose that k1; k2; : : : ; kr and m1; m2; : : : ; ms are
non-negative integers; then there exists a cocyclic Hadamard matrix of order
2
(
rY
i=1
(qi + 1)
)8<
:
sY
j=1
(pj + 1)
9=
;
(
rY
i=1
qkii
)8<
:
sY
j=1
pmjj
9=
; :
The factor 2 is only needed when r > 0 and s= 0.
The proof employs sequences of group developed Williamson-like matrices derived
from the Paley conference matrix and uses the Kronecker product property of cocycles
adapted to keep down the power of 2 dividing the order of the resulting matrix. The
paper [8] contains a proof of this result and some generalisations.
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