We consider a semilinear parabolic equation with a large class of nonlinearities without any growth conditions. We discretize the problem with a discontinuous Galerkin scheme dG(0) in time (which is a variant of the implicit Euler scheme) and with conforming finite elements in space. The main contribution of this paper is the proof of the uniform boundedness of the discrete solution. This allows us to obtain optimal error estimates with respect to various norms.
Introduction
In this paper, we consider the following semilinear parabolic equation.
∂ t u(t, x) − ∆u(t, x) + d(t, x, u(t, x)) = f (t, x) (t, x) ∈ I × Ω,
u(t, x) = 0 (t, x) ∈ I × ∂Ω,
(1.1)
Here, Ω ⊂ R N , N ∈ { 2, 3 } is a convex polygonal/polyhedral domain, I = (0, T ) is a time interval and f is the right-hand side fulfilling a certain regularity requirement to be specified later. For the nonlinearity d(t, x, u), we essentially assume that the partial derivative ∂ u d(t, x, u) is bounded from below for all (t, x) ∈ I × Ω and all u ∈ R, see (2.2b). But we do not require any growth conditions for d, see the next section for details. The class of possible nonlinearities includes monotone nonlinearities like d(u) = u 5 , d(u) = e u or d(u) = u 3 |u| as well as FitzHughNagumo or Allen-Cahn type nonlinearities like d(u) = u 3 − αu with some positive α ∈ R.
For this class of problems (under a suitable assumption on the right-hand side f and the initial data u 0 ), it is possible to show the existence of a unique bounded solution u. The goal of the paper is to prove the uniform boundedness of the discrete approximation u kh to u. To this end, we discretize the equation with the discontinuous Galerkin dG(0) method in time and with conforming finite elements in space. The dG(0) time discretization is known to be a variant of the implicit Euler scheme, see Section 3 for details. For this type of discretization we prove that u kh is uniformly bounded, i.e., u kh L ∞ (I×Ω) ≤ C with a constant C independent of the discretization parameters k and h, see Theorem 5.2. Based on this result we are able to prove best-approximation-type error estimates with respect to various norms. We provide such results in particular for the L 2 (I × Ω), L ∞ (I; L 2 (Ω)), and L ∞ (I × Ω) norms, cf. the Theorems 6.1, 6.3, and 6.5, respectively. Let us review the related results in the literature. In [10, 25, 26] , error estimates for discretization of the semilinear parabolic equation are derived under the assumption that d and ∂ u d are uniformly bounded. In [7, 13] growth conditions on d (resp. ∂ u d) are assumed for derivation of semi-discrete error estimates. For further results in a different setting we refer to [1] . The most related result is provided in [21] , where the uniform boundedness of u kh is shown under a slightly stronger condition ∂ u d ≥ 0 (cf. (2.2b)) in the two-dimensional setting. The technique from [21] does not extend to the three-dimensional situation, due to the inverse inequality used there. Our method here strongly relies on recent discrete maximal parabolic regularity estimates [17] , cf. also [12] for related results, and extends best approximation estimates from [15] to the semilinear equation.
Our error estimates being of independent interest are important for treatment of optimal control problems. Some recent papers in this context (see, e.g., [6, 4] ) are restricted to two-dimensional domains only due to the lack of corresponding results in the three-dimensional setting. Thus, our estimates allow to extend the results of these papers to convex polyhedral domains Ω ⊂ R 3 .
The outline of the paper is as follows: In Section 2, we state the precise functional analytic setting of the problem under consideration and formulate assumptions on the nonlinearity d and the remaining problem data. Under these assumptions, we prove Hölder continuity of the solution u to (1.1). The discrete analog of (1.1) is formulated in Section 3. To this end, we introduce a time discretization by the discontinuous Galerkin dG(0) scheme, whereas the discretization in space is done by means of classical Lagrange finite elements. In this setting, we prove the unique solvability of the discrete nonlinear problem. In the following Section 4, we consider a linear auxiliary equation and its discrete analog. For the solution to this linear discrete problem, we provide maximal parabolic estimates in various norms, which will be the basis for analysis in the remaining two sections. In Section 5, we derive the main result of this paper, namely the boundedness of the solution u kh to the discrete analog of (1.1). Based on this, we provide in the final Section 6 optimal error estimates for the error between u and u kh with respect to the
, and L ∞ (I × Ω) norms.
Continuous Problem
To state the precise setting for the problem under consideration, we introduce the following notation: for r ∈ [1, ∞] and l ∈ { −1, 0 }, we denote the domain in W l,r (Ω) of the negative Laplacian with homogeneous Dirichlet boundary conditions by
Further, for p ∈ [1, ∞] , we define the space for the initial data by real interpolation as
The following set of assumptions holds throughout the article.
Assumption 1.
•
• Let u 0 ∈ U p 0 ,r 0 (Ω) for some p 0 ∈ (1, ∞) and r 0 ∈ N 2 , ∞ satisfying
Further, for the nonlinearity
we assume the following properties:
• d is measurable with respect to (t, x) ∈ I × Ω for all u ∈ R and continuously differentiable with respect to u for almost all (t, x) ∈ I × Ω.
• It holds d(·, ·, 0) = 0.
• ∂ u d is locally bounded, i.e., for each M > 0 there is C M > 0 such that
• There is γ ≥ 0 such that d fulfills the relaxed monotonicity condition
for almost all (t, x) ∈ I × Ω and all u ∈ R.
Remark 2.1. A typical setting fulfilling the assumption on u 0 would be • Let f ∈ L q (I; W −1,s (Ω)) for q ∈ (1, ∞) and s ∈ N, ∞ satisfying •
A typical setting fulfilling this assumption on u 0 would be u 0 ∈ W 1,s 0 0
(Ω) with some s 0 > N . Then, u 0 ∈ U q 0 ,s 0 (Ω) and the relation 
Proof. By Assumption 1, there are ε, α > 0 such that 1 − 
By the definition of U p 0 ,r 0 (Ω) from (2.1), this states the assertion. The goal of the remaining part of this section is to prove the Hölder continuity of the solution of (1.1). Before doing so, we need to establish some results for the following linear homogeneous and inhomogeneous problems
where Cp ≤ Cp 
Then, there are β, κ > 0 depending on p 0 and r 0 such that the solution w of (2.4) fulfills w ∈ C β (I; C κ (Ω)) with
Proof. The first result is proven, e.g., in [8, Theorem 3.1] setting f = 0 there. The second result follows from standard estimates for z = ∆w solving 
Based on these lemmas, we can derive the main result of this section, namely the Hölder continuity of the solution of (1.1).
Theorem 2.9. Let Assumption 1 be fulfilled. Then, there are β, κ > 0 such that the solution u of (1.1) fulfills u ∈ C β (I; C κ (Ω)) with a priori estimate
Proof. We write the solution u of (1.1) as u = v + w where v solves (2.3) with right-hand side g = f − d(·, ·, u) and w solves (2.4). Using Assumption 1 and the boundedness of u given by Proposition 2.5, we get by (2.2a)
Hence, g lies in L p (I; L r (Ω)) and Proposition 2.6 implies the existence of β 1 , κ 1 > 0 such that
Further, by Proposition 2.7, there are β 2 , κ 2 > 0 such that
Then, setting β = min { β 1 , β 2 } and κ = min { κ 1 , κ 2 } and using Lemma 2.3 yields the assertion for u = v + w.
Discrete Problem
To introduce the time discontinuous Galerkin discretization for the problem, we partition the 
Assumption 2.
We impose the following conditions on the temporal mesh (as, e.g., in [17] or [19] ):
• There is a constant c > 0 independent of k such that for all m = 1, 2, . .
• It holds k ≤ 1 4 T . Further, let γ ≥ 0 be such that (2.2b) holds. If γ > 0, we make the following assumption on the smallness of k:
If γ = 0, no further assumption on k has to be made.
For the discretization in space with discretization parameter h > 0, let T denote a quasiuniform triangulation of Ω with mesh size h, i.e., T = {τ } is a partition of Ω into cells (triangles
Let V h be the set of all functions in H 1 0 (Ω) that are Lagrange polynomials of order ν ≥ 1 on each τ . We consider the space-time finite element space
where P 0 (I; V ) is the space of constant polynomial functions in time with values in a Banach space V . Throughout, we denote by
Further, we denote by P k the temporal L 2 projection given for a function v ∈ L 1 (I) by
Finally, the projection Π k is given for v ∈ C(Ī) by
The extension of these operators to space-and time-dependent functions is obvious. We will employ the following notation for time-dependent functions v:
Note, that by definition, for v kh ∈ X 0,1
Based on these preparations, we define the bilinear form B by
where (·, ·) Ω and (·, ·) Im×Ω are the usual L 2 space and space-time inner products, ·, · Im×Ω is the duality pairing between L 2 (I m ; H −1 (Ω)) and L 2 (I m ; H 1 0 (Ω)). Rearranging the terms in (3.1), we obtain an equivalent (dual) expression for B:
We note, that the first sum in (3.1) vanishes for u = u kh ∈ X 0,1
k,h , the semilinear form B can be reduced to
and
Then, we define the fully discrete cG(1)dG(0) approximation u kh ∈ X 0,1 
where u kh,0 = P h u 0 and the mean valuesd m andf m are given on I × Ω bȳ
Hence, in each time step, the following discrete semilinear elliptic equation for u kh,m with given u kh,m−1 has to be solved:
The nonlinearityd m is given for u ∈ R asd m (·, u) = u + k mdm (·, u). Hence, Assumption 2 and (2.2b) imply
The remaining assumptions on d carry over tod and ensures the unique solvability of (3.6) for m = 1, 2, . . . , M by application of Brouwer's fixed-point theorem, see, e.g., [5] .
Discrete maximal parabolic estimates for a linear auxiliary equation
For given g ∈ L 1 (I × Ω), we consider the discrete linear auxiliary equation
For the solution v kh of (4.1), discrete maximal parabolic estimates in various norms are available in the literature in the case b = 0, see [17] . In this section, we extend these results to the case b = 0. The extended results will be used later in the Section 5 and 6 to prove the results for the semilinear problem.
Before doing so, we start with an existence result for (4.1). 
Lemma 4.2. Let Assumption 2 be fulfilled and g
with a constant C independent of h, k, g, and b.
Proof. We consider the dual problem for z kh ∈ X 0,1 k,h given by
where z kh,M = v kh,M andb m is given as before bȳ
To proceed, we will first prove the boundedness of z kh in L ∞ (I; L 2 (Ω)). To this end, we employ the discrete transformation argument from [18] . For µ > 0 a sufficient large number to be chosen later let y kh,m be defined as
Then, by (4.2), we get
Dividing both sides by
which can be rewritten as
Then, by testing (4.3) with ϕ h = y hk,m , we get y kh,m
Transforming back to z kh,m and using 1 + µk l ≤ e µk l yields
and hence
Using this and (4.1), we obtain
which completes the proof.
The next lemma provides a discrete maximal parabolic estimate for v kh with respect to the L ∞ (I; L 2 (Ω)) norm.
Lemma 4.3. Let Assumption 2 be fulfilled and g
Applying the discrete maximal parabolic regularity result of [17, Theorem 2 and Corollary 2], we obtain the desired estimate for v kh .
Before continuing with estimates for the solution of (4.1), we recall for completeness two wellknown results for finite element functions.
Lemma 4.4. For any w h ∈ V h it, holds
Proof. Let w ∈ H 1 0 (Ω) given as the solution of
Note, that by construction, it holds R h w = w h for the Ritz projection R h . Elliptic regularity yields w ∈ H 2 (Ω) with
the first assertion, let i h : C(Ω) → V h be the nodal interpolant. By standard estimates for w h − w and the interpolation error w − i h w as well as an inverse estimate, we get
Similarly, we get for the second assertion that
This completes the proof.
The next lemma provides a discrete maximal parabolic estimate for v kh with respect to the L 1 (I × Ω) norm.
Lemma 4.5. Let Assumption 2 be fulfilled and g ∈ L 1 (I × Ω). Then, for the solution v kh
By Lemma 4.3 applied to the dual solution z kh and Lemma 4.4 applied separately to w h = z kh,m for m = 1, 2, . . . , M , we get
and consequently
As before, this implies forg = g − bv kh that
which yields the assertion again by means of [17, Theorem 2 and Corollary 2].
Boundedness of the Discrete Solution
In this section, we derive the boundedness of the solution u kh to (3.5) in L ∞ (I × Ω). In the case N = 2, this was already proven in [21] using a different approach than used here. The technique employed there does not extend to the three-dimensional situation, due to the used inverse inequality. First, we introduce a modified nonlinearity d R with bounded derivative ∂ u d R , To this end, let for R > 0 the nonlinearity d R be defined by
Further, let u R and u R kh be the solutions of the continuous problem (1.1) and the discrete problem (3.5) with d R instead of d. Assumption (2.2a) on the local boundedness of ∂ u d implies the global boundedness of
by a constant C R depending on R:
In the following lemma, we state an quasi best approximation result the error between u R and u R kh with respect to the L ∞ (I × Ω) norm: 
Proof. Let χ kh be an arbitrary but fixed element of X 0,1
and therefore
for all ϕ kh ∈ X 0,1 k,h . To formulate an appropriate dual problem, we define the coefficient b by
Further, by construction, it holds
We will estimate ξ kh,M (x 0 ) by using a duality argument. To this end, letδ x 0 : Ω → R be a smoothed Dirac function with support contained in a single spatial cellτ ∋ x 0 fulfilling
The explicit construction of such a function is given for instance in [24, Appendix] . Further, let θ M : I → R be a smooth function with support contained in I M and fulfilling θ M ≥ 0 as well as
Them, let z kh ∈ X 0,1 k,h be given as solution of
Using (5.3), we obtain
where η m = u R (t m ) − χ kh,m . For the first term on the right-hand side of (5.4), we get
where the stability of R h in L ∞ (Ω) from [23] for N = 2 and from [14, Theorem 12] for N = 3 was used. For the second term on the right-hand side of (5.4), it follows
Finally, for the third term on the right-hand side of (5.4), we obtain due to (5.1) that
Combining the previous estimates and applying Lemma 4.5 to the dual problem considered here as well as Lemma 4.4 for z kh L 1 (I×Ω) leads to
Using the bound
concludes the estimate of ξ kh . Then, we get for the error
which states the assertion.
To formulate the boundedness result for u kh ∈ X 0,1 k,h , we require the following mild assumption on k and h. 
Proof. Let R = u L ∞ (I×Ω) + 1. By the boundedness of u, see Proposition 2.5, we have R < ∞. Due to this choice, it holds u R = u. Using the estimate from Lemma 5.1, setting χ kh = P k P h u and using the stability of the temporal
By standard estimates for P h and P k together with the regularity of u from Theorem 2.9, it follows
Using Assumptions 3, it follows with δ = min{σβ, κ} > 0
Consequently, there exists
kh . This gives the boundedness of u kh .
Error Estimates
In this section, we provide (quasi) best approximation results and error estimates of the discretization error between the continuous solution u of (1.1) and the discrete solution u kh of (3.5) in various norms. Basis of all given estimates is the boundedness of u kh given by Theorem 5.2. We start with a best-approximation-type result in the L 2 (I × Ω) norm. 
Proof. Due to the boundedness of u by Proposition 2.5 and the boundedness of u kh by Theorem 5.2, we have
Choosing R = max(R u , R u kh ) in Lemma 5.1, we directly obtain u = u R and u kh = u R kh . Proceeding as in the proof of Lemma 5.1, we decompose
and introduce the following dual problem for z kh ∈ X 0,1
with b as in the proof of Lemma 5.1. Testing with ϕ kh = ξ kh yields
For the first term on the right-hand side of (6.1), we get
For the second term on the right-hand side of (6.1), it follows from the definition of Π k that
Finally, for the third term on the right-hand side of (6.1), we obtain due to (5.1)
It remains to bound the arising terms involving z kh . By Lemma 4.2 applied to the dual problem for
Then, [20, Corollary 4.2] applied to the rewritten dual problem for z kh
Then, the triangle inequality implies the assertion.
Under slightly strengthened assumptions on f and u 0 Theorem 6.1 yields an error estimate in the L 2 (I × Ω) norm of optimal order.
Corollary 6.2. Let the Assumption 1, 2 and 3 be fulfilled and additionally p, r ≥ 2 and u
Further, for the error between u and the solution u kh ∈ X 0,1
Proof. By putting the nonlinearity d to the right-hand side as
regularity theory for the linear equation (cf., e.g., [11, Chapter 7, Theorem 5] ) yields as in the proof of Theorem 2.9 by means of Proposition 2.5 that
Choosing χ kh = P k P h u as in the proof of Theorem 5.2, we get by the stability of
Then, the standard estimates
yield the assertion.
Next, we derive a best-approximation-type result in the L ∞ (I; L 2 (Ω)) norm. 
Proof. Again, due to the boundedness of u by Proposition 2.5 and the boundedness of u kh by Theorem 5.2, we have
Choosing R = max(R u , R u kh ) in Lemma 5.1, we directly obtain u R = u and u R kh = u kh . Proceeding as in the proof of Lemma 5.1, we decompose
with b and θ M as in the proof of Lemma 5.1. Testing with ϕ kh = ξ kh yields
For the first term on the right-hand side of (6.2), we get by an inverse estimate for
For the second term on the right-hand side of (6.2), we obtain
Finally, for the third term on the right-hand side of (6.2), we obtain due to (5.1) that
due to the properties of θ M . By [18, Theorem 11] applied to the rewritten dual problem for z kh
which yields the assertion.
Under further strengthened assumptions on f and u d , also this quasi best approximation result implies an error estimate of optimal (up to logarithmic terms) order. 
Further, for the error between u and the solution u kh ∈ X 0,1 k,h of (3.5), it holds
Proof. We put the nonlinearity d to the right-hand side as 
Combining these estimates and proceeding similarly to the proof of Theorem 2.9 by means of Proposition 2.5 then implies
since r ≥ 2 andp < ∞. From Theorem 6.3, we have
Choosing χ kh = P k P h u as in the proof of Theorem 5.2, we get
.
From the stability of P k in L ∞ (I; L 2 (Ω) and standard interpolation estimates, we have
Further, standard estimates for u − P h u L 2 (Ω) and u − R h u L 2 (Ω) imply
Using these estimates, we get
Then, by settingp = ln This concludes the short proof.
