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Abstract
Thermal runaway (TR) is a significant safety concern for Li-ion batteries (LIBs), which, through computational mod-
elling can be better understood. However, TR models for LIBs lack a proper representation of the build-up of pressure
inside a cell under abuse, which is integral to predicting cell venting. Here, an advanced abuse model (AAM) is de-
veloped and compared to a classical TR model, considering a lithium iron phosphate (LFP) cell case study. The AAM
accounts for two additional features: 1) venting, with a novel description of the internal cell pressure governed by the
bubble point of the electrolyte/decomposition-gas mixture, and 2) simmering reactions. The novel bubble pressure
assumption is validated against experimental data, and we show that the AAM significantly improves the predictions
of time to TR and of temperatures after TR. Further, it is shown that there is significant uncertainty in the parameters
defining the decomposition reactions for LFP cells. Importantly, cell pressurisation is most dependent on the gases
released by the solid electrolyte interphase reaction, and venting is dependent on cell burst pressure and reaction ac-
tivation energies. The AAM is essential for accurate abuse modelling, due to its improved temperature predictions,
and considerably enhances the LIB TR field of study.
Keywords: Thermal Runaway, Lithium-ion, Lithium Iron Phosphate, Vessel Depressurisation, Gas Venting, Bubble
Pressure
1. Introduction
Lithium-ion (Li-ion) batteries (LIBs), because of their superior performance compared to other batteries [1, 2], are
at the forefront of electrochemical energy storage. Due to the safety concerns related to LIBs, viz. thermal runaway
(TR) and the fires they can cause [3–5], cells are designed to pass several compulsory test standards [6, 7]. However,
even with these standards in place, TR of LIBs still occurs [8–11]. Even lithium iron phosphate (LFP) cells, which
have been shown to be the safest Li-ion chemistry [12–14], have been reported to have TR incidents [15].
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Experimental investigations [16–18] are important to understanding cell safety [19]. However, in contrast with
computational modelling, the financial and time cost of experimentally investigating large battery systems can be
prohibitive. Hence, battery safety models are beneficial, but first require an accurate and validated model of the TR
behaviour of a single cell.
Many TR models for Li-ion cells of different chemistries (e.g. LCO [20–23], LFP [23–25]; and NCA, LMO,
NMC [23]) and under various abuse conditions (e.g. oven exposure [20–22, 24], accelerated rate calorimetry (ARC)
[26], short circuit [27] and nail penetration [28]) have been developed. However, the existing TR models developed
for LFP cells are either inaccurate [24], or have not be validated [23] and have been shown to be inaccurate when
compared to recent experimental work by Ref. [29]. Inherently, the confidence in the parameter values used in LFP
abuse models is low. Especially considering such models [23, 24] use values for reaction kinetics determined for LCO
cells [20], which Abada et al. [25] shows to be, in part, inappropriate for LFP cells as the activation energies and
active material specific content have to fitted to experimental work. Further, while Abada et al. [25] validate their
model, it is to a low accuracy, and it further lacks any determination of the cell venting.
TR is a process where the heat generated from the exothermic chemical decomposition of a Li-ion cell’s com-
ponents leads to an uncontrollable temperature rise, that can eventually lead to the cell catching fire and/or exploding
[3, 30]. Additionally, the decomposition of the cells’ components leads to gas generation, cell pressurisation and,
eventually, venting of flammable gases when the cells’ internal pressure reaches the safety vents’ burst cap pressure
limit [31–33].
Typically the decomposition reactions considered in TR modelling which lead to heat generation are: (1) solid
electrolyte interphase (SEI) reaction; (2) negative-solvent (NE) reaction; (3) positive-solvent (PE) reaction; (4) elec-
trolyte decomposition (see for example [26, 30]). The typical temperature ranges at which the decomposition reactions
begin, and the temperature at which the peak reaction rates occur, are listed in Table 1, while Table 2 lists the heats
of reaction for the electrode reactions. Reactions involving the binder are deemed insignificant by [26], and, as such,
are not typically accounted for in the literature [22, 23, 27]. Electro-chemical behaviour has been modelled [34–36],
which allows the determination of (ir)reversible heat generation from battery operation. The heat generation by in-
ternal short when the separator melts has also been considered [37]. Cell pressurisation and heat lost due to venting
have been considered by [33, 38], where it was found that these are important features to considerer for accurate
predictions of TR, and hence are included in the AAM.
The widely adopted approach to modelling TR in Li-ion cells is to represent the individual decomposition reactions
by separate Arrhenius expressions [21, 26, 41, 52]. A broad range of literature has shown that this method is suitable
for simulating TR under different conditions [20–24, 27, 34, 37, 53, 54], and allowing for the analysis of the reactions
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Table 1: Key Temperatures relating to decomposition reactions
Reaction Self-heating onset temperature Temperature at peak temperature rate Reference
°C °C
SEI 50–120 253–300 [39, 40]
NE 80–160 200–350 [39, 41–44]
PE 180–250 210–360 [13, 45–48]
Electrolyte >250 - [49]
Table 2: Range of heats of reaction for cell decomposition reactions.
Reaction Heat released, ∆H Reference
(J g−1)
SEI 112–578 [21, 34, 35, 50]
NE 1300-2800 [39, 43, 51]
PE 150–340 [45, 47, 49, 51]
Electrolyte 155–645 [26, 35, 37]
contributing to TR.
As cell pressurisation and gas venting can occur throughout TR [16], it is important to consider pressurisation in
abuse models. Phase changes and mass losses during the venting process will carry energy away from the cell and in
turn affect the temperature of the cell [33]. The calculation of the internal cell pressure during TR has been carried
out by summing the saturation pressure of the electrolyte and the pressure of the decomposition gases determined by
the ideal gas law [38]. However, calculating the pressure of a multiphase (liquid and vapour), multi component (e.g.
electrolyte and decomposition gases) fluid is more commonly done under the bubble point assumption [55].
Reaction kinetic parameters can be determined through numerical analysis of thermal abuse experiments [35, 41,
42, 50, 56], namely ARC and differential scanning calorimetry (DSC) [57]. To ensure the kinetic parameters are
independent of experimental method and valid over a wide range of scenarios these methods require multiple samples
[50, 56, 58–60].
Computational parameter estimation requires fewer sample data sets as an objective, and thus provides the oppor-
tunity for simpler and more accessible abuse model development. However, parameterising TR models is difficult due
to the reactions: having non-unique parameters; been non-linear; and having complex interaction between parameters
[41, 42, 59, 60]. To address some of these difficulties Gaussian Processes and Global Sensitivity Analysis techniques
have also been employed to determine kinetic parameters of a TR model [61], but this is currently outperformed by
heuristic parameter fitting.
Determining the reaction kinetics for individual reactions leads to the overall model having discrepancies at valid-
ation [21, 22, 24, 50]. However, determining the kinetic parameters of a whole cell leads to acceptable results, but can
lead to loss of information by not taking account of venting [33]. The amount of energy that is dissipated by venting
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can be significant, while inclusion of venting improves overall model predictions [33, 38].
The aim of this paper is to develop an extended TR abuse model, referred to as the advanced abuse model (AAM),
and validate it for LFP cells. Within this, the objectives are to: 1) determine appropriate set(s) of abuse parameters
of LFP abuse models, 2) improve the accuracy of predictions by including novel descriptions of cell pressurisation,
venting and simmering reactions, and 3) investigate their effect on model parameterisation. From this, we make the
following novel contributions:
(1) highlighting the caution that should be taken when using parameter values quoted in the literature for the
reaction kinetics;
(2) developing a novel methodology for the calculation of the internal cell pressure for more accurate venting
predictions;
(3) investigating the effect of reaction parameters on cell venting;
(4) developing a novel methodology for modelling the simmering reaction of LFP cells; and
(5) discussing the effect of including the venting and simmering behaviour on determination of reaction kinetic
parameter values.
This work is organised as follows: Section 2 presents the methodology of the AAM, including the individual sub-
models it is constructed from, and, how they are coupled and applied over the model geometry; Section 3 presents the
results and discussion, including preliminary work on the effects of assumed mass composition on parameterisation
of the model, validation of the novel methodology for predicting the internal cell pressure, and, following this, an
assessment of the AAM against experiential data and classical TR model results. Finally, Section 4 concludes the
work, highlighting cautions that should be taken in TR model development, outlining the improvements the AAM has
over the classical model, and summarizing the link between reaction parameters and venting behaviour.
2. Methodology
The governing equations of the Li-ion cell abuse model are organised into several sub-models that describe the
heat-transfer, decomposition heat generation and venting behaviours, as illustrated in Fig. 1(a), applied over the model
geometry shown in Fig. 1(b). The heat-transfer sub-model considers general conduction, convection and radiation
terms for a solid body, with additional heat source terms coupled from the abuse and venting sub-models. The
abuse sub-model describes the most commonly considered exothermic decomposition TR reactions, viz. the SEI,
NE, PE and electrolyte reactions [20, 21, 37]. Further, the LFP cell under study is observed to generate heat through




Figure 1: Model design. (a) Coupling of sub-models within the advanced abuse model (b) model geometry.
term. The venting sub-model describes the internal cell pressure and the heat lost upon venting. It is formulated to
take account of the CO2/DMC mixture, and its phase change upon boiling, by assuming it occurs in thermodynamic
equilibrium at the mixture’s bubble point. The governing equations for the abuse and venting sub models are discussed
in further detail below, see Section 2.1 and Section 2.2 respectively, while the heat transfer sub-model is omitted as it
is only dependent on fundamental thermal diffusion and energy balance theory.
2.1. Abuse Sub-Model
The governing equations for the decomposition reactions are those used commonly in the literature [20, 21, 37],
and, for brevity, are not reproduced here. Instead, a brief description is given while the reader is directed to Ref. [20]
for an unabridged explanation. With reference to the abuse sub-model in Fig. 1(a), showing a general reaction x, the
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rate of reactions, Rx (s−1), for reactions x = {sei, ne, pe, ele} are described by individual Arrhenius reactions. The
Arrhenius reactions are functions of the frequency factor, Ax (s−1), the activation energy, Ea,x (J mol−1), temperature,
T (K), the ideal gas constant, R (8.3145 J mol−1 K−1), and the dimensionless quantities of reaction species, Cx , and
constants nx and mx . The change in reaction species is governed by the reaction rate, while the heat generated by
each reaction Qx (W m−3) is the product of the specific heat of reaction, Hx (J kg−1), the volume specific content, Wx
(kg m−3) and the reaction rate. The total decomposition heat, Qdecomp, is equal to the sum of the four decomposition
heats.
2.1.1. Simmering Reaction
The cells under study in this work are observed to undergo steady state reactions after the main TR event, leading
to a cell temperature above the oven temperature at very large times after TR [29]. Here this is referred to as the
“simmering reaction”. We attribute this to a slow unknown reaction or reactions, due to rate limiting factors (spe-
cies and oxygen availability) and a lack of concentration dependency. As such, the simmering reaction can then be
assumed to be a zero-order reaction [62]. Due to the unknown nature of the simmering reaction, i.e. the reactive
pathways/species and rate limiting factors, quantifying the parameters of the Arrhenius function is difficult. Hence,
to account for the simmering reaction, Qsmr (W m−3), of the LFP cell, and in turn investigate its effect on model











tsmr at and after the point of venting
(1)
Eq. (1) has no heat generation before venting. After venting, the simmering reaction is assumed to have linear
behaviour as a function of temperature, T1 ≤ Tave ≤ T2, and time, tsmr. The temperature bounds T1 and T2,
determined by fitting, are implemented such that, during the main TR event, the simmering reaction is restricted to
emulate the limited availability of reaction species and oxygen.
The term tsmr is the normalised length of time that the simmering reaction goes on for and is defined by Eq. (2).
tsmr = max
(





tsmr linearly reduces from 1 to 0 over the time interval tsmr,length. In Eq. (2), t is the simulation time parameter and
tvent (s) is the time at which venting occurs. tsmr,length is estimated in order to fit the temperature gradient of the cell
under oven simulation long after the main TR event.
Through fitting, the parameters of Eq. (1) and Eq. (2) were determined to be Qmaxsmr = 85 kWm
−3, T1 = 120°C
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Figure 2: Comparison of theory behind venting sub-model methodologies.
and T2 = 218°C, while tsmr,length = 600min was estimated.
2.2. Venting Sub-Model
The internal cell pressure is determined by the bubble point venting (BPV) method, developed in this work, that
calculates the bubble point pressure of the CO2/DMC mixture. The partial pressure venting (PPV) method, which
reproduces work by Coman et al. [38], is used for comparison. An overview and comparison of these methods is
shown in Fig. 2.
The PPV method accounts for the heat and mass loss due to expulsion of electrolyte and decomposition gases
from a Li-ion 18650 cell. For conciseness, only a description of the governing theory is given here, along with
equations that are significant in relation to the development of the updated venting sub-model. The venting sub-model
describes the energy and mass balance for an unsteady flow in an open system. The mass loss is described by the
loss of electrolyte through the vent at the point at which the vent opens, i.e. when the internal cell pressure is greater
than the vent burst disc pressure limit. The mass loss through the vent is assumed to be isentropic, wherefore the
vented electrolyte mixture behaves as an ideal gas passing through a nozzle. The internal cell pressure is, in the
literature [38], a sum of the partial pressure of the saturation pressure of the DMC electrolyte and the pressure of the
generated decomposition gases. The pressure is calculated from the ideal gas law using the mass of gas generated.
The generation of gas is governed by the SEI reaction rate from the abuse sub-model, while its loss is governed by the
mass loss rate of electrolyte. However, here, in the development of the AAM, an averaged and normalised reaction rate
of all reactions is used (see Eq. (3)) such that the importance of individual reactions on gas generation and venting
can be determined. Although it is known that secondary and interdependent reactions occur during TR [63], here
for simplicity and compatibility with typical TR modelling [e.g 23], the gas generation governed by Eq. (3) is only
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dependent on the primary (SEI, NE, PE and electrolyte) reactions. Further, as the formulation of Eq. (3) implies equal
weighting of reactions to the overall decomposition of the cell, then, inherently, the maximum amount of gas produced













In both the PPV and BPV methods, the liquid-vapour mixture occupies a constant volume, considering the rigid
body of the cell. Further, the following assumptions are made about the flow of gas from the cell upon venting [38]:
the liquid and vapour phases are incompressible, and the gas and vapour phases follow ideal gas behaviour during
venting. The energy contribution from the gas phase is neglected as the amount of gas is small. Even though the
electrolyte is a multi-component liquid, only the DMC component is considered. Finally, no solid mass is ejected.
2.2.1. Coupling of the Sub-Models
The 0D venting sub-model must be appropriately coupled to the 1D heat transfer sub-model to account for the
mass, heat capacity and density changes, and their effects on the thermal capacity of the cell and the electrolyte






where m0e is the total initial mass of electrolyte in the cell, m
0
e,vent is the amount of electrolyte estimated to be ejected
upon venting, and me,vent is the amount of electrolyte ejected as a function of time. At t = 0, me,vent = m0e,vent.
At venting, the model predicts total loss of m0e,vent, so the value of m
0
e,vent is fitted such that the model predicts a
magnitude of temperature drop upon venting comparable to that observed in the experimental data. The change in







where v, Pvent and Tvent are the velocity, pressure and temperature of the vent gases, respectively, Avent is the area
of the vent opening and RDMC is the specific gas constant of DMC.
From the energy balance equation in [38], two relationships can be defined such that the 0D venting sub-model











and the change in cell heat capacity mcellCp,cell:
mcellCp,cell = msCp,s +m
∗
e [(1− x)Cp,l + xCp,v] (7)
where hvap and x are the heat of vaporisation and mole fraction of the DMC, respectively. Cp,s, Cp,l and Cp,v are the
specific heat capacities of the solid components, liquid electrolyte and electrolyte vapour, respectively.
If the average cell properties mcell and Cp,cell, the physical properties for the DMC electrolyte and the electrolyte
mass are known, then relations to estimate the mass and specific heat capacity of the solid components can be defined.
The mass of solid components can be determined from:
mcell = ms +m
∗
e (8)
where the constant ms can be determined from the initial measured cell mass mcell and the initial mass of electrolyte
m0e.
Similarly, the specific heat of the non-electrolyte components, can be estimated from Eq. (7) by rearranging for
Cp,s and substituting in relevant initial values, assuming that Cp,s is constant with temperature. With ms and Cp,s


























where Vcell is the volume of the cell. The time varying specific heat of the cell (Eq. (10)), takes two forms: one for
before venting and one for after. After venting, the remaining electrolyte is assumed, for simplicity, to be completely
in the liquid phase. This is a significant assumption; however, the properties (phase and vapour fraction) of the
DMC after venting are hard to predict because the liquid-vapour data for the DMC electrolyte is only defined up to
temperatures of 327°C, below the maximum cell temperature observed experimentally, 400°C, (see Ref. [29]). Also,
at atmospheric pressure and TR temperatures (i.e. assumed cell properties after venting) the DMC would be in the
gas phase [64]. However, prediction of the transition from liquid to gas is difficult and beyond the scope of this work.
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where Vjelly is the jelly roll volume.
2.2.2. Venting-Sub Model Development: Bubble Pressure
The BPV method is developed to account for the correct phase equilibria of the CO2/DMC system, rather than
assume an ideal mixture of an ideal gas and a saturated liquid. The BPV method is governed by the mole fraction xb,
which is the bulk ratio of moles of CO2 to total moles of the CO2/DMC mixture (see Eq. (14)), while the vapour-liquid
fraction is not calculated. This is to avoid iteratively determining the vapour-liquid fraction and mole fraction of each
component in each phase, as this would be slow to calculate and beyond the scope of this work. As such, the vapour
properties are neglected from the BPV method as the amount of vapour is assumed small and has negligible effect on
the thermo-physical properties. Hence, fluid parameters (i.e. the heat of vaporisation hvap,b, specific heat of the liquid
phase Cmixp,l and internal cell pressure Pbubble) are redefined for the CO2/DMC mixture in terms of temperature, T
and xb.
The properties (Pbubble, Cmixp,l and hvap,b) were determined from the commercial software REFPROP - NIST
Standard Reference Database [64]. These parameters were defined in the range of 0°C to 187°C and for various
liquid phase mole fraction ratios from 0.0001:0.9999 to 0.1:0.9 (CO2:DMC). The temperature range is such that it
covers cell temperatures from ambient up to the venting temperature (175°C [29]), at which point the bubble pressure
assumption is no longer valid. Expressions, that are executable within COMSOL, for Pbubble, Cmixp,l and hvap,b are
fitted to the REFPROP data, minimising the root mean squared error (RMSE) of the surface polynomial.
In the manner described above, the bubble pressure and internal cell pressure, is determined to be:
Pbubble = 5.652− 3.531×10
−2T − 42.38xb + 5.495×10
−5T 2














where m∗e is described by Eq. (4), mg is the mass of gas, and MDMC and Mg are the molar masses of the DMC
electrolyte and (CO2) gas respectively. The initial amount of gas in the BPV method, to determine the initial mole
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fraction x0b , is set to be the same as used in the PPV method [38] for a fair comparison between methods.
The heat of vaporisation of the CO2/DMC mixture is not given by REFPROP [64]. However, the isobaric heat of
finite vaporisation can be estimated from the integral of the isobaric heat of infinitesimal vaporisation, qP , as described
by [65]. This can be summarised as the estimated heat of total vaporisation of a fluid at the bubble point (ωa = 0) to a
fluid at the dew point (ωb = 1), and can be determined from the difference in vapour and liquid enthalpies at constant
pressure:
hvap,est =
h(P, 1)− h(P, 0)
1− 0
= hv(P )− hl(P )
(15)
From this, a function of the heat of vaporisation, hvap,b, can be determined from the liquid a vapour enthalpies of the


























365.2 2.091×104 −6.206×105 5.114×106 −1.128×107
2.917 −7.097 911.4 −6355 0
−1.359×10−2 −6.391×10−2 3.152×10−1 0 0
1.799×10−5 −1.194×10−5 0 0 0














The specific heat capacities for the liquid phase and vapour phase, utilised in Eq. (7) and Eq. (10) are replaced by:
Cmixp,l = 2.111−3.312×10
−3T − 0.614xb + 7.959×10
−6T 2
+ 2.031×10−3Txb + 4.997×10
−1x2b
(18)
The polynomials of Pbubble, Cmixp,l and hvap,b have R
2 and RMSE values as listed in Table 3, and show a high
quality of fit.
With the newly defined properties of the mixture (Cmixp,l and hvap,b), the heat lost due to venting, the average cell
heat capacity and solid component heat capacity are redefined, from the PPV methodology, to be in line with the BPV
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R2 0.9995 0.9993 0.9930
RMSE 0.0209 0.0038 8.4910





















Ab is a function of the liquid phase heat capacity of the mixture before venting, while, after venting, it is a function of
the DMC heat capacity as a pure liquid.
The constant heat capacity of the solids, determined from the initial mass and heat capacities of the whole cell and
















where mmix is the total mass of electrolyte and gas mixture, given by Eq. (23), and
dmmix
dt




2.3. Implementing Equations, Model Geometry and Parameter Estimation
The model was developed in the commercial finite element modelling software COMSOL Multiphysics [66]. The
heat transfer sub-model is implemented using the relevant built-in equations within COMSOL. The reaction rates
of the abuse sub-model are implemented through domain ODEs, while the mass rate of the venting sub-model is
implemented by a global ODE.
The model geometry, see Fig. 1(b), represents an axi-symmetric, one dimensional slice through an 18650 cyl-
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Table 4: General Parameters
Parameter Value Source/ notes
Specific heat capacity of cell, Cp (J kg−1 K−1) 1107 measured [29]
Thickness of cell can, dcan (mm) 0.3 [67]
Surface emissivity of cell, ε (-) 0.8 [21]
Convection coefficient, hconv (W m−2 K−1) 12.5 [21]
Height of cell, hcell (mm) 65 measured
Height of jelly roll, hjelly (mm) 57.3 [67]
Radial conductivity of cell, κ (W m−1 K−1) 0.5 estimated
Mass of cell, mcell (g) 39.9 measured
Radius of cell, rbatt (mm) 9 measured
Radius of mandrel, rman (mm) 2 [67]
Density of cell, ρ (kg m−3) 2418 measured [29]
Initial cell temperature, Tinit (°C) 16.5 See notea
Oven set temperature, Toven (°C) 180, 218 See notea
Simulation length, tlength (min) 90 See notea
Abuse parameters
Initial species concentration SEI, Csei,0 (-) 0.15 [20]
Initial species concentration NE, Cne,0 (-) 0.75 [20]
Initial SEI thickness, tsei,0 (-) 0.33 [20]
Initial species concentration PE, Cpe,0 (-) 0.04 [20]
Initial species concentration E, Ce,0 (-) 1 [20]
msei (-) 1 [20]
nsei (-) 0 [20]
mne (-) 1 [20]
nne (-) 0 [20]
mpe (-) 1 [20]
npe (-) 1 [20]
mele (-) 1 [20]
nele (-) 0 [20]
aset to match experimental conditions.
indrical cell. The heat transfer equations are applied over the entire cell geometry, while the decomposition reactions
and simmering reaction are applied over the jelly roll domain. The venting sub-model is solved through a coupled
0D component, see Fig. 1(a), from which the heat loss due to venting is determined and applied over the entire cell
geometry.
Throughout this work the cells’ thermo-physical and heat transfer properties, as well as the initial values of the
dependent variable within the decomposition reactions and the constants mx and nx, are kept the same between
investigations. These general parameters are given in Table 4.
The model is developed against experimental data of LFP 18650 (1.5 Ah) cells under oven exposure, from our
previous work [29]. Parameter estimation is carried out, using heuristic fitting methods, in search of appropriate
parameter values because preliminary studies using literature values (from [23]) are inaccurate (as discussed in Sec-
tion 3.1). Reactions are progressively introduced to the model, and their parameters estimated, as the model is fitted
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to a larger proportion of the experimental data.
3. Results and Discussion
3.1. Preliminary Findings - Using the Classical Abuse Model
Preliminary oven abuse simulations were carried out using literature decomposition reaction parameters (see initial
values in Table 5 and Table 6). The simulation results, presented in Fig. 3(a), are compared to experimental data from
[29]. It can be clearly seen that the simulation vastly over-predicts TR severity while under predicting time to TR.
From this, the high TR temperatures suggests that the heat within this reaction model is too large. I.e. the specific
mass of reactant(s) or the heat of reaction(s) are too large. Further, the early occurrence of TR suggests the onset of (at
least some of) the reactions occur at too low a temperature, i.e. the activation energies are, in general, too low. Hence,
the reaction parameters (Ea,x, Ax, Wx and Hx) are of interest of investigation to determine appropriate values.
Abada et al. [25] has shown the importance of the values of specific masses. The specific mass of a jelly roll
component can be derived from the mass of a given component within a cell divided by the jelly roll volume, V jelly
(here this takes a value of Vjelly = 1.29 × 10−5 m3, calculated from Eq. (24)). The mass composition of LFP 18650
cells [31, 68] are presented in Table 7. The relative masses from Table 7 allow for the estimation of two compositions
of the cells studied here (also presented in Table 7), providing two case studies, referred to as Cell A and Cell B.
Cell A is derived from the mass ratios of [31], while Cell B is derived from the mass ratios of [68]. The calculated








With the specific masses set to those from Table 8, parameter estimation on the abuse parameters (Ea,x, Ax
and Hx) was carried out using the classical TR model. Following this procedure, the resulting prediction of cells
undergoing TR during oven testing is presented in Fig. 3(b) and Fig. 3(c), for case A and B respectively.
From the results presented in Fig. 3(b) and Fig. 3(c), it can be seen the severity of TR has been be predicted
accurately, significantly improving predictions over those using the initial values from Table 5. However, the shape
of the temperature profiles differ in agreement with the experimental data depending on the oven set temperature.
For both cases A and B, at the higher oven temperature, the cell surface temperature profile resembles that of the
experimental data well. For the lower oven temperature case, while the peak temperature is predicted accurately, the
smooth temperature profile is not reproduced. At the higher oven temperature, without the occurrence of venting
(investigated in Section 3.2) the TR incident occurs sooner than that in the experiment. For each oven temperature,
the model does not simulate any simmering reactions (investigated in Section 3.3), causing the discrepancies at later
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Table 5: Abuse parameters for LFP cell, from literature and estimated parameters in terms of a factor of original value, used in preliminary studies.
Parameter
Absolute value Scaling factor
Initial Case (from [23]) Case A Case B
Ea_ne (J mol−1) 1.3508 × 105 1.05 1.06
Ea_sei (J mol−1) 1.3508 × 105 1.1 1.115
Ea_pe (J mol−1) 1.03 × 105 0.935 0.965
Ea_e (J mol−1) 2.74 × 105 1.1 1.05
Ane (s−1) 2.5 × 1013 1.0 1.0
Asei (s−1) 1.667 × 1015 1.0 1.0
Ape (s−1) 2 × 108 1.0 1.0
Ae (s−1) 5.14 × 1025 1.0 1.0
Hne (J g−1) 1714 2.0 1.65
Hsei (J g−1) 257 2.249 2.249
Hpe (J g−1) 194.7 1.24 1.0
He (J g−1) 155 2.2 1.9
Table 6: Range of specific masses used in the modelling of TR (PE specifically for LFP cells), values used by [23] and the initial simulation here,
and estimated values for better prediction of TR severity. aFrom references [20, 23, 26, 30, 36].
Specific Mass Rangea Initial Values
Wne (kg m−3) 610-1700 1700
Wpe (kg m−3) 960 960
We (kg m−3) 407-500 500
Table 7: Cell composition by mass from literature and estimates for the cell under study
Ref. [31] Ref. [68] Estimates for cell under study
Capacity (Ah) 1.1 n/a 1.5
g % g % Cell A (g) Cell B (g)
Cell Total 38.87 45.00 39.90 39.90
Cathode, active 7.73 19.90 14.22 31.60 7.94 12.61
Cathode, other 1.93 4.97 1.94 4.31 1.98 1.72
Anode, active 4.84 12.46 8.15 18.11 4.97 7.23
Anode, other 0.34 0.88 0.90 2.00 0.35 0.80
Electrolyte 6.41 16.50 2.20 4.89 6.58 1.95
Separator 1.15 2.96 2.00 4.44 1.18 1.77
Case 10.45 26.90 10.09 22.42 10.73 8.95
Foil 6.00 15.44 5.50 12.22 6.16 4.88
Table 8: Calculated specific masses for cell mass compositions of Case A and B.
Case A Case B
g kg m−3 g kg m−3
Anode, active 4.97 385 7.23 560
Cathode, active 7.94 615 12.61 977
Electrolyte 6.58 510 1.95 151
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Figure 3: Preliminary results employing classical thermal runaway model simulating oven exposure and comparing to experimental results from
[29]. (a) Using abuse parameters from [23] (see initial values Table 5 and Table 6); (b) and (c) fit of abuse parameters given the specific masses (of
Table 8) for case A and B, respectively.
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Figure 4: Oven abuse simulations for both internal pressure methods (a) whole time frame (b) enlargement of venting location.
times between the simulation and experimental results.
Table 5 presents the estimated parameters used to produce the predictions of Fig. 3(b) and Fig. 3(c). From this
table, it is shown that to meet the TR maximum temperature the model requires significant changes to the heat of
reactions.
3.2. Vent Sub-Model Development
A comparison between existing PPV and the new BPV methods is made. In both cases, the general properties
from Table 4, the specific masses of cell A (Table 8), the abuse parameters corresponding to column A of Table 5 and
a burst pressure (Pburst) of 1224 kPa are used.
Figure 4(a) shows the surface temperature of a cell under oven abuse simulations, at two oven set temperatures,
using both venting methodologies, and compared to experimental results. The venting methodology has little effect
on the overall predicted temperature profile and TR behaviour. The most significant difference between the methodo-
logies is the temperature at which venting is predicted. As can be seen in Fig. 4(b), the BPV method predicts venting
closer to the experimental data.
This can be further analysed by looking at the pressure vs surface temperature plots in Fig. 5(a). Firstly, it is
important to note that, following the bubble point assumption, there should only exist a single electrolyte temperature
for a given pressure and bulk mole fraction, this is not the case for the surface temperature. Unlike the PPV method,
the BPV method predicts little pressure increase until approximately 110°C, at which point the pressure increases
steeply. The sudden pressure increase in the BPV method simulation is because the cell is initially at a pressure of
0.1 MPa, which, for temperatures below 110°C and a mole fraction near the initial value, is greater than the bubble
17
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Figure 5: Comparison of (a) Pressure vs temperature (b) vapour or mixture fraction vs temperature, from oven abuse simulations for both internal
pressure methods.
pressure. Hence, the pressure remains constant until temperatures greater than 110°C, at which point the bubble
pressure is greater than 0.1 MPa and the pressure increases according to Eq. (14). Further, as the mole fraction
remains relatively constant up to 125°C (see Fig. 5(b)), then the increase in pressure up to approximately 125°C is
predominantly determined by temperature.
Although the pressure predictions at lower cell temperatures are significantly different between methods, once
the mole fraction starts to increase, i.e. gas begins to be generated, then the pressure prediction of the BPV method
resembles that of the PPV method, while somewhat offset along the temperature axis.
As stated above, there is a difference in the predicted temperature at which venting occurs between the two
methods. However, one must consider that the literature, [38], fits the point of venting in simulations to experimental
data by altering the SEI reaction activation energy. Hence, it is conceivable that either method could be used to predict
venting in TR modelling, although each would require different reaction parameters to provide the same location of
venting. However, the BPV method is, we believe, more representative of the system under study as it accounts for
the phase equilibria of the mixture, unlike the PPV model which assumes the CO2 generated is entirely in the gaseous
phase. The BPV method will therefore be used in the remainder of this work.
Further, one can see in Fig. 4 that the BPV model predicts venting closer to the experimental data for the given
parameters set. However, if the assumed burst pressure was to be higher (as in [69]) then the point of venting for both
methods would be at a higher temperature. Hence, it can be clearly recognised that the assumed burst pressure can
have an indirect influence on the abuse parameters through the need to accurately fit the location of venting. This will
be systematically investigated as part of Section 3.3.
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3.3. Advanced Abuse Model Investigation
This section discusses the results of the AAM, that includes the venting phenomena and simmering reactions, to
address the suggested improvements in Section 3.1, along with a study of the effects of assumed burst pressure on
abuse parameters.
Figure 6 shows the resulting temperature plots of oven simulations for the two different mass fractions (see Table 8)
and for two different burst pressures. It can be clearly seen from Fig. 6(a) and Fig. 6(b) that the AAM predicts TR very
accurately for the higher oven temperature exposure when compared to the experimental data, and vastly improves
predictions when compared the classical abuse model, see Fig. 3(b) and Fig. 3(c). Specifically, the implementation
of the venting behaviour delays TR noticeably, such that the peak temperatures of the simulation occur at a closer
time to the experimental peak than the predictions of the classical model. Additionally, the shape of the temperature
profile under lower oven temperature abuse scenario better resembles the experimental results using the AAM than
when using the classical model.
From Fig. 6(a) and Fig. 6(b) it can be seen for the lower oven temperature exposure case the peak temperature and
time to peak temperature are under predicted. Through the parameter estimation process it was found that to meet the
peak temperature for the 180°C oven exposure case it was required that: 1) the heat of reaction of the NE reaction
needed to be increased; or 2) the onset of the PE reaction to be lowered. However, either of these led to TR occurring
to soon under the higher oven temperature exposure, while item 2 further lead to poor qualitative predictions for
the lower temperature oven exposure. Hence, we suspect that there are secondary or interdependent reactions, such
as SEI reformation/decomposition and/or secondary NE dependent reactions, that are most important to consider at
lower oven exposure temperatures.
Inspection of the temperature profile upon venting shows that the predicted temperature drop occurs more rapidly
than in the experimental data, see Fig. 6(c) and Fig. 6(d). Clearly, if the venting behaviour was predicted to occur
more slowly, then the location of the peak temperature would be predicted more accurately. Hence, while the venting
methodology used here significantly improves predictions, it also identifies that there are some important phenomena
missing. It is hypothesised that this could be due to a disequilibrium between phases [70], as, upon venting of the
vapour, there is a rapid pressure drop. When there is a pressure drop, for the liquid to remain in equilibrium, it must
cool accordingly. If the liquid does not cool at a rate quickly enough for the pressure drop, this leads to superheated
liquid, as has been seen elsewhere (see for example [71]). Equilibrium is re-established after some time as the liquid
evaporates/ flashes, during which the depressurisation rate is reduced because the pressure starts to recover due to the
volume increase of evaporation. Further, the inclusion of the simmering reaction improves the predictions after the
TR event, showing its importance to the AAM.
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Figure 6: Temperature plots for oven abuse simulations for parametrised advanced abuse model (a) mass composition A (b) mass composition B
(c) enlargement of venting location mass composition A and (d) enlargement of venting location mass composition B.
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On inspection of the estimated parameters for the AAM (see Table 9) the values of the SEI, PE and electrolyte
heats of reaction lie within the bounds presented in the literature (see Table 2). However, of most interest is the
estimated values of the NE heat of reaction, which are larger than the upper bound. This is a direct result of the lower
specific masses of carbon used in the AAM compared to the literature (see Tables 6 and 8), as the heat generated is
directly related to the product of specific mass and heat of reaction for a given reaction. Also, for the case in which the
specific mass of carbon is lowest, i.e. cases A, the value of Hne is highest. Although the values of Hne are relatively
high (compared to the initial case), in case B the value is not significantly larger than the upper values found in the
literature. As the value of Hne is closer to literature bounds for simulations utilising mass composition B than A, this
suggests that the mass ratio used in case B is a better representation of the mass composition of the cell under study.
The largest discrepancy is for the lower oven temperature case, see Fig. 6, where the PE reaction does not oc-
cur. Hence, improving the prediction at lower oven temperature and reducing the estimated value of Hne could be
addressed by the inclusion of additional reactions. With this, we suggest that other reaction(s), such as possible sec-
ondary and tertiary decomposition of active materials, decomposition of the reaction products and reactions involving
the binder, should be accounted for, concurring with comments and findings made by [21] and [56].
Table 10 presents the heat generated by each reaction over the entire 90 min simulation and over the time only
up to the point of maximum cell temperature. This table shows that the model predicts that, under the high oven
temperature exposure, approximately 16 kJ of heat is produced, which is almost equal to the 17 kJ of electrochemically
stored energy of the cell [29]. For the entire time period, most of this heat is produced by the NE reaction and the
simmering reaction under both oven temperatures. However, up to the point of maximum cell temperature, it is the
NE reaction that dominates the total heat generated, with a considerable contribution from the PE reaction at higher
oven abuse temperatures.
Hence, for the LFP cell under study it can be said that TR is dominated by the heat from NE reaction, followed
by the PE (at higher oven temperatures). After the maximum cell temperature, the heat generated is dominated by the
simmering reaction followed by NE reaction, while for lower oven temperature the PE reaction contributes. As such,
the greatest improvement to the safety of LFP cells can be made through cell developments that lead to a reduced heat
of reaction of the NE reaction, for example, by electrolyte additives [72] or anode structure [73]. The heat lost through
venting, while important to improve temperature predictions, is small in comparison to the total energy released before
the maximum cell temperature.
3.3.1. Venting Behaviour
Returning to Fig. 6, the choice of burst pressure has little effect on overall TR predictions. However, venting is
predicted to occur at slightly later times and lower temperatures for a lower burst pressure, than compared to higher
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Table 9: Advanced abuse model parameters
Parameters A.Pl A.Ph B.Pl B.Ph Source/ note
Abuse sub model
Wc (kg m−3) 385.12 385.12 560.24 560.24 estimated, see Table 8
Wp (kg m−3) 615.26 615.26 977.13 977.13 estimated, see Table 8
We (kg m−3) me/Vjelly -
me,0 (g) 6.58 6.58 1.95 1.95 estimated, see Table 8
Ea,ne (J mol−1) 1.4183 × 105 1.4042 × 105 1.4751 × 105 1.4325 × 105 fit
Ea,sei (J mol−1) 1.5007 × 105 1.4413 × 105 1.5453 × 105 1.5007 × 105 fit
Ea,pe (J mol−1) 1.0197 × 105 1.0197 × 105 1.0197 × 105 1.03 × 105 fit
Ea,e (J mol−1) 2.877 × 105 2.877 × 105 2.877 × 105 2.877 × 105 fit
Ane (s−1) 2.0 × 1013 1.75 × 1013 2.25 × 1013 1.25 × 1013 fit
Asei (s−1) 1.667 × 1015 1.667 × 1015 1.667 × 1015 1.667 × 1015 fit
Ape (s−1) 1.4 × 108 1.4 × 108 1.2 × 108 1.4 × 108 fit
Ae (s−1) 3.598 × 1025 3.598 × 1025 5.14 × 1025 5.14 × 1025 fit
Hne (J g−1) 3771 3771 2914 2914 fit
Hsei (J g−1) 578 578 578 578 fit
Hpe (J g−1) 292 292 204 224 fit
He (J g−1) 170 170 164 178 fit
Venting sub model
mvented,0 (g) 0.8 0.8 0.7 0.7 fit
Pburst (kPa) 1224 a 2158 b 1224 a 2158 b a[38], b[69]
Av (m2) 8.9 × 10−6 [69]
γ (-) 1.4 [38]
kb (J K−1) 1.38 × 10−23 [38]
MDMC (g mol−1) 90 [38]
Mg (g mol−1) 44.01 CO2
mg,rxn (g) 0.88 [31]
P0 (kPa) 130 [38]
Pamb (kPa) 101 [38]
RDMC (J kg−1 K−1) 92.38 [38]
Rg (J kg−1 K−1) 188.9 CO2
Vcell (m3) 1.654 × 10−5 [38]
Vh (m3) 0.07*Vcell [38]
Xmixture,0 (-) 8.2308 × 10−4 Calculated from [38]
Table 10: Heat released for different mass compositions and burst pressure scenarios under oven test simulations. (The values in brackets represent
the heat released up to the point in time that maximum cell temperature occurs).
Heat (kJ)
Mass composition A Mass composition B
Toven=180°C Toven=218°C Toven=180°C Toven=218°C
Pburst,low Pburst,high Pburst,low Pburst,high Pburst,low Pburst,high Pburst,low Pburst,high
SEI 0.43 (0.43) 0.43 (0.43) 0.43 (0.43) 0.43 (0.43) 0.63 (0.63) 0.63 (0.63) 0.63 (0.63) 0.63 (0.63)
NE 3.09 (2.19) 3.16 (2.26) 7.62 (6.24) 7.56 (6.17) 2.57 (1.65) 2.89 (1.95) 8.07 (6.54) 8.26 (6.73)
PE 1.25 (0.09) 1.14 (0.08) 2.23 (2.23) 2.23 (2.23) 1.07 (0.09) 0.89 (0.08) 2.71 (2.71) 2.71 (2.71)
Electrolyte 0.01 (0.00) 0.00 (0.00) 1.01 (1.01) 1.01 (1.01) 0.00 (0.00) 0.00 (0.00) 0.24 (0.24) 0.24 (0.24)
Simmering 3.57 (0.66) 3.58 (0.70) 4.79 (0.32) 4.81 (0.35) 3.50 (0.78) 3.54 (0.71) 4.76 (0.39) 4.79 (0.36)
Total 8.34 (3.37) 8.31 (3.47) 16.06 (10.22) 16.04 (10.18) 7.76 (3.14) 7.95 (3.37) 16.41 (10.51) 16.64 (10.67)
Venting -0.14 -0.13 -0.14 -0.13 -0.12 -0.11 -0.11 -0.10
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burst pressures. This can be explained by further looking at the fitted abuse parameters (see Table 9) and the plots of
reaction species with time (Fig. 7). By comparing the activation energies of the reactions for the two burst pressure
cases (see Table 9), it can be seen that at the higher burst pressure the model requires lowering of the activation energies
of the SEI and NE reaction slightly (by 1% to 4%), compared to the lower burst pressure limit. This is due to the fact
that, as more gas is required to be generated to meet the higher pressure limit while at the same temperature limit of
experimental data, the reaction(s) have to start earlier, as can be seen by the dashed lines in Fig. 7. As the reactions
start earlier, so does heat generation, hence higher temperatures are reached sooner, thus making the time to venting
shorter but occurring at slightly higher temperatures. This however shows that, by lowering the activation energy of
the reactions, the temperature at which venting occurs can be controlled for different assumed burst pressures.
Further, Table 11, presenting the degree of conversion of each reaction just prior to venting, shows that the SEI
reaction is the only reaction to undergo a significant degree of conversion, while the NE reaction contributes slightly
to the overall decomposition and gas generation. Hence, under the assumption that the mass of gas is dependent on the
equal weighting of the four decomposition reactions (see Eq. (3)), gas generation from the SEI and NE reactions are
the main contributors to initial gas generation and cell pressurisation up to the cell burst pressure of the experimental
results. However, due to the large mass difference between the anode and the SEI it is logical that the NE reaction
would produce more gas than the SEI reaction (when fully decomposed). As such, even though the NE reaction is
much slower than the SEI it may have a greater influence on gas generation. Hence, it would be beneficial of further
work to separate out the gas generation terms for each reaction to identify the amount of gas produced by each reaction
through TR.
Considering the large burst pressure range investigated (1224 kPa to 2185 kPa), there is only a small change to
the Ea,sei and Ea,ne parameters, while predictions are almost identical. The value of the burst pressure is therefore
not critical to TR model parameterisation. Conversely, if the value of the burst pressure is exactly known, then it
would help in parameterisation by requiring that the internal cell pressure is predicted accurately, in addition to the
predictions of temperature.
The time to venting is predicted accurately under both oven exposure temperatures and the temperature that venting
occurs in the higher oven exposure is accurate (see Fig. 6(c) and Fig. 6(d)). However, the temperature at which
venting is predicted in the 180°C oven is noticeably lower than in the experiment. Hence, the discrepancy between
the temperature at which venting occurs in the 180°C simulation and experiment highlights that the AAM, while
significantly improving predictions, lacks some features that influence the complex pressure behaviour.
Table 12 also shows the ratio of gas generation between the high and low burst limit simulation, from which, at
the higher burst limit three times more gas is produced prior to venting. Also, the magnitude of gas generated prior to
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Figure 7: Plots of the cell decomposition species vs. time at different oven temperature, cell mass compositions and burst pressure limits. Sub-
figures: (a) oven at 180°C, mass composition A; (b) oven at 218°C, mass composition A; (c) oven at 180°C, mass composition B; (d) oven at
218°C, mass composition B, for high and low burst pressures. Time of venting is average of both the high and low burst cases (as, on the time scale
shown, individual lines for each pressure limit are indistinguishable).
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Table 11: Percentage degree of conversion for each reaction at the point just prior to venting for different mass compositions and burst pressure
scenarios.
Degree of conversion (%)
Mass composition A Mass composition B
Toven=180°C Toven=218°C Toven=180°C Toven=218°C
Pburst,low Pburst,high Pburst,low Pburst,high Pburst,low Pburst,high Pburst,low Pburst,high
Csei 23.87 72.79 19.95 66.17 7.50 22.34 6.25 20.24
Cne 1.07 1.24 0.87 1.10 0.27 0.45 0.22 0.40
Cpe 0.07 0.06 0.05 0.05 0.06 0.05 0.04 0.04
Ce 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table 12: Amount of gas generated and average decomposition of cell at the instant before venting.
Mass composition at
oven set temperature
Pb=1224 kPa Pb=2158 kPa Mass
ratiomg (g) ×10
-2 Cave (-) mg (g) ×10
-2 Cave (-)
A, 180°C 5.76 0.9375 16.6 0.8148 2.88
B, 180°C 1.80 0.9804 5.10 0.9429 2.83
A, 218°C 4.85 0.9478 15.1 0.8317 3.11
B, 218°C 1.51 0.9837 4.63 0.9483 3.07
venting is on the order of, or two orders lower, that the total measured, e.g 0.79 g to 1.4 g [12, 31, 32], depending on
the assumed burst pressure.
A possible cause of discrepancy in venting temperature is the lack of calculation of the overall vapour/ liquid ratio
of the mixture and the lack of calculation of the composition (i.e. CO2/DMC ratio) of the liquid and vapour phases.
As for dissimilar fluids, like the case for CO2/DMC here, the mole fraction of each phase can be very different as the
data in Ref. [64] shows. Hence, the bulk mole fraction assumption used here for simplicity (which is acceptable for
fluids that are very similar to each other) may be inaccurate for a complete description of venting. However, for the
purpose of validating the BPV model as a way to govern internal pressure rather than using the PPV model, we believe
it is acceptable for proving that new model is valid, while further work beyond the scope of this paper is required to
incorporate the compositions of each phase
3.4. Validation
Further validation of the estimated parameters for the AAM can be achieved by simulating the oven experiment
over a range of values below and above those so far discussed. Figure 8 is a plot of the maximum cell temperature,
and maximum change in cell temperature compared to the oven set temperature, against the oven set temperature,
for experimental and computational results. From Fig. 8 it is clear the model predictions are in good agreement with
the experimental data. Hence, the model can be used to investigate cell abuse beyond the experimental temperature
range. However, from Fig. 8, over the range that experimental data is presented, the predicted temperatures are
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somewhat lower at oven set temperatures below 180°C and between 195°C–205°C. At the critical point at 195°C,
where there is a step change in the TR severity of the experimental data, the model predicts the step change but does
not predict the correct magnitude of temperature increase. Below is discussed possible contributing factors that lead
to the discrepancies in predictions of Fig. 8.
The under prediction of maximum cell surface temperature at oven set temperatures below 180°C in Fig. 8 are
attributed to, as previously discussed in Section 3.3, a lack of representation of additional reactions. The discrepancies
at oven set temperatures of 195°C–205°C are thought to be linked to the under prediction of step change at the oven set
temperature of 195°C. The suspected additional reactions not accounted for, may, at higher temperatures contribute
to the sudden increase in reactivity at 195°C. Further, electrolyte combustion in the presence of O2 [3, 22], from O2
released on cathode decomposition [49], is a likely cause considering the step change occurs at surface temperatures
within the PE decomposition range, see Table 1. Further investigation, beyond the scope of this work, would be
required to identify additional reactions.
The model allows assessment of TR behaviour beyond the scope of experimental testing. At an oven set temperat-
ure of 140°C the maximum cell temperature is equal to that of the oven set temperature. Hence, from these predictions
the LFP cells in question are shown to be stable up to 140°C oven exposure. From 140°C to 185°C oven set temper-
ature, there is a steady increase in severity, following a linear trend, that, on the whole, is small, i.e ∆T below 50°C.
Between 185°C and 220°C oven set temperature, there is a significant increase in severity, with ∆T equal to 150°C
at 218°C oven set temperature. Most interestingly, however, beyond an oven set temperature of 218°C, there is little
increase in severity in relative terms to the oven set temperature; in fact, beyond 230°C, there is a slight decrease in
relative severity.
As such, the use of this AAM has enabled the prediction of the severity outside the experimental range. Showing
that cells abused beyond 190°C lead to a similar hazard regardless of oven set temperature. Further, if cells are kept
below 185°C, where the PE and electrolyte reactions are avoided, then the hazard a cell poses is small. A hazard
on this scale would be manageable by traditional thermal management techniques for battery packs, considering the
maximum heat generated at this abuse temperature is under 5 W, which is on the scale of the heat generated (up to
2.6 W [74]) by a high rate discharge of a similar cell.
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Figure 8: Simulated thermal runaway severity vs oven abuse temperature (a) mass composition A (b) mass composition B, compared to experi-
mental data.
4. Conclusion
The work here develops an AAM to address the inadequate performance of current TR models for Li-ion cells,
while highlighting the inappropriateness of abuse parameter values within the literature leading to the necessity of
parameter estimation.
The AAM model outperforms classical TR models due to its inclusion of novel venting behaviour and simmering
reactions. The venting behaviour, based on a bubble-point assumption, is a more accurate description of a multiphase,
multicomponent, system like a cell under TR. The AAM leads to accurate predictions of time to venting, magnitude of
heat loss at venting and time to maximum TR temperature. The inclusion of simmering reactions improves predictions
of temperature after a TR, and hence is essential for LFP cells.
Accurate knowledge of the burst pressure is required for determining accurate reaction parameters. For higher
burst pressures, the activation energies for the SEI and the NE reactions must be reduced, to allow the pressure
increase by the time that venting should occur. The time of venting is most dependent on the decomposition of the
SEI reaction, and slightly on the NE reaction.
The work here aids the wider LIB community and the development of advanced batteries. The AAM, with its
predictions of internal cell pressure, is a development enabling two pressure dependent phenomena to be modelled.
The first, the prediction of battery state-of-health through pressure sensors in state-of-the-art battery management
systems. The second, the modelling of the ejecta process and with it the complex heat transfer process of ejecta flow
in a battery pack.
Three points are outlined for future work regarding the development of LIB TR models:
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1. consideration of secondary and interdependent reactions;
2. improved phase-equilibria of the liquid-vapour mixture, i.e. accounting for the liquid-vapour fraction and mole
fraction in each phase, expansion of vapour phase and re-equilibrium, improving pressure predictions during
venting; and
3. focus on developing an intelligent computational aided method for model parameterisation, enabling statistical
analysis of the appropriateness of parameters values.
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