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ВВЕДЕНИЕ 
 
В пособии рассмотрены разделы: линейная алгебра, аналитическая 
геометрия на плоскости и в пространстве,  комплексные числа. В линейной 
алгебре изучаются объекты трех родов: матрицы, пространства и алгебра-
ические формы. Теории этих объектов тесно связаны друг с друго-
ми с аналитической геометрией. С другой стороны, в геометрии и механи-
ке большинство задач линейной алгебры возникает в виде задач об иссле-
довании алгебраических форм. Тем не менее, наиболее отчетливое пони-
мание внутренних связей между различными задачами линейной алгебры 
достигаются лишь при рассмотрении соответствующих линейных про-
странств и преобразований. Элементы теории многомерных евклидовых 
пространств и связанная с ней теория линейных неравенств стали обяза-
тельной частью современного математического образования инженеров 
и экономистов. B пособии рассмотрены действительные евклидовые про-
странства и их линейные преобразования. 
Теория систем линейных уравнений тесно связана с задачами анали-
тической геометрии и с задачами преобразования квадратичных форм. 
Матричная форма записи систем линейных уравнений, квадратичных форм 
и линейных преобразований облегчает их исследование и вычисления. 
Теоретический материал в пособии широко иллюстрируется примера-
ми и задачами. Приведены задания для самостоятельной работы студентов. 
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1. ЭЛЕМЕНТЫ ЛИНЕЙНОЙ АЛГЕБРЫ 
 
1.1. Матрицы. Основные понятия и действия над ними 
 
Матрицей называется упорядоченная таблица чисел (или массив чи-
сел), содержащая m строк и n столбцов. Матрица записывается в виде 
 
 
11 12 1
21 22 2
,
1 2
...
...
, 1,2,..., , 1,2,..., ,
... ... ... ...
...
n
n
i j
m m mn
a a a
a a a
A a i m j n
a a a
 
 
    
 
 
   
 
где индекс i обозначает номер строки, индекс j  номер столбца матрицы. 
Числа, составляющие матрицу, называются ее элементами. Матри-
ца, имеющая m строк и n столбцов, называется матрицей размера mn. 
Матрицы принято классифицировать по количеству их строк 
и столбцов.  
Если число строк матрицы равно числу столбцов, m = n, то матрица 
называется квадратной порядка n. 
Матрица размера m1 называется m-мерным (или m-компонентным) 
столбцом, матрица размера 1n называется n-мерной (или n-компонен-
тной) строкой (так называемые матрица-столбец и матрица-строка со-
ответственно). 
Среди квадратных матриц отметим диагональные матрицы, у кото-
рых все элементы с неравными индексами (ij) равны нулю: 
 
11
22
33
0 0 ... 0
0 0 ... 0
0 0 ... 0
... ... ... ... ...
0 0 0 ... nn
a
a
D a
a
 
 
 
 
 
 
 
 
. 
 
Будем говорить, что элементы а11, а22, …, аnn расположены на глав-
ной диагонали. 
Некоторые часто используемые матрицы с особыми значениями 
элементов имеют специальные названия и обозначения. 
Диагональная матрица, у которой каждый элемент главной диагона-
ли равен единице, называется единичной.  
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Обозначается буквой Е: 
1 0 ... 0
0 1 ... 0
... ... ... ...
0 0 ... 1
E
 
 
 
 
 
 
. 
Матрица, все элементы которой равны нулю, называется нулевой. 
Обозначается буквой О: 
0 0 ... 0
0 0 ... 0
... ... ... ...
0 0 ... 0
O
 
 
 
 
 
 
. 
В матричном исчислении матрицы О и Е играют роль 0 и 1 в ариф-
метике. Матрица размера 11, состоящая из одного числа, отождествляется 
с этим числом, т. е. (3)11 есть 3. 
Квадратные матрицы, где все элементы расположены по одну сторо-
ну от главной диагонали, соответственно называются нижней и верхней 
треугольными матрицами.  
 
Действия над матрицами 
Две матрицы А и В одного и того же размера называются равными, 
если все их соответствующие элементы равны, т. е. aij = bij для всех i = 1,m  
и j = 1,n .  
Суммой двух матриц Аmn = (аij) и Вmn = (bij) называется матрица 
Сmn = (сij) такая, что сij = aij+ bij, i = 1,m , j = 1,n . Операция вычисления 
матрицы С называется сложением матриц А и В. 
 
П р и м е р  1 . Найти сумму матриц А и В: 
3 1 2
0 2 4
A
 
  
 
,   
1 1 3
2 0 6
B
 
  
 
. 
Решение: 
3 1 1 1 2 ( 3) 4 0 1
0 2 2 0 4 6 2 2 10
C A B
        
      
     
. 
Правило сложения двух матриц обобщается на случай любого ко-
нечного числа слагаемых матриц. 
Произведением матрицы Аmn = (аij) на число k называется матрица 
Вmn = (bij) такая, что bij = kаij, i = 1,m , j = 1,n . 
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П р и м е р  2 . Найти произведение матрицы А на число k: 
1 2 3
3 1 2
A
 
  
 
, k = 5, 
5 10 15
15 5 10
kA
 
  
 
. 
Отметим, что умножать на число можно матрицу любого размера. 
 
Замечание. В качестве всех или некоторых элементов матрицы возможно ис-
пользование других математических объектов, для которых подходящим образом опре-
делены операции сравнения, сложения и умножения на число, например, векторы, 
функции или те же матрицы. 
 
Определенные выше линейные операции обладают следующими 
свойствами: 
1) ( ) ( ) ;A B C A B C      
2) ;A B B A    
3) ;A O A   
4) ( ) ;A A A      
5) ( ) ;A B A B       
6) 1 ;A A   
7) ( ) ,A A     
где А, В и С  матрицы,  и   числа. 
Разность двух матриц А и В одинаковых размеров определяется ра-
венством: А  В = А + (1)В. 
Матрица, полученная из данной заменой каждой ее строки столбцом 
с тем же номером, называется матрицей транспонированной к данной. 
Обозначается АТ. 
 
П р и м е р  3 .  Транспонировать матрицы: 
1 2
3 4
A
 
  
 
,  
1 3
2 4
T
A
 
  
 
;  
 1 0 2A   ,  
1
0
2
T
A
 
 

 
  
.  
Операция умножения двух матриц вводится только для случая, когда 
число столбцов первой матрицы равно числу строк второй матрицы. 
Умножить матрицу А = (аij) размера mn на матрицу В = (bjk) размера 
nq означает найти третью матрицу С = (сik) размера mq, такую, что 
1
n
ik ij ik
j
c a b

 , i = 1,2, …, m,  k = 1,2, …, q. 
Матрица С называется произведением матрицы А на матрицу В: 
С = АВ. 
В общем случае, как следует из определения, элемент сik  есть сумма 
произведений элементов i-й строки на элементы k-го столбца. 
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П р и м е р  4 . Перемножить матрицы: 
1) 
11 12
11 12 13
21 22
21 22 23
31 32
b b
a a a
b b
a a a
b b
 
   
   
   
 
 
11 11 12 21 13 31 11 12 12 22 13 32
21 11 22 21 23 31 21 12 22 22 23 32
;
a b a b a b a b a b a b
a b a b a b a b a b a b
    
  
    
 
2) 
1 0 2 2 1 2 0 3 2 1 4
2 3 1 3 2 2 3 3 1 1 6
1 2 4 1 1 2 2 3 4 1 8
           
       
        
       
                    
. 
Произведение двух матриц в общем случае зависит от порядка 
сомножителей, оно не коммутативно: 
AB BA . 
 
П р и м е р  5 .  Перемножить матрицы: 
1) 
1 4 3 7 3 8 7 16 11 23
2 5 2 4 6 10 14 20 16 34
        
        
        
; 
                      2) 
3 7 1 4 3 14 12 35 17 47
2 4 2 5 2 8 8 20 10 28
        
        
        
. 
В частном случае равенство АВ = ВА возможно. Матрицы А и В, для 
которых выполняется равенство АВ = ВА, называются перестановочными 
или коммутативными. 
Самым характерным примером может служить единичная матрица, 
которая является перестановочной с любой другой матрицей того же раз-
мера: 
АЕ = ЕА = А. 
Перестановочными могут быть только квадратные матрицы одного 
и того же порядка. Очевидно, что для любых матриц выполняются следу-
ющее свойство: 
AO = OA = O, 
где О – нулевая матрица. 
 
П р и м е р  6 . Матрицы 
1 2
2 0
A
 
  
 
,   
3 2
2 4
B
  
  
 
 
перестановочные, т. к. легко проверить, что для них АВ = ВА. 
Если матрицы А и В квадратные одного и того же порядка, то произ-
ведения АВ и ВА всегда существуют. 
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Произведение матриц обладает следующими свойствами: 
1) ( ) ( ) ( );AB A B A B      
2) ( ) ( );AB C A BC  
3) ( ) ;A B C AC BC    
4) ( ) .C A B CA CB    
Для операции транспонирования верны свойства: 
1) ( ) ;T T TA B A B    
2) ( ) .T T TAB B A  
О п р е д е л е н и е . Элементарными преобразованиями матриц назо-
вем следующие преобразования: 
 1) умножение строки на число, отличное от нуля; 
 2) прибавление ко всем элементам одной строки соответствующих 
элементов другой строки, умноженных на одно и то же число; 
 3) перестановка строк; 
 4) вычеркивание (удаление) одной из одинаковых строк; 
 5) транспонирование. 
 Те же операции, применяемые для столбцов, также называются эле-
ментарными преобразованиями. 
Две матрицы А и В называются эквивалентными, если одна из них 
получается из другой с помощью элементарных преобразований. Записы-
вается А  В. 
Следует отметить, что равные и эквивалентные матрицы  понятия 
совершенно различные. 
 
 
Задачи и примеры для самостоятельного решения 
 
1. Найти сумму матриц: 
1 2
3 5
4 1
A
 
 

 
 
 
,  
2 1
3 3
0 4
B
 
 
 
 
 
 
. 
 
2. Найти разность матриц: 
1 2 3
2 3 6
A
 
  
 
,  
3 2 3
4 1 2
B
 
  
 
. 
 
3. Доказать равенство: 
1 1 2 1 1 2 1 1 2
5 2 3
4 3 5 4 3 5 4 3 5
       
      
     
. 
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4. Перемножить следующие матрицы: 
1) 
1 3 4 1
2 2 5 2
  
  
  
;            2) 
1 2 4 4 3 1
3 1 5 1 2 3
2 3 2 2 4 5
  
  
 
  
    
;   
3) 
3 1
2 4 3
4 2
1 6 5
2 5
 
  
  
  
 
;         4)  
2
3 2 3
7
 
 
 
 
 
;        5)  
6
3 2 5 1
3
 
 

 
 
 
. 
 
5. Найти A(B + C), если 
2 1 3
5 4 2
A
 
  
 
,  
1 4
1 3
5 2
B
 
 
 
 
 
 
,  
2 6
1 2
5 3
C
 
 
 
 
 
 
. 
6. Найти А3, 
1 4
3 2
A
 
  
 
. 
 
7. Найти значение матричного многочлена 2А2 + 4А + 3Е, если 
1 1 1
2 3 1
1 1 2
A
 
 

 
  
. 
 
 
1.2. Определители 
 
Для квадратных матриц существует специальная числовая характе-
ристика, называемая определителем (или детерминантом) и обозначается 
как detA (|A| или ), определяется следующим образом: 
1. Определитель квадратной матрицы 1-го порядка: 
А = (а1), detA = a1. 
2. Определитель квадратной матрицы 2-го порядка: 
11 12
21 22
a a
A
a a
 
  
 
, 
11 12
11 22 12 21
21 22
det
a a
A a a a a
a a
   . 
Вычисление определителя 2-го порядка можно проиллюстрировать 
схемой 
 
 
 
где произведение элементов главной диагонали берется со знаком «+», 
а произведение элементов побочной (или второй) диагонали  со знаком «». 
,
     
 
     
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3. Определитель квадратной матрицы 3-го порядка: 
11 12 13
21 22 23
31 32 33
,
a a a
A a a a
a a a
 
 

 
 
 
11 12 13
21 22 23
31 32 33
det
a a a
A a a a
a a a
   
11 22 33 12 23 31 21 32 13 31 22 13 21 12 33 32 23 11.a a a a a a a a a a a a a a a a a a       
 
При вычислении определителя 3-го порядка удобно пользоваться 
правилом треугольников, которое символически можно записать так: 
 
 
 
 
 
 
 
 
 
П р и м е р  7 .  Вычислить определитель матрицы А: 
1 0 3
2 1 4 ,
1 3 2
À
 
 
 
 
  
1 0 3
det 2 1 4
1 3 2
A   

 
1 1 2 0 4 1 ( 2) ( 3) 3 1 1 3 ( 2) 0 2 ( 3) 4 1 19.                        
 
Свойства определителей 
Сформулируем основные свойства определителей n-го порядка. 
1. Определитель не изменится, если его столбцы заменить строками, 
и наоборот. 
Сформулированное свойство устанавливает равноправие столбцов 
и строк определителя. 
2. При перестановке двух столбцов (строк) определитель меняет знак. 
3. Определитель, элементы столбца (строки) которого равны соот-
ветствующим элементам другого столбца (строки), равен нулю. 
4. Общий множитель элементов столбца (строки) определителя 
можно вынести за знак определителя. 
Из свойств 3 и 4 следует, что если все элементы столбца (строки) 
пропорциональны соответствующим элементам другого столбца (строки), 
то такой определитель равен нулю. 
5. Если элементы какого-либо столбца (строки) представляют собой 
суммы двух слагаемых, то определитель может быть разложен на сумму 
двух соответствующих определителей. 
(î ñí î âàí èÿ (î ñí î âàí èÿ
òðåóãî ëüí èêî â òðåóãî ëüí èêî â
ï àðàëëåëüí û ï àðàëëåëüí û
ãëàâí î é  ï î á î ÷í î é
äèàãî í àëè) äèàãî í àëè)
        
          
        
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Например, 
11 12 13 11 12 13 11 12
21 22 23 21 22 23 21 22
31 32 33 31 32 33 31 32
a a a b a a a a a b
a a a c a a a a a c
a a a d a a a a a d

  

. 
 
6. Определитель не изменится, если к элементам одного столбца 
(строки) прибавить соответствующие элементы другого столбца (строки), 
умноженные на любое число. 
 
П р и м е р  8 . Доказать, что 
11 12 13 11 12 13 12
21 22 23 21 22 23 22
31 32 33 31 32 33 32
det .
a a a a a a k a
A a a a a a a k a
a a a a a a k a

  

 
 
Действительно, используя свойства 5, 4 и 3, получим 
11 12 13 12 11 12 13 11 12 12
21 22 23 22 21 22 23 21 22 22
31 32 33 32 31 32 33 31 32 32
a a a k a a a a a a a
a a a k a a a a k a a a
a a a k a a a a a a a

   

 
det 0 detA k A    . 
 
Дальнейшие свойства определителей связаны с понятиями минора 
и алгебраического дополнения. 
Минором некоторого элемента aij определителя n-го порядка называ-
ется определитель n  1-го порядка, полученный из исходного путем вы-
черкивания строки и столбца, на пересечении которых находится выбран-
ный элемент. Обозначается Mij. 
Алгебраическим дополнением элемента aij определителя n-го порядка 
называется его минор, взятый со знаком «+», если сумма i + j  четное чис-
ло, и со знаком «», если эта сумма нечетная. Обозначается Aij, 
Aij= (1)i+jMij. 
При этом полезно иметь в виду схему 
  
  
  
, 
где знаки «+» или «» чередуются, ими помечены места тех элементов, для 
которых алгебраические дополнения равны минорам или отличаются от 
них знаком. 
7. Определитель равен сумме произведений элементов некоторого 
столбца (строки) на соответствующие им алгебраические дополнения: 
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detA = 
1
( 1)
n
k i
ik ik
k
a M


 ,   i = 1, 2, …, n. 
 
Докажем свойство 7 на примере определителя 3-го порядка: 
11 12 13
21 22 23 11 11 12 12 13 13
31 32 33
det
a a a
A a a a a A a A a A
a a a
    . 
В самом деле, имеем 
22 23 21 23 21 22
11 11 12 12 13 13 11 12 13
32 33 31 33 31 32
( 1)
a a a a a a
a A a A a A a a a
a a a a a a
       
 
= a11(a22a33a23a32) a12(a21a33a23a31) + a13(a21a32a22a31) = det A. 
Свойство 7 содержит в себе способ вычисления определителей высо-
ких порядков. 
 
П р и м е р  9 . Вычислите определитель матрицы 
 
2 3 1 1
0 1 2 1
3 1 0 3
2 2 1 3
 
 
 
 
 
 
. 
Решение: 
Для разложения определителя выберем третий столбец, поскольку он 
содержит нулевой элемент. 
 
 
1 3 2 3 4 3
0 1 1 2 3 1 2 3 1
1( 1) 3 1 3 2( 1) 3 1 3 0 1( 1) 0 1 1
2 2 3 2 2 3 3 1 3
           
  
= 
= 1(0 + 6 + 6  2  (9) 0)  2(6 + 18 + 6  2  (27)  (12))  
 (6 + 0 + (9)  (3)  0  2) = 151. 
 
8. Сумма произведений элементов какого-либо столбца (строки) 
определителя на алгебраические дополнения соответствующих элементов 
параллельного столбца (строки) равна нулю. 
Так, например, a11A21 + a12A22 + a13A23 = 0. 
2 3 1 1
0 1 2 1
3 1 0 3
2 2 1 3




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Задачи и примеры для самостоятельного решения 
 
1. Вычислите определители второго порядка: 
1) 
1 3
2 4

,   2) 
cos sin
sin cos
 
 
. 
 
2. Пользуясь определением, вычислить определитель третьего по-
рядка: 
6 1 1
3 2 0
3 1 3
. 
 
3. Вычислите определитель матрицы А: 
1 3 1
0 2 1
3 1 0
A
 
 

 
   
. 
 
4. Упростить и вычислить определитель: 
4 3 2 6
8 5 1 2
3 4 2 3
4 2 1 1
 
 
. 
 
5. Найти х из уравнения (a = const) 
2
3 2
1 1 0
1 0
x
x
a
  . 
 
6. Используя только свойства определителей, показать, что следую-
щие определители равны нулю: 
1) 
2 3 4 2 3 4
5 6 7 5 6 7
8 9 10 8 9 10
11 12 13 11 12 13
x y
x y
x y
x y
 
 
 
 
;   2) 
1 1 2 4
1 1 3 9
1 1 4 16
1 1 5 25
x x
x x
x x
x x
 
 
 
 
. 
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1.3. Понятие обратной матрицы 
 
Основные понятия 
Пусть А  квадратная матрица n-го порядка: 
 
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
n n nn
a a a
a a a
A
a a a
 
 
 
 
 
 
. 
 
Квадратная матрица А называется невырожденной, если определи-
тель detA не равен нулю. В противном случае (detA = 0) матрица А называ-
ется вырожденной. 
Матрицей, союзной к матрице А, называется матрица 
 
11 21 1
12 22 2*
1 2
...
...
... ... ... ...
...
n
n
n n nn
A A A
A A A
A
A A A
 
 
 
 
 
 
, 
 
где Aij   алгебраическое дополнение элемента aij данной матрицы А (опре-
деляется так же, как и алгебраическое дополнение определителя). 
Определим операцию деления матриц как операцию, обратную 
умножению. 
Если существуют квадратные матрицы Х и А, удовлетворяющие 
условию 
XA = AX = E, 
 
где Е  единичная матрица того же самого порядка, что и матрица А, то 
матрица Х называется обратной к матрице А и обозначается А1. 
 
Т е о р е м а  1 . 1 .  Всякая невырожденная матрица имеет обратную. 
Д о к а з а т е л ь с т в о . Проведем доказательство для случая мат-
рицы 3-го порядка. 
11 12 13
21 22 23
31 32 33
,
a a a
A a a a
a a a
 
 

 
 
 
detA 0. 
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Найдем произведение матрицы А и союзной матрицы А*, используя 
свойства 7 и 8 определителя: 
 
11 12 13 11 12 13
*
21 22 23 21 22 23
31 32 33 31 32 33
a a a A A A
AA a a a A A A
a a a A A A
   
   
 
   
   
   
 
11 11 12 12 13 13 11 31 12 32 13 33
21 11 22 12 23 13 21 31 22 32 23 33
31 11 32 12 33 13 31 31 32 32 33 33
...
...
...
a A a A a A a A a A a A
a A a A a A a A a A a A
a A a A a A a A a A a A
    
 
     
 
     
 
det 0 0 1 0 0
0 det 0 det 0 1 0 det ,
0 0 det 0 0 1
A
A A AE
A
   
   
  
   
   
   
 
т. е.  
АА* = det AE. (1.1) 
Аналогично можно проверить, что 
 
А*А = det AE. (1.2) 
Равенства (1.1) и (1.2) запишем в виде 
*
det
A
A E
A
  и 
*
.
det
A
A E
A
  
Сравнивая полученные результаты с определением обратной матри-
цы, получаем 
11 12 13*
1
21 22 23
31 32 33
1
.
det det
A A A
A
A A A A
A A
A A A

 
 
 
 
 
 
 
 
Замечание. Если определитель матрицы А равен нулю (detA = 0), то обратная 
матрица не существует. 
 
Свойства обратной матрицы 
1. 
1 1
det( ) .
det
A
A
   
2. (AB)1 = B1A1. 
3. (A1)T = (AT)1. 
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П р и м е р  1 0 . 1. Найти A1, если 
1 2
3 1
A
 
  
 
. 
Решение: 
Находим detA: 
1 2
det 1 6 7 0
3 1
A

       , значит, обратная мат-
рица существует. 
Находим союзную матрицу А*: А11 = 1, А21 = 2, А12 = 3, А22 = 1,  
*
1 2
3 1
A
 
  
  
. 
Находим А1: 
1 2
1 7 7
3 1
7 7
1 21
.
3 17
A

  
     
    
 
Выполним проверку: 
61 2 1 2 2
1 7 7 7 7 7 7
3 3 3 61 1
7 7 7 7 7 7
1 2 1 0
.
3 1 0 1
AA E

        
        
        
 
 
2. Проверить, являются ли матрицы А и В обратными: 
1 0 3
2 4 1
2 3 0
A
 
 

 
  
,   
1/15 1/ 5 4 /15
2 / 45 2 /15 7 / 45
14 / 45 1/15 4 / 45
B
  
 
 
 
  
. 
Решение: 
Проверим условие АВ = Е. 
1 0 3 1/15 1/ 5 4 /15
2 4 1 2 / 45 2 /15 7 / 45
2 3 0 14 / 45 1/15 4 / 45
AB
     
   
  
   
       
 
1/15 0 42 /15 1/ 5 0 3/15 4 /15 0 12 / 45
2 /15 8 / 45 14 / 45 2 / 5 8 /15 1/15 8 /15 28/ 45 4 / 45
2 /15 6 / 45 0 2 / 5 6 /15 0 8/15 21/ 45 0
       
 
         
 
        
 
1 0 0
0 1 0 .
0 0 1
E
 
 
 
 
 
 
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Задачи и примеры для самостоятельного решения 
1. Найти обратную матрицу А1, если 
4 5
2 1
A
 
  
 
,
1 4 3
5 2 5
3 1 2
A
 
 

 
 
 
. 
Выполнить проверку. 
2. Найти обратную матрицу (BA)1, если 
4 5
2 2
A
 
  
 
, 
3 3
.
0 2
B
 
  
 
 
 
 
1.4. Ранг матрицы 
 
О п р е д е л е н и е  1 .  В матрице порядка mn минор порядка 
r называется базисным, если он не равен нулю, а все миноры порядка r+1 
и выше равны нулю, или не существуют вовсе, т. е. r совпадает с меньшим 
из чисел m или n (0  r  min(m; n)).  
Столбцы и строки матрицы, на которых стоит базисный минор, так-
же называются базисными. 
В матрице может быть несколько различных базисных миноров, име-
ющих одинаковый порядок. 
О п р е д е л е н и е  2 . Порядок базисного минора матрицы называется 
рангом матрицы и обозначается r, r(A) или rangA. 
Из определения следует:  
а) ранг матрицы Amn не превосходит наименьшего из ее размеров, 
т. е. r(A)  min(m; n); 
б) r(A) = 0 тогда и только тогда, когда все элементы матрицы равны 
нулю, т. е. А = 0; 
в) для квадратной матрицы n-го порядка r(A) = n тогда и только то-
гда, когда матрица А невырожденная. 
Общим свойством элементарных преобразований матриц является 
то, что они не изменяют ранг матрицы. 
Так как элементарные преобразования не изменяют ранг матрицы, то 
можно существенно упростить процесс нахождения ранга матрицы. 
 
П р и м е р  1 1 . Определить ранг матрицы 
 
1 0 0 0 5
0 0 0 0 0
2 0 0 0 11
 
 
 
 
 

1 0 0 0 5
2 0 0 0 11
 
 
 

1 5
2 11
 
 
 
, 
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1 5
11 10 1 0
2 11
     r(A) = 2. 
 
П р и м е р  1 2 . Определить ранг матрицы 
 
3 5 7
1 2 3
1 3 5
 
 
 
 
 

4 8 12
1 2 3
1 3 5
 
 
 
 
 

1 2 3
1 2 3
1 3 5
 
 
 
 
 

1 2 3
1 3 5
 
 
 
, 
1 2
3 2 1 0
1 3
     r(A) = 2. 
 
П р и м е р  1 3 . Определить ранг матрицы 
 
1 2 1 3 4
3 4 2 6 8
1 2 1 3 4
 
 
 
 
 

1 2 1 3 4
3 4 2 6 8
 
 
 
, 
1 2
4 6 2 0
3 4
     r(A) = 2. 
Если с помощью элементарных преобразований не удается найти 
матрицу, эквивалентную исходной, но меньшего размера, то нахождение 
ранга матрицы следует начинать с вычисления миноров наивысшего воз-
можного порядка. В вышеприведенном примере – это миноры порядка 3. 
Если хотя бы один из них не равен нулю, то ранг матрицы равен порядку 
этого минора. 
 
Т е о р е м а  1 . 2 .  В произвольной матрице А каждый столбец 
(строка) является линейной комбинацией столбцов (строк), в которых 
расположен базисный минор. 
Таким образом, ранг произвольной матрицы А равен максимальному 
числу линейно независимых строк (столбцов) в матрице. 
Если А  квадратная матрица и detA = 0, то по крайней мере один из 
столбцов – линейная комбинация остальных столбцов. То же самое спра-
ведливо и для строк. Данное утверждение следует из свойства линейной 
зависимости строк, когда определитель равен нулю. 
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1.5. Исследование систем линейных уравнений 
 
Основные понятия 
Системой линейных алгебраических уравнений, содержащей m урав-
нений и n неизвестных, называется система вида 
 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
... ,
... ,
............................................
... ,
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
   

   


                                    
(1.3) 
 
где числа aij, 1,i m , 1,j n  называются коэффициентами системы, числа bi 
 свободными членами, числа xn  неизвестные, подлежащие определению. 
Систему уравнений можно записать в компактной матричной форме 
 
                                                      AX = B, (1.4) 
где A = 
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
m m mn
a a a
a a a
a a a
 
 
 
 
 
 
 матрица коэффициентов системы; 
      X = 
1
2
...
n
x
x
x
 
 
 
 
 
 
 вектор-столбец из неизвестных xj; 
      B = 
1
2
...
m
b
b
b
 
 
 
 
 
 
 вектор-столбец из свободных членов bi.    
Произведение AX имеет смысл, т. к. число столбцов матрицы А равно 
числу строк матрицы Х. 
Расширенной матрицей системы называется матрица A  системы, до-
полненная столбцом свободных членов 
11 12 1 1
21 22 2 2
1 2
...
...
... ... ... ... ...
...
n
n
m m mn m
a a a b
a a a b
A
a a a b
 
 
 
 
  
 
. 
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Решением системы называется n значений неизвестных x1 = c1, 
x2 = c2, …, xn = cn, при подстановке которых все уравнения системы обра-
щаются в верные равенства.  
Всякое решение системы можно записать в виде матрицы-столбца: 
1
2
...
n
c
c
C
c
 
 
 
 
 
 
. 
Система уравнений называется совместной, если она имеет хотя бы 
одно решение, и несовместной, если она не имеет ни одного решения. 
Совместная система называется определенной, если она имеет един-
ственное решение, и неопределенной, если она имеет более одного решения. 
В последнем случае каждое ее решение называется частным решением си-
стемы. Совокупность всех частных решений называется общим решением. 
Решить систему  означает выяснить, совместна она или несов-
местна. Если система совместна, найти ее общее решение. 
Теорема о базисном миноре позволяет дать простое и эффективное 
условие совместности системы линейных уравнений вида (1.3), носящее 
название теоремы Кронекера – Капелли (Леопольд Кронекер (1823–1891) 
немецкий математик). 
 
Т е о р е м а  1 . 3 .  (у с л о в и е  с о в м е с т н о с т и  с и с т е м ы ). Систе-
ма линейных алгебраических уравнений совместна тогда и только тогда, 
когда ранг матрицы системы равен рангу расширенной матрицы 
r(A) = ( )r A . 
Очевидно, что система (1.3) может быть записана в виде 
x1
11
21
1
...
m
a
a
a
 
 
 
 
 
 
 + x2
12
22
2
...
m
a
a
a
 
 
 
 
 
 
+ … + xn
1 1
2 2
... ...
n
n
mn m
a b
a b
a b
   
   
   
   
   
   
. 
 Д о к а з а т е л ь с т в о .  
 1) Если решение существует, то столбец свободных членов есть ли-
нейная комбинация столбцов матрицы А, а значит добавление этого столб-
ца в матрицу, т. е. переход А A  не изменяют ранга. 
 2) Если r(A) = ( )r A , то это означает, что они имеют один и тот же ба-
зисный минор. Столбец свободных членов при этом есть линейная комби-
нация столбцов базисного минора. 
Для совместных систем линейных уравнений имеют место следую-
щие теоремы. 
 22 
Т е о р е м а  1 . 4 .  Если ранг совместной системы равен числу неиз-
вестных, т. е. r = n, то система (1.3) имеет единственное решение. 
 
Т е о р е м а  1 . 5 .  Если ранг совместной системы меньше числа неиз-
вестных, т. е. r < n, то система (1.3) неопределенная и имеет бесконечное 
множество решений.  
В случае r < n, r переменных x1, x2, …, xr называются основными (ба-
зисными), если определитель матрицы из коэффициентов при них (т. е. ба-
зисный минор) отличен от нуля. Остальные nr переменных называются 
неосновными (или свободными). 
 
П р и м е р  1 4 .  Исследовать на совместность систему 
1,
4 4 3.
x y
x y
 

  
 
Решение: 
1 1
4 4
A
 
  
 
,   r(A) = 1, 
, 
  ( ) 2r A  . 
Таким образом, ( ) ( )r A r A , следовательно, система несовместна. 
 
П р и м е р  1 5 . Исследовать на совместность систему 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 5 7 9 1,
2 3 4 5 2,
2 11 12 25 22 4.
x x x x x
x x x x x
x x x x x
    

    
     
 
Решение: 
A = 
1 3 5 7 9 1 3 5 7 9 1 3 5 7 9
1 2 3 4 5 ~ 3 9 15 21 27 ~ 1 3 5 7 9 ~
2 11 12 25 22 2 11 12 25 22 2 11 12 25 22
     
     
 
     
     
     
 
~ 
1 3 5 7 9
2 11 12 25 22
 
 
   
.  
1 3
1 6 5 0
2 11
    ,   r(A) = 2. 
1 3 5 7 9 1 1 3 5 7 9 1
1 2 3 4 5 2 ~ 0 0 0 0 0 1
2 11 12 25 22 4 2 11 12 25 22 4
A
   
   
  
   
   
   
,   ( ) 3.r A   
 
Таким образом, ( ) ( )r A r A , следовательно, система несовместна. 
 
1 1 1
4 4 3
A
  
  
  
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П р и м е р  1 6 . Решить систему 
1 2 3 4
1 2 3 4
1 2 3 4
2 2 1,
3 2 4 2,
2 2 1.
x x x x
x x x x
x x x x
    

   
    
 
Решение: 
1 2 1 2 1
1 3 2 4 2
2 1 1 2 1
A
   
 
   
   
. 
 
Можно заметить, что третья строка матрицы A  является линейной 
комбинацией первых двух строк, поэтому берем первые два уравнения: 
 
 
 
 
 
значит неизвестные x1, x2 являются базисными, остальные переменные х3, 
х4  свободные. Выразим базисные переменные через свободные: 
 
1 2 3 4
1 2 3 4
2 1 2 ,
3 2 2 4 ,
x x x x
x x x x
    

     
 
следовательно, х2 = 
1
5
(3 + 3х3  6х4), х1 = 
1
5
(1 х3 + 2х4)  общее решение. 
Положив, например, х3 = 0, х4 = 0, получаем одно из частных решений: 
х1 = 
1
5
, х2 = 
3
5
 . 
 
Решение невырожденных линейных систем. Формулы Крамера. 
Матричный способ 
Данные методы применимы только в случае систем линейных урав-
нений, где число переменных совпадает с числом уравнений. Кроме того, 
необходимо ввести ограничения на коэффициенты системы. Необходимо, 
чтобы все уравнения были линейно независимы, т. е. ни одно уравнение не 
являлось бы линейной комбинацией остальных. 
Для этого необходимо, чтобы определитель матрицы системы не рав-
нялся нулю detA  0. 
Пусть дана система n линейных уравнений с n неизвестными:  
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
... ,
... ,
............................................
... .
n n
n n
n n nn n n
a x a x a x b
a x a x a x b
a x a x a x b
   

   


    
 
1 2 3 4
1 2 3 4
2 2 1, 1 2
5 0,
3 2 4 2; 1 3
x x x x
x x x x
    
    
    
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Систему уравнений можно записать в матричной форме (1.4). 
Основная матрица А такой системы квадратная.  
Определитель такой матрицы 
11 1
1
...
det ... ... ...
...
n
n nn
a a
A
a a
    
называется определителем системы. Если определитель системы отличен 
от нуля, то система называется невырожденной. 
Найдем решение данной системы в случае 0  . 
Сделаем следующее преобразование: A1AX = A1B, т. к. А1 А = Е, то  
ЕХ = А1В, или 
Х = А1В. (1.5) 
 Отыскание решения системы по формуле (1.5) называется матрич-
ным способом решения. 
Для применения данного метода необходимо находить обратную 
матрицу, что может быть связано с вычислительными трудностями при ре-
шении систем высокого порядка. 
 
П р и м е р  1 7 . Решить систему уравнений матричным способом 
2 4,
3 5 3 1,
2 7 8.
x y z
x y z
x y z
  

  
   
 
Решение: 
Х = 
x
y
z
 
 
 
 
 
,  B = 
4
1
8
 
 
 
 
 
,  A = 
1 2 1
3 5 3
2 7 1
 
 

 
  
. 
Так как det 33 0A    , то данная система имеет единственное ре-
шение. Найдем обратную матрицу А1. 
M11 = 
5 3
7 1


 = 16;    M21 = 
2 1
7 1
 = 9;   M31 = 
2 1
5 3
 = 11; 
M12 = 
3 3
9;
2 1
 

M22 = 
1 1
3;
2 1
 

M32 = 
1 1
0;
3 3
  
M13 = 
3 5
31;
2 7

 M23 = 
1 2
3;
2 7
 M33 = 
1 2
11;
3 5
 

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A1 = 
16 9 11
1
9 3 0
33
31 3 11
 
 

 
   
. 
Сделаем проверку: 
1
1 2 1 16 9 11 33 0 0
1 1
3 5 3 9 3 0 0 33 0
33 33
2 7 1 31 3 11 0 0 33
AA E

     
     
    
     
            
. 
Находим матрицу Х: 
Х = 
x
y
z
 
 
 
 
 
= А1В = 
16 9 11
1
9 3 0
33
31 3 11
 
 

 
   
4
1
8
 
 
 
 
 
 = 
16 9 11 4 33 1
1 1
9 3 0 1 33 1 .
33 33
31 3 11 8 33 1
       
       
   
       
               
 
 
Значит, решения системы: x = 1; y = 1; z = 1. 
Матричное равенство (1.5) запишем в виде 
1 11 12 1 1
2 21 22 2 2
1 2
...
...1
,
... ... ... ... ... ...
...
n
n
n n n nn n
x A A A b
x A A A b
x A A A b
     
     
     
     
     
     
 
или 
11 1 21 2 1
1
12 1 22 2 2
2
1 1 2 2
...
...
.
...
................................
...
n n
n n
n
n n nn n
A b A b A b
x
A b A b A b
x
x
A b A b A b
   
    
     
    
   
   
     
 
  
 
Но 11 1 21 2 1... n nA b A b A b    есть разложение определителя 
1 12 1
2 22 2
1
2
...
...
... ... ... ...
...
n
n
n n nn
b a a
b a a
b a a
   
по элементам первого столбца.  
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Определитель 1  получается из определителя  путем замены перво-
го столбца коэффициентов столбцом из свободных членов. Итак, 11 .x



 
Аналогично, 22 ,x



 где 2  получен из  путем замены второго 
столбца коэффициентов столбцом из свободных членов; 33 ,x



 …, 
.nnx



 
Формулы 
, 1,iix i n

 

 (1.6) 
называются формулами Крамера (Габриель Крамер (1704–1752) швейцар-
ский математик). 
 
П р и м е р  1 8 . Решить систему по формулам Крамера 
1 2
1 2
3 2 7,
4 2.
x x
x x
 

 
 
Решение: 
3 2
11 0
4 1

    ,  1
7 2
11 0
2 1

    ,  2
3 7
22 0
4 2
     . 
Значит, 
1
11
1
11
x   ,  2
22
2
11
x

   . 
 
Решение систем линейных уравнений методом Гаусса 
В отличие от матричного метода и метода Крамера, метод Гаусса 
(Карл Фридрих Гаусс (1777–1855) немецкий математик) может быть при-
менен к системам линейных уравнений с произвольным числом уравнений 
и неизвестных. Суть метода заключается в последовательном исключении 
неизвестных. 
Рассмотрим систему линейных уравнений 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
... ,
... ,
............................................
... .
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
   

   


    
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Процесс решения по методу Гаусса состоит из двух этапов. На пер-
вом этапе (прямой ход) система сводится к ступенчатому (в частности, 
треугольному) виду. Приведенная ниже система имеет ступенчатый вид: 
11 1 12 2 1 1 1
22 2 2 2 2
,
... ... ,
... ... ,
....................................................
...
k k n n
k k n n
kk k kn n k
d x d x d x d x d
d x d x d x d
d x d x d
     

    


   
 
где k  n, dii  0, 1,i k . Коэффициенты dii называются главными элемента-
ми системы. 
На втором этапе (обратный ход) идет последовательное определение 
неизвестных из ступенчатой системы. 
К элементарным преобразованиям системы уравнений относятся 
следующие преобразования: 
1. Перестановка уравнений местами. 
2. Перестановка слагаемых местами. 
3. Умножение обеих частей любого уравнения на любое число, от-
личное от нуля. 
4. Прибавление к обеим частям одного уравнения соответствующих 
частей другого, умноженных на одно и то же число, не равное нулю. 
Ступенчатая система получена с помощью элементарных преобразо-
ваний системы следующим образом: 
1) разделим обе части 1-го уравнения на a11  0 (если a11 = 0, то пер-
вым в системе запишем уравнение, в котором коэффициент при х1 отличен 
от нуля), затем: 
– умножим на а21 и вычтем из второго уравнения; 
– умножим на а31 и вычтем из третьего уравненияи т. д.; 
2)  далее повторяем эти же действия для второго уравнения системы, 
потом – для третьего и т. д. 
 
П р и м е р  1 9 . Решить систему методом Гаусса 
 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 5,
2 4 13,
3 4,
2 4 2 15.
x x x x
x x x x
x x x x
x x x x
    

   

     
      
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Решение: 
Составим расширенную матрицу системы A : 
2 3 1 1 5
1 2 4 1 13
1 1 3 1 4
2 4 1 2 15
A
    
 
 
   
   
. 
Приведем матрицу A  к ступенчатому виду (прямой ход метода Гаус-
са) с помощью эквивалентных преобразований. Необходимо на первом 
этапе, чтобы а11  0, но удобнее для вычислений, чтобы а11 = 1, поэтому 
поменяем местами первую и вторую строки: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Расширенная матрица приведена к ступенчатому виду. 
2 3 1 1 5 1 2 4 1 13
1 2 4 1 13 2 3 1 1 5
1 1 3 1 4 1 1 3 1 4
2 4 1 2 15 2 4 1 2 15
       
   
      
        
          
2 1 2 
4 
1 2 4 1 13 1 1 4 2 13
0 7 7 1 31 0 1 7 7 31
0 3 1 0 9 0 0 1 3 9
0 0 9 4 11 0 4 9 0 11
     
   
        
   
            
19 
1 1 4 2 13
0 1 7 7 31
0 0 1 3 9
0 0 0 29 58
  
 
   
 
    
1 1 4 2 13
0 1 7 7 31
0 0 1 3 9
0 0 19 28 113
  
 
   
 
  
 
:       :(29) 
 
9) 
1 1 4 2 13
0 1 7 7 31
.
0 0 1 3 9
0 0 0 1 2
  
 
   
 
  
 
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Соответствующая система имеет вид 
 
1 4 3 2
4 3 2
3 2
2
4 2 13,
7 7 31,
3 9,
2.
x x x x
x x x
x x
x
   

   

 
   
 
Далее последовательно определяем неизвестные: 
 
2
3 2
4 3 2
1 4 3 2
2,
9 3 3,
31 7 7 4,
13 4 2 1.
x
x x
x x x
x x x x


  

    
     
 
Итак, х1 = 1, х2 = 2, х3 = 3, х4 = 4  или  (1; 2; 3; 4). 
 
Системы линейных однородных уравнений 
Система (1.3) называется однородной, если все свободные члены 
уравнений равны нулю: 
 
11 1 12 2 1
21 1 22 2 2
1 1 2 2
... 0,
... 0,
.............................................
... 0.
n n
n n
m m mn n
a x a x a x
a x a x a x
a x a x a x
   

   


    
                               (1.7) 
 
Очевидно, что однородная система всегда совместна (r(A) = r( A )), 
она имеет нулевое (тривиальное) решениех1 = х2 = … = хn = 0. 
 
Т е о р е м а  1 . 6 .  Для того чтобы система однородных уравнений 
имела нетривиальные решения, необходимо и достаточно, чтобы ранг 
r ее основной матрицы был меньше числа n неизвестных, т. е. r < n. 
Д о к а з а т е л ь с т в о . Необходимость. Так как ранг не может 
превосходить размера матрицы, то r  n. Пусть r = n. Тогда один из мино-
ров Mnn  0. Поэтому соответствующая система линейных уравнений име-
ет единственное решение: 0iix

 

, i = 0,  0. Значит, других, кроме 
тривиальных, решений нет. Итак, если есть нетривиальное решение, то r < n. 
Достаточность. Пусть r < n. Тогда однородная система, будучи 
совместной, является неопределенной, т. е. имеет и ненулевые решения. 
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Пусть дана однородная система n линейных уравнений с n-
неизвестными: 
11 1 12 2 1
1 1 2 2
... 0,
..........................................
... 0.
n n
n n nn n
a x a x a x
a x a x a x
   


    
 
 
Т е о р е м а  1 . 7 .  Для того чтобы однородная система n линейных 
уравнений с n неизвестными имела ненулевые решения, необходимо и дос-
таточно, чтобы ее определитель  был равен нулю, т. е.  = 0. 
 
П р и м е р  2 0 . Решить однородную систему 
1 2 3
1 2 3
3 0,
2 3 0.
x x x
x x x
  

  
 
Решение: 
1 1 3
2 3 1
A
 
  
 
,   
1 1
det 5 0
2 3
A
 
     
 
,  r(A) = 2. 
Так как r < n, то система имеет бесконечное множество решений. 
Переменные х1 и х2  являются базисными, переменная х3  свободная. 
1 2 3
1 2 3
3 ,
2 3 ;
x x x
x x x
  

 
 
3 3
3 3
3 31 1 1 1
72 3 0 5
x x
A
x x
      
    
   
. 
Итак, 2 3
7
5
x x , 1 3 2 3 3 3
7 8
3 3 .
5 5
x x x x x x         Полагая х3 = с 
(с  const), получим 
8 7
, ,
5 5
c c c
 
 
   
 общее решение системы.  
 
 
Задачи и примеры для самостоятельного решения 
 
1. По формулам Крамера решить систему AX = B, где 
 
1) 
1 2 4
4 3 3 ,
4 1 2
A
 
  
  
 
6
2
4
B
 
 
  
 
;      2) 
1 0 6
2 4 5 ,
7 3 2
A
 
  
 
 
19
9 .
7
B
 
 
 
   
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2. Методом Гаусса решить систему AX = B, где 
1) 
1 4 2
3 1 3 ,
5 4 7
A
 
  
  
 
6
6
18
B
 
  
  
 
;      2) 
4 5 1
2 4 5 ,
1 5 2
A
 
  
  
 
5
0
4
B
 
 
  
 


; 
3) 
1 4 2
2 0 3 ,
5 2 5
A
 
  
  
  
3
7
20
B
 
 
  
 
;   4) 
1 5 1
2 4 3 ,
3 5 4
A
 
  
  
  
.
1
7
24
B
 
 
  
 


 
 
3. Матричным методом решить систему AX = B, где 
1) 
1 4 2
2 2 3 ,
6 4 3
A
 
  
  
 
10
14
6
B
 
  
  
 
;    2) 
1 4 1
2 1 5 ,
1 5 3
A
 
  
  
 
12
10 .
2
B
 
 
  
 
 
 
4. Исследовать систему AX = B на совместность, и в случае совмест-
ности решить систему: 
1) 
2 0 3 4
1 2 4 0
,
3 1 6 2
4 1 2 2
A
 
 
 
 
 
 
  
2
8
;
3
5
B
 
 
 
 
 
    
2) 
8 2 4 4
1 2 4 0
,
3 1 6 2
4 1 2 2
A
  
 
 
 
 
 
  
2
0
;
3
3
B
 
 
 
 
 
 
 
3) 
2 5 3 4
7 0 8 3
,
3 1 6 5
4 1 2 2
A
 
 

 
 
 
 
0
2
;
3
5
B
 
 
 
 
 
 
    4)
2 0 3 4
1 1 3 6
,
3 1 6 2
4 1 2 2
A
 
 

 
 
 
  
2
4
.
3
0
B
 
 
 
 
 
 
 
 
5. Методом Гаусса решить однородную систему AX = 0. 
1) 
8 2 4 4
1 2 4 0
,
3 1 6 2
4 1 2 2
A
  
 
 
 
 
 
  
            2)
8 2 4 4
1 2 4 0
,
3 1 6 2
2 3 10 2
A
  
 
 
 
 
 
 
 
3) 
2 5 3 4
7 0 8 3
,
3 1 6 5
5 4 9 1
A
 
 

 
 
 
  
              4)
2 0 3 4
1 1 3 6
.
3 1 6 2
1 1 0 10
A
 
 

 
 
 
 
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2. ВЕКТОРНАЯ АЛГЕБРА 
 
2.1. Понятие вектора. Линейные операции  
над векторами и их основные свойства 
 
Основные понятия 
О п р е д е л е н и е  1 .  Вектором называется направленный прямоли-
нейный отрезок (упорядоченная пара точек). К векторам относится также 
и нулевой вектор, начало и конец которого совпадают. Если А  начало век-
тора, а В  его конец, то вектор обозначается символом AB  или a . Вектор 
BA  называется противоположным вектору AB . Вектор, противополож-
ный вектору a , обозначается  a . 
О п р е д е л е н и е  2 .  Длиной (модулем) вектора называется расстоя-
ние между началом и концом вектора ÀÂ a . 
О п р е д е л е н и е  3 .  Векторы называются коллинеарными, если они 
расположены на одной прямой или параллельных прямых, обозначается 
a b . Нулевой вектор коллинеарен любому вектору. 
О п р е д е л е н и е  4 .  Векторы называются компланарными, если су-
ществует плоскость, которой они параллельны.  
Коллинеарные векторы всегда компланарны, но не все компланар-
ные векторы коллинеарны.  
О п р е д е л е н и е  5 .  Векторы называются равными (a b ), если они 
коллинеарны, одинаково направлены и имеют одинаковые длины. 
Всякие векторы можно привести к общему началу, т. е. построить 
векторы, соответственно равные данным и имеющие общее начало.  
Из определения равенства векторов следует, что любой вектор имеет 
бесконечно много векторов, равных ему. 
О п р е д е л е н и е  6 .  Вектор a называется единичным или ортом, ес-
ли 1a  . Обозначается 0a . 
О п р е д е л е н и е  7 .  Вектор AA , начало и конец которого находятся 
в одной точке, называется нулевым и обозначается o . Длина нулевого век-
тора 0o  , направление не определено. 
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Линейные операции над векторами 
О п р е д е л е н и е  1 .  Линейными операциями над векторами назы-
вается сложение, вычитание, а также умножение векто-
ра на число. 
О п р е д е л е н и е  2 .  Суммой двух векторов a  и b  
является вектор c a b  . 
Такое правило сложения векторов называют пра-
вилом треугольника. 
Сумму векторов можно построить также по прави-
лу параллелограмма. 
О п р е д е л е н и е  3 .  Разностью двух векторов a  и 
b называется такой вектор c a b  , что b c a  . 
О п р е д е л е н и е  4 .  Произведением a  вектора  
a  на число  называется вектор b , коллинеарный векто-
ру a , имеющий длину, равную ,b a   и направление, 
совпадающее с направлением a  при  > 0 и противопо- 
ложное a  при  < 0. Если  = 0 или a o , то b o . 
 
 
Свойства линейных операций над векторами 
Для произвольных векторов a , b , ñ  и любых действительных чисел 
,  выполняются следующие равенства: 
 1) a  + b = b + a ; 
 2) a  + (b + ñ ) = (a  + b )+ ñ ; 
 3) a  + o  = a ; 
 4) a  + (1)a  = o ; 
 5) ()a  = (a ); 
 6) (+)a  = a  + a ; 
 7) (a  + b ) = a  + b ; 
 8) 1a  = a . 
 
Линейная зависимость векторов 
О п р е д е л е н и е  1 .  Линейной комбинацией векторов 1 2, , ..., na a a  
называется вектор 1 1 2 2 ... n na a a    , где числа 1, 2, …, n  называются 
коэффициентами этой линейной комбинации. 
 О п р е д е л е н и е  2 .  Вектора 1 2, , ..., na a a  называются линейно зави-
симыми, если хотя бы один из векторов системы может быть выражен как 
линейная комбинация остальных. 
О 
А 
В 
А А 
А 
?⃗? ?⃗? 
𝑐 O 
О 
О 
О 
О 
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?⃗? 
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О О е
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Итак, вектора 1 2, , ..., na a a  линейно зависимы, если, например, 
 
1 1 2 2 1 1... ,n n na a a a                                (2.1) 
 
где 1, 2, …, n1  некоторые числа.   
О п р е д е л е н и е  3  .  Вектора 1 2, , ..., na a a  называются линейно зави-
симыми, если существуют числа 1, 2, …, n, из которых хотя бы одно от-
лично от нуля, такие, что 
 
1 1 2 2 ... 0n na a a     .                               (2.2) 
 
Это определение равносильно предыдущему.  
Действительно, если в равенстве (2.1) na  перенести в правую часть, 
то получим  1 1 2 2a a   … ( 1) 0na   , и, следовательно, имеем равенство 
(2.2). Допустим в равенстве (2.2) n 0, тогда вектор na  может быть выра-
жен как линейная комбинация остальных векторов: 
1 2 1
1 2 1...
n
n n
n n n
a a a a 
  
    
  
, 
и, значит, выполнено условие (2.1). 
О п р е д е л е н и е  4 .  Вектора 1 2, , ..., na a a  называются линейно неза-
висимыми, если равенство (2.2) выполняется только при 1 = 2= … = n= 0. 
 
Замечания:  
1. Если среди векторов 1 2, , ..., na a a  имеется хотя бы один нулевой вектор, то 
вектора 1 2, , ..., na a a  линейно зависимы. 
2. Если среди n векторов какие-либо (n  1) линейно зависимы, то и все n векто-
ров линейно зависимы. 
3 . Необходимым и достаточным условием линейной зависимости двух векторов 
является их коллинеарность. 
 
Действительно, поместим векторы a  и b  на одной 
прямой, тогда можно найти такое число , при котором 
a b 1 ( ) 0a b    , т. е. вектора a  и b  линейно зави-
симы. 
 
Замечание. Необходимым и достаточным условием ли-
нейной зависимости трех векторов является их компланарность. 
 
Действительно, поместим начало трех векторов 
в общую точку. Очевидно, что тогда можно подобрать 
единственную пару чисел 1 и 2, так, чтобы выполня-
лось следующее равенство: 1 2c a b    , т. е. вектора a , b  и c  линейно за-
висимы. 
 
 
 
 
?⃗? 
?⃗? 
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Замечание. Любые четыре вектора в трехмерном пространстве линейно зави-
симы. 
 
Действительно, поместим начало четырех векто-
ров в общую точку. Можно подобрать, причем един-
ственным образом, числа 1, 2 и 3, так, чтобы выпол-
нялось следующее равенство: 1 2 3d a b c      , т. е. 
вектора a , b , c  и d  линейно зависимы. 
 
Базис. Координаты вектора в базисе 
О п р е д е л е н и е  1 .  Базисом на прямой называется любой ненулевой 
вектор, принадлежащий этой прямой. Базисом на плоскости называются 
любые два неколлинеарных вектора, взятые в определенном порядке. Ба-
зисом в пространстве называются любые три некомпланарных вектора, 
взятые в определенном порядке. 
О п р е д е л е н и е  2 .  Базис называется ортогональным, если образу-
ющие его вектора попарно перпендикулярны. Ортогональный базис назы-
вается ортонормированным, если образующие его вектора имеют единич-
ную длину. 
 
Т е о р е м а  2 . 1 .  Любой вектор x  в пространстве с базисом 1g , 2g ,
3g  может быть представлен, причем единственным способом, в виде 
x  1g  + 2g + 3g , где , ,   некоторые числа. 
Д о к а з а т е л ь с т в о . Докажем, что числа , ,  существуют. 
Совместим начала векторов 1g , 2g , 3g  и x  в точке О 
и проведем через конец вектора x  плоскость, парал-
лельную плоскости 1 2Og g . 
Построим новые вектора y  и z  так, чтобы 
x y z  , и при этом вектора z  и 3g  были бы колли-
неарны, т. е. выполнялось бы равенство 3z g  . 
Перенесем вектор y в точку О, тогда y = 1 2 ,g g   
и, следовательно, x  1g  + 2g + 3g , что и доказывает 
существование таких чисел. 
Докажем единственность разложения по данному базису. Предполо-
жим, что существуют два различных разложения вектора x в базисе 1g , 
2 ,g  3g  
x  1g  + 2g + 3g   и  x  1g  + 2g + 3g . 
 
Вычитая почленно эти равенства, получим 
 
1 2 3( ) ( ) ( ) 0g g g           , 
 
О 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑑 
?⃗? ?⃗? 
𝑐 
λ1?⃗? λ2?⃗? 
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где в силу сделанных предположений 0           . Но это ус-
ловие и означает, что вектора 1g , 2g , 3g  являются линейно зависимыми 
и не могут образовывать базис. Это, в свою очередь, доказывает един-
ственность разложения. 
О п р е д е л е н и е  3 .  Числа , ,  в разложении x  1g  + 2g + 3g  
называются координатами вектора x в базисе 1g , 2g , 3g . Записываются 
в виде строки ( ; ; )x     . 
 
Свойства базиса 
1. При сложении векторов их координаты относительно любого ба-
зиса складываются. 
2. При умножении вектора на число все его координаты умножаются 
на это число. 
 
Переход к новому базису 
Поскольку векторное пространство может иметь не единственный 
базис встает вопрос о переходе от разложения в одном базисе к разложе-
нию в другом базисе. Пусть имеется два базиса: 1 2, , ..., ne e e  и 1 2, , ..., ne e e   , 
и пусть некоторый вектор раскладывается по базисам 
1 1
n n
i i i i
i i
x x e x e
 
    .  
Очевидно, что векторы «нового» базиса 1 2, , ..., ne e e   также можно раз-
ложить по «старому» базису 1 2, , ..., ne e e : 
 
1 11 1 12 2 1
2 21 1 22 2 2
1 1 2 2
... ,
... ,
..............................................
... .
n n
n n
n n n nn n
e a e a e a e
e a e a e a e
e a e a e a e
    
     


       
 
Составим матрицу перехода А от «старого» базиса к «новому»: 
 
T
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
n n nn
a a a
a a a
A
a a a
 
 
 
 
 
 
,
1
2
...
n
x
x
X
x
 
 
 
 
 
 
,  
1
2
...
n
x
x
X
x
 
 
  
 
 
 
, 
 
тогда X = АX′ или обратное соотношение X′ = А−1X. 
Матрица А называется матрицей преобразования координат при пе-
реходе от базиса 1 2, , ..., ne e e  к базису 1 2, , ..., ne e e
   . 
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П р и м е р  1 . Координаты вектора x = (6; 6; 1) даны в базисе 1 2 3, ,e e e . 
Записать его координаты в базисе 51 1 2 36e e e e    , 2 1 25e e e    , 
3 1 2 3e e e e     . 
Решение: 
Запишем матрицу перехода 
1 5 1
1 1 1
5 / 6 0 1
A
  
 
 
 
 
 
. 
Строим обратную матрицу det(A) = 1  0, поэтому 
1
1 5 6
1/ 6 11/ 6 2
5 / 6 25 / 6 4
A

 
 
 
 
   
. 
Тогда 1
1 5 6 6 18
1 / 6 11 / 6 2 6 8 ,
5 / 6 25 / 6 4 1 16
X A X

      
          
     
           
  
или 
1 2 318 8 16x e e e      . 
 
П р и м е р  2 . В базисе 1g , 2g , 3g  заданы три вектора (1;0;1)a  , 
( 1;2;1)b   , ( 1; 0; 1)c    . В базисе a , b , c  задан вектор ( 2;1;3)d   . Най-
ти координаты вектора d  в базисе 1g , 2g , 3g . 
Решение: 
Вектор d  разложим по векторам базиса a , b , c : d  = 2a +b +3c , 
а вектора a , b , c  по векторам базиса 1g , 2g , 3g : 
a  = 1g + 3g , b  =  1g +2 2g + 3g , c  =  1g  3g . 
Подставим в разложение вектора d  последние равенства, получим  
d  = 2( 1g + 3g )  1g +2 2g + 3g + 3( 1g  3g ) = 6 1g + 2 2g 4 3g . 
В базисе 1g , 2g , 3g  вектор d  = (6; 2 ;4). 
П р и м е р  3 . Выяснить, являются ли линейно зависимыми векторы 
(2; 3;1)a  , ( 1; 0;2)b   , (7; 6; 4)c    и, если это так, выразить один из век-
торов через другие. 
Решение: 
Проверим условие линейной зависимости векторов  
1 2 3 0a b c      , 
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1 2 3
2 1 7
3 0 6 0
1 2 4
     
     
    
     
          
 или 
1 2 3
1 3
1 2 3
2 7 0,
3 6 0,
2 4 0.
    

   
       
 
 
1 2 4 1 2 4
1 2 4
0 6 18 |:( 6) 0 1 3 ( ) 2.
0 1 3
0 5 15 |:( 5) 0 1 3
r A
    
    
                    
 
Так как r(A) = 2, система имеет линейно зависимые строки. Выразим 
один вектор через другие. Положим 3 = 1, тогда 2 = 3, 1 = 2, 
2 3 0a b c    , 2 3c a b  . 
 
Проекция вектора на ось 
Пусть даны ось l и вектор a AB . Проектируя 
начало и конец вектора на ось l, получим вектор A B  .  
О п р е д е л е н и е  1 .  Проекцией вектора AB  на 
ось l называется число, равное длине вектора A B  , взя-
той со знаком «+» или «» в зависимости от того, 
направлен ли вектор A B   в ту же сторону, что и ось l, или противополож-
ную. Обозначается ï ðl AB . 
О п р е д е л е н и е  2 . Углом между двумя векто-
рами называется наименьший угол, на который надо 
повернуть один из векторов, чтобы его направление 
совпало с направлением другого вектора. 
 
Свойства проекций 
1. ï ð cosl a a  , где   угол между векторами a и l (см. рис. выше). 
2. ï ð ( ) ï ð ï ðl l la b a b   . 
3. ï ð ( ) ï ðl la a  , где  некоторое число. 
 
О п р е д е л е н и е .  Прямоугольной декартовой системой координат 
в пространстве называется совокупность точки и ортонормированного ба-
зиса. Точка называется началом координат. Прямые, проходящие через 
2 1 7
3 0 6
1 2 4
A
 
 

 
  
3 2 1 2 4
3 0 6
2 1 7
 
 
 
  
А 
В 
 
A  l 
 
 
B1 
l A 
 
B  
A
 
B
 
 
 
В 
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начало координат, называются осями координат: 1-я ось – ось абсцисс, 2-я 
– ось ординат, 3-я – ось аппликат. Плоскости, проходящие через оси ко-
ординат, называются координатными плос-
костями. 
Зафиксируем в пространстве точку О, 
проведем через нее три взаимно перпендику-
лярные оси, на каждой из них возьмем еди-
ничный вектор, направленный по этой оси
, ,i j k  (орт оси) и рассмотрим произвольную 
точку М . 
Вектор ОМ  назовем радиус-вектором 
точки М. Если в пространстве задать некото-
рый базис, то точке М можно сопоставить 
некоторую тройку чисел – координаты ее ра-
диус-вектора. Проектируя точку М на ось Ох, получим точку Мх. Первой 
координатой х или абсциссой точки М называется длина вектора xOM , 
взятая со знаком «+», если xOM  направлен в ту же сторону, что и вектор 
,i  и со знаком «»  если в противоположную. 
Аналогично получим точки My, Mz и определим ординату 
у и аппликату z точки М. 
Таким образом, имеем 
x y zOM OM OM OM xi yj zk      . 
Такое представление вектора ОМ  называется разложением его на 
компоненты или составляющие по координатным осям. Нетрудно заме-
тить, что вектор Î Ì  лежит на диагонали параллелепипеда, следовательно, 
можно найти его длину  
2 2 2
Î Ì x y z   .                                       (2.3) 
 
Координаты вектора Î Ì  обозначаются ( ; ; )Î Ì x y z  или 
{ ; ; }Î Ì x y z . Координаты точки М записывают так: M(x;  y;  z). 
Пусть углы вектора Î Ì  с осями Ox, Oy и Oz соответственно равны 
, , . По свойству проекции вектора на ось, имеем 
cosxM OM  ,  cosyM OM  ,  coszM OM  , 
или 
cos x
M
OM
  ,  cos
yM
OM
  ,  cos z
M
OM
  .                      (2.4) 
x 
y 
z 
M 
Mx 
My 
Mz 
 
 
j  
 
 
O 𝑖 
?⃗⃗? 
x 
y 
?⃗? 
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Числа cos , cos , cos   называются направляющими косинусами 
вектора Î Ì .  
Направляющие косинусы связаны между собой соотношением 
 
2 2 2
cos cos cos 1    .                                 (2.5) 
 
Единичный вектор 
0
Î Ì , соответствующий вектору Î Ì , равен 
0 OM
Î Ì
OM
 . Нетрудно заметить, что координаты единичного вектора сов-
падают с его направляющими косинусами. 
Если даны координаты точек А(x1;  y1;  z1) и B(x2;  y2 ;  z2), то коорди-
наты вектора AB=OB −OA  получаются вычитанием из координат его 
конца В координат начала А 
 2 1 2 1 2 1; ;AB x x y y z z   ,  
или 
2 2 2 1 2 1( ) ( ) ( )AB x x i y y j z z k      .                           (2.6) 
 
При сложении (вычитании) векторов их координаты складываются 
(вычитаются), при умножении вектора на число все его координаты 
умножаются на это число, т. е. если 
 ; ;x y za a a a  и  ; ;x y zb b b b , 
то 
 ; ;x x y y z za b a b a b a b    , 
 ; ;x y za a a a    .                                           (2.7) 
 
Если векторы a  и b  коллинеарны, то они отличаются друг от друга 
скалярным множителем, т. е. a b . Из (2.7) следует, что у коллинеарных 
векторов координаты пропорциональны 
 
yx z
x y z
aa a
b b b
    .                                            (2.8) 
 
Равенство (2.8) называется условием коллинеарности двух векторов. 
Длина вектора AB , заданного координатами своих концов, т. е. рас-
стояние между точками А и В вычисляется по формуле 
 
2 2 2
2 1 2 1 2 1( ) ( ) ( )AB x x y y z z      .                 (2.9) 
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Деление отрезка в данном отношении 
Найдем координаты точки М(x, y, z) на отрезке АВ, которая делит 
этот отрезок в отношении , т. е. удовлетворяет условию 
AM
MB
 ( > 0). 
Это условие можно переписать в виде AM MB . 
Выпишем координаты векторов AM  и MB : 
1 1 1( ; ; )AM x x y y z z    , 2 2 2( ; ; )MB x x y y z z    . 
Тогда 
1 2 1 2 1 2( ), ( ), ( ).x x x x y y y y z z z z          
Из этих равенств можно найти x, y, z: 
 
1 2
1
x x
x



,  1 2
1
y y
y



,  1 2
1
z z
z



.                      (2.10) 
 
Формулы (2.10) известны под названием формул деления отрезка 
в данном отношении. 
Из формул (2.10) получается, что координаты середины отрезка 
( = 1) равны полусуммам соответствующих координат концов: 
1 2
2
x x
x

 ,  1 2
2
y y
y

 ,  1 2
2
z z
z

 . 
 
П р и м е р  4 . Найти направление вектора 3 4 12a i j k   . 
Решение: 
Координаты вектора (3,4, 12)a   . Определим длину вектора a , ис-
пользуя формулу (2.3): 
2 2 2
3 4 ( 12) 169 13a       . 
Направление вектора a  определяют направляющие косинусы, из со-
отношений (2.4) имеем 
3 4 12
cos , cos , cos
13 13 13
      . 
 
П р и м е р  5 .  Вектор a  составляет с осями координат острые углы 
, , , причем 45   , 60  . Найти его координаты, если 3a  . 
Решение: 
Прежде всего, из соотношения (2.5) найдем угол : 
2 2 2
cos 45 cos 60 cos 1    , 
2 2
21 1
cos 1
22
   
     
  
 2
1 1 1
cos 1
2 4 4
     . 
А 
М 
В 
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Так как по условию угол  острый, то 
1
cos
2
   и 60   .  
Следовательно, 
0 1 1 1
cos cos cos
2 22
a i j k i j k         , 
поэтому 
0 0 3 3 3
3
2 22
a a a a i j k      или 
3 3 3
, ,
2 22
a
 
  
 
. 
 
 
П р и м е р  6 .  Коллинеарны ли векторы 4 3 ,p a b  9 12q b a  , где 
( 1; 2; 8)a    и (3; 7; 1)b   ? 
Решение: 
Найдем координаты векторов p  и q , используя формулы (2.7): 
4( 1; 2; 8) 3(3; 7; 1) ( 4 9; 8 21; 32 3) ( 13; 13; 35)p             , 
9(3; 7; 1) 12( 1; 2; 8) (27 12; 63 24; 9 96) (39; 39; 105)q            . 
Проверим условие (2.8) коллинеарности двух векторов: 
13 13 35
3
39 39 105
       , 
т. к. координаты пропорциональны, следовательно, векторы p  и q  колли-
неарны. 
 
П р и м е р  7 .  Определить координаты вектора b , если известно, что 
5b  , он коллинеарен вектору 7 5 2a i j k    и его направление совпа-
дает с направлением вектора a .   
Решение: 
Обозначим координаты вектора b  через x, y, z, т. е. ( ; ; )b x y z .  
Поскольку векторы коллинеарны, то 7 5 2b a i j k        . Из ра-
венства векторов 7 5 2xi yj zk i j k         следует равенство их коор-
динат 7x   , 5y    , 2z   . Так как 5b  , то по формуле (2.3) имеем 
2 2 2
( 7 ) ( 5 ) (2 ) 5       , или 
5
6
   . 
Поскольку направления векторов a  и b  совпадают, то следует взять 
 > 0, т. е. 
5
6
  . Значит, координаты искомого вектора будут 
75 25 5
, ,
6 6 3
x y z    . 
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П р и м е р  8 .  Даны координаты вершин треугольника ABC: А(0;4), 
В(−2;2), С(6;0). Найти координаты точки G – точки пересечения медиан 
(центра масс треугольной однородной пластины) АВС. 
Решение: 
Пусть AM – медиана треугольника ABC.Точка М, как середина отрез-
ка ВС имеет координаты М(2;1), вектор (2; 3).AM   Так как в точке пересе-
чения медиан выполняется соотношение / 2 /1,AG GM   то
2 / 3 (4 / 3; 2).AG AM    Из векторного равенства OG OA AG   находим 
G(4/3;2). 
 
 
2.2. Скалярное произведение векторов 
 
О п р е д е л е н и е .  Скалярным произведением ab  двух ненулевых 
векторов a  и b  называется число, равное произведению длин этих векто-
ров на косинус угла между ними, т. е. 
 
 cosa b a b a b .                                  (2.11) 
 
Свойства скалярного произведения 
1) a a  = 
2
a , т. к. cos0 1  . 
В частности: 2 2 2 1i j k   ; 
2) a b  = 0, если ab  (cos90 0  ) или a = 0 или b  = 0. 
В частности: 0i j j k k i   ; 
3) a b  = b a ; 
4) a (b +ñ ) = a b + a ñ ; 
5) (ma )b  = a (mb ) = m(a b ). 
 
 
П р и м е р  9 .  Найти длину вектора 2 3c a b  , если 1a  , 2b  , 
 
3
a b

 . 
Решение: 
Воспользуемся свойством 1 скалярного произведения векторов: 
2 2 2 2
(2 3 ) 4 12 9c c a b a ab b        
4 1 12 1 2 cos 9 4 28 2 7
3

          . 
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Пусть заданы два вектора в ортонормированном базисе: 
x y za a i a j a k     и  x y zb b i b j b k   . 
Найдем скалярное произведение векторов, перемножая их как мно-
гочлены (что законно в силу свойств линейности скалярного произведе-
ния). Очевидно, что 2 2 2 1i j k   , остальные скалярные произведения 
равны нулю, тогда 
( ) ( )x y z x y zab a i a j a k b i b j b k       
.x x y y z za b a b a b    
В частности, 
2 2 2 2
.x y za a a a a     
Итак, скалярное произведение векторов  ; ;x y za a a a  и  ; ;x y zb b b b  
равно сумме произведений их одноименных координат. 
 
Некоторые приложения скалярного произведения 
1. Нахождение угла между двумя векторами. 
Если  ; ;x y za a a a  и  ; ;x y zb b b b   ненулевые векторы, то из опреде-
ления скалярного произведения следует, что 
 
 
2 2 2 2 2 2
cos
x x y y z z
x y z x y z
a b a b a ba b
a b
a b a a a b b b
 
 
    
.                (2.12) 
 
Отсюда следует условие перпендикулярности ab  ненулевых векто-
ров: 
0.x x y y z za b a b a b    
2. Нахождение проекции одного вектора на направление другого. 
Нахождение проекции вектора a  на направление, заданное вектором 
b  может осуществляться по формуле 
 
2 2 2
ï ð
x x y y z z
b
x y z
a b a b a ba b
a
b b b b
 
 
 
.                           (2.13) 
 
3. Работа постоянной силы. 
Пусть материальная точка перемещается пря-
молинейно из положения А в положение В под дей-
ствием постоянной силы F , образующей угол  с 
перемещением AB S . А  В 
 
F  
S  
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Из физики известно, что работа силы F  при перемещении S  равна 
cosA FS    или  A FS . 
Таким образом, работа постоянной силы при прямолинейном пере-
мещении ее точки приложения равна скалярному произведению вектора 
силы на вектор перемещения. 
 
П р и м е р  1 0 .  Найти угол между векторами 2 3 5a i j k    
и 3b i j k   . 
Решение: 
Используя формулу (2.12), имеем 
2 2 2 2 2 2
2 1 ( 3) ( 1) 5 3 20
cos( )
4182 ( 3) 5 1 ( 1) 3
a b
     
 
     
. 
 
П р и м е р  1 1 .  Найти ï ð
BC
AB , если известно, что А(1; 2; 1), 
В(1; 0; 3), С(2; 2; 3). 
Решение: 
Найдем координаты векторов AB  и BC : 
{2; 2; 2}AB  ,  {1; 2; 6}BC  . 
Из соотношения (2.13) имеем 
2 2 2
2 1 ( 2) 2 2 ( 6) 14
ï ð
411 2 ( 6)
BC
AB BC
AB
BC
      
  
  
. 
 
П р и м е р  1 2 .  Найти значение коэффициента , при котором векто-
ры 1 22a g g   и 1 23b g g   будут взаимно перпендикулярны, если 
1 1,g  2 4g   и угол между векторами 1g  и 2g  равен 
3

. 
Решение: 
Скалярное произведение перпендикулярных векторов равно нулю 
1 2 1 2( 2 ) (3 )a b g g g g      
1 1 1 2 2 1 2 23 ( ) ( ) 6( ) 2( ) 0g g g g g g g g      . 
Произведения векторов по определению скалярного произведения 
будут 
1 1 1g g  ,  1 2 1 2
1
cos 1 4 2
3 2
g g g g

     ,  2 1 1 2g g g g 2 2 16g g  . 
Таким образом, 3 2 6 2 2 16 0         откуда  = 20. 
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П р и м е р  1 3 .  Найти работу, производимую силой {6;1; 2}F , на 
прямолинейном перемещении из положения А(1; 3; 5) в положение В(3; 3; 7). 
Решение: 
Вектор перемещения {2; 0; 2}S AB . Искомая работа 
6 2 1 0 2 2 16A F S        . 
 
 
2.3. Векторное произведение векторов 
 
Векторное произведение векторов существует только в трехмерном 
пространстве, на плоскости оно не определено. 
О п р е д е л е н и е  1 .  Упорядоченная тройка некомпланарных векто-
ров называется правоориентированной или просто 
правой, если из конца третьего вектора кратчай-
ший поворот от первого ко второму виден против 
часовой стрелки (см. рис.). В противоположном 
случае тройка называется левоориентированной 
или левой (начала векторов тройки предполагаются 
совмещенными). 
О п р е д е л е н и е  2 . Векторным произведени-
ем векторов a  и b  называется вектор c , удовлетворяющий следующим 
условиям: 
1) sinc a b  , где   угол между векторами a  и b , sin 0,
0 ; 
2) вектор c ортогонален векторам a  и b ; 
3) a , b  и c  образуют правую тройку векторов. 
Обозначается: c a b   или [ ]c a b  . 
Для ортонормированных векторов , ,i j k  произ-
ведение любых двух смежных векторов последовательности 
 
i j k i j k

                                                (2.14) 
 
дает следующий вектор со знаком «+», а в обратной последовательности со 
знаком «». Например, 
i j k  ,  j i k   . 
 
 
 
a  
b  
c  
, ,a b c
 
 правая тройка 
 
 
a  
b  
c  
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Геометрический смысл векторного произведения 
Для неколлинеарных векторов a  и b  модуль их век-
торного произведения a b  равен площади параллело-
грамма, построенного на этих векторах . 
 
Свойства векторного произведения 
1) b a a b    . 
Это свойство очевидно, т. к. синус  функция нечетная. 
2) 0a b  , если a b  или a = 0, или b = 0.  
Если вектора коллинеарны, то sin( ) 0a b  . 
3) (a )b = a (b ) = (a b ); 
4) a (b + ñ ) = a b + a ñ ; 
5) Если заданы векторы a {xa,ya,za} и b {xb,yb,zb} в декартовой прямо-
угольной системе координат с единичными векторами , ,i j k , то 
 
a b = a a a
b b b
i j k
x y z
x y z
.  
 
Д о к а з а т е л ь с т в о . Разложим векторы a  и b  по базису , ,i j k : 
 
,
.
a a a
b b b
a x i y j z k
b x i y j z k
   

    
 
На основании свойств векторного произведения мы можем пере-
множать правые части почленно с учетом формулы (2.14): 
 
a b a b a ba b x x i i x y i j x z i k         
a b a b a by x j i y y j j y z j k        
a b a b a bz x k i z y k j z z k k        
( ) ( ) ( ) det ( ).a b a b a b a b a b a by z z y i x z z x j x y y x k a b       
 a  
b  
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Некоторые приложения векторного произведения
 
1. Установление коллинеарности векторов. 
Если a b , то 0a b   (и наоборот), т. е. 
a b = 0,a a a
b b b
i j k
x y z
x y z
  или a a a
b b b
x y z
x y z
  . 
 
2. Нахождение площади параллелограмма и треугольника. 
Действительно, площадь параллелограмма, сторонами которого слу-
жат векторы a  и b , равна модулю их векторного  
произведения S a b  , а площадь треугольника со сто-
ронами a  и b  вычисляется по формуле 
1
2
S a b  . 
3. Определение момента силы относительно точки. 
Если сила F  поворачивает тело вокруг оси l, то 
момент M  силы F  относительно точки О, равен 
( )OM F r F  .  
 
П р и м е р  1 4 .  Найти векторное произведение векторов
2 5a i j k    и 2 3b i j k   . 
Решение: 
a  = (2; 5; 1), b = (1; 2; 3). 
5 1 2 1 2 5
2 5 1 17 7
2 3 1 3 1 2
1 2 3
i j k
a b i j k i j k        
 

. 
 
 
П р и м е р  1 5 .  Вычислить площадь треугольника с вершинами 
А(2; 2; 2), В(4; 0; 3), С(0; 1, 0). 
 Решение: 
Выпишем координаты векторов AC  и AB , ( 2; 1; 2)AC     , 
(2; 2;1)AB   . Найдем векторное произведение векторов: 
1 2 2 2 2 1
2 1 2
2 1 2 1 2 2
2 2 1
i j k
AC AB i j k
     
        
 

 
( 1 4) ( 2 4) (4 2) 5 2 6 .i j k i j k             
О 
l 
r  
F  
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25 4 36 65.AC AB      
Значит, 
65
2
S 
 
(ед2). 
 
П р и м е р  1 6 .  Найти площадь параллелограмма, построенного на 
векторах 3 ; 3a b a b  , если 1; 30 .a b a b     
Решение: 
( 3 ) (3 ) 3 9 3 9 8a b a b a a a b b a b b b a b a b a                  . 
8 sin 30 4S b a   (ед2). 
 
П р и м е р  1 7 .  Сила {3;2; 1}F   приложена в точке В(1; 2; 3). Найти 
момент ( )AM F  этой силы относительно точки А(2; 1; 0). 
Решение: 
Определим координаты вектора ( 1;3;3)AB   . Для момента силы по-
лучаем выражение 
( ) 1 3 3 9 8 11
3 2 1
A
i j k
M F AB F i j k       

. 
 
 
2.4. Смешанное произведение векторов 
 
О п р е д е л е н и е .  Смешанным произведением ненулевых векторов 
,a  b , c  называется скалярное умножение векторного произведения [ ]a b  
на вектор c . Обозначается:   [ ]a b c a b c  . 
 
Геометрический смысл смешанного произведения 
Т е о р е м а  2 . 1 . Смешанное произведение [ ]a b c  равно объему па-
раллелепипеда, построенного на приведенных к 
общему началу векторах, взятого со знаком «+», 
если a ,b ,c   правая тройка векторов, и со зна-
ком «», если a ,b ,c   левая тройка векторов. 
Д о к а з а т е л ь с т в о . Построим парал-
лелепипед на этих векторах, принимая за осно-
вание параллелограмм, построенный на векто-
рах a  и b . Заметим, что вектор d a b  . 
d  
h 
a
 
b
 
c
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Имеем 
[ ] ï ð
d
a b c dc d c   ,  d a b S   , 
где S  площадь параллелограмма, построенного на векторах a  и b ; 
ï ð
d
c h
 
 для правой тройки векторов, ï ð
d
c h   для левой тройки век-
торов, где h  высота параллелепипеда. 
Получаем 
[ ] ( )a b c S h V     , 
где V  объем параллелепипеда, образованного векторами a , b , c . 
 
Свойства смешанного произведения 
1)[ ] [ ] [ ]a b c b c a c a b     . 
Смешанное произведение не меняется при циклической перестанов-
ке его сомножителей; 
2) [ ] [ ]a b c a b c   . 
Действительно, в силу первого свойства [ ] [ ]a b c b c a   , откуда 
в силу свойств скалярного произведения следует, что [ ] [ ]a b c a b c   . 
Поэтому принято смешанное произведение обозначать (a b c ); 
3)    a b c a c b  ,     a b c b a c  ,     a b c c b a  . 
Действительно, такая перестановка равносильна перестановке 
сомножителей в векторном произведении, меняющей у произведения знак; 
4) Смешанное произведение ненулевых векторов a , b  и  c  равно 
нулю тогда и только тогда, когда они компланарны   0a b c  , если a , b  
и c   компланарны. 
Допустим, что это не так. Тогда, можно было бы построить паралле-
лепипед с объемом V  0. Но   0a b c V   , что противоречит условию 
  0a b c  . 
Обратно, пусть векторы a ,  b  и  c   компланарны. Тогда d ab  бу-
дет ортогонален плоскости векторов a , b  c , и, следовательно, d c . По-
этому 0dc  , т. е.   0a b c  ; 
5) Если заданы векторы a {xa; ya; za}, b {xb; yb; zb} и c {xс; yс; zс} в де-
картовой прямоугольной системе координат с единичными векторами 
, ,i j k , то 
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(a b c )=
a a a
b b b
c c c
x y z
x y z
x y z
. 
Д о к а з а т е л ь с т в о . Так как   [ ]a b c ab c , используя выраже-
ния в координатах для векторного и скалярного умножения, имеем 
, ,
a a a a a a
b b b b b b
y z x z x y
ab
y z x z x y
 
  
 
. 
Умножим векторное произведение скалярно на вектор c : 
(a b c )
a a a
a a a a a a
c c c b b b
b b b b b b
c c c
x y z
y z x z x y
x y z x y z
y z x z x y
x y z
    . 
 
Некоторые приложения смешанного произведени векторов 
1. Определение взаимной ориентации векторов в пространстве. 
Если   0a b c  , то a b c   правая тройка, если   0a b c  , то a b c  
левая тройка. 
2. Установление компланарности векторов. 
Векторы a , b  и  c  компланарны тогда и только тогда, когда их сме-
шанное произведение равно нулю ( 0a  , 0b  , 0c  ): 
  0a b c   0
a a a
b b b
c c c
x y z
x y z
x y z
 a , b  и c  компланарны. 
3. Определение объемов параллелепипеда и треугольной пирамиды. 
Нетрудно показать, что объем параллелепипеда, построенного 
на векторах a ,  b  и  c  вычисляется как  парV a b c , а объем треугольной 
пирамиды (тетраэдра), построенной на этих же векторах, равен 
 тетр
1
6
V a b c . 
 
П р и м е р  1 8 .  Вычислить  2 2ab b , если 1; 30 .a b a b     
Очевидно, что вектора 2 , ,2a b b   являются компланарными, поэто-
му,  2 2 0.ab b   
 
П р и м е р  1 9 .  Даны координаты вершин тетраэдра  ABCD: А(1; 4;0), 
В(0; 6; 4), С (−4; 4; −6), D (−4; 8; 2). Найти объем тетраэдра. 
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Решение: 
Построим три вектора с общим началом: ( 1;2;4);AB   ( 5;0; 6);AÑ  
( 5;4;2).AD   Вычислим смешанное произведение указанных векторов: 
 
1 2 4
5 0 6 24.
5 4 2
AB AС AD

    

 
Тогда   3òåòð
1
4 ( ).
6
V AB AÑ AD  åä  
 
 
Задачи для самостоятельного решения 
 
1. Даны координаты вершин треугольника ABC: А(1,2), В(0,4), 
С(−4,8). Найти длины сторон, длину медианы, биссектрисы, проведенных 
из вершины С. Найти угол A.  
2. Найти площадь параллелограмма, построенного на векторах 
; 2a b a b  , если 2; 60 .a b a b     
3. Вычислить: 
1)       
2
2 ; 2) 2 3 ; 3) 3 ; 4) 2 ; 5) 2 4 ,a b a b a b ab b a b a b        
если 1; 60 .a b a b     
4. Сила {4;2;1}F  приложена в точке В(0;  2; 4). Найти момент ( )AM F  
этой силы относительно точки А(0;  1 ;  0). 
5. Вычислить: 
1)       
2
4 ; 2) 2 2 ; 3) 3 ; 4) 4 ; 5) 2 4 ;a b a b a b ab b a b a b       
6)  3 ; 7) 2 2a b a b b   , если 1; 90 .a b a b     
6. Даны координаты вершин треугольника ABC: А(−4; 2), В(0; 6), 
С(4; 0). Найти координаты точки пересечения медиан (центра масс тре-
угольной однородной пластины) АВС.   
7. Даны координаты вершин треугольника ABC: А(0; 6), В(−2; 2), 
С(4; 0). Найти площадь треугольника ABC. 
8. Даны координаты вершин тетраэдра ABCD: А(1; 2; 0), В(0; 4; 4), 
С(−4; 4; −6), D(0; −4; 2). Найти объем тетраэдра, длину высоты, проведен-
ной из вершины D, площадь и углы треугольника ABC. 
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3. АНАЛИТИЧЕСКАЯ ГЕОМЕТРИЯ НА ПЛОСКОСТИ 
 
Прежде чем приступить к изучению конкретных геометрических 
объектов и их свойств, заметим, что аналитическая геометрия главным об-
разом рассматривает уравнения этих объектов в координатном простран-
стве R3 (или R2), т. е. в некоторой трехмерной декартовой системе коорди-
нат Oxyz (или Oxy). Причем, под уравнениями геометрических объектов 
(прямой линии, плоскости, конуса, гиперболы, окружности и т. п.) мы бу-
дем понимать всякое уравнение, устанавливающее связь между координа-
тами (x,y,z) всех точек, принадлежащих данному геометрическому объекту. 
Итак, аналитическая геометрия изучает геометрические объекты и их 
свойства аналитически, т. е. путем анализа их уравнений. 
 
 
3.1. Полярные координаты 
 
Наиболее важной после прямоугольной системы координат является 
полярная система координат. Она состоит из некоторой точки О, называе-
мой полюсом, и исходящего из нее луча  полярной оси. Кроме того, зада-
ется единица масштаба для измерения длин отрезков. 
Пусть задана полярная система координат 
и пусть М  произвольная точка плоскости. Пусть r  
расстояние точки М от точки О;   угол, на который 
нужно повернуть полярную ось для совмещения с лу-
чом ОМ.  
Полярными координатами точки М называют-
ся числа r и . При этом число r считается первой 
координатой и называется полярным радиусом, число   второй коорди-
натой и называется полярным углом, пишут M(r; ). 
Для получения всех точек плоскости достаточно полярный угол  
ограничить промежутком (; ] (или 0   < 2), а полярный радиус r  
[0; ). 
Установим связь между полярными координатами точки и ее прямо-
угольными координатами. Для этого совместим начало прямоугольной си-
стемы координат Oxy с полюсом, а положительную полуось абсцисс  с 
полярной осью. Пусть точка М имеет прямоугольные координаты х и у 
и полярные координаты r и . Очевидно, 
 
х = r cos , у = r sin .                                       (3.1) 
 
Формулы (3.1) связывают прямоугольные координаты с полярными.  
O 
 
x 
y 
M(x;y) 
r 
i  
  
 
j  
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Выражения полярных координат через прямоугольные следуют из 
формул (3.1): 
2 2
r x y  ,   tg
y
x
  .                                     (3.2) 
 
Заметим, что формула tg
y
x
   определяет два значения полярного 
угла , т. к.  изменяется от  до . Следует установить (по знакам x и y) 
четверть, в которой лежит искомый угол.  
 
П р и м е р  1 .  Дана точка М(2; 2). Найти полярные координаты точ-
ки М. 
Решение: 
Из формул (3.2) находим r и : 
2 2
2 2 8 2 2r     ,  
2
tg 1
2
   . 
Отсюда  = /4 или  = 5/4. Но т. к. точка М лежит в первой четвер-
ти, то нужно взять  = /4. Итак, М( 2 2 ; /4). 
 
 
3.2. Преобразование декартовых координат 
 
Рассмотрим два вида преобразований прямоугольных координат: 
1) параллельный сдвиг осей, когда изменяется положение начала ко-
ординат, а направления осей остаются прежними; 
2) поворот осей координат, когда обе оси поворачиваются в одну 
сторону на один и тот же угол, а начало координат не изменяется. 
1. Параллельный сдвиг осей. Пусть точка М плоскости имеет коорди-
наты (х; у) в прямоугольной системе координат Оху. Перенесем начало ко-
ординат в точку О(а; b), где а и b координаты нового начала в старой си-
стеме координат Оху.  
Новые оси координат Ох и Оу выберем сонаправленными со ста-
рыми осями Ох и Оу. Обозначим координа-
ты точки М в системе Оху (новые коорди-
наты) через (х; у). Выведем формулы, вы-
ражающие связь между новыми и старыми 
координатами точки М. Для этого проведем 
перпендикуляры MMxOx, ММуОу, 
ООхОх, OOyOy и введем обозначения 
xM  и yM для точек пересечения прямых 
ММxи ММу соответственно с осями Ох и 
O 
O 
M(x;y) 
x 
x 
y y 
y 
x 
b 
a 
yM   
xM   
My 
Oy 
 
Ox 
 
 
Mx 
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Оу.  
Тогда, получаем 
x = OMx = OOx + OxMx = ООх + xO M   = a + х, 
y = OMy = OOy + OyMy = ООy + О yM   
= b + y. 
Итак,  
x = a + х,  y = b + y.                                      (3.3) 
 
Полученные формулы позволяют находить старые координаты 
х и y по известным новым х и y и наоборот. 
2. Поворот осей координат. Повернем систему координат Оху вок-
руг начала координат О на угол  в положение Ох'у'. 
Пусть точка М имеет координаты (х; у) 
в старой системе координат Оху и координа-
ты (х'; у') в новой системе координат Ох'у'. 
Выведем формулы, устанавливающие связь 
между старыми и новыми координатами 
точки М. Для этого обозначим через (r; ) 
полярные координаты точки М, считая по-
лярной осью положительную полуось Ох, 
а через (r; ')  полярные координаты той же 
точки М, считая полярной осью положи-
тельную полуось Ох'. 
Очевидно, r = |OM|,  =  + .  
Из прямоугольного треугольника OMMx: 
x = r cos,  y = r sin, 
и аналогично, 
x = r cos,  y = r sin. 
Таким образом, 
x = rcos = rcos(+ ) = r(cos cos sin sin) = 
= xcosysin, 
y = rsin = rsin(+ ) = r(cossin+ sincos) = 
= xsin + ycos. 
Итак, 
x = xcosysin, 
y = xsin + ycos. 
 
Формулы (3.4) называются формулами поворота осей. Они позво-
ляют определять старые координаты (х; у) произвольной точки М через но-
вые (х'; у') этой же точки М, и наоборот. 
 
O 
M(x;y) 
x 
x
 
y 
y 
yM   x
M   
My 
 
Mx 
  

 
  
(3.4) 
 56 
П р и м е р  2 .  Определить координаты точки М(4; 6) в новой системе 
координат Оху, начало О которой находится в точке (3; 2), а оси парал-
лельны осям старой системы координат. 
Решение: 
Из формулы (3.3) имеем x = х  а,  y = y  b, т. е. 
x = 4 + 3 = 7,  y = 6  2 = 4. 
В новой системе координат точка М имеет координаты (7; 4). 
 
 
3.3. Уравнения прямой на плоскости 
 
Уравнение прямой с угловым коэффициентом 
Пусть прямая пересекает ось Oy в точке N(0; b) и образует с осью Ox 
угол  (0   < ) (см. рис.). Возьмем на пря-
мой произвольную точку M(x; y). Тогда тан-
генс угла  наклона прямой найдем из пря-
моугольного треугольника MNK: 
tg
KM y b
NK x

   . 
 
Введем обозначение tg k  , получаем 
уравнение 
y = kx + b,                                                   (3.5) 
 
которому удовлетворяют координаты любой точки M(x; y) прямой. 
Число tgk    называется угловым коэффициентом прямой, а урав-
нение (3.1)  уравнением прямой с угловым коэффициентом. 
Если прямая параллельна оси Oy, то 
2

  , уравнение (3.5) теряет 
смысл, т. к. для нее угловой коэффициент tg tg
2
k

    не существует. 
В этом случае уравнение прямой имеет вид х = а, где а  абсцисса 
точки пересечения прямой с осью Ox. 
 
Общее уравнение прямой 
О п р е д е л е н и е .  Любая прямая на плоскости может быть задана 
уравнением первого порядка 
Ах + Ву + С = 0,                                          (3.6) 
 
где А, В, С  произвольные числа, причем А, В не равны нулю одновремен-
но, т. е. А2 + В2   0.  
 
 
y 
x 
x 
x 
y 
O 
M(x;y) 
N(0;b) 
 
K(x;b) 
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Это уравнение первого порядка называют общим уравнением прямой. 
В зависимости от значений постоянных А, В и С возможны следую-
щие частные случаи: 
 C = 0, А  0, В  0 – прямая проходит через начало координат; 
 А = 0, В  0, С  0 (By + C = 0)  прямая параллельна оси Ох; 
 В = 0, А  0, С  0 (Ax + C = 0) – прямая параллельна оси Оу; 
 В = С = 0, А  0 – прямая совпадает с осью Оу; 
 А = С = 0, В  0 – прямая совпадает с осью Ох. 
 
Уравнение прямой, проходящей через данную точку  
в данном направлении 
Пусть прямая проходит через точку M(x0; y0) и образует с осью Ох 
угол 
2

  . Уравнение этой прямой можно записать в виде y0 = kx0 + b. 
Отсюда b = y0  kx0. Подставляя значение b в уравнение (3.1), получим ис-
комое уравнение прямой y = kx + y0  kx0, т. е. 
 
y  y0 = k(x  x0).                                           (3.7) 
 
Уравнение (3.7) с различными значениями k называют уравнениями 
пучка прямых с центром в точке M(x0; y0). Из этого уравнения нельзя опре-
делить лишь прямую, параллельную оси Oy. 
 
П р и м е р  3 .  Составить уравнение прямой, проходящей через точку 
(2; 4) и имеющей угловой коэффициент k = 3. 
Решение: 
Точку (2; 4) обозначим М0, тогда на основании уравнения пучка 
прямых (3.7) имеем y (4) = 3(x  2), или 3x  y  10 = 0. 
 
Уравнение прямой, проходящей через две точки 
Пусть заданы две точки M1(x1; y1), M2(x2; y2) и х1  х2, y1  y2. Для со-
ставления уравнения прямой М1М2 запишем уравнение пучка прямых, про-
ходящих через точку М1: y  y1 = k(x  x1). Так как прямая проходит через 
точку М2, то координаты этой точки должны удовлетворять уравнению 
пучка прямых: y2  y1 = k(x2  x1). Отсюда находим угловой коэффициент 
 
2 1
2 1
y y
k
x x



. 
 
Тогда уравнение прямой, проходящей через эти точки имеет вид 
2 1
1 1
2 1
( )
y y
y y x x
x x

  

, 
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или 
1 1
2 1 2 1
x x y y
x x y y
 

 
.                                          (3.8) 
 
Если какой-либо из знаменателей равен нулю, следует приравнять 
нулю соответствующий числитель. 
 
П р и м е р  4 .  Найти уравнение прямой, проходящей через точки 
А (1; 2) и В(3; 4). 
Решение: 
Применяя формулу (3.8), получаем 
2 ( 1)
,
4 2 3 1
y x 

 
 
2 1y x     или  1 0x y   . 
 
Уравнение прямой в отрезках 
Если в общем уравнении прямой (3.6) С  0, то, разделив на –С, по-
лучим 1,
À Â
õ ó
Ñ Ñ
     
или 
1
x y
a b
  ,                                               (3.9) 
где ; .
C C
a b
A B
     
Уравнение вида (3.9) называется уравнением пря-
мой в отрезках. Геометрический смысл коэффициентов 
в том, что коэффициент а является абсциссой точки пе-
ресечения прямой с осью Ох, а b – ордината точки пе-
ресечения прямой с осью Оу. 
 
П р и м е р  5 .  Задано общее уравнение прямой х – у + 1 = 0. Найти 
уравнение этой прямой в отрезках. 
Решение: 
Определим коэффициенты a и b: 
1 1
1; 1.
1 1
C C
a b
A B
          
  
Составим искомое уравнение прямой в отрезках вида (3.9): 
1
1 1
х у
   . 
 
O 
y 
x 
M0(x0;y0) 
M(x;y) 
 
n  
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П р и м е р  6 .  Прямая отсекает на координатных осях равные поло-
жительные отрезки. Составить уравнение прямой, если площадь треуголь-
ника, образованного этими отрезками равна 8 см2. 
Решение: 
Уравнение прямой имеет вид (3.9). Определим коэффициенты a и b. 
Согласно условию a = b, S = ab/2 = 8 a = b = 4, a = 4 не подходит по 
условию задачи.  
Подставляем найденные значения a и b в формулу (3.9): 
1,
4 4
x y
    или  х + у – 4 = 0. 
 
Уравнение прямой, проходящей через заданную точку  
перпендикулярно данному вектору 
Найдем уравнение прямой, проходящей через заданную точку 
M0(x0; y0) перпендикулярно данному ненулевому век-
тору ( ; )n A B . 
Возьмем на прямой произвольную точку M(x; y) 
и рассмотрим вектор 0 0 0( ; )M M x x y y   . Посколь-
ку 0n M M , то их скалярное произведение равно ну-
лю: 0 0n M M  , т. е. 
A(xx0) + B(yy0) = 0.                                      (3.10) 
 
Уравнение (3.10) называется уравнением прямой, проходящей через 
заданную точку перпендикулярно данному вектору. 
Вектор ( ; )n A B , перпендикулярный прямой, называется нормаль-
ным вектором этой прямой. 
 
П р и м е р  7 .  Найти уравнение прямой, проходящей через точку 
А(1; 2) перпендикулярно вектору n (3; 1). 
Решение: 
Составим при А = 3 и В = 1 общее уравнение прямой: 3х – у + С = 0. 
Для нахождения коэффициента С подставим в полученное выражение ко-
ординаты заданной точки А. Получаем 3 – 2 + C = 0, следовательно С = 1. 
Итак, искомое уравнение: 3х – у – 1 = 0. 
 
Нормальное уравнение прямой 
Если обе части общего уравнения прямой Ах + Ву + С = 0 разделить 
на число 
2 2
1
A B
  

, которое называется нормирующем множителем,  
 
a 
b 
O 
y 
x 
M1(0;b) 
M2(a;0) 
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то получим 
хcos + ysin  p = 0,                                       (3.11) 
 
где р – длина перпендикуляра, опущенного из начала 
координат на прямую, а   угол, образованный этим 
перпендикуляром с положительным направлением 
оси Ох. 
Уравнение вида (3.11) называется нормальным 
уравнением прямой. 
Знак  нормирующего множителя выбирается из условия С < 0. 
 
П р и м е р  8 .  Дано общее уравнение прямой 12х – 5у – 65 = 0. Тре-
буется написать различные типы уравнений этой прямой: 
 уравнение этой прямой в отрезках: 
12 5
1,
65 65
х у   
 уравнение этой прямой с угловым коэффициентом (делим на 5): 
12 65 12
13;
5 5 5
y x x     
 нормальное уравнение прямой: 
2 2
1 1 12 5
, 5 0
13 13 1312 ( 5)
õ ó     
 
; 
cos = 12/13; sin = 5/13; p = 5. 
Следует отметить, что не каждую прямую можно представить урав-
нением в отрезках, например, прямые параллельные осям или проходящие 
через начало координат. 
 
  
3.4. Прямая линия на плоскости. Основные задачи 
 
Угол между прямыми на плоскости 
Рассмотрим две прямые L1 и L2 с угловыми коэффициентами 
y = k1x + b1,  y = k2x + b2.Требуется найти угол , на который надо повер-
нуть прямую L1 вокруг точки их пересечения до 
совпадения с прямой L2 (см. рис.). 
Из геометрических соображений устанавли-
ваем зависимость между углами 1, 2, : 
2 = 1 +  или  = 2  1 (  /2).  
 
 
O 
y 
x 
 
р 
 
O 
1 2 
 
 
y 
x 
L1 
L2 
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Отсюда 
                       
2 1
2 1
1 2
tg tg
tg tg( )
1 tg tg
  
     
   
,      
или 
2 1
1 2
tg
1
k k
k k

 

.                                             (3.12) 
 
Если требуется вычислить острый угол между прямыми, не учиты-
вая, какая прямая является первой, а какая второй, то правая часть форму-
лы (3.12) берется по модулю. 
Если две прямые параллельны, то  = 0 и tg = 0. Из формулы (3.12) 
следует, что k1 = k2  условие параллельности двух прямых. 
Если две прямые перпендикулярны, то  = /2. Следовательно, 
1 2
2 1
1
ctg 0
k k
k k

  

. Отсюда 1 + k1k2 = 0, т. е. k1k2 = 1 (или k1 = 1/k2)  усло-
вие перпендикулярности двух прямых. 
 
Т е о р е м а  3 . 1 .  Прямые Ах + Ву + С = 0 и А1х + В1у + С1 = 0 пара-
ллельны, когда пропорциональны коэффициенты А1 = А, В1 = В. Если 
еще и С1 = С, то прямые совпадают. 
Координаты точки пересечения двух прямых находятся как решение 
системы двух уравнений. 
 
Расстояние от точки до прямой 
Т е о р е м а  3 . 2 .  Если задана точка М0(х0; у0), то расстояние до 
прямой Ах + Ву + С =0 определяется как 
 
0 0
2 2
Ax By C
d
A B
 


.                                        (3.13) 
 
Д о к а з а т е л ь с т в о . Пусть М1(х1; у1)  про-
извольная точка прямой L, нормальный вектор прямой 
n  имеет координаты (А; В). Определим расстояние d от 
точки M0 до прямой L. 
1 0
1 0| |
| |
n
M M n
d ï ð M M
n

    
                     
0 1 0 1 0 0 1 1
2 2 2 2
( ) ( )x x A y y B Ax By Ax By
A B A B
     
 
 
.   
M0 
O 
y 
x L 
M1 
d n  
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Так как М1L: Ax1 + By1 + C = 0, т. е. C = Ax1By1, то 
0 0
2 2
Ax By C
d
A B
 


. 
Теорема доказана. 
 
П р и м е р  9 .  Определить угол между прямыми: y = 3x + 7; 
y = 2x + 1. 
Решение: 
k1 = 3,k2 = 2,tg = 1
2)3(1
)3(2



;   = 
4

. 
 
П р и м е р  1 0 .  Показать, что прямые 3х – 5у + 7 = 0 и 10х + 6у – 3 = 0 
перпендикулярны. 
Находим: k1 = 3/5,  k2 = 5/3,  k1k2 = 1, следовательно, прямые пер-
пендикулярны. 
 
П р и м е р  1 1 .  Даны вершины треугольника А(0; 1), B(6; 5), 
C(12; 1). Найти уравнение высоты CH и уравнение CL биссектрисы, про-
веденной из вершины С. 
Решение: 
По (3.8) находим уравнение стороны АВ: 
4
1
6
;
15
1
06
0 





 yxyx
; 
4x = 6y – 6:  
2x – 3y + 3 = 0; .1
3
2
 xy  
Искомое уравнение высоты CH имеет вид Ax + By + C = 0, или 
y = kx + b. Угловой коэффициент k = 
2
3
 , тогда y = bx 
2
3
. Так как высота 
проходит через точку С, то ее координаты удовлетворяют данному уравне-
нию: 
3
1 12 ,
2
b    откуда b = 17. Итак, 17
2
3
 xy  или 3x + 2y – 34 = 0. 
У биссектрисы CL найдем координаты точки L. По свойству биссек-
трисы .
CA AL
CB LB
    Вычисляя длины соответствующих векторов, находим 
2.  Тогда по формуле (2.10) находим координаты точки L: 
6 2
6(2 2)
1 2
Lx   

,  
1 5 2
9 4 2.
1 2
Ly

  

 
Уравнение биссектрисы 
12 1 12 1
;
6(2 2) 12 9 4 2 1 6 2 10 4 2
x y x y   
 
     
.  
Итак, уравнение биссектрисы:
2 5 2
9 10 2.
3 6
y x
 
    
 
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Задачи и примеры для самостоятельного решения 
 
1. Даны координаты вершин треугольника А(2;2), В(0;4), С(−4;8). 
Найти уравнения сторон, медианы, биссектрисы и высоты, проведенных из 
вершины С.   
2. Даны стороны треугольника x + y – 6 = 0; 3x – 5y + 15 = 0; 
5x – 3y – 14 = 0. Составить уравнения его высот. 
Ответ: {x – y = 0; 5x + 3y – 26 = 0; 3x + 5y – 26 = 0}. 
3. Составить уравнения прямых, проходящих через точку М(−3; −4) 
и параллельных осям координат. 
Ответ: {x + 3 = 0;   y + 4 = 0}. 
 
 
3.6. Линии второго порядка 
 
Кривая второго порядка может быть задана уравнением 
 
Ах2 + 2Вху + Су2 + 2Dx + 2Ey + F = 0.                  (3.14) 
 
Коэффициенты уравнения  действительные числа, где хотя бы одно 
из чисел A, B или С отлично от нуля. Существует система координат 
(не обязательно декартова прямоугольная), в которой данное уравнение 
может быть представлено в одном из видов, приведенных ниже: 
1) 
2 2
2 2
1
x y
a b
   уравнение эллипса; 
2) 
2 2
2 2
1
x y
a b
    уравнение «мнимого» эллипса; 
3) 
2 2
2 2
1
x y
a b
   уравнение гиперболы; 
4) a2x2 – c2y2 = 0 – уравнение двух пересекающихся прямых; 
5) y2 = 2px – уравнение параболы; 
6) y2 – a2 = 0 – уравнение двух параллельных прямых; 
7) y2 + a2 = 0 – уравнение двух «мнимых» параллельных прямых; 
8) y2 = 0 – пара совпадающих прямых; 
9) (x – x0)2 + (y – y0)2 = R2 – уравнение окружности. 
 
 
3.6.1. Окружность 
 
О п р е д е л е н и е .  Окружностью радиуса R с центром в точке М0 
называется множество всех точек М плоскости, удовлетворяющих условию 
М0М = R (см. рис.). 
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Из условия М0М  = R получаем уравнение 
2 2
0 0( ) ( )x x y y R    , т. е. 
 
(x – x0)2 + (y – y0)2 = R2.                                   (3.15) 
 
Уравнение (3.15) называется каноническим уравнением окружности. 
В частности, если x0 = y0 = 0, то имеем уравнение 
окружности с центром в начале координат 
x2 + y2 = R2. Если R = 0, то уравнению (3.15) удо-
влетворяют координаты единственной точки 
М0(x0,y0) и говорят, что «окружность выродилась 
в точку». 
 
П р и м е р  1 2 .  Найти координаты центра 
и радиус окружности, если ее уравнение задано 
в виде 2x2 + 2y2 – 8x + 5y – 4 = 0. 
Решение:  
Для нахождения координат центра и радиуса окружности данное 
уравнение необходимо привести к виду (3.15). Для этого выделим полные 
квадраты: 
x2 + y2 – 4x + 2,5y – 2 = 0, 
x2 – 4x + 4 – 4 + y2 + 2,5y + 25/16 – 25/16 – 2 = 0, 
(x – 2)2 + (y + 5/4)2 = 121/16. 
Отсюда находим М0(2; 5/4), R = 11/4. 
 
 
3.6.2. Эллипс 
О п р е д е л е н и е  1 .  Эллипсом называется множество всех точек М 
плоскости, сумма расстояний от каждой 
из которых до двух данных точек этой плос-
кости F1 и F2, называемых фокусами, есть ве-
личина постоянная равная 2а, большая, чем 
расстояние между фокусами. 
Выберем фокусы так, чтобы они лежали 
на оси Ох, а начало координат совпадало 
с серединой отрезка  F1F2, тогда фокусы име-
ют координаты F1(c; 0), F2(c; 0), значит рас-
стояние между ними равно 2с. По определению 2а > 2c, т. е. a > c. 
Пусть M(x; y)  произвольная точка эллипса. Тогда, по определению 
эллипса, MF1 + MF2 = 2a, т. е. 
2 2 2 2
( ) ( ) 2x c y x c y a      , 
2 2 2 2
( ) 2 ( )x c y a x c y      . 
 
y 
M 
b 
a 
x 
r1 
F1 F2 
r2 
с 
O 
А
1 А
2 
В1 
В
2 
O 
y 
x 
М0(x0,y0) 
М (x,y) 
 
R 
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Возведем полученное уравнение в квадрат и приведем подобные: 
2 2 2
( )a x c y a cx    , 
2 2 2 2 2 2 2 2
( ) ( )a c x a y a a c    . 
Так как a > c, то a2  c2 > 0. Положим a2  c2 = b2. Тогда последнее 
уравнение примет вид 2 2 2 2 2b x a y a b  , или 
 
2 2
2 2
1
x y
a b
  .                                            (3.16) 
 
Уравнение (3.16) называется каноническим уравнением эллипса.    
Эллипс пересекает координатные оси в точках А1(a; 0), А2(a; 0), В1(0; b), 
В2(0; b), которые называются вершинами эллипса. Отрезки А1А2 и В1В2, 
равные 2a и 2b соответственно, называются большой и малой осями эллип-
са, a и b – большой и малой полуосями. 
О п р е д е л е н и е  2 .  Форма эллипса определяется характеристикой, 
которая является отношением половины расстояния между фокусами 
к большей оси и называется эксцентриситетом 
 = с/a. 
Так как 0 < с < a, то 0 <  < 1. 
Чем больше эксцентриситет, тем более вытянутую форму вдоль оси 
Ox имеет кривая. 
 
Т е о р е м а  3 . 3 .  Для произвольной точки М(х; у), принадлежащей 
эллипсу, верны соотношения для фокальных радиусов r1 и r2 точки 
r1 = a + x, r2 = a  x. 
Д о к а з а т е л ь с т в о . Из определения эллипса следует, что 
r1 + r2 = 2a. Кроме того, из геометрических соображений можно записать 
2 2 2 2
1 2( ) , ( ) ,r x c y r x c y       
2 2 2 2
( ) ( ) 2 .x c y x c y a       
После возведения в квадрат и приведения подобных слагаемых 
2 2 2 2 2 2 2
( ) 4 4 ( ) ( ) ,x c y a a x c y x c y          
2 2 2
4 4 4 ( ) ,cx a a x c y     
2
( ) .
c
x c y a x a x
a
        
Аналогично доказывается, что r1 = a + x. Теорема доказана. 
С эллипсом связаны две прямые, называемые директрисами. Их 
уравнения: 
x = a/, x = a/. 
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Т е о р е м а  3 . 4 .  Если r  расстояние от 
произвольной точки эллипса до какого-нибудь 
фокуса, d  расстояние от этой же точки до 
соответствующей этому фокусу директрисы, 
то отношение r/d есть постоянная величина, 
равная эксцентриситету эллипса: 
r
d
  . 
 
П р и м е р  1 3 .  Составить уравнение прямой, проходящей через ле-
вый фокус и нижнюю вершину эллипса, заданного уравнением 
2 2
1.
25 16
x y
   
Решение: 
1) Координаты нижней вершины В2: x = 0, y
2 = 16, y = 4; В2(0; 4). 
2) Координаты левого фокуса F1: c2 = a2 – b2 = 25 – 16 = 9; c = 3; 
F1(3; 0). 
3) Уравнение прямой, проходящей через две точки: 
0 4 4
; ; 4 3 12; 4 3 12 0.
3 0 0 4 3 4
x y x y
x y x y
  
       
   
 
 
П р и м е р  1 4 .  Составить уравнение эллипса, если его фокусы 
F1(0; 0), F2(1; 1), большая ось равна 2. 
Решение: 
Расстояние между фокусами: 
2c = 2 2(1 0) (1 0) 2    , таким образом, a2 – b2 = c2 = 1/2. 
По условию 2а = 2, следовательно, 
а = 1, b2 = 2 2 1 1/ 2 1/ 2.a c     
Значит, искомое уравнение эллипса: 1
2/11
2
2
2

yx
. 
 
 
3.6.3. Гипербола 
 
О п р е д е л е н и е  1 .  Гиперболой 
называется множество точек М плоско-
сти, для которых модуль разности рас-
стояний от двух данных точек F1 и F2, 
называемых фокусами, есть величина 
постоянная, равная 2а, меньшая рассто-
яния между фокусами. 
 
 
M(x, y) 
y 
x a 
b 
r
1 
r
2 
c 
F1 F2 
В1 
В2 
А1 
А2 
 
r 
F1 F2 
y 
x 
d 
x = a/ x = a/ 
 
 67 
Выберем фокусы так, чтобы они лежали на оси Ох, а начало коорди-
нат совпадало с серединой отрезка F1F2, тогда фокусы имеют координаты 
F1(c; 0), F2(c; 0), значит расстояние между ними равно 2с. По определе-
нию 2а < 2c, т. е. a < c. 
Пусть M(x; y)  произвольная точка гиперболы. Тогда, по определе-
нию гиперболы, |MF1  MF2| = 2a, или MF1  MF2 = 2a, т. е. 
2 2 2 2
( ) ( ) 2x c y x c y a       . 
После упрощений, аналогичных упрощениям при выводе уравнения 
эллипса, получим каноническое уравнение гиперболы: 
 
2 2
2 2
1
x y
a b
  ,                                             (3.17) 
где 2 2 2b c a  . 
Точки А1(a; 0), А2(a; 0) называются вершинами гиперболы, отрезок 
А1А2  = 2a называется действительной осью гиперболы, a – действитель-
ной полуосью. 
Отрезок В1В2 = 2b, соединяющий точки B1(0; b) и B2(0; b), называет-
ся мнимой осью, число b  мнимой полуосью. Прямоугольник со сторонами 
2а и 2b называется основным прямоугольником гиперболы. 
Гипербола симметрична относительно середины отрезка, соединяю-
щего фокусы и относительно осей координат. 
Гипербола имеет две асимптоты, уравнения которых .
b
y x
a
 
 О п р е д е л е н и е  2 .  Отношение 1
c
a
  
 
называется эксцентриси-
тетом гиперболы, где с – половина расстояния между фокусами, а – дей-
ствительная полуось. 
Эксцентриситет характеризует вытянутость основного прямоуголь-
ника, причем если эксцентриситет близок к единице, то ветви гиперболы 
сильно прижаты к оси Ox. С учетом того, что с2 – а2 = b2, 
 
2 2 2 2
2
2 2 2
1 ,
c a b b
a a a

      
2
1.
b
e
a
 
 
 
Если а = b,  = 2 , то гипербола называется равнобочной (равносто-
ронней). 
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В случае когда вершины гиперболы лежат на оси Oy, уравнение ги-
перболы записывают так: 
2 2
2 2
1
y x
b a
  ,                                          (3.18) 
а асимптоты – .
b
x y
a
   
Очевидно, что гиперболы (3.17) и (3.18) имеют общие асимптоты. 
Такие гиперболы называются сопряженными. 
О п р е д е л е н и е  3 .  Две прямые, перпендикулярные действительной 
оси гиперболы и расположенные симметрично относительно центра на 
расстоянии a/ от него, называются директрисами гиперболы. Их уравне-
ние: 
a
x  

. 
Директрисы гиперболы имеют то же свойство 
r
d
  , что и дирек-
трисы эллипса. 
Фокальные радиусы 2 21 ( )r x c y    и 
2 2
2 ( )r x c y    для точек 
правой ветви гиперболы имеют вид 1r x a    и 2r x a   , а для левой 
1 ( )r x a     и 2 ( ).r x a     
 
П р и м е р  1 5 .  Определить вершины, фокусы, эксцентриситет 
и асимптоты гиперболы 
2 2
1
4 9
x y
  . 
Решение: 
В соответствии с формулой (3.18) имеем  
а = 2, b = 3, 2 2 4 9 13c a b     ,  
13
1,8.
2
c
a
   
 
 
П р и м е р  1 6 .  Составить уравнение гиперболы, если ее эксцентри-
ситет равен 2, а фокусы совпадают с фокусами эллипса с уравнением 
2 2
1.
25 9
x y
   
Решение: 
Находим фокусное расстояние c2 = 25 – 9 = 16. Для гиперболы: 
c2 = a2 + b2 = 16,   = 2
c
a
 ;  c = 2a;  c2 = 4a2;   a2 = 4; b2 = 16 – 4 = 12. 
Получили 
2 2
1
4 12
x y
   искомое уравнение гиперболы. 
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3.6.4. Парабола 
 
О п р е д е л е н и е .  Параболой называется множество точек плоскости, 
каждая из которых находится на одинаковом расстоянии от данной точки, 
называемой фокусом, и от данной прямой, называемой директрисой. 
Расположим начало координат посере-
дине между фокусом и директрисой (см. рис.). 
Величина р (расстояние от фокуса до 
директрисы) называется параметром парабо-
лы. В выбранной системе фокус F имеет ко-
ординаты (
2
p
; 0), а уравнение директрисы 
имеет вид 
2
p
x   , или 0
2
p
x   .  
Эксцентриситет параболы  = 1.  
Пусть M(x; y)  произвольная точка параболы. Выведем канониче-
ское уравнение параболы. Согласно определению параболы, AM = MF. 
MF2 = y2 + (x – 
2
p
)2,  АМ2 = (x + 
2
p
)2 + (yy)2, 
(x + 
2
p
)2 = y2 + (x – 
2
p
)2 
x2 +xp + 
2
4
p
= y2 + x2 – xp + 
2
4
p
, 
т. е. 
y2 = 2px.                                                (3.19) 
 
Уравнение (3.19) называется каноническим уравнением параболы. 
Точка О(0; 0) называется вершиной параболы, отрезок FM = r называется 
фокальным радиусом точки М. 
В случае, когда ветви параболы симметричны относительно оси Oy, 
уравнение параболы записывают так: x2 = 2py. 
 
П р и м е р  1 7 .  На параболе у2 = 8х найти точку, расстояние которой 
от директрисы равно 4. 
Решение: 
Из уравнения параболы получаем, что р = 4. Из условия АМ = 4, или 
АМ = x + 
2
p
 = 4  x = 2;  y2 = 16;  y = 4.   
Искомые точки: M1(2; 4),  M2(2; 4). 
 
 
П р и м е р  1 8 .  Парабола с вершиной в начале координат проходит 
F 
2
p
 
y 
x 
M 
O 
 
2
p
 
А 
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через точку А(2; 8) и симметрична относительно оси Oy. Записать уравне-
ние параболы. 
Решение: 
Уравнение параболы имеет вид x2 = 2py. Подставим координаты точ-
ки А: 22 = 2р  8  р = 
1
4
. Искомое уравнение: x2 = 
2
y
. 
 
 
3.7. Общее уравнений линий второго порядка 
 
Важной задачей аналитической геометрии является исследование об-
щего уравнения линии второго порядка и приведение его к простейшим 
(каноническим) формам. 
 
Приведение общего уравнения линии второго порядка 
к простейшему виду 
Л е м м а  3.1. Пусть в прямоугольной системе координат Оху за-
дано уравнение (3.14) и пусть АС  В2  0. Тогда с помощью параллельного 
сдвига и последующего поворота осей координат уравнение (3.14) приво-
дится к виду 
А'х"2+ С'у"2+ F' = 0,                                (3.20) 
 
где А', С', F'  некоторые числа; (х"; у")  координаты точки в новой си-
стеме координат. 
Д о к а з а т е л ь с т в о . Пусть прямоугольная система координат 
О'х'у' получена параллельным сдвигом осей Ох и Оу, причем начало коор-
динат перенесено в точку О'(х0; у0).Тогда старые координаты (х; у) будут 
связаны с новыми (х'; у') формулами (3.3): 
x = х + x0,  y =y + y0. 
Общее уравнение линии второго порядка (3.14) примет вид 
 
                     Ах'2 + 2Вх'у' + Су'2 + 2D'x' + 2E'y' + F' = 0,                  (3.21) 
где 
D' = Ax0 + By0 + D;  E' = Bx0 + Cy0 + E; 
F' = A 20x  + 2Bx0y0 + C
2
0y  + 2Dx0 + 2Ey0 + F. 
В уравнении (3.21) коэффициенты D' и Е' обращаются в нуль, если 
подобрать координаты точки (х0; y0) так, чтобы выполнялись равенства 
 
0 0
0 0
,
.
D Ax By D
E Bx Cy E
   

   
                                   (3.22) 
 
Так как АС  В2  0, то система (3.22) имеет единственное решение 
относительно х0, у0. 
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Если пара чисел х0, у0 представляет собой решение системы (3.22), то 
уравнение (3.21) можно записать в виде 
 
Ах'2 + 2Вх'у' + Су'2 + F' = 0.                            (3.23) 
 
Пусть теперь прямоугольная система координат О'х"у" получена по-
воротом системы О'х'у' на угол . Тогда координаты х', у' будут связаны 
с координатами х", у" формулами (3.4), 
х' = х" cos  у" sin, у' = х" sin + у" cos. 
В системе координат О'х"у" уравнение (3.23) принимает вид 
 
                                     А'х''2 + 2В'х''у'' + С'у''2 + F' = 0,                            (3.24) 
где  
А' = A cos2 + 2B cos  sin  + C sin2; 
В' = A sincos + B(cos2  sin2) + C sincos; 
С' = A sin2  2B cossin + C cos 2. 
Выберем угол  так, чтобы коэффициент В' в уравнении (3.24) обра-
тился в нуль: 
2В cos2 = (A  С) sin 2. 
Если А = С, то cos2 = 0, и можно положить  = 
4

.  
Если же А  С, то выбираем 
1 2
arctg
2
B
A C
 

, и уравнение (3.24) 
принимает вид 
А'х"2 + С'у"2 + F' = 0, 
т. е. получили уравнение (3.20). 
 
Инвариантность выражения АС  В2. Классификация линий 
второго порядка 
Коэффициенты А, В и С при старших членах уравнения (3.14) при 
параллельном переносе осей координат, как следует из доказательства 
леммы 3.1, не меняются, но они меняются при повороте осей координат. 
 Однако выражение АС  В2 остается неизменным как при переносе, 
так и при повороте осей, т. е. не зависит от преобразования координат.  
Величина АС  В2 называется инвариантом общего уравнения линии 
второго порядка. Она имеет важное значение в исследовании линий второ-
го порядка. 
В зависимости от знака величины АС  В2 линии второго порядка 
разделяются на следующие три типа: 
1) эллиптический, если АС  В2 > 0; 
2) гиперболический, если АС  В2 < 0; 
3) параболический, если АС  В2 = 0.  
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Задачи и примеры для самостоятельного решения 
 
 Привести к каноническому виду, классифицировать кривые, задан-
ные уравнениями: 
2 2
1) 4 4 4 0,x y y         
2 2
2) 4 4 0,x y y        
2 2
3) 6 4 0,x y x y     
2 2
4) 4 6 0,x y y          
2 2
5) 9 4 16 0,x y y     
2
6) 4 4 0,y y x    
2
7) 6 12 4 8 0,x x y       
2 2
8) 2 4 4 0,x y y     
2 2
9) 2 4 0,x y xy        
2 2
10) 2 6 1 0.x xy y x      
 
 
4. АНАЛИТИЧЕСКАЯ ГЕОМЕТРИЯ В ПРОСТРАНСТВЕ 
 
Пусть в декартовой системе координат Oxyz задано уравнение 
 
F(x; y; z) = 0, 
 
которое является уравнением поверхности S в заданной системе координат, 
если ему удовлетворяют координаты любой точки поверхности и не удовле-
творяют координаты никакой точки, не лежащей на этой поверхности. 
 
П р и м е р  1 .  В декартовой системе координат уравнение 
2 2 2 2
x y z R    
определяет поверхность, являющуюся сферой радиуса R с центром в нача-
ле координат. 
Линию L в пространстве можно рассматривать как пересечение двух 
поверхностей: 
1
2
( ; ; ) 0,
( ; ; ) 0.
F x y z
F x y z



 
 
П р и м е р  2 .  В декартовой системе координат система двух уравнений  
2 2 2
2 2 2
( 3) 10,
1
x y z
x y z
    

    
определяет окружность единичного радиуса, лежащую в плоскости z = 0 
с центром в начале координат. 
Пусть в декартовой системе координат Oxyz задано уравнение, 
не содержащее переменной z, 
F(x, y) = 0,                                            (4.1) 
 
которое является уравнением некоторой поверхности в заданной системе 
координат. 
Пусть в плоскости Oxy уравнение (4.1) 
x 
z 
y 
L 
S 
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задает некоторую линию L. Проведем через каждую точку линии L пря-
мую, параллельную оси Oz. Множество этих прямых образует некоторую 
поверхность S, которая называется цилиндрической. Указанные прямые 
называются образующими поверхности S, а линия L – ее направляющей. 
Возьмем на цилиндрической поверхности S произвольную точку 
М(x; y; z), которая лежит на какой-то образующей. Координаты точки 
М0(x; y; z), лежащей в плоскости Oxy удовлетворяют уравнению (4.1). По-
скольку уравнение (4.1) не зависит от z, то и координаты (x; y; z) точки M 
также удовлетворяют (4.1). Очевидно, если М(x; y; z) не лежит на S, то 
М0(x; y; z) не принадлежит L и координаты (x; y; z) 
не удовлетворяют уравнению (4.1). 
Таким образом, уравнение цилиндрической 
поверхности с образующими параллельными оси 
Oz не содержит переменной z и совпадает 
с уравнением направляющей L. 
 
П р и м е р  3 .  Уравнение 2 2 1x y   являет-
ся уравнением гиперболического цилиндра. 
 
 
4.1. Уравнение плоскости 
 
Пусть заданы декартовая система координат Oxyz, произвольная 
плоскость , точка плоскости M0(x0; y0; z0), вектор n = (A; B; C), перпенди-
кулярный плоскости . 
Рассмотрим произвольную точку плоскости M(x; y; z). Точка M ле-
жит на плоскости  тогда и только тогда, когда векторы 0M M и n взаим-
но перпендикулярны, т. е. их скалярное произведение равно нулю. За-
пишем условие перпендикулярности векторов n = (A; B; C) 
и 0 0 0 0( ; ; )M M x x y y z z    : 
 
0 0 0
( ) ( ) ( ) 0.A x x B y y C z z                           (4.2) 
 
Полученное уравнениеявляется искомым уравнением плоскости . 
Раскрывая скобки, приведем уравнение (4.2) к виду 
 
0,Ax By Cz D                                         (4.3) 
где 
0 0 0
.D Ax By Cz     
Уравнение (4.2) называется общим уравнением плоскости. Таким об-
разом, плоскость является поверхностью первого порядка, т. к. определя-
ется уравнением первой степени. 
Верно и обратное: всякое уравнение первой степени вида (4.3) опре-
x 
z 
y 
1 
1 
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деляет в декартовой системе координат плоскость. 
Пусть (x0; y0; z0) – такое решение уравнения (4.3), что выполняется 
равенство 
0 0 0
0.Ax By Cz D     
Вычитая это числовое равенство из равенства (4.2), получаем урав-
нение 
0 0 0
( ) ( ) ( ) 0,A x x B y y C z z       
которое эквивалентно уравнению (4.1) и, значит, определяет плоскость . 
Теорема доказана. 
 
Т е о р е м а  4 . 1 .  Уравнение плоскости в декартовой системе коор-
динат является уравнением первого порядка (4.3). Всякое уравнение перво-
го порядка есть уравнение некоторой плоскости. 
Вектор n = (A; B; C), перпендикулярный плоскости, называется нор-
мальным вектором плоскости. 
Пусть 0,A  0,B  0,C  тогда из уравнения (4.3) следует уравнение 
плоскости в отрезках 
1,
x y z
a b c
  
                                               
(4.4) 
где 
/ ,a D A  / ,b D B  / .c D C   
В уравнении (4.4) ,a ,b c
 
− величины отрезков, отсекаемых на ко-
ординатных осях. 
Пусть уравнение плоскости 
1
 : 1 1 1 1 0;A x B y C z D    уравнение 
плоскости
2
 : 2 2 2 2 0.A x B y C z D     Нормальные векторы плоскостей 
соответственно n1 = (A1; B1; C1) и n2 = (A2; B2; C2). Угол   между плоско-
стями совпадает с углом между нормальными векторами плоскостей, по-
этому его можно найти через скалярное произведение нормальных векто-
ров в декартовой системе координат:  
 
 1 2 1 2 1 2 1 2
2 2 2 2 2 2
1 2 1 1 1 2 2 2
cos .
A A B B C C
A B C A B C
  
  
   
n n
n n
               (4.5) 
 
Очевидно, что другой угол 
2
     . 
Из (4.5) следует условие перпендикулярности плоскостей
1
  и 
2
 : 
 1 2 1 2 1 2 1 2 0.A A B B C C    n n                           (4.6) 
Плоскости 
1
  и 
2
  параллельны тогда и только тогда, когда нор-
мальные векторы плоскостей параллельны, и, значит, их координаты про-
порциональны. Условие параллельности плоскостей 
1
  и 
2
 : 
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1 1 1
2 2 2
.
A B C
A B C
                                            (4.7) 
 
Пусть заданы декартовая система координат Oxyz и произвольная 
плоскость . Проведем через начало координат прямую, перпендикуляр-
ную плоскости . Назовем ее нормалью. Обозначим через Р точку, в кото-
рой нормаль пересекает плоскость. Пусть углы , ,  − углы, которые со-
ставляет направленная нормаль OP  с осями координат; p – длина отрезка 
OP. 
Выведем уравнение плоскости , считая 
известными cos , cos , cos   и p.  
Вектор n = (cos , cos , cos  ) является 
единичным вектором на нормали. 
Рассмотрим произвольную точку плоско-
сти M(x; y; z). Она лежит на плоскости тогда и 
только тогда, когда пр OM pn , или через ска-
лярное произведение: 
пр ( ) cos cos cosOM OM x y z p        
n
n . 
Из последнего равенства получаем нормальное уравнение плоскости 
 
cos cos cos 0.x y zx p                                    (4.8) 
 
Т е о р е м а  4 . 2 .  Если точка *M  имеет координаты x*, y*, z*, 
а плоскость задана нормальным уравнением (4.8), то расстояние от точ-
ки *M  до этой плоскости определяется по формуле 
 
* * *
cos cos cos .d x y z p                               (4.9) 
 
Д о к а з а т е л ь с т в о . Пусть Q – проекция точки *M на направ-
ленную нормаль, тогда 
.d PQ OQ OP    
Поскольку *прOQ OM n ,   ОP = p, то 
* * * * *пр ( ) cos cos cos .d OM p OM p x y z p           
n
n  
 
Покажем, как привести общее уравнение плоскости к нормальному 
виду. Пусть 0Ax By Cz D     − общее урав-
нение некоторой плоскости, а 
cos cos cos 0x y zx p       − ее нормальное 
0 
x 
z 
y 
 
n 
M(x, y, z) 
 
 
 
P 
0 
x 
z 
y 
 
n 
M*(x*, y*, z*) 
P 
Q 
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уравнение. Так как уравнения определяют одну и ту же плоскость, то ко-
эффициенты этих уравнений пропорциональны, т. е. 
 
cos cos cos .Ax By Cz D x y zx p        
 
Откуда 
cos , cos , cos , .A B C D p             
Чтобы найти множитель   возведем первые три из равенств в квад-
рат и сложим, тогда получим 
2 2 2
1
A B C
  
 
.                                        (4.10) 
 
Число  , при помощи которого общее уравнение плоскости приво-
дится к нормальному виду, называется нормирующим множителем этого 
уравнения. Знак   в (4.10) противоположен свободному члену D. 
 
П р и м е р  4 .  Найти расстояние от точки M(4; 3; 1) до плоскости, за-
данной уравнением 
3 4 12 14 0.x y z     
Решение: 
Вычислим нормирующий множитель (4.10): 
2 2 2
1 1
.
133 4 12
    
 
 
Тогда из нормального уравнения плоскости 
 
1
3 4 12 14 0
13
x y z

     
по формуле (4.9) находим 
 
1
3 4 4 3 12 1 14 2.
13
d

         
Выведем уравнение плоскости, проходящей через три различных 
точки M0(x0; y0; z0), M1(x1; y1; z1), M2(x2; y2; z2), не лежащих на одной пря-
мой. Пусть произвольная точка M(x; y; z) лежит на этой плоскости и три 
вектора 0M M , 0 1M M , 0 2M M  имеют начало в одной точке M0(x0; y0; z0). 
Точка с координатами (x; y; z) принадлежит плоскости тогда и только то-
гда, когда эти векторы компланарны, и, значит, их смешанное произведе-
ние равно нулю: 
0 0 0
0 0 1 0 2 1 0 1 0 1 0
2 0 2 0 2 0
( , , ) 0.
x x y y z z
M M M M M M x x y y z z
x x y y z z
  
    
  
             (4.11) 
 
Если разложить определитель (4.11) по строке, то получим уравне-
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ние плоскости, проходящей через три заданные точки. 
 
П р и м е р  5 .  Найти уравнение плоскости, проходящей через три 
точки M0(1; 2; 4), M1(2; 3; 6), M2(0; 4; −2). 
Решение: 
Векторы 0M M =(x − 1; y − 2; z − 4), 0 1M M = (1;1; 2), 0 2M M =(−1;2; −6) 
являются компланарными и их смешанное произведение (4.11) равно нулю: 
   
1 2 4
1 1 2 10( 1) 4 2 3 4
1 2 6
x y z
x y z
  
       
 
 10 4 3 10 0.x y z       
 
Уравнение искомой плоскости: 10 4 3 10 0.x y z      
 
П р и м е р  6 .  Найти уравнение плоскости, проходящей через точку 
M0(2; 2; 4) и параллельную плоскости 4 3 4 0.x y z     
Решение: 
Вектор n = (A; B; C), перпендикулярный искомой плоскости, удовле-
творяет условию (4.7): 
.
1 4 3
A B C
   

 
Тогда ,A   4 ,B    3 .C    Положим, к примеру, 1;   затем из 
уравнения (4.1) находим искомое уравнение плоскости: 
( 2) 4( 2) 3( 4) 0,x y z       
4 3 6 0.x y z     
 
 
Задачи и примеры для самостоятельного решения 
 
1. Найти уравнение плоскости, проходящей через три точки 
M0(0; 2; 4), M1(2; 3; 6), M2(−2; 4; −2). 
2. Найти уравнение плоскости, проходящей через точку M0(1; −2; 4), 
и параллельной плоскости 3 2 0.x y z     
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3. Найти расстояние от точки M(2; 3; 1) до плоскости, заданной урав-
нением 4 2 4 0.x y z     
4. В декартовой системе координат Oxyz построить поверхность
2 2
4 4 0.x y    
5. В декартовой системе координат Oxyz построить поверхность 
2 2
4 4 0.z y    
6. Даны координаты точек А(0; 2; 4); В(−2; 0; 4); С(6; −4; 0); D(2; 8; 8). 
Найти уравнение грани АВС, угол между гранями АВС и АВD, длину высо-
ты тетраэдра АВСD, опущенную из вершины D. 
 
 
4.2. Уравнение прямой в пространстве 
 
Пусть в декартовой системе координат уравнение плоскости 
1
 : 
1 1 1 1
0;A x B y C z D     уравнение плоскости 2 : 2 2 2 2 0.A x B y C z D   
Нормальные векторы плоскостей соответственно n1 = (A1; B1; C1) 
и n2 = (A2; B2; C2). Нормальные векторы не параллельны, т. е. не выполня-
ется условие (4.7).  
Каждую прямую можно представить как пересечение плоскостей 
 
1 1 1 1
2 2 2 2
0;
0.
A x B y C z D
A x B y C z D
    

                                        
(4.12) 
 
Уравнение (4.12) называется общим уравнением прямой. 
Для решения задач общее уравнение не всегда удобно, поэтому ис-
пользуют специальный вид уравнения прямой. 
Пусть какая-нибудь прямая L параллельна вектору a(l, m, n). Вектор 
a называется направляющим вектором данной прямой. Найдем уравнение 
прямой, проходящей через данную точку M0(x0; y0; z0) и имеющей направ-
ляющий вектор a(l, m, n). 
Пусть точка M(x; y; z) – произвольная. Она лежит на прямой тогда 
и только тогда, когда вектор 0M M = (x – x0; y – y0; z – z0) параллелен направ-
ляющему вектору a(l, m, n), т. е. когда их координаты пропорциональны: 
 
0 0 0 .
x x y y z z
l m n
  
                                    (4.13) 
 
Уравнение (4.13) называется каноническим уравнением прямой.  
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Уравнение прямой, проходящей через две заданные точки 
M0(x0; y0; z0), M1(x1; y1; z1) следует из уравнения (4.13), если a = 0 1M M , 
0 0 0
1 0 1 0 1 0
.
x x y y z z
x x y y z z
  
 
    
 
П р и м е р  7 .  Уравнение прямой задано общим уравнением 
3 2 4 11 0;
2 3 1 0.
x y z
x y z
   

     
Найти каноническое уравнение прямой. 
Решение: 
Найдем какую-нибудь точку M0(x0; y0; z0) прямой L. Полагая, напри-
мер, x0 = 1, из системы 
0 0
0 0
2 4 8 0,
3 1 0
y z
y z
  

    
получаем y0 = 2, z0 = 1. Таким образом, точка M0 = (1; 2; 1) прямой найдена. 
Определим направляющий вектор a. Имеем нормальные векторы 
к плоскостям: 
n1 = (3; 2; 4)  и  n2 = (2; 1; −3). 
Так как направляющий вектор a прямой перпендикулярен нормаль-
ным векторам, то 
 1 2 3 2 4 10 17 ,
2 1 3
i j k
i j k      

a n n  
т. е. a(−10; 17; −1). Подставляя найденные значения в (4.13), получаем ка-
ноническое уравнение прямой 
1 2 1
.
10 17 1
x y z  
 
   
Пусть прямая L задана уравнением (4.13). Обозначим через t каждое 
из равных отношений. Тогда 
0 0 0 ,
x x y y z z
t
l m n
  
  
 
откуда 
0
,x x lt 
0
,y y mt 
0
.z z nt                             (4.14) 
 
Равенства (4.14) называются параметрическим уравнением прямой. 
 
П р и м е р  8 .  Пусть заданы прямая 
2 3 4
1 1 2
x y z  
  и плоскость 
2x + y + z − 6 = 0. Найти точку пересечения прямой и плоскости. 
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Решение: 
Представим уравнение прямой в параметрической форме: 
2 ,x t  3 ,y t  4 2 .z t   
Подставляя выражения для x, y, z в уравнение плоскости, получаем 
уравнение для определения параметра t: 
2(2 ) (3 ) (4 2 ) 6 0.t t t        
 Откуда t = −1. Следовательно, x = 1, y = 2, z = 2. 
Рассмотрим две прямые L1 и L2, заданные уравнениями 
1 1 1
1 1 1
,
x x y y z z
l m n
  
  2 2 2
2 2 2
.
x x y y z z
l m n
  
 
 
При любом расположении прямых в пространстве угол между прямы-
ми равен углу между направляющими векторами  a1(l1, m1, n1) и a2(l2, m2, n2): 
 
 1 2 1 2 1 2 1 2
2 2 2 2 2 2
1 2 1 1 1 2 2 2
cos .
l l m m n n
l m n l m n
  
  
   
a a
a a
                
(4.15) 
 
Очевидно, что другой угол 
2
     . 
Условие перпендикулярности параллельности прямых совпадает 
с условием параллельности направляющих векторов: 
 
1 1 1
2 2 2
.
l m n
l m n
 
                                            
(4.16) 
 
Условие параллельности прямых совпадает с условием перпендику-
лярности направляющих векторов: 
 
 1 2 1 2 1 2 1 2 0.l l m m n n    a a                            (4.17) 
 
Найдем формулу для вычисления расстояния d от 
данной точки до прямой в пространстве.  
Пусть дана прямая 0 0 0
x x y y z z
l m n
  
 
 
и точка 
М1(x1; y1; z1). Искомое расстояние d от точки М1 до прямой 
L является высотой параллелограмма,построенного на 
направляющем ( , , )a l m n и векторе 0 1M M = (x1 – x0; y1 – y0; z1 – z0). 
Площадь параллелограмма S найдем через модуль векторного произ-
ведения 
0 1
,S M M  
 
a  тогда 
0 1
.
M M
d
 
 

a
a
                                    
(4.18) 
M0 
M1 
a L 
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П р и м е р  9 .  Найти расстояние от точки M(1; 2; 4) до прямой, за-
данной уравнением 
2 3 4
.
3 2 2
x y z  
 
 
Решение: 
Расстояние d от точки М1 до прямой L является высотой параллело-
грамма, построенного на направляющем векторе прямой a(3; 2;2) и векторе 
0 1
M M . Найдем векторное произведение указанных векторов:
 
0 1
3 2 2 2 2 ,
1 1 0
i j k
M M i j k     
 
 
a  
откуда 
2 2
0 1
2 2 1 3.M M     
 
a  
Расстояние d определим по формуле (4.18) 
 
0 1
2 2 2
3 3 17
.
173 2 2
M M
d
  
  
 
a
a
 
 
В заключение рассмотрим задачу: найти уравнение плоскости, про-
ходящей через заданную прямую.  
О п р е д е л е н и е .  Совокупность всех плоскостей, проходящих через 
одну и ту же прямую, называется пучком прямых.  
Пусть прямая задана общим уравнением (4.12). Тогда уравнение вида  
   1 1 1 1 2 2 2 2 0A x B y C z D A x B y C z D          
при условии 2 2 0    является уравнением пучка плоскостей. Числа вида
 1 2 ,A A   1 2 ,B B   1 2C C   не обращаются в нуль одновременно, 
иначе будет выполняться равенство (4.7), означающее параллельность 
плоскостей, что противоречит тому, что они в пересечении определяют 
прямую. Уравнение пучка плоскостей является уравнением первого поряд-
ка, т. е. уравнением плоскости. Очевидно, что координаты любой точки, 
лежащей на прямой, удовлетворяют уравнению пучка плоскостей. 
 
П р и м е р  1 0 .  Уравнение прямой задано общим уравнением 
3 2 5 6 0;
4 3 4 0.
x y z
x y z
   

     
Найти уравнение плоскости, проходящей через эту прямую и парал-
лельную прямой 
1 5 1
.
3 2 3
x y z  
 
  
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Решение:
 
Составим уравнение пучка плоскостей в форме
 
 3 2 5 6 4 3 4 0.x y z x y z        
 Параметр   определим из условия перпендикулярности нормального 
вектора n (3 ; 2 4 ; 5 3 )        и направляющего вектора a = (3; 2; −3): 
( ) 3(3 ) 2(2 4 ) 3(5 3 ) 0,         n a  
откуда 1,   и уравнение искомой плоскости 2 3 4 5 0.x y z     
 
 
Задачи и примеры для самостоятельного решения 
 
1. Найти уравнение прямой, проходящей через две точки M0(0; 2; 4),  
M1(2; 3; 6). 
2. Найти уравнение прямой, проходящей через точку M0(1; −2; 4), и 
параллельной вектору a = (2; 4; 6). 
3. Найти расстояние от точки M(2; 3; 1) до прямой, заданной уравне-
нием 
2 3 4
.
1 4 2
x y z  
 

 
4. Найти расстояние от точки M(2; 0; 1) до прямой, заданной уравне-
нием 
3 2 5 2 0;
4 3 4 0.
x y z
x y z
   

   
 
5. Найти угол между прямыми:  
2 3 4
,
1 4 2
x y z  
 

2 3
.
4 1 2
x y z 
 

 
6. Найти уравнение плоскости, проходящей через прямую 
3 2 5 2 0;
3 1 0
x y z
x y z
   

   
 и параллельной прямой 
2 3 4
.
1 4 2
x y z  
 

 
7. Лежат ли прямые 
1 4 2
,
1 3 2
x y z  
 

2 1 4
2 8 4
x y z  
 
 
в одной плоскости? 
8. Найти расстояние между прямыми: 
2 4
,
1 3 2
x y z 
 

2 1 4
.
1 4 2
x y z  
 
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4.3. Взаимное расположение плоскости  
и прямой в пространстве 
 
Пусть прямая задана в канонической форме 
0 0 0 ,
x x y y z z
l m n
  
 
 
и задана некоторая плоскость 0.Ax By Cz D     
Прямая параллельна плоскости в том и только в том случае, когда 
направляющий вектор a(l, m, n) перпендикулярен нормальному вектору 
n = (A; B; C) плоскости. Отсюда получаем условие перпендикулярности 
прямой и плоскости: 
( ) 0.Al Bm Cn    n a                               (4.19) 
 
Прямая перпендикулярна плоскости в том и только в том случае, ко-
гда направляющий вектор a(l, m, n) параллелен нормальному вектору 
n = (A; B; C) плоскости. Отсюда получаем условие параллельности прямой 
и плоскости: 
.
A B C
l m n
 
 
 
Пусть прямая не перпендикулярна плоскости. 
Под углом между прямой L и плоскостью будем по-
нимать угол   между прямой L и ее проекцией на 
плоскость . Обозначим через  угол (острый или 
тупой) между векторами a(l; m; n) и n(A; B; C). Тогда 
в общем случае 
                  
2 2 2 2 2 2
sin cos .
Al Bm Cn
A B C l m n
 
   
     
 
П р и м е р  1 1 .  Пусть задана прямая и плоскость 
2 3 4
,
1 4 2
x y z  
 

2 6 0x y z    . Найти угол     между прямой и плоскостью. 
Решение: 
По формуле (4.21) находим 
2 2 2 2 2 2
2 4 2 4 14
sin cos ,
422 1 1 1 4 2
  
    
   
 
4 14
arcsin .
42
 
 
 
 
 
 
а 
 
n L 
 
(4.20) 
 
 
(4.21) 
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П р и м е р  1 2 .  Пусть заданы прямые 
 
2 2
,
2 3 2
x y z 
 
  
2 2 1
.
1 3 3
x y z  
 
  
 
Найти уравнение плоскости, параллельной прямым и проходящей че-
рез точку М (1; 2; 0). 
Решение: 
По формуле (4.19) находим условия, которым удовлетворяет нор-
маль плоскости n (A; B; C): 
 1 2 3 2 0,A B C    a n  
 2 3 3 0.A B C     a n  
 
Положим, к примеру,  A = 1, тогда С = 
3
5
, B = 
4
15
 . По формуле (4.2) 
получаем уравнение плоскости: 
 
4 3
1 2 0,
15 5
x y z    
 
или 
15 4 9 7 0.x y z     
 
 
П р и м е р  1 3 .  Пусть задана прямая 
4 2 1
.
4 1 2
x y z  
 
 
Найти 
уравнение плоскости, перпендикулярной прямой и проходящей через точ-
ку М(1; −2; 2). 
Решение: 
По формуле (4.20) находим условие, которому удовлетворяет нор-
маль плоскости n(A; B; C): 
.
4 1 2
A B C
 
 
 
Положим, к примеру, A = 4, тогда B = 1, C = 2.  
По формуле (4.2) получаем уравнение плоскости 
 
4( 1) ( 2) 2( 2) 0,x y z     
 
или 
4 2 6 0.x y z     
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Задачи и примеры для самостоятельного решения 
 
1. Найти уравнение прямой, проходящей через точку M0(0; 2; 4), 
и перпендикулярной плоскости  
3 3 0.x y z   
 
2. Найти уравнение плоскости, проходящей через точку M0(1; −2; 4) 
и параллельной прямым  
1 4 2
,
1 4 2
x y z  
 
 
1 1
.
2 1 2
x y z 
 
  
3. Пусть даны уравнения прямой 
1 4 2
1 4 2
x y z  
 
 
и плоскости  
2x + y + z −1 = 0. Найти угол    между прямой и плоскостью. 
4. Пусть  даны  уравнения  прямой 
2 3 4
1 4 2
x y z  
 
  
и плоскости 
2x – y = 0. Найти угол     между прямой и плоскостью. 
5. Найти угол между плоскостью  2x – y −1 = 0 и прямой  
3 2 5 2 0;
3 1 0.
x y z
x y z
   

   
 
6. Найти уравнение плоскости, проходящей через прямые: 
1 4 2
,
1 4 2
x y z  
 
 
2 1
.
2 8 4
x y z 
 
 
7. Найти уравнение плоскости, проходящей через прямые: 
1 4 2
,
1 3 2
x y z  
 
  
2 1 4
.
1 4 2
x y z  
 
 
8. Даны координаты точек А(0, 2, 4); В(−2, 0, 4); С(6, −4, 0); D(2, 6, 8) 
в декартовой системе координат. Найти канонические уравнения медианы, 
биссектрисы и высоты, проведенных из вершины С треугольника АВС. 
Найти уравнение высоты тетраэдра АВСD, опущенную из вершины С. 
 
 
4.4. Поверхности второго порядка 
 
Поверхности второго порядка – это поверхности, которые в декарто-
вой системе координат определяются алгебраическими уравнениями вто-
рого порядка: 
2 2 2
11 22 33 12 13 23
14 24 34 44
2 2 2
2 2 2 0.
a x a y a z a xy a xz a y
a x a y a z a
     
    
 
 
Геометрическое исследование поверхностей второго порядка прове-
дем по заданным уравнениям с помощью метода параллельных сечений. 
(4.22) 
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1. Эллипсоид. Эллипсоидом называется поверхность, которая 
в некоторой декартовой системе координат определяется каноническим 
уравнением 
2 2 2
2 2 2
1.
x y z
a b c
  
                                        
(4.23) 
 
Установим геометрический вид эллипсоида. Для этого рассмотрим 
сечения данного эллипсоида плоскостями z = h: 
 
2 2 2
2 2 2
1 ,
.
x y h
a b c
z h

  

 
                                        (4.24) 
 
Если h
 
> c, то уравнение (4.24) определяет мнимый эллипс.  
Если h
 
= c, то уравнение (4.24) определяет две точки с координата-
ми (0; 0; с), (0; 0; −с).  
Если h
 
< c, то уравнение (4.24) определяет эллипс 
2 2
2 2
2 2
2 2
1,
1 1
x y
h h
a b
c c
 
   
    
   
 
полуоси которого при уменьшении h возрастают и принимают наибольшие 
значения при h = 0.  
Аналогичная картина получается и при сечении другими координат-
ными плоскостями. 
 
 
 
 
 
 
 
 
 
 
 
 
Величины a, b, c называются полуосями эллипсоида.  
В случае a = b = c эллипсоид является сферой.  
x 
y 
z 
0 
a 
b 
c 
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2. Однополостный гиперболоид. Однополостным гиперболоидом 
называется поверхность, которая в некоторой декартовой системе ко-
ординат определяется каноническим уравнением 
 
2 2 2
2 2 2
1.
x y z
a b c
  
                                         
(4.25) 
 
Установим геометрический вид однополостного гиперболоида. Для 
этого рассмотрим сечения данного гиперболоида плоскостями z = h: 
 
2 2 2
2 2 2
1 ,
.
x y h
a b c
z h

  

 
                                           (4.26) 
 
Уравнение (4.26) определяет эллипс 
2 2
2 2
2 2
2 2
1,
1 1
x y
h h
a b
c c
 
   
    
   
 
полуоси которого при увеличении h возрастают и принимают наименьшие 
значения при h = 0. При сечении координатными плоскостями  x = 0  
и y = 0 получаем соответственно уравнения: 
2 2
2 2
1,
0;
y z
b c
x

 

 
2 2
2 2
1,
0,
x z
a c
y

 

 
 
из которых следует, что в сечениях получаются гиперболы. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
x 
y 
z 
0 
a 
b 
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3. Двуполостный гиперболоид. Двуполостным гиперболоидом 
называется поверхность, которая в некоторой декартовой системе ко-
ординат определяется каноническим уравнением 
 
2 2 2
2 2 2
1.
x y z
a b c
   
                                     
(4.27) 
 
Установим геометрический вид двуполостного гиперболоида. Для 
этого рассмотрим сечения данного гиперболоида плоскостями z = h: 
 
2 2 2
2 2 2
1 ,
.
x y h
a b c
z h

   

 
                                         (4.28) 
 
Если h
 
< c, то уравнение (4.28) определяет мнимый эллипс. Если 
h
 
= c, то уравнение (4.28) определяет две точки с координатами (0; 0; с), 
(0; 0; −с). Если h >c, то уравнение (4.28) определяет эллипс 
2 2
2 2
2 2
2 2
1,
1 1
x y
h h
a b
c c
 
   
    
     
полуоси которого при увеличении h возрастают. При сечении координат-
ными плоскостями  x = 0  и  y = 0 получаем соответственно уравнения: 
2 2
2 2
1,
0;
z y
c b
x

 

 
2 2
2 2
1,
0,
z x
c a
y

 

   
из которых следует, что в сечениях получаются гиперболы.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
x 
y 
z 
0 
c 
 c 
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Таким образом, двуполостный гиперболоид состоит из двух отдель-
ных «полостей», каждая из которых имеет вид бесконечной выпуклой чаши. 
4. Эллиптический параболоид. Эллиптическим параболоидом 
называется поверхность, которая в некоторой декартовой системе ко-
ординат определяется каноническим уравнением 
 
2 2
2 ,
x y
z
p q
 
                                            
(4.29) 
где p > 0 и q > 0. 
Установим геометрический вид эллиптического параболоида. Для 
этого рассмотрим сечения данного гиперболоида (4.29) плоскостями z = h: 
 
2 2
2 ,
.
x y
h
p q
z h

 

 
                                           (4.30) 
 
Если h
 
< 0, то уравнение (4.30) определяет мнимый эллипс.  
Если h
 
= 0, то уравнение (4.30) определяет точку с координатами 
(0; 0; 0).  
Если h
 
> 0, то уравнение (4.30) определяет эллипс 
2 2
1,
2 2
x y
ph qh
   
полуоси которого при увеличении h возрастают. При сечении координат-
ными плоскостями x = 0  и  y = 0 получаем соответственно уравнения: 
2
2 ,
0;
y qz
x
 


2
2 ,
0,
x pz
y
 


 
из которых следует, что в сечениях получаются параболы, симметричные 
относительно оси Oz, с вершинами в начале координат.  
Таким образом, эллиптический параболоид имеет вид бесконечной 
выпуклой чаши. 
 
 
 
 
 
 
 
 
 
 
x 
y 
z 
0 
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5. Гиперболический параболоид. Гиперболическим параболоидом 
называется поверхность, которая в некоторой декартовой системе ко-
ординат определяется каноническим уравнением 
 
2 2
2 ,
x y
z
p q
 
                                           
(4.31) 
где p > 0 и q > 0. 
Установим геометрический вид гиперболического параболоида. Для 
этого рассмотрим сечения данного гиперболоида (4.31) плоскостями z = h: 
 
2 2
2 ,
,
x y
h
p q
z h

 

   
 
из которых следует, что в сечениях получаются гиперболы с действитель-
ными осями, параллельными оси Ox при h > 0; и гиперболы с действитель-
ными осями, параллельными оси Oy при h < 0. При  h = 0 гипербола вы-
рождается в пару пересекающихся прямых. При сечении координатной 
плоскостью  y = 0  получаем уравнение 
 
2
2 ,
0,
x pz
y
 

                                                 
(4.32) 
 
из которого следует, что в сечении получается парабола, симметричная от-
носительно оси Oz, с вершиной в начале координат, которая направлена 
вверх. При сечении координатной плоскостью y = h  получаются также 
направленные вверх параболы: 
2
2
2 ( ),
2
.
h
x p z
q
y h

 

   
 
При сечении координатной плоскостью  x = h  получаются направ-
ленные вниз параболы: 
2
2
2 ( ),
2
.
h
x q z
p
x h

  

   
 
Вершины этих парабол лежат на направленной вверх параболе (4.32).  
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6. Конус второго порядка. Конусом второго порядка называется 
поверхность, которая в некоторой декартовой системе координат опре-
деляется каноническим уравнением 
 
2 2 2
2 2 2
0.
x y z
a b c
  
                                       
(4.33) 
 
Установим геометрический вид конуса второго порядка. Для этого 
рассмотрим сечения данного гиперболоида (4.33) плоскостями z = h. 
 
2 2 2
2 2 2
,
.
x y h
a b c
z h

 

 
                                           (4.34) 
 
Уравнение (4.34) определяет эллипс  
2 2
2 2
2 2
2 2
1,
x y
h h
a b
c c
   
полуоси которого при увеличении h возрастают. При h = 0 поверхность 
конуса вырождается в точку (0; 0; 0). При сечении координатными плоско-
стями  x = 0  и  y = 0 получаются соответственно уравнения пары прямых: 
0,
0;
y z y z
b c b c
x
  
    
  
 
0,
0.
x z x z
a c a c
y
   
     
   
 
 
Конус второго порядка обладает замечательным свойством. Если не-
которая точка M, отличная от начала координат, лежит на этой поверхно-
сти, то и все точки прямой, которая проходит через начало координат 
и точку M, также лежат на поверхности.  
x 
y 
0 
z 
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Действительно, пусть M(x0; y0; z0), тогда параметрическое уравнение 
прямой OM: 
0 0 0
.
x y z
t
x y z
    
Произвольная точка этой прямой удовлетворяет уравнению конуса 
(4.33), действительно 
2 2 2 2 2 2 2 2 2
20 0 0 0 0 0
2 2 2 2 2 2
0.
x t y t z t x y z
t
a b c a b c
 
      
 
 
Иначе говоря, поверхность конуса второго порядка состоит из пря-
мых, проходящих через начало координат. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
7. Поверхности вращения. Поверхность, образованная вращением 
линии вокруг оси, называется поверхностью вращения. 
Пусть линия L лежит в плоскости Oxy, ее вращаем вокруг оси Ox. 
Уравнение линии: 
F(x, y) = 0 .                                        (4.35) 
 
При вращении PA PB , т. е. y в уравнении (4.35) переходит 
в 2 2 .y z    
z 
0 
x 
y 
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Чтобы получить уравнение поверхности вращения линии вокруг оси 
Ox, следует в уравнение линии (4.35) вместо y подставить 2 2 .y z 
 
 
 
 
 
 
 
 
 
 
 
 
П р и м е р  1 4 .  Гипербола, лежащая в плоскости Oxz, 
2 2
2 2
1,
0
x z
a c
y

 

   
вращается относительно оси Oz. Найти уравнение полученной поверх-
ности. 
Решение: 
В уравнение гиперболы вместо x подставляя 2 2 ,x y   получаем 
уравнение однополостного гиперболоида вращения: 
2 2 2
2 2
1.
x y z
a c

 
 
 
Замечание. Путем преобразования системы координат (поворотом осей, сим-
метричным отображением относительно координатных плоскостей, параллельным пе-
реносом) общее уравнение второго порядка 
2 2 2
11 22 33 12 13 23
2 2 2a x a y a z a xy a xz a yz     
 
14 24 34 44
2 2 2 0a x a y a z a    
 приводится к каноническому виду 
2 2 2
11 1 22 1 33 1 44
0.bx b y bz b   
 
 
При этом уравнение поверхности (4.22) приводится к каноническому 
уравнению: 
 эллипсоида (мнимого эллипсоида); 
 однополостного, двуполостного гиперболоида; 
 эллиптического, гиперболического параболоида; 
 конуса второго порядка; 
y 
x 
z 
P 
B 
 
2 2
y z  
A 
 
L 
y 
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 эллиптического, гиперболического, параболического цилиндра; 
 пары параллельных или пересекающихся плоскостей (пары 
мнимых плоскостей). 
Если в уравнении (4.22) 
12 13 23
0a a a   , то уравнение (4.22) парал-
лельным переносом осей координат приводится к каноническому виду. 
 
П р и м е р  1 5 .  Классифицировать поверхность, заданную уравне-
нием 
2 2 2
2 3 2 8 18 54 0.x y z x y z        
Решение: 
Выделим в уравнении полные квадраты: 
     
2 2 2
1 2 2 3 3 36.x y z       
С помощью преобразования системы координат (параллельного пе-
реноса) по формулам 
1,x x   2,y y   1,z z  
 получаем каноническое уравнение однополостного гиперболоида: 
   
2 2 2
2 22
1.
6 3 2 2 3
x y z  
  
 
 
П р и м е р  1 6 .  Классифицировать поверхность, заданную уравнением 
2 2
2 2 8 3 0.x y x y z       
Решение: 
Выделим в уравнении полные квадраты: 
   
2 2
1 2 2 12 0.x y z     
 С помощью преобразования системы координат (параллельного пе-
реноса) по формулам 
1,x x   2,y y   12,z z  
 получаем каноническое уравнение эллиптического параболоида: 
2
2
.
1/ 2
y
z x

  
 
 
П р и м е р  1 7 .  Классифицировать поверхность, заданную уравне-
нием 
2 2
2 2 8 7 0.x y x y      
Решение: 
Выделим в уравнении полные квадраты: 
   
2 2
1 2 2 0.x y   
 
  
 95 
С помощью преобразования системы координат (параллельного пе-
реноса) по формулам 
1,x x   2,y y   ,z z 
 получаем уравнение пары пересекающихся плоскостей, параллельных оси Oz: 
2 2
2 0,
2 .
x y
x y
  
    
 
 
Задачи и примеры для самостоятельного решения 
 
1. Привести к каноническому виду, классифицировать  и изобразить 
поверхности, заданные уравнениями: 
2 2
1) 4 4 4 0,x y y z                     
2 2 2
2) 4 0,x y y z     
2 2
3) 6 4 0,x y x y                         
2 2 2
4) 4 2 12 6 0,x y y z z       
2 2 2
5) 9 4 8 16 0,x y y z z            
2 2
6) 4 2 4 0,y y z z     
2 2 2
7) 6 12 4 0,x x y y z               
2 2 2
8) 2 4 4 8 0,x y y z z      
2 2
9) 4 0,x y xy                            
2 2 2
10) 16 16 4 2 0.x x y y z       
2. Парабола  
2
4 ,
0
x z
y
 


 вращается относительно оси Oz. Найти уравнение поверхности вращения. 
3. Эллипс 
2 2
4 4,
0
x y
z
  


 вращается относительно оси Oy. 
Найти уравнение полученной поверхности. 
 
 
5. КОМПЛЕКСНЫЕ ЧИСЛА 
 
Число i, такое, что i2 = −1, называется мнимой единицей, а числа вида 
bi  чисто мнимыми числами. В записи комплексного числа z = a + bi чис-
ло a называется действительной частью числа z, a = Rez, а bi – его мнимой 
частью, bi = Imz.  
Пусть на плоскости выбрана прямоугольная система координат. Ось 
абсцисс будем называть действительной осью, ось ординат – мнимой 
осью. Плоскость, точки которой z = (a, b) отождествлены с комплексными 
числами, называется комплексной плоскостью. 
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Сложение, вычитание, умножение и деление комплексных чисел, 
представленных в виде a + bi, производятся следующим образом: 
( ) ( ) ( ) ( ) ;a bi c di a c b d i        
( ) ( ) ( ) ( ) ;a bi c di a c b d i        
( )( ) ( ) ( ) ;a bi c di ac bd ad bc i       
2 2 2 2
.
a bi ac bd bc ad
i
c di c d c d
  
 
    
Число  
z a bi   
называется сопряженным к числу z = a + bi. Имеет место равенство 
2 2
,zz a b   
которое показывает, что произведение сопряженных чисел есть действи-
тельное число. 
Формулу частного комплексных чисел нет необходимости запоми-
нать, следует лишь помнить, что ее можно вывести, умножая числитель 
и знаменатель заданной дроби на число, сопряженное знаменателю. 
Действительно, 
2 2 2 2 2 2
( )( ) ( ) ( )
.
( )( )
a bi a bi c di ac bd bc ad i ac bd bc ad
i
c di c di c di c d c d c d
       
   
       
 
П р и м е р ы  
1) (2 3 )(1 2 ) (2 6) ( 4 3) 8 ;i i i i          
2) 
2 2
4 7 (4 7 )(1 2 ) (4 14) (8 7)
2 3 .
1 2 (1 2 )(1 2 ) 1 2
i i i i
i
i i i
     
    
     
 
Пусть даны числа z1 = a + bi и z2 = с + di, каж-
дому комплексному числу сопоставим соответ-
ственно вектор с координатами (a, b) и (с, d) на ком-
плексной плоскости. Очевидно, что сумме z1 + z2  со-
ответствует вектор с координатами (a+с, b+d), ко-
торый определяется по правилу параллелограмма, т. 
е. по правилу сложения векторов, выходящих из 
начала координат. 
Положение точки на плоскости вполне опре-
деляется полярными координатами: расстоянием  r 
от начала координат до точки и углом  между по-
ложительным направлением оси абсцисс и вектором, 
соответствующим комплексному числу. 
 
 
0 
Im z 
Re z 
z1 +z2 
z1 
z2 
a 
b 
z 
r 
 
Im z 
Re z 
a 
b 0 
 
 97 
Между декартовыми и полярными координатами точки плоскости 
существует связь: 
cos , sin .a r b r     
Число z = a + bi в тригонометрической форме имеет вид 
 
2 2
(cos sin );
.
z r i
r a b
   
 
                                       (5.1) 
 
Число r называется модулем числа z и обозначается r z . Угол 
 называется аргументом числа z и обозначается arg z . Угол  может 
принимать любые действительные значения; если углы отличаются друг от 
друга на число кратное 2 , то соответствующие комплексные числа совпа-
дают. 
Пусть комплексные числа z1 и z2 заданы в тригонометрической форме: 
1 1 1 1 2 2 2 2
(cos sin ), (cos sin ).z r i z r i         
Перемножим эти числа: 
 
1 2 1 1 1 2 2 2
1 2 1 2 1 2 1 2 2 1
1 2 1 2 1 2
(cos sin ) (cos sin )
(cos cos sin sin sin cos sin cos )
(cos( ) sin( )).
z z r i r i
r r i i
r r i
       
            
       
 
 
Получили запись произведения z1z2 в тригонометрической форме, 
поэтому 
 
1 2 1 2 1 2
1 2 1 2 1 2
,
arg arg arg ,
z z r r z z
z z z z
 
     
 
т. е. модуль произведения комплексных чисел равен произведению модулей 
сомножителей, а аргумент равен сумме аргументов сомножителей. 
Аналогичные правила имеют место и для частного. Действительно, 
пусть 
1 1 1 1 2 2 2 2
(cos sin ), (cos sin ),z r i z r i         причем 
2
0.r   
 
1 1 1 1 1 1 1 2 2
2 2
2 2 2 2 2 2 2
(cos sin ) (cos sin )(cos sin )
(cos sin ) (cos sin )
z r i r i i
z r i r
        
  
     
 
1
1 2 1 2 1 2 2 1
2
(cos cos sin sin sin cos sin cos )
r
i i
r
              
1
1 2 1 2
2
(cos( ) sin( )).
r
i
r
       
 
 
 
    (5.2) 
(5.3) 
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Отсюда следует, что 
11 1
2 2 2
1
1 2 1 2
2
,
arg arg arg ,
zz r
z r z
z
z z
z
 
     
 
т. е. модуль частного комплексных чисел равен частному модулей делимого 
и делителя, а аргумент равен разности аргументов делимого и делителя. 
Так как 2 1,i    то   
2
3 2 4 2
, 1,i i i i i i       
откуда  
4 4 1 4 2 4 3
1, , 1 .
k k k k
i i i i i i
         
При целом положительном n из формулы (5.2) следует формула 
Муавра: 
 (cos sin ) (cos sin ).
nn n
z r i r n i n                      (5.4) 
 
Заметим, что 1z
 легко найти по формуле (5.3): 
 
1
1
1 cos0 sin 0
(cos(0 ) sin(0 ))
(cos sin )
(cos( ) sin( )).
i
r i
z r i
r i



       
  
   
             (5.5) 
 
Формула (5.4) верна и для целых отрицательных показателей, ввиду 
соотношения  1 .
n
n
z z
 
 
 
П р и м е р ы  
Вычислить: 
1.  
5
1 3 .i  
Решение: 
Число 1 3i  находится в первом квадранте, модуль числа 
2 2
2r a b   , 1 2cos , 3 2sin ,a b       поэтому аргумент / 3   . 
 По формуле Муавра имеем 
   
5 5
1 3 2(cos /3 sin /3)
32(cos5 /3 sin5 /3) 16(1 3).
i i
i i
     
     
 
2.  
4
1 .i

  
Решение: 
Число 1 i  находится в четвертом квадранте, модуль числа 
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2 2
2r a b   , 1 2 cos , 1 2 sin ,a b        аргумент / 4   .  
По формуле (5.5) имеем 
   
11
1 2(cos( / 4) sin( / 4)
2
(cos / 4 sin / 4).
2
i i
i

     
   
 
Применяя формулу Муавра, получаем 
 
4
4 2 1 1
1 (cos / 4 sin / 4) (cos sin ) .
2 4 4
i i i
  
           
 
 
3.  
5
22 20 2 4
( 1) 1.i i i i      
4.  
2
2 3 4 12 9 5 12 .i i i        
5.  
3 2 2 3 3
1 3 1 3 3 3 3 3 26 18 .i i i i i           
Получим формулу корня n-ой степени из числа (cos sin )z r i   . 
Предположим, что корень существует и имеет форму (cos sin )w i   , 
тогда по формуле Муавра 
(cos sin ) (cos sin ).
n n
w n i n r i          
Откуда 
, 2 .n r n k        
Получили  n различных корней: 
 
2 2
(cos sin ) 0, 1.n
k
k k
w r i k n
n n
     
              (5.6) 
 
Таким образом, извлечение корня n-й степени из комплексного числа 
z всегда возможно и дает n различных значений. Все значения корня n-й 
степени расположены на окружности радиуса n r с центром в нуле и де-
лит эту окружность на n равных частей. 
 
 
 
Im z 
Re z /3 
w1 w2 
w3 
w4 w5 
w0 
 
6 1iw   
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П р и м е р ы  
1) Найти корни уравнения 3 2 2 .z i    
Решение: 
Число 2 2i   находится во втором квадранте, поэтому правая часть 
в тригонометрической форме имеет вид 
3 3
2 2(cos sin )
4 4
i   . 
По формуле (5.6) находим три корня уравнения: 
3 3/ 2 3/ 4 2 3/ 4 2
2 (cos sin ) 0,2;
3 3
k
k k
z i k
     
    
0
2(cos sin ) 1 ;
4 4
z i i
 
     
1
3 / 4 2 3 / 4 2 11 11
2(cos sin ) 2(cos sin );
3 3 12 12
z i i
     
       
2
3 / 4 4 3 / 4 4 19 19
2(cos sin ) 2(cos sin ).
3 3 12 12
z i i
     
       
2) Найти корни уравнения 3 8.z    
Решение: 
Число −8 в тригонометрической форме имеет вид 
8(cos sin )i   . 
 По формуле (5.6) находим три корня уравнения: 
3 2 28(cos sin ) 0,2;
3 3
k
k k
z i k
     
    
0
2(cos sin ) 1 3;
3 3
z i i
 
     
1
2 2
2(cos sin ) 2(cos sin ) 2;
3 3
z i i
     
         
2
4 4 5 5
2(cos sin ) 2(cos sin ) 1 3.
3 3 3 3
z i i i
     
         
3) Найти корни уравнения 2 .z i  
Решение: 
Число i в тригонометрической форме имеет вид 
cos ( / 2) sin ( / 2).i    
По формуле (5.6) находим два корня уравнения: 
/ 2 2 / 2 2
cos sin , 0,1;
2 2
k
k k
z i k
     
    
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0
2 2
cos sin ;
4 4 2 2
z i i
 
     
1
/ 2 2 / 2 2 5 5 2 2
cos sin cos sin .
2 2 4 4 2 2
z i i i
     
          
Имеет место следующий важный результат: 
Всякий многочлен степени n, 1,n   c любыми числовыми коэффици-
ентами имеет n корней, если каждый из корней считать столько раз, ка-
кова его кратность. 
 
 
Задачи и примеры для самостоятельного решения 
 
1. Представить комплексные числа в тригонометрической форме: 
1) 2 2 ,z i     2) 2,z     3) 1 3 ,z i     4) 3 3 ,z i    5) 4 4 .z i   
2. Вычислить значения: 1) 1 3 ,i    2)
4 ,i    3) 4 1 ,i    4)
6 1,     
5) 2 2 ,i     6) 4.  
3. Вычислить значения:  1)
2 5
,
1 2
i
i


   2) 
2
,
3
i
i
 

   3) ,
5 2
i
i
 
4)    2 3 1 2 ,i i     5)    1 3 3 2 ,i i     6)  
4 3
1 2 .
1 2
i
i
i



 
4. Вычислить:   1)  
4
1 3 ,i    2) 
15
,i    3)  
3
2 2 ,i

  
4)  
6
2 2 ,i

    5)  
3
2 ,i   6)  
2
2 .i

  
 
 
6. ЛИНЕЙНЫЕ ПРОСТРАНСТВА 
И ЛИНЕЙНЫЕ ПРЕОБРАЗОВАНИЯ 
 
6.1. Определение линейного пространства. Изоморфизм 
 
Первыми примерами векторных пространств являются совокупности 
векторов, выходящих из начала координат плоскости или пространства. 
Как известно, векторы задаются координатами конца вектора, т. е. упо-
рядоченной системой чисел. В векторной алгебре определены операции 
сложения векторов и умножения на скаляр независимо от выбора системы 
координат. 
Приведем аксиоматическое определение линейного (векторного, или 
аффинного пространства). 
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О п р е д е л е н и е  1 .  Пусть дано множество V; его элементы будут 
обозначаться малыми латинскими буквами: a, b, c, … Пусть, далее, в мно-
жестве V однозначно определены операция сложения и операция умноже-
ния на действительное число. Элементы множества V будут называться 
векторами, а само V – действительным линейным пространством, если 
указанные операции обладают следующими свойствами: 
1. Сложение коммутативно, a + b = b + a. 
2. Сложение ассоциативно,(a + b) + с = a + (b + с). 
3. В V существует нулевой элемент 0, удовлетворяющий условию: 
a + 0 = a для всех a из V. 
4. Для всякого элемента a из V существует противоположный эле-
мент – a, удовлетворяющий условию a + (−a) = 0. 
5. ( )a b a b      для любого действительного числа  . 
6.  a a a        для любых действительных чисел   и .  
7.   ( )a a     для любых действительных чисел   и .  
8. 1 a a   для действительного числа 1. 
 
П р и м е р  1 .  Покажем, что множество многочленов порядка не вы-
ше n образует линейное пространство. Сумма двух таких многочленов 
и произведение многочлена на действительное число есть многочлен по-
рядка не выше n. В качестве нулевого вектора берется многочлен нулевого 
порядка, равный нулю, в качестве противоположного вектора − многочлен 
с противоположными коэффициентами. Очевидно, что выполняются 
остальные алгебраические условия 1−8. 
 
П р и м е р  2 .  Покажем, что линейным пространством будет множе-
ство всевозможных действительных функций действительного аргумента. 
Если сложение функций и их умножение на число понимать так, как это 
принято в теории функций, т. е. как сложение или умножение на число 
значений функции при каждом значении независимого переменного, то, 
очевидно, сумма двух функций и произведение функции на действитель-
ное число есть функция. В качестве нулевого вектора берется функция, 
равная нулю, в качестве противоположного вектора – противоположная 
функция. Очевидно, что в теории функций выполняются остальные усло-
вия 1−8. 
В определении линейного пространства указываются только свой-
ства операций над векторами, но ничего не говорится о свойствах самих 
векторов. Может случиться, что хотя векторы некоторых двух данных ли-
нейных пространств по своей природе различны, однако с точки зрения 
свойств операций эти два линейных пространства неразличимы.  
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О п р е д е л е н и е  2 .  Два действительные линейные пространства 
V и Vназываются изоморфными, если между его векторами установлено 
взаимно однозначное соответствие, если при этом соответствии образом 
суммы двух векторов служит сумма образов этих векторов, 
  ,a b a b                                               (6.1) 
 
и образом произведения вектора на число служит произведение образа 
этого вектора на то же число, 
  .a a                                                 (6.2) 
 
П р и м е р  3 .  Покажем, что множество многочленов порядка не вы-
ше n изоморфно пространству строк длины n. Каждому многочлену
1
1 0
...
n n
n n
a x a x a

    поставим в соответствие строку 1 0( , ,... )n na a a , со-
ставленную из коэффициентов многочлена, и обратно. Указанное соответ-
ствие удовлетворяют условиям изоморфизма (6.1) и (6.2), т. к. 
1 1
1 0 1 0
1
1 1 0 0
( ... ) ( ... )
( ) ( ) ... ( ),
n n n n
n n n n
n n
n n n n
a x a x a b x b x b
a b x a b x a b
 
 

 
       
      
 
1 1
1 0 1 0
( ... ) ... .
n n n n
n n n n
a x a x a a x a x a
 
             
О п р е д е л е н и е  3 .  Линейное пространство V называется конечно-
мерным, если в нем можно найти конечную максимальную линейно неза-
висимую систему векторов; всякая такая система будет называться бази-
сом пространства V. 
Пусть линейное пространство  V обладает базисом  
1 2
, ,..., ,
n
e e e  
cостоящим из n векторов. Если a – произвольный вектор из V, то из макси-
мальной независимости векторов базиса следует, что a линейно выражает-
ся в виде линейной комбинации через векторы базиса: 
1 1 2 2
... .
n n
a e e e        
Всякому вектору a однозначно соответствует строка  
1 2
( , ,... ).
n
    
Таким образом, имеет место следующая теорема. 
 
Т е о р е м а  6 . 1 . Всякое линейное пространство, обладающее бази-
сом из n векторов, изоморфно n-мерному векторному пространству 
строк. 
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Пусть в n-мерном векторном пространстве заданы два базиса: 
 
1 2
, ,..., ,
n
e e e                                                 (6.3) 
              1 2, ,..., .ne e e
  
                                               (6.4) 
 
Каждый вектор базиса (6.4), однозначно записывается через базис (6.3): 
1
, 1,2,..., .
n
i ij j
j
e e j n

                                       (6.5) 
Матрица 
11 12 1
1 2
...
...............
...
n
n n nn
T
   
 
 
 
   
 
 называется матрицей перехода от базиса (6.3) к базису (6.4). 
В матричной форме (6.5) принимает вид 
 
где − вектор-столбец, состоящий из векторов базиса. 
С другой стороны, если   
                                                 (6.6) 
 
с матрицей перехода  от базиса (6.4) к базису (6.3),то 
 e e eT TT    ,  e e eT TT    , 
откуда 
1
,
.
TT T T E
T T

  
 
 
Из последних равенств можно сделать вывод, что матрица перехода 
от одной базы линейного пространства к другой является невырожденной. 
Найдем связь между строками координат произвольного вектора 
a в разных базах (6.3), (6.4).  
Пусть 
 
1
1
,
.
n
j j
j
n
i i
i
a e
a e


 
  


                                                 
(6.7) 
Используя (6.5), получаем 
1 1 1 1 1
.
n n n n n
i i i ij j i ij j
i i j j i
a e e e
    
                
  
      
,T e e
e
T  e e ,
T 
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Сопоставляя с первым соотношением (6.7), получаем 
1
,
n
j i ij
i
    1,2,...,j n , 
т. е. в развернутом виде имеем матричное равенство: 
 
1 2 1 2
( , ,..., ) ( , ,..., )
n n
T         .                          (6.8) 
 
Из равенства (6.8) следует 
1
1 2 1 2
( , ,..., ) ( , ,..., ) .
n n
T
                                 (6.9) 
 
 
П р и м е р  4 .  Пусть вектор  a  в базисе  e  имеет разложение 
1 2 3
4 .a e e e    
Найти разложение вектора в базисе  
1 1 2 3
2 1 3
3 1 2 3
5 2 ,
2 3 ,
2 .
e e e e
e e e
e e e e
   
  
    
 
Решение: 
Матрицей перехода служит матрица 
5 1 2
2 3 0
2 1 1
T
  
 

 
  
 
,
 
откуда 
1
3 1 6
2 1 4
8 3 17
T

 
 
  
 
  
.
 
По формуле (6.9) получаем 
1 2 3
3 1 6
( , , ) (1,4, 1) 2 1 4 ( 13, 6, 27),
8 3 17
 
            
 
  
 
т. е. 
1 2 3
13 6 27 .a e e e       
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6.2. Линейные преобразования 
 
Рассмотрим преобразование линейного n-мерного пространства Vn ,
 
т. е. отображения, переводящего каждый вектор a пространства Vn в неко-
торый вектор этого же пространства. 
О п р е д е л е н и е .  Преобразование L линейного пространства Vn  
называется линейным преобразованием этого пространства, если оно пере-
водит сумму любых двух векторов a и b в сумму образов этих векторов, 
а произведение любого вектора a на любое число переводит в произведе-
ние образа вектора a на это же число, 
( ) ( ) ( ),
( ) ( ).
L a b L a L b
L a L a
  
    
Из этого определения вытекает, что линейное преобразование пере-
водит любую линейную комбинацию векторов в линейную комбинацию 
(с теми же коэффициентами) образов этих векторов, 
 
1 1 2 2 1 1 2 2
( ... ) ( ) ( ) ... ( ).
n n n n
L a a a L a L a L a                        (6.10) 
 
Заметим, что (0) 0L  . 
Пусть линейное пространство  V  обладает базисом 
1 2
, ,..., ,
n
e e e cосто-
ящим из n векторов. Если a – произвольный вектор из V, то a однозначно 
выражается в виде линейной комбинации через векторы базиса: 
1 1 2 2
... .
n n
a e e e        
В силу (6.10) имеем 
1 1 2 2 1 1 2 2
( ... ) ( ) ( ) ... ( ).
n n n n
L e e e L e L e L e              
Из последнего соотношения следует, что всякое линейное преобра-
зование L линейного пространства Vn однозначно определяется заданием 
образов 
1 2
( ), ( ),..., ( )
n
L e L e L e  всех векторов фиксированной базы. 
Пусть вектора 
1
( )
n
i i ij j
j
c L e e

   , тогда матрица  ijA    задает 
линейное преобразование  L в базисе 
1 2
, ,..., .
n
e e e  
Имеет место взаимно однозначное соответствие между всеми ли-
нейными преобразованиями n-мерного линейного пространства и всеми 
квадратными матрицами A порядка n. 
Говорят, что матрица  A  есть матрица линейного преобразования L. 
Зная матрицу A линейного преобразования L в базисе (6.3), по коор-
динатам вектора a в этом базисе, легко определить координаты его образа. 
 
 
1 1 2 2 1 1 2 2
1 2
( ) ( ... ) ( ) ( ) ... ( )
( , ,..., ) ,e
n n n n
n
L a L e e e L e L e L e
A
              
   
     
где e − вектор-столбец, состоящий из векторов базиса.  
(6.11) 
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Установим связь между матрицами линейного преобразования L 
в разных базисах. Пусть известна матрица перехода от одного базиса 
к другому и матрицы линейного преобразования в этих базисах: 
e eT  , ( )e eL A , ( )e eL A   . 
Тогда  
( ) ( ) ( ) ( )e e e eL L T A T A T     . 
Однако 
( ) ( ) ( ) ( )e e e eL T T L T A TA   , 
т. е. 
.AT TA   
Ввиду невырожденности матрицы перехода T, 
 
1,A TAT  
1
.A T AT
                                    (6.12) 
 
Матрицы C и B называются подобными, если они связаны равенством 
1
.C Q BQ
  
Из равенства (6.12) следует, что матрицы, задающие одно и то же 
линейное преобразование в разных базисах, подобны между собой. 
 
 
6.3. Характеристические корни и собственные значения 
 
Пусть А − квадратная матрица порядка n с действительными коэф-
фициентами,   − некоторое неизвестное. Матрица A E  , где Е – единич-
ная матрица порядка n, называется характеристической матрицей матри-
цы А. Определитель характеристической матрицы 
11 12 1
21 22 2
1 2
...
...
0
... ... ... ...
...
n
n
n n nn
a a a
a a a
a a a
 
 

 
 
будет многочленом степени n относительно  . 
О п р е д е л е н и е  1 .  Многочлен n-й степени 0A E    называется 
характеристическим многочленом матрицы A, а его корни называются ха-
рактеристическими корнями этой матрицы. 
Покажем, что подобные матрицы обладают одинаковыми характери-
стическими многочленами. 
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Пусть 1 ,C Q BQ  тогда 
1 1
1
( )
.
C E Q BQ E Q B E Q
Q B E Q B E
 

        
     
 
Из этого результата вытекает, что несмотря на то, что линейное пре-
образование в разных базисах может задаваться различными матрицами, 
все эти матрицы имеют один и тот же набор характеристических чисел. 
О п р е д е л е н и е  2 .  Пусть в линейном действительном пространстве 
Vn задано линейное преобразование L. Если вектор b, отличный от нуля, 
переводится преобразованием L в пропорциональный вектор, 
( ) ,L b b   
где   − некоторое действительное число, то вектор b называется собствен-
ным вектором преобразования L, а число   − собственным значением это-
го преобразования. 
Пусть собственный вектор b, 
 1 1 2 2 1 2... , ,..., en n ne e eb           , 
соответствует собственному значению   с матрицей преобразования  А. 
Тогда из (6.11) находим: 
   1 2 1 2( ) ( , ,..., ) , ,...,e en nL b A         . 
Откуда 
1 11 2 21 1 1
1 1 2 2
... ,
...............................................
... .
n n
n n n nn n
        
        
 
Система линейных однородных уравнений 
 
 
 
1 11 2 21 1
1 1 2 2
... 0,
...............................................
... 0,
n n
n n n nn
           
          
                          (6.13) 
 
обладает ненулевым решением, поэтому ее определитель равен нулю. 
Транспонируя матрицу определителя, получаем 0A E   . 
Собственное значение   на самом деле оказалось характеристиче-
ским корнем матрицы А. 
Систему (6.13) для определения координат собственного вектора b 
можно представить в более компактной форме: 
 
1
... 0.
n
A E
 
 
  
 
  
                                          (6.14) 
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Во многих приложениях необходимо знать, может ли данное линей-
ное преобразование в некоторой базе иметь диагональную матрицу.  
Пусть А − такое преобразование, а e1,e2, …,en − его линейно независи-
мые собственные векторы, т. е. 
( ) .
i i i
A e e   
Примем  e1,e2, …,en  за базис, тогда матрица преобразования А в этом 
базисе имеет вид 
1
2
0 0 0
0 0 0
.
... ... ... ...
0 0 0
n
A
 
 

 
 
 
   
Имеет место теорема. 
 
Т е о р е м а  6 . 2 .  Матрица линейного преобразования L будет диа-
гональной, тогда и только тогда, если все векторы базиса являются соб-
ственными векторами преобразования L. 
Отметим, что собственные векторы линейного преобразования, от-
носящиеся к различным собственным значениям, составляют линейно не-
зависимую систему. 
Говорят, что линейное преобразование L действительного линейного 
пространства Vn имеет простой спектр, если все его характеристические 
корни действительны и различны. Приведем следующий важный результат. 
Всякая матрица линейного преобразования с простым спектром по-
добна диагональной матрице. 
 
П р и м е р  5 .  Найти собственные значения и собственные вектора 
линейного преобразования трехмерного пространства с матрицей A 
1 3 0
4 0 2 .
0 3 1
A
 
 
 
 
 
 
 
Решение: 
Составим характеристический многочлен матрицы А и найдем его 
корни.
 
       
2
1 3 0
4 2 1 6 1 12 1
0 3 1
A E
 
               
 
       21 ( 1 6) 1 ( 6) 0.            
Характеристические корни:  
1
1  ,  
2
3,   3 2.    
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Найдем собственный вектор, соответствующий 
1
1  , из системы 
(6.14): 
1
2
3
0 3 0
4 1 2 0.
0 3 0
  
  
   
  
    
 
Ранг матрицы коэффициентов равен двум, поэтому система  
2
1 2 3
3 0,
4 2 0
 
     
 
имеет бесконечно много решений. 
Решение системы: 
2
0  , 
3 1
2 ;   если положить 
1
1,   то 3 2  . 
Получили собственный вектор 
1
(1,0,2).b   
Найдем собственный вектор, соответствующий 
2
3  , из системы 
(6.14): 
1
2
3
2 3 0
4 3 2 0.
0 3 2
   
  
   
  
       
 
Система  
1 2
1 2 3
2 3 0,
4 3 2 0,
    
     
 
имеет бесконечно много решений. 
Решение системы: 
2 1
2
,
3
  
3 1
;   если положить 
1
3,   то 2 2, 
3
3  . Получили собственный вектор 
2
(3,2,3).b   
Найдем собственный вектор, соответствующий 
3
2   , из системы 
(6.14): 
1
2
3
3 3 0
4 2 2 0.
0 3 3
  
  
  
  
      
 
Система  
1 2
1 2 3
3 3 0,
4 2 2 0
   
     
 
имеет бесконечно много решений. 
Решение системы: 
2 1
,  
3 1
;   если положить 
1
1,   то 2 1,  
3
1  . Получили собственный вектор 
3
(1, 1,1).b    
Отметим, что все собственные векторы линейно независимы, т. к. 
характеристические корни являются действительными и различными. 
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Задачи и примеры для самостоятельного решения 
 
1. Пусть V – пространство, векторами которого являются системы n 
действительных чисел. Показать, что система векторов 
1
2
(1,0,...,0),
(0,1,...,0),
......................
(0,0,...,1)
n
x
x
x


  
является линейно независимой. 
 
2. Пусть V – пространство непрерывных функций. Показать, что 
функции  
1
1 2
( ) 1, ( ) ,..., ( )
n
n
f x f x x f x x
   , …
 образуют систему n линейно независимых векторов и пространство V бес-
конечномерное. 
 
3. Пусть вектор a в базисе e имеет разложение: 
1 2 3
.a e e e    Найти 
разложение вектора в базисе  
1 1 2 3
2 1 3
3 1 2 3
5 2 ,
2 3 ,
2 .
e e e e
e e e
e e e e
   
  
    
 
 
4. Найти собственные значения и собственные вектора линейного 
преобразования трехмерного пространства с матрицей A: 
 
1 6 0
2 1 2 .
0 2 1
A
 
 
 
 
    
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7. ЕВКЛИДОВЫ ПРОСТРАНСТВА 
 
7.1. Определение евклидова пространства. 
Ортонормированные базы 
 
Из курса аналитической геометрии известно, что можно ввести поня-
тие скалярного произведения векторов, и, как оказывается, и длина векто-
ра, и угол между векторами в свою очередь могут быть выражены через 
скалярное произведение. Линейное пространство оказалось беднее поняти-
ями и свойствами, чем наше обыкновенное пространство, в нем не нашли 
отражения такие понятия, как длина отрезка, величина угла, скалярное 
произведение. 
В любом n-мерном линейном пространстве аксиоматически опреде-
лим, при помощи некоторых свойств, скалярное произведение векторов. 
О п р е д е л е н и е  1 .  Будем говорить, что в n-мерном действительном 
линейном пространстве определено скалярное произведение, если всякой 
паре векторов a, b поставлено в соответствие действительное число, обо-
значаемое (a,b), называемое скалярным произведением векторов a, b, если 
выполняются следующие условия: 
1) (a, b) = (b, a), 
2) (a + b,с) = (a,с) + (b,с), 
3) ( a, b) = (a, b), 
4) (a, a) > 0, если а ≠ 0. 
Длиной вектора a называется величина 
( , ).a a a  
О п р е д е л е н и е  2 .  Если в n-мерном действительном линейном про-
странстве определено скалярное произведение, то это пространство En 
называется n-мерным евклидовым пространством.  
При любом n в n-мерном линейном пространстве можно определить 
скалярное произведение, т. е. можно превратить это пространство 
в евклидово. Действительно, возьмем в линейном пространстве Vn любой 
базис 
1 2
, , ..., .
n
e e e  
Если 
1 1 2 2
... ,
n n
a e e e      
1 1 2 2
... ,
n n
b e e e    
 
то положим 
1
( , ) .
n
i i
i
a b

                                               (7.1) 
 
Легко проверить, что условия 1−4 будут выполнены, т. е. равенство 
(7.1) в пространстве Vn определяет скалярное произведение. 
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Векторы a, b называются ортогональными, если их скалярное произ-
ведение равно нулю, 
(a, b) = 0. 
Из определения n-мерного линейного евклидова пространства следу-
ет существование линейно независимой системы из n векторов:  
1 2
, ,...,
n
a a a . 
Рассмотрим процесс ортогонализации, т. е. процесс получения орто-
гональной системы 
1 2
, , ...,
n
b b b из системы 
1 2
, , ...,
n
a a a : 
1) положим 
1 1
.b a  
2) вектор 
2
b  будем искать в виде 
2 1 1 2
b b a   . 
Неизвестный коэффициент 
1
  определяется из условия ортогональ-
ности (b1, b2) = 0. 
1 1 1 1 2
( , ) ( , ) 0,b b b a    
1 2
1
1 1
( , )
.
( , )
b a
b b
    
3) вектор 
3
b будем искать в виде 
3 1 1 2 2 3
b b b a     . 
Неизвестные коэффициенты 
1
 , 
2
  определяются из условий орто-
гональности (b1, b3) = 0, (b2, b3) = 0. 
1 1 1 1 3
( , ) ( , ) 0,b b b a  
2 2 2 2 3
( , ) ( , ) 0,b b b a    
1 3
1
1 1
( , )
,
( , )
b a
b b
   2 3
2
2 2
( , )
.
( , )
b a
b b
    
Продолжая этот процесс, мы построим искомую ортогональную си-
стему 
1 2
, , ...,
n
b b b . 
Назовем вектор e нормированным, если его скалярный квадрат равен 
единице,  
(e, e) = 1. 
Из любого вектора b, отличного от нуля, нормированием, т. е. пере-
ходом к вектору 
( , )
b
e
b b
 ,                                               (7.2) 
 
получают нормированный вектор, длина которого ( , ) 1.e e e   
О п р е д е л е н и е  3 .  Базис  
1 2
, ,...,
n
e e e  n-мерного евклидового про-
странства называется ортонормированным, если он ортогонален, а все его 
вектора нормированы. 
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Можно сделать вывод, что всякое евклидово пространство облада-
ет ортонормированным базисом. 
Для скалярного произведения двух векторов евклидова пространства 
1 1 2 2
... ,
n n
b e e e      
заданных в ортонормированном базисе, имеет место формула 
1
( , ) ,
n
i i
i
a b

  
 
откуда 
2
1
.
n
i
i
a

 
 
 
П р и м е р  1 .  Система векторов  
1
(1;2;4),a 
2
( 1;0;2),a  
3
(2; 2;4)a    
является базисом пространства E3. Построить ортонормированную базу. 
Решение: 
Применим процесс ортогонализации.  
Положим 
1 1
(1;2;4).b a   
Вектор 
2
b  будем искать в виде 
2 1 1 2
b b a   , 
1 2
1
1 1
( , ) 7 1
.
( , ) 21 3
b a
b b
        
Получили 
2 1 2
1 1 4 2 2
(1;2;4) ( 1;0;2) ( ; ; ).
3 3 3 3 3
b b a           
Вектор 
3
b  будем искать в виде 
3 1 1 2 2 3
b b b a     , 
1 3
1
1 1
( , ) 2
,
( , ) 3
b a
b b
     2 3
2
2 2
( , ) 1
.
( , ) 2
b a
b b
      
Получили 
3
2 1 4 2 2
(1;2;4) ( ; ; ) (2; 2;4) (2; 3;1).
3 2 3 3 3
b           
Нормируя векторы, найдем базис 
1
1
1 1
1 2 4
( , , ),
( , ) 21 21 21
b
e
b b
   
2
2
2 2
2 1 1
( , , ),
( , ) 6 6 6
b
e
b b
 
   
 115 
3
3
3 3
2 3 1
( , , ).
( , ) 14 14 14
b
e
b b

 
 
 
П р и м е р  2 .  Будем считать векторами многочлены от x степени не 
выше второй. Скалярное произведение векторов определим как опреде-
ленный интеграл их произведения:
 
1
1
( , ) ( ) ( ) .Q P Q x P x dx

   
Найти ортогональный базис. 
Решение: 
Векторы 1, x, x2 образуют базис. Применим к этому базису процесс 
ортогонализации.  
Положим 
1
1.b   Вектор 2b  будем искать в виде 
2 1
,b x    
1
(1, ) 0
0.
(1,1) 2
x
       
Получили 
2
.b x  Вектор 3b  будем искать в виде 
2
3 1 2
b x x     , 
2
1
(1, ) 1
,
(1,1) 3
x
    
2
2
( , )
0
( , )
.
x x
x x
     
Получили 2
3
1
.
3
b x 
 
 
 
Задачи и примеры для самостоятельного решения 
 
1. Система векторов 
1
(1;1; 4),a 
2
( 1; 0; 2),a  
3
(0;1; 4)a   является ба-
зой пространства E3. Построить ортонормированную базу. 
2. Будем считать векторами многочлены от x степени не выше треть-
ей. Скалярное произведение векторов определим как определенный 
интеграл их произведения
 
1
0
( , ) ( ) ( ) .Q P Q x P x dx   
 Найти ортогональный базис. 
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7.2. Ортогональные преобразования.  
Ортогональные матрицы 
 
О п р е д е л е н и е  1 .  Линейное преобразование U евклидова про-
странства En называется ортогональным преобразованием, если оно не ме-
няет величины скалярного произведения: 
 
( , ) ( , ).a b Ua Ub                                          (7.3) 
 
Данное условие можно заменить условием сохранения длины вектора: 
 
  ( , ) ( , ).a a Ua Ua                                           (7.4) 
 
Повороты обыкновенного трехмерного пространства около начала 
координат, зеркальные отображения этого пространства относительно ка-
кой-нибудь плоскости, проходящей через начало координат, являются 
примерами ортогональных преобразований. 
 
Т е о р е м а  7 . 1 .  При ортогональном преобразовании евклидова 
пространства образы всех векторов любого ортонормированного базиса 
составляет сам ортонормированный базис. Обратно, если линейное пре-
образование евклидова пространства переводит хотя бы один ортонор-
мированный базис снова в ортонормированный базис, то это преобразо-
вание ортогонально. 
 Д о к а з а т е л ь с т в о . Пусть U − ортогональное преобразование 
пространства En,  а  e1, …, en − произвольный ортонормированный базис.  
Учитывая условия (7.3) 
( , ) ( , ) 1,
i i i i
Ue Ue e e  1,2,..., ;i n  
, ) ( , ) 0(
i j i j
Ue Ue e e   ,   при  .i j  
Обратно, пусть U − линейное преобразование евклидова простран-
ства En и переводит произвольный ортонормированный базис  e1,…, en  в 
ортонормированный базис. Если  
1 1 2 2
... ,
n n
a e e e        
то 
1 1 2 2
... ,
n n
Ua Ue Ue Ue        
т. е. вектор Ua имеет в базисе Ue те же координаты, что и произвольный 
вектор a в базисе e. Эти оба базиса являются ортонормированными и по-
этому скалярный квадрат вектора равен сумме квадратов его координат: 
2
1
( , ) ( , ) ,
n
i
i
a a Ua Ua

  
 
а, значит, преобразование U сохраняет длину вектора и потому является 
ортогональным. 
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О п р е д е л е н и е  2 . Матрица Q, для которой транспонированная мат-
рица совпадает с обратной матрицей, называется ортогональной. 
 
1
.
T
Q Q
                                                  (7.5) 
Очевидно, 
,
T T
Q Q QQ E                                              (7.6) 
 
тогда, переходя к определителям, получаем 
1.
T
Q Q   
Из равенства (7.6) следует, что квадратная матрица тогда и только 
тогда будет ортогональной, если сумма квадратов всех элементов ее 
строки равна единице, а сумма произведений соответствующих элемен-
тов любых двух ее различных строк равна нулю. 
 
Т е о р е м а  7 . 2 .  Матрица перехода от ортонормированного базиса 
евклидова пространства  En  к любому его ортонормированному базису 
является ортогональной. 
Д о к а з а т е л ь с т в о . Пусть, Q(qij) − матрица перехода от орто-
нормированного базиса e к ортонормированному базису e', 
.e eQ   
В развернутой форме: 
1 11 1 12 2 1
1 1 2 2
...
... .................................
...
n n
n n n nn n
e q e q e q e
e q e q e q e
      
     
   
         
e . 
Из свойств ортонормированного базиса следует 
2 2 2 2
1 1
1,
n n
i ij j ij
j j
e q e q
 
    
2
1 1
0, ï ðè .
n n
i k ij kj j ij kj
j j
e e q q e q q i k
 
        
Получили, что сумма квадратов элементов любой строки матрицы  Q 
равна единице, а произведение соответствующих элементов разных строк 
равно нулю, т. е. матрица Q – ортогональна.  
Из теорем 7.1 и 7.2 следует, что ортогональное преобразование ев-
клидова пространства в любом ортонормированном базисе задается ор-
тогональной матрицей. Обратно, если линейное преобразование хотя бы 
в одном ортонормированном базисе задается ортогональной матрицей, 
то это преобразование ортогонально.
 Пусть матрица  Q – ортогональна. Тогда и обратная матрица  Q1  яв-
ляется ортогональной. Действительно, 
     
1
1 1
.
T T
T
Q Q Q Q

   
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Пусть матрицы Q, R – ортогональные матрицы. Тогда 
и произведение матриц  QR является ортогональной матрицей. Действи-
тельно, 
   
11 1
.
T T T
QR R Q R Q QR
   
 
 
 
Задачи и примеры для самостоятельного решения 
 
1. Система векторов e1, e2, e3 является ортонормированным базисом  
пространства E3. Найти матрицы ортогональных преобразований, перево-
дящей векторы e2, e3  в векторы: 
1 2 3
2 2 1
,
3 3 3
e e e 
1 2 3
2 1 2
.
3 3 3
e e e 
 
2. Система векторов e1, e2, e3 является ортонормированным базисом 
пространства E3. Матрица ортогонального преобразования 
1/ 3 2 / 3 2 / 3
2 / 3 1/ 3 2 / 3
2 / 3 2 / 3 1/ 3
A
 
 
 
 
   
 
переводит векторы e1, e2, e3  в векторы e1', e2',e3'. Найти матрицу ортогональ-
ного преобразования, переводящего векторы e1', e2',e3' в векторы e1, e2, e3. 
 
 
 7.3. Симметрические преобразования 
 
О п р е д е л е н и е .  Линейное преобразование A евклидова простран-
ства En называется симметрическим (или самосопряженным) преобразо-
ванием, если для любых векторов a и b имеет место равенство 
 
( , ) ( , ).Aa b a Ab                                           (7.7) 
 
Примером симметрического преобразования является линейное пре-
образование, при котором всякий вектор умножается на фиксированное 
число: 
.Aa a   
 
Т е о р е м а  7 . 3 .  Симметрическое преобразование A евклидова про-
странства в любом ортонормированном базисе задается симметричной 
матрицей. Обратно, если линейное преобразование пространства хотя 
бы в одном ортонормированном базисе задается симметричной матри-
цей, то это преобразование симметрическое. 
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Д о к а з а т е л ь с т в о . Пусть симметрическое преобразование ев-
клидова пространства в ортонормированном базисе e1, e2, …, en задается 
матрицей ( )
ij
A  . Тогда  
1
1
( , ) , ,
( , ) , ,
n
i j ik k j ij
k
n
i j i jk k ji
k
Ae e e e
e Ae e e


 
    
 
 
    
 


 
т. е., учитывая (7.7): 
.
ij ji
    
Матрица A, таким образом, оказалась симметричной. 
Обратно, линейное преобразование евклидова пространства в орто-
нормированном базисе  e1, e2,…, en  задается симметричной матрицей.
 
Пусть 
1 1 2 2
... ,
n n
c e e e      
1 1 2 2
... ,
n n
b e e e      
тогда 
1 1 1
1 1 1
( ) ,
( ) .
n n n
i i i ij j
i j i
n n n
j j j ji i
j i j
Ab Ae e
Ac Ae e
  
  
 
     
 
 
     
 
  
  
 
Используя ортонормированность базиса, получаем 
, 1
, 1
( , ) ,
( , ) .
n
i ij j
j i
n
i j ji
i j
Ab c
b Ac


   
   


 
Правые части совпадают, и поэтому 
( , ) ( , ),Ac b c Ab  
тем самым теорема доказана. 
 
Т е о р е м а  7 . 4 .  Все характеристические корни симметричной 
матрицы действительны. 
Д о к а з а т е л ь с т в о . Пусть А − симметричная квадратная мат-
рица порядка n с действительными коэффициентами,   − характеристиче-
ский корень (быть может, комплексный) матрицы A E  .   
 120 
Тогда характеристический корень удовлетворяет системе однород-
ных уравнений 
1 11 2 21 1 1
1 1 2 2
... ,
...............................................
... ,
n n
n n n nn n
        
          
где собственный вектор 
1 1 2 2
...
n n
b e e e      
соответствует собственному значению   с матрицей преобразования  А. 
Умножая обе части каждого равенства на число, сопряженное с 
i

и складывая все равенства, имеем 
, 1 1
, 1,2,..., .
n n
ij j i i i
i j i
i n
 
          
Коэффициент при   есть действительное число, как сумма произве-
дений сопряженных чисел. Чтобы доказать действительность числа   до-
статочно показать, что оно совпадает с сопряженным .  
___________
, 1 , 1 , 1 , 1 , 1
, 1,2,..., .
n n n n n
ij j i ij j i ji j i ij i j i i
i j i j i j j i i j
i n
    
                       
При доказательстве воспользовались действительностью и симмет-
ричностью матрицы A. В результате получили 
1 1
,
n n
i i i i
i i 
         
т. е.   есть действительное число.  
 
Т е о р е м а  7 . 5 .  Собственные векторы симметрического преобра-
зования A, относящиеся к различным собственным значениям, между со-
бой ортогональны. 
Д о к а з а т е л ь с т в о . Пусть 
1
,Aa a 
2
,Ab b 
1 2
.    
Так как 
1 1
2 2
( , ) ( , ) ( , ),
( , ) ( , ) ( , ).
Aa b a b a b
a Ab a b a b
   
   
 
из определения симметрического преобразования 
( , ) ( , )Aa b a Ab  
следует 
1 2
( , ) ( , )a b a b    
или, ввиду 
1 2
   , получаем (a,b) = 0, что и требовалось доказать. 
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Пусть существует ортонормированный базис линейного преобразо-
вания A из собственных векторов .
i i i
Ae e   
Примем  e1,e2, …,en  за базис, тогда матрица преобразования А в этом 
базисе имеет диагональный вид 
1
2
0 0 0
0 0 0
,
... ... ... ...
0 0 0
n
A
 
 

 
 
 
   
т. е. преобразование A является симметричным. 
В заключение отметим, что линейное преобразование евклидова про-
странства тогда и только тогда будет симметричным, если 
в пространстве существует ортонормированный базис, составленный из 
собственных векторов этого преобразования. 
 
 
Задачи и примеры для самостоятельного решения 
 
Симметрическое преобразование в некотором ортонормированном 
базисе задано матрицей 
1 2 2
2 1 2 .
2 2 1
A
 
 

 
 
   
Найти матрицу перехода к ортонормированному базису, в котором 
симметрическое преобразование имеет матрицу диагонального вида. 
 
 
7.4. Приведение квадратичной формы к главным осям.  
Положительно определенные формы 
 
Рассмотрим квадратичную форму трех переменных 
 
2 2 2
11 1 22 2 33 3 12 1 2 13 1 3 23 2 3
2 2 2 ,f a x a x a x a x x a x x a x x                       (7.8) 
 
которую с помощью симметричной матрицы A можно представить в мат-
ричной форме 
11 12 13 1
1 2 3 12 22 23 2
13 23 33 3
( , , ) .
T
a a a x
f x x x a a a x XAX
a a a x
   
   
 
   
   
   
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Симметричная матрица A в некотором ортонормированном базисе e1, 
e2, e3 определяет симметрическое преобразование. Как известно, существу-
ет ортонормированный базис, составленный из собственных векторов дан-
ного преобразования, в котором преобразование задается диагональной 
матрицей. 
Из теоремы 7.2 следует, что матрицей перехода от базиса e к базису 
e'  служит ортогональная матрица Q. 
Пусть 
,Q e e  
тогда между строками координат произвольного вектора в разных базисах 
имеет место связь: 
1 2 3 1 2 3( , , ) ( , , ) ,x x x x x x Q    
1
1 2 3 1 2 3 1 2 3( , , ) ( , , ) ( , , ) .
T
x x x x x x Q x x x Q
      
Представим квадратичную форму (7.8) в базисе e : 
 1 2 3 1 2 3 1 2 3 1 2 3
1 2 3 1 2 3
( , , ) ( , , ) ( , , ) ( , , )
( , , ) ( , , ) .
TT
T T
f x x x A x x x x x x QA x x x Q
x x x QAQ x x x
       
     
 
Если ортонормированный базис  e'  состоит из собственных векторов 
симметрического преобразования, то  
1
2
3
0 0
0 0
0 0
T
QAQ D
 
 
  
 
  
 
и  
2 2 2
1 1 2 2 3 3
.f x x x                                            (7.9) 
 
 Говорят, что квадратичную форму привели к каноническому виду 
(7.9). 
Таким образом, получили теорему о приведении квадратичной фор-
мы к главным осям. 
 
Т е о р е м а  7 . 6 .  Всякая действительная квадратичная форма не-
которым ортогональным преобразованием неизвестных может быть 
приведена к канонической форме. Коэффициентами этого канонического 
вида будут характеристические корни матрицы A, взятые с их кратно-
стями. 
 
П р и м е р  3 .  Привести квадратичную форму к каноническому виду 
2
1 1 2 1 3
2 2 ,f x x x x x  
 
указать при этом соответствующий ортонормированный базис. 
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Решение: 
Симметрическая матрица, соответствует квадратичной форме 
1 1 1
1 0 0
1 0 0
A
 
 

 
  
. 
 Найдем характеристические корни матрицы  A: 
2
1 1 1
1 0 (1 ) (( (1 ) 2)
1 0
A E
  
                  
 
 2( 2) 0.        
Получили  
1
0, 
2
1,  
3
2.   
 Найдем собственный вектор, соответствующий собственному значе-
нию 
1
0,  из системы однородных уравнений: 
1
2
3
1 1 1
1 0 0 0.
1 0 0
   
  
 
  
       
 
Система  
1 2 3
1
0,
0
    
 
 
имеет бесконечно много решений. 
Решение системы:  
1
0  , 
2 3
;    если положить 
3
1,   то 2 1.   
Получили собственный вектор 
1
(0;1;1).b   
 Найдем собственный вектор, соответствующий собственному значе-
нию 
2
1,    из системы однородных уравнений: 
1
2
3
2 1 1
1 1 0 0.
1 0 1
   
  
 
  
       
 
Система 
1 2 3
1 3
2 0,
0
    
   
 
имеет бесконечно много решений. 
Решение системы:  
1 3
,    
2 3
;   если положить 
3
1,   то 1 1, 
2
1.    Получили собственный вектор 
2
(1; 1;1).b    
 Аналогично находим собственный вектор 
3
(2;1; 1).b    
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Собственные векторы соответствуют различным собственным зна-
чениям, и потому ортогональны. Нормируя собственные вектора, получаем 
ортонормированный базис:  
1
1
1 1
2 2
(0, , ),
2 2( , )
b
e
b b
    
2
2
2 2
3 3 3
( , , ),
3 3 3( , )
b
e
b b
   
 
 
3
3
3 3
2 6 6 6
( , , ),
6 6 6( , )
b
e
b b
   
 
 
в котором квадратичная форма имеет канонический вид 
2 2
2 3
2 .f x x   
 
Матрицей перехода в (7.10) служит 
2 2
0
2 2
3 3 3
3 3 3
2 6 6 6
6 6 6
Q
 
 
 
 
  
 
 
 
 
.
 
 Тогда  
1
.
T
Q Q
   e e e  
Заметим к примеру, что в декартовой системе координат с осями 
вдоль базиса e уравнение поверхности  
2
1 1 2 1 3
2 2 2x x x x x  
 
приводится к уравнению гиперболического цилиндра 
2
2 2
3
1
2
x
x

   , 
в базисе (7.10) посредством ортогонального преобразования с матрицей Q. 
 
П р и м е р  4 .  Привести к каноническому виду уравнение поверхности   
1 2 1 3 2 3
2 2 2 1 0,x x x x x x     
заданную в декартовой системе координат. Указать соответствующий ор-
тонормированный базис. 
Решение: 
Квадратичной форме 
1 2 1 3 2 3
2 2 2f x x x x x x    
 
(7.10)
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соответствует симметрическая матрица 
0 1 1
1 0 0
1 1 0
A
 
 

 
  
. 
 Найдем характеристические корни матрицы A:    
2
1 1
1 1 ( 1)( 2) 0.
1 1
A E

            
 
 
Получили  
1
1, 
2
1, 
3
2.    
 Найдем собственные векторы, соответствующие собственным значе-
ниям 
1 2
1,     из системы однородных уравнений: 
1
2
3
1 1 1
1 1 1 0.
1 1 1
   
  
   
  
        
 
Система  
1 2 3
0     
имеет бесконечно много решений. Подберем независимые собственные 
векторы 
1
(1;1; 0),b 
2
(1; 0;1).b   
Применим процесс ортогонализации. Положим 
1 1
(1;1; 0).c b   
Вектор с2  будем искать в виде 
2 1 1 2
c c b   , 
1 2
1
1 1
( , ) 1
.
( , ) 2
c b
c c
      
Получили  2 1 2
1 1 1 1
(1,1,0) (1,0,1) ( , ,1).
2 2 2 2
c c b       
 
 Найдем собственный вектор, соответствующий собственному значе-
нию 
3
2,   из системы однородных уравнений: 
1
2
3
2 1 1
1 2 1 0.
1 1 2
  
  
  
  
     
 
Система  
1 2 3
1 2 3
2 0,
2 0
     
    
 
имеет бесконечно много решений. 
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Решение системы: 
1 2
,  
3 2
;    если положить 
2
1,    то 1 1, 
3
1.    Получили собственный вектор 
3
(1; 1; 1).b     
Собственные векторы, соответствующие различным собственным 
значениям, ортогональны. Нормируя полученные ортогональные векторы, 
получаем ортонормированный базис:  
 
1
1
1 1
2 2
( , ,0),
2 2( , )
c
e
c c
    
2
2
2 2
6 6 2 6
( , , ),
6 6 6( , )
c
e
c c
     
3
3
3 3
3 3 3
( , , ),
3 3 3( , )
b
e
b b
    
 
 
в котором квадратичная форма имеет канонический вид 
2 2 2
1 2 32 .f x x x      
Уравнение поверхности  
1 2 1 3 2 32 2 2 1 0,x x x x x x     
приводится к каноническому уравнению двуполостного гиперболоида  
2
2 2 3
1 2 1,
1/ 2
x
x x

    
 
в базисе (7.11) . 
В случае n переменных квадратичную форму можно записать в виде 
 
, 1
,
n
ij i j
i j
f a x x

  .ij jia a                                 (7.12) 
 
О п р е д е л е н и е .  Квадратичная форма от n переменных с действи-
тельными коэффициентами называется положительно определенной, если 
при всяких действительных значениях этих переменных, хотя бы одно из 
которых отлично от нуля, эта форма получает положительные значения.  
Очевидно, что квадратичная форма от n переменных, тогда и только 
тогда будет положительно определенной, если она приводится 
к каноническому виду, состоящему из n квадратов с положительными ко-
эффициентами. 
Следующая теорема дает возможность охарактеризовать квадратич-
ные формы, не приводя их к каноническому виду. 
 
  
(7.11) 
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Т е о р е м а  7 . 7  (к р и т е р и й  С и л ь в е с т е р а ). Квадратичная фор-
ма от n неизвестных с действительными коэффициентами тогда и толь-
ко тогда будет положительно определенной, если все ее главные миноры 
строго положительны. 
 
П р и м е р  5 .  Является ли форма 
2 2
1 3 1 2 1 3
2 2f x x x x x x   
 
положительно определенной? 
Решение: 
Симметрическая матрица соответствует квадратичной форме 
1 1 1
1 0 0
1 0 1
A
 
 

 
  
.
 
Найдем главные миноры матрицы A: 
1 2 3
1 1 1
1 1
1, 1, 1 0 0 1.
1 0
1 0 1

        

 
В силу критерия Сильвестера квадратичная форма не является поло-
жительно определенной.
 
Приводя квадратичную форму (7.12) к каноническому виду, можно 
по разному выбирать базис. Поэтому возникает вопрос: количество поло-
жительных коэффициентов и отрицательных зависит от выбора базиса или 
нет? Ответ на этот вопрос дает следующая теорема. 
 
Т е о р е м а  7 . 8  (з а к о н  и н е р ц и и  к в а д р а т и ч н ы х  ф о р м ). Если 
квадратичная форма от n неизвестных с действительными коэффициен-
тами приведена двумя различными способами к каноническому виду то 
число положительных коэффициентов и отрицательных в обоих случаях 
одно и то же. 
 
 
Задачи и примеры для самостоятельного решения 
 
1. Привести квадратичную форму 2 2 21 2 3 1 2 2 32 5 2 4 4f x x x x x x x       
к каноническому виду и найти соответствующий базис. 
2. Привести квадратичную форму 2 2 21 2 3 1 3 2 34 4f x x x x x x x      
к каноническому виду методом ортогональных преобразований и найти 
соответствующий базис. 
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3. Привести квадратичную форму   2 2, 3 3 2f x y x y xy    
к каноническому виду методом ортогональных преобразований. Класси-
фицировать кривую  , 16f x y   и построить ее. 
4. Привести к каноническому виду квадратичную форму 
2 2
1 3 1 2 1 3 2 34 3 4 4 8f x x x x x x x x     . 
 Классифицировать поверхность  1 2 3, , 0f x x x  . 
5. Является ли квадратичная форма 
2 2 2
1 2 3 1 2 1 3 2 384 4 4 6f x x x x x x x x x      
положительно определенной? 
 
 
 
 
 
 
ЗАКЛЮЧЕНИЕ 
 
Алгебра и аналитическая геометрия является основным курсом ма-
тематики и используется во всех математических дисциплинах. Теоретиче-
ские положения, выводы и понятия алгебры и аналитической геометрии 
особенно широко применяются в курсе исследовании операций, диффе-
ренциальных уравнений, дискретной математике, вычислительной матема-
тике, теории устойчивости и управления, функциональном анализе, стати-
стике, теоретической механике и др.  
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ПРИЛОЖЕНИЕ 
 
Индивидуальные задания для самостоятельной работы 
 
Задание 1. Найти матрицу:  
а) (A+2С) B1,    б) (AС) (B3−3 B2),  с) (AС)Т B2 ,  д) (B3−2 B2)ТA. 
Данные см. в задании 3. 
 
Задание 2. Вычислить определитель: 
1) 2А С  – методом разложения по строке; 
2) А С  – методом разложения по столбцу; 
3) 2А С , используя свойства определителя. 
Данные см. в задании 3. 
 
Задание 3. Найти ранг матрицы A и С. Решить систему: 
1) AX = B1 – по формулам Крамера;  
2) AX = B2 – методом Гаусса; 
3) AX = B3 – матричным методом; 
4) СX = B3 – методом Гаусса;  
5) СX = 0, указав фундаментальную систему решений.  
 
Вариант A B1 B2 B3 С 
1.  
1 2 4
2 1 3
4 3 2


 
 
 
 
 
1
6
1
 
 
 
 
 
6
6
2
 
 
 
 
 
2
4
5


 
 
 
 
 
1 2 4
2 1 3
4 5 5


 
 
 
 
 
2.  
1 2 4
4 2 3
4 3 2



 
 
 
 
 
2
5
6


 
 
 
 
 
5
7
6


 
 
 
 
 
2
6
2
 
 
 
 
 
1 3 4
4 1 3
4 2 2
 

 
 
 
 
 
 
3.  
1 2 6
2 1 4
4 5 2


 
 
 
 
 
6
9
1
 
 
 
 
 
8
10
12
 
 
 
 
 
7
11
5
 
 
 
 
 
1 2 0
2 1 5
4 5 3

 
 
 
 
 
 
4.  
1 2 6
2 1 5
4 4 3


 
 
 
 
 
 
9
1
2

 
 
 
 
 
12
10
6


 
 
 
 
 
19
12
9


 
 
 
 
 
1 2 3
2 1 1
4 4 8



 
 
 
 
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Вариант A B1 B2 B3 С 
5.  
1 2 4
2 1 3
4 3 2


 
 
 
 
 
6
10
4


 
 
 
 
 
0
8
3
 
 
 
 
 
1
9
10


 
 
 
 
 
2 2 4
4 1 3
5 3 2
  
 
 
 
 
6.  
1 2 4
2 0 3
1 3 2



 
 
 
 
   
2
2
8
 
 
 
 
 
16
12
8
 
 
 
 
 
9
7
8
 
 
 
 
 
1 2 4
2 1 3
1 0 2
 
 

 
 
 
 
 
7.  
1 2 4
2 1 3
4 3 2


 
 
 
 
 
 
6
6
2
 
 
 
 
  
1
6
1
 
 
 
 
 
2
4
5


 
 
 
 
 
1 2 4
2 1 3
4 5 5


 
 
 
 
 
8.  
1 2 4
4 2 3
4 3 2



 
 
 
 
 
2
6
2
 
 
 
 
  
5
7
6


 
 
 
 
 
2
5
6


 
 
 
 
 
7 3 4
2 1 3
0 2 2
  
 

 
 
 
 
 
9.  
1 2 6
2 1 4
4 5 2


 
 
 
 
   
8
10
12
 
 
 
 
  
7
11
5
 
 
 
 
 
6
9
1
 
 
 
 
 
1 2 1
2 1 3
4 5 1
 

 
 
 
 
 
10.  
1 2 6
2 1 5
4 4 3


 
 
 
 
 
 
19
12
9


 
 
 
 
 
9
1
2

 
 
 
 
 
12
10
6


 
 
 
 
 
1 2 1
2 1 3
4 4 0


 
 
 
 
 
11.  
1 2 4
2 1 3
4 3 2


 
 
 
 
 
1
9
10


 
 
 
 
 
6
10
4


 
 
 
 
 
0
8
3
 
 
 
 
 
2 2 0
4 1 5
5 3 8
 
 
 
 
 
12.  
1 2 4
2 0 3
1 3 2



 
 
 
 
 
9
7
8
 
 
 
 
  
2
2
8
 
 
 
 
  
16
12
8
 
 
 
 
  
1 3 4
2 1 3
1 1 2
 


 
 
 
 
 
13.  
1 2 4
2 1 3
4 3 2


 
 
 
 
 
6
6
2
 
 
 
 
  
1
6
1
 
 
 
 
 
2
4
5


 
 
 
 
 
1 2 4
2 5 3
4 1 5
 
 
 
 
 
 
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Вариант A B1 B2 B3 С 
14.  
1 2 4
4 2 3
4 3 2



 
 
 
 
 
2
6
2
 
 
 
 
  
2
5
6


 
 
 
 
 
5
7
6


 
 
 
 
 
7 11 4
2 5 3
0 2 2
  
  
 
 
 
 
 
15.  
1 2 6
2 1 4
4 5 2


 
 
 
 
   
8
10
12
 
 
 
 
  
6
9
1
 
 
 
 
 
7
11
5
 
 
 
 
 
1 2 1
2 1 3
4 5 1
 

 
 
 
 
 
16.  
1 2 4
2 1 3
4 3 2


 
 
 
 
 
1
9
10


 
 
 
 
 
6
10
4


 
 
 
 
 
0
8
3
 
 
 
 
 
2 2 0
3 5 8
5 3 8
 
 
 
 
 
17.       
1 2 4
2 0 3
1 3 2



 
 
 
 
   
16
12
8
 
 
 
 
 
9
7
8
 
 
 
 
 
2
2
8
 
 
 
 
 
1 3 2
2 1 1
1 1 0
 
 

 
 
 
 
 
18.      
1 2 4
2 1 3
4 3 2


 
 
 
 
        
1
6
1
 
 
 
 
  
6
6
2
 
 
 
 
 
2
4
5


 
 
 
 
 
1 2 4
2 1 3
4 5 5


 
 
 
 
 
19.  
1 2 4
4 2 3
4 3 2



 
 
 
 
 
2
5
6


 
 
 
 
 
5
7
6


 
 
 
 
 
2
6
2
 
 
 
 
 
1 3 4
4 1 3
4 2 2
 

 
 
 
 
 
 
20.  
1 2 6
2 1 4
4 5 2


 
 
 
 
   
6
9
1
 
 
 
 
  
8
10
12
 
 
 
 
 
7
11
5
 
 
 
 
 
1 2 0
2 1 5
4 5 3

 
 
 
 
 
 
21.  
1 2 6
2 1 5
4 4 3


 
 
 
 
 
   
9
1
2

 
 
 
 
 
12
10
6


 
 
 
 
 
19
12
9


 
 
 
 
 
1 2 3
2 1 1
4 4 8



 
 
 
 
 
22.  
1 2 4
2 1 3
4 3 2


 
 
 
 
   
6
10
4


 
 
 
 
  
0
8
3
 
 
 
 
 
1
9
10


 
 
 
 
 
2 2 4
4 1 3
5 3 2
  
 
 
 
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23.  
1 2 4
2 0 3
1 3 2



 
 
 
 
   
2
2
8
 
 
 
 
  
16
12
8
 
 
 
 
 
9
7
8
 
 
 
 
 
1 2 4
2 1 3
1 0 2
 
 

 
 
 
 
 
24.  
1 2 4
2 1 3
4 3 2


 
 
  
 
  
6
6
2
 
 
  
 
  
1
6
1
 
 
 
 
 
2
4
5


 
 
 
 
 
1 2 4
2 1 3
4 5 5


 
 
 
 
 
25.  
1 2 4
4 2 3
4 3 2



 
 
 
 
  
2
6
2
 
 
 
 
  
5
7
6


 
 
 
 
 
2
5
6


 
 
 
 
 
7 3 4
2 1 3
0 2 2
  
 

 
 
 
 
 
26.  
1 2 6
2 1 4
4 5 2


 
 
 
 
    
8
10
12
 
 
 
 
  
7
11
5
 
 
 
 
 
6
9
1
 
 
  
 
 
1 2 1
2 1 3
4 5 1
 

 
 
 
 
 
27.  
1 2 6
2 1 5
4 4 3


 
 
 
 
 
  
19
12
9


 
 
 
 
 
9
1
2

 
 
 
 
 
12
10
6


 
 
 
 
 
1 2 1
2 1 3
4 4 0


 
 
 
 
 
28.  
1 2 6
2 1 4
4 5 2


 
 
 
 
    
6
9
1
 
 
 
 
  
8
10
12
 
 
 
 
 
7
11
5
 
 
 
 
 
1 2 0
2 1 5
4 5 3

 
 
 
 
 
 
29.  
1 2 6
2 1 5
4 4 3


 
 
 
 
 
    
9
1
2

 
 
 
 
 
12
10
6


 
 
 
 
 
19
12
9


 
 
 
 
 
1 2 3
2 1 1
4 4 8



 
 
 
 
 
30.  
1 2 4
4 2 3
4 3 2



 
 
 
 
  
2
5
6


 
 
 
 
 
5
7
6


 
 
 
 
 
2
6
2
 
 
 
 
 
1 3 4
4 1 3
4 2 2
 

 
 
 
 
 
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Задание 5. Исследовать систему AX = B1, СX = B2 на совместность, и в случае 
совместности решить систему AX = B1, AX = 0, СX = B2.  
 
Вариант A B1 B2 С 
1.  
1 2 4 0
2 4 6 3
0 3 4 5
3 2 2 3




 
 
 
 
 
 
 
4
6
2
2


 
 
 
 
 
 
 
2
3
2
4


 
 
 
 
 
 
 
6 2 4 3
1 4 6 3
4 3 4 6
3 1 2 6
 

 

 
 
 
 
 
 
 
2.  
1 4 6 2
1 4 6 3
4 3 4 6
3 1 2 4
 

 
 
 
 
 
 
 
 
 
2
0
2
4


 
 
 
 
 
 
 
4
6
0
1


 
 
 
 
 
 
 
5 3 4 11
2 4 6 3
0 3 4 5
3 2 2 3




 
 
 
 
 
 
 
3.  
5 3 1 0
2 4 6 3
10 9 7 6
3 2 2 3



 
 
 
 
 
 
 
2
1
0
2
 
 
 
 
 
 
 
2
3
2
3



 
 
 
 
 
 
 
1 0 6 2
2 4 8 4
4 2 4 6
3 6 2 4


 
 
 
 
 
 
 
 
 
4.  
1 0 6 2
5 2 10 8
4 2 4 6
3 2 2 4

 
 

 
 
 
 
 
 
 
2
4
2
3
 
 
 
 
 
 
  
2
1
1
2
 
 
 
 
 
 
 
5 3 1 0
2 4 6 3
3 1 7 3
3 2 2 3

 

 
 
 
 
 
 
 
5.  
5 3 1 0
2 4 6 3
3 1 7 3
10 6 2 0

 
 
 
 
 
 
 
 
6
2
4
0


 
 
 
 
 
 
 
6
4
2
3
 
 
 
 
 
 
 
1 0 6 2
5 2 10 8
4 2 4 6
1 0 6 2

 
 

 
 
 
 
 
 
 
6.  
1 0 6 2
5 2 10 8
4 2 4 6
1 0 6 2
 
 
 

 
 
 
 
 
 
  
2
4
2
3
 
 
 
 
 
 
  
4
2
1
0


 
 
 
 
 
 
 
3 1 7 3
2 4 6 3
3 1 7 3
10 6 2 0
 

 
 
 
 
 
 
 
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7.  
1 2 0 3
2 4 4 2
3 3 1 2
5 7 5 4




 
 
 
 
 
 
 
0
2
1
3
 
 
 
 
 
 
  
0
2
2
3
 
 
 
 
 
 
 
1 0 6 2
5 2 1 4
6 2 6 2
1 0 5 2
 
 
 
 
 
 
 
 
 
 
 
8.  
1 0 4 2
3 2 3 2
4 2 4 6
6 4 3 2
 
  
 
 
 
 
 
 
 
 
 
1
2
2
3
 
 
 
 
 
 
  
0
2
1
3
 
 
 
 
 
 
 
1 2 0 3
2 4 4 2
3 3 1 2
1 1 3 0




 
 
 
 
 
 
 
9.  
1 2 0 3
2 4 4 2
3 6 4 1
1 1 3 6


 

 
 
 
 
 
 
  
0
2
2
3
 
 
 
 
 
 
 
1
0
2
4


 
 
 
 
 
 
 
1 0 4 2
3 2 3 2
3 3 2 8
1 1 3 4
 
  


 
 
 
 
 
 
 
10.  
1 0 4 2
3 2 3 2
3 3 2 8
6 5 5 10
 
  


 
 
 
 
 
 
 
4
0
2
2


 
 
 
 
 
 
 
4
2
2
3

 
 
 
 
 
 
 
1 2 0 3
2 4 4 2
3 6 4 1
1 2 0 3


 
 
 
 
 
 
 
 
 
11.  
   
1 2 4 0
2 4 6 3
3 2 2 3
3 2 2 3




 
 
 
 
 
 
 
2
6
4
0


 
 
 
 
 
 
 
0
3
2
4

 
 
 
 
 
 
 
6 2 4 3
1 4 6 3
4 3 4 6
3 1 2 9
 

 
 
 
 
 
 
 
 
 
12.  
1 4 6 2
1 4 6 3
4 3 4 6
5 7 10 3
 

 
 
 
 
 
 
 
 
 
2
0
2
2
 
 
 
 
 
 
 
4
6
0
1


 
 
 
 
 
 
 
5 3 4 11
2 4 6 3
0 3 4 5
4 5 8 11




 
 
 
 
 
 
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13.  
5 3 1 0
2 4 6 3
10 9 7 6
4 3 11 3


 
 
 
 
 
 
 
 
2
1
0
2
 
 
 
 
 
 
  
1
4
2
2
 
 
 
 
 
 
 
1 0 6 2
2 4 8 4
4 2 4 6
3 6 2 4


 
 
 
 
 
 
 
 
 
14.  
1 0 6 2
5 2 1 4
4 2 4 6
1 4 3 2

  
 

 
 
 
 
 
 
 
4
4
1
5

 
 
 
 
 
 
 
4
1
1
2
 
 
 
 
 
 
 
5 3 1 0
2 4 6 3
1 5 9 2
3 1 3 5

  
  
 
 
 
 
 
 
 
15.  
1 3 1 0
2 4 5 3
5 5 9 6
10 6 2 0
  
 
 
 
 
 
 
6
2
3
5

 
 
 
 
 
 
 
1
4
2
3

 
 
 
 
 
 
 
1 0 6 2
5 2 2 6
4 2 4 6
3 1 4 4

 
 
 
 
 
 
 
 
 
 
16.  
1 0 6 2
4 2 10 8
2 6 4 6
3 4 7 7
 
 
 
 
 
 
 
 
 
 
  
1
6
2
4
 
 
 
 
 
 
  
4
5
1
4


 
 
 
 
 
 
 
3 1 7 3
2 4 6 3
3 1 7 3
5 3 1 0
 

 
 
 
 
 
 
 
 
17.  
1 2 4 3
2 3 4 1
3 5 0 2
5 7 5 4
 



 
 
 
 
 
 
  
1
2
1
3
 
 
 
 
 
 
  
0
10
2
3
 
 
 
 
 
 
 
1 0 6 2
5 2 1 4
6 2 6 2
4 2 6 2
 
 
 
   
 
 
 
 
 
 
 
18.  
1 5 4 2
3 2 3 2
4 7 4 6
2 3 4 2
  
  

 
 
 
 
 
 
 
  
1
4
2
0
 
 
 
 
 
 
 
3
4
1
3

 
 
 
 
 
 
 
1 2 0 3
5 4 4 2
3 2 6 2
1 3 5 2

 

 
 
 
 
 
 
 
 
19.  
1 2 0 3
2 4 4 2
3 6 4 1
3 6 4 1


 
 
 
 
 
 
 
 
  
4
2
2
0
 
 
 
 
 
 
 
1
3
2
1


 
 
 
 
 
 
 
1 5 1 8
3 2 3 2
3 6 1 6
1 1 3 4

  


 
 
 
 
 
 
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20.  
1 0 4 2
3 2 3 2
3 3 2 8
7 6 8 14
 
  


 
 
 
 
 
 
 
4
5
2
0


 
 
 
 
 
 
 
3
2
2
1


 
 
 
 
 
 
 
1 2 10 3
2 3 4 2
3 6 4 1
7 7 2 3

 
 
 
 
 
 
 
 
 
 
21.  
1 2 4 2
2 4 6 3
1 6 10 1
3 2 2 3


  

 
 
 
 
 
 
 
4
3
7
2


 
 
 
 
 
 
 
2
3
2
4


 
 
 
 
 
 
 
3 2 4 3
1 4 6 3
7 0 2 3
3 1 2 6
 



 
 
 
 
 
 
 
22.  
1 4 2 3
1 4 1 1
2 8 7 10
3 1 2 4
  

  
 
 
 
 
 
 
 
 
1
2
1
4



 
 
 
 
 
 
 
1
4
0
1
 
 
 
 
 
 
 
5 3 4 11
2 4 6 3
3 1 2 8
2 7 2 3



 
 
 
 
 
 
 
 
23.  
5 3 1 0
2 7 5 3
5 9 7 6
3 2 2 3



 
 
 
 
 
 
 
12
1
0
1
 
 
 
 
 
 
 
2
3
2
0


 
 
 
 
 
 
 
1 0 6 2
2 4 3 4
5 12 3 10
3 2 5 11



 
 
 
 
 
 
 
 
24.  
1 0 6 2
5 2 10 8
4 2 4 6
3 1 8 5

 
 
 
 
 
 
 
 
 
 
2
4
2
1


 
 
 
 
 
 
  
2
0
1
4
 
 
 
 
 
 
 
1 3 1 5
2 4 6 3
3 1 7 3
2 1 4 4


 

 
 
 
 
 
 
 
25.  
5 3 1 4
2 4 6 3
3 1 7 3
5 3 1 2

 
 
 
 
 
 
 
 
6
2
4
0


 
 
 
 
 
 
 
4
4
2
2
 
 
 
 
 
 
 
1 0 6 2
5 2 10 8
4 2 4 6
1 0 6 2

 
 

 
 
 
 
 
 
 
26.  
1 0 6 2
5 2 10 8
4 2 4 6
1 1 14 0
 
 
 
  
 
 
 
 
 
 
  
2
0
2
4


 
 
 
 
 
 
  
4
2
1
0


 
 
 
 
 
 
 
1 1 7 3
2 4 6 3
3 1 7 5
6 4 14 4
 

 
 
 
 
 
 
 
 
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27.  
1 2 0 3
2 4 1 2
1 3 1 2
0 9 2 1

 


 
 
 
 
 
 
 
0
2
1
3
 
 
 
 
 
 
 
0
2
5
3
 
 
 
 
 
 
 
1 0 3 2
5 2 1 4
1 2 11 4
1 0 5 2
 
 
   
 
 
 
 
 
 
 
 
28.  
1 0 4 2
2 2 12 6
4 2 4 6
1 2 8 4
 
  
 
  
 
 
 
 
 
 
 
1
4
4
3



 
 
 
 
 
 
  
5
2
1
3
 
 
 
 
 
 
 
1 2 0 3
5 4 2 1
3 3 1 2
1 1 3 0




 
 
 
 
 
 
 
29.  
1 2 0 3
2 4 4 2
3 6 2 1
1 2 2 3


 
  
 
 
 
 
 
 
  
8
5
2
3
 
 
 
 
 
 
 
1
2
2
3


 
 
 
 
 
 
 
1 0 4 2
3 2 3 2
3 3 2 8
2 2 6 8
 
  


 
 
 
 
 
 
 
30.  
1 0 4 2
3 2 3 2
3 3 2 8
3 3 9 12
 
  


 
 
 
 
 
 
 
4
0
2
6

 
 
 
 
 
 
 
1
2
2
3

 
 
 
 
 
 
 
1 2 0 3
2 4 4 2
3 6 4 1
2 4 0 6


 
 
 
 
 
 
 
 
 
 
Задание 6. Найти скалярное, векторное произведение векторов a и b. Найти 
смешанное произведение (a, b, с). Вычислить (a − 2b)c и (−a + 2b)c.   
Данные см. в задании 7. 
 
Задание 7. Являются ли вектора a, b, с линейно независимыми? В случае линей-
ной независимости разложить вектор 6 6 6d i j k    по векторам a, b, с. 
 
Вариант a, b, с Вариант a, b, с 
1    
2 4 3
2 2 6
4 3
a i j k
b i j k
c i j k
  
  
  
 16  
4 3
4 2 3
4 3
a i j k
b i j k
c i j k
   
   
  
 
2  
2 4 3
2 4 2
4 2
a i j k
b i j k
c i j k
  
   
  
 17  
2 4 3
3 4
4 2
a i j k
b i j
c i j k
  
  
  
 
 139 
Вариант a, b, с Вариант a, b, с 
3  
4 3
4 4 2
4 8 5
a i j k
b i j k
c i j k
  
  
  
 18  
4 3
2 2 8
3
a i j k
b i j k
c i j k
   
  
  
 
4  
4 3
2 6 2
2 5
a i j k
b i j k
c i j k
   
  
   
 19  
4 3
2 2 6
6 8
a j k
b i j k
c i j k
 
   
  
 
5  
4 3
2 4 2
2 5
a i j k
b i j k
c i j k
   
   
   
 20  
6 3
2 3
2 4 3
a i k
b i j k
c i j k
  
  
  
 
6  
4
2 4 6
4 3
a i j
b i j k
c i j k
  
  
   
 21  
2 4 3
7 2 3
4 3
a i j k
b i j k
c j k
   
  
 
 
7  
6 4 3
2 6
4 3
a i j k
b j k
c i j k
   
 
   
 22  
6 4 3
2 6
3
a i j k
b j k
c i k
   
  
  
 
8  
6 2 3
2 6
3 2 3
a i j k
b j k
c i j k
   
 
   
 23  
2 4
2 2
3 2 3
a i j k
b j k
c i j k
   
 
   
 
9  
2 4 3
6 4 2
5
a i j k
b i j k
c i k
   
  
  
 24  
2 4 3
3 4 2
3
a i j k
b i j k
c i k
  
  
  
 
10  
4 3
3 6 2
2 2
a i j k
b i j k
c i j k
   
  
   
 25  
4
3 6 2
2 2
a i j k
b i j k
c i j k
   
  
  
 
11  
4 3
2 4
2 5
a j k
b i j k
c i j k
 
   
   
 26  
4 3
2 2
5
a j k
b i j k
c i j k
 
   
   
 
12  
2 4 3
2 4 2
3 5
a i j k
b i j k
c i j k
   
   
   
 27  
2 4 3
2 4
3
a i j k
b i j k
c i j k
   
   
   
 
13  
3 2 3
2 3 2
2 2
a i j k
b i j k
c i j k
   
  
  
 28  
3 2 5
2 3 2
2
a i j k
b i j k
c i j k
   
  
  
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Вариант a, b, с Вариант a, b, с 
14  
4 3
4 2
2 5
a i j k
b i j k
c j k
   
  
  
 29  
4
2 2
2 4
a i j k
b i j k
c j k
   
  
  
 
15  
4 5
2 5 5
a i j k
b i j k
c i k
   
   
  
 30  
4 3
2 5
4 2
a i j k
b i j k
c i k
  
   
 
 
 
Задание 8. Даны координаты вершин треугольника на плоскости. Найти урав-
нения сторон треугольника, уравнение медианы, биссектрисы и высоты, проведенных 
из вершины С треугольника АВС. Найти углы треугольника АВС, длину медианы и вы-
соты, проведенных из вершины С.  
 
Вариант А, В, С Вариант А, В, С Вариант А, В, С 
1
1 
(0, 6)
( 4, 2)
(6, 0)
A
B
C
   
1
11 
( 2, 4)
(0, 2)
(6, 4)
A
B
C

  
2
21 
( 4, 2)
(0, 4)
(2, 2)
A
B
C
 
  
2
2 
( 2, 4)
(0, 2)
(4,0)
A
B
C

  
1
12 
( 2,8)
(0,0)
(4, 4)
A
B
C

 
2
22 
( 4, 4)
(0, 2)
(2, 2)
A
B
C
 

 
3
3 
( 4, 4)
( 2, 2)
(6, 0)
A
B
C

   
1
13 
( 4, 4)
(0, 2)
(2,6)
A
B
C

  
2
23 
( 5, 3)
(0,5)
(3,0)
A
B
C
 
 
4
4 
( 4, 4)
(0, 6)
(6, 2)
A
B
C

  
1
14 
( 3,5)
(0,1)
(3,7)
A
B
C

 
2
24 
( 5, 5)
( 1,3)
(0,0)
A
B
C
 
  
5
5 
( 4,8)
(0, 2)
(8, 6)
A
B
C

 
1
15 
( 4,6)
(0, 2)
(6,8)
A
B
C

 
2
25 
( 3, 5)
(0, 3)
(3,3)
A
B
C
 
  
6
6 
( 4, 4)
(0, 2)
(2, 2)
A
B
C

  
1
16 
( 2,6)
(0, 2)
(6, 4)
A
B
C

  
2
26 
(0, 4)
( 4, 2)
(6, 0)
A
B
C
   
7
7 
( 4, 2)
(0, 6)
(2, 0)
A
B
C
 
 
1
17 
( 2,6)
(0, 4)
(4, 4)
A
B
C

  
2
27 
( 2,6)
(0,0)
(4, 4)
A
B
C

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Вариант А, В, С Вариант А, В, С Вариант А, В, С 
8
8 
( 3, 3)
(0,1)
(3, 1)
A
B
C
 

 
1
18 
( 4, 2)
( 1, 2)
(3,1)
A
B
C

   
2
28 
( 4,6)
(0,0)
(2, 2)
A
B
C

 
9
9 
( 7, 3)
( 3,3)
(0,0)
A
B
C
 
  
1
19 
( 3,3)
(0, 1)
(3,7)
A
B
C

  
2
29 
( 4,8)
(0, 4)
(6, 4)
A
B
C

 
1
10 
( 6, 4)
( 2, 2)
(0, 0)
A
B
C
 
  
2
20 
( 4,6)
(0, 2)
(6,8)
A
B
C

 
3
30 
(0,8)
( 4, 2)
(6, 4)
A
B
C
  
 
Задание 9. Привести к канонической форме, классифицировать и изобразить 
кривые на плоскости, заданные уравнениями 1–3.  
Вариант 
Уравнения 
                   1       2       3 
1 2 24 4 4 0x y y     
2 2
8 2 0x y x y     
2 2
42 0x y xy     
2 2 22 4 8 2 0x y x    2 2 8 2 0x y x y     2 2 2 2 0x y xy     
3 2 24 8 4 0x y y     
2
8 2 0x y x     
2 2
2 2 0x y xy x     
4 2 24 8 12 0x y y     
2
2 8 4 0x z x     
2 2
2 2 4 1x z zx    
5 2 24 8 02x y y     
2 2
2 8 4 0x y x     
2
2 4 4 0x xy x     
6 2 22 8 4 8 0x y y x      
2 2
4 8 4 0x z z     
2
4 8 1 0z zx x    
7 2 22 8 4 4 0x y y x      
2 2
2 8 4 0x y y     
2
2 8 4 0x yx x      
8 2 22 8 4 4 0x y y x      
2 2
2 8 8 0x y y     
2 2
2 2 0x y xy x     
9 2 22 4 4 2 0x y y x      
2 2
2 8 4 0x y y x     
2
2 4 2 0y xy x     
10 2 22 4 4 0x y y x    
2 2
2 8 4 0z y y     
2 2
2 4 0x y xy x     
11 2 22 4 4 2 0x y y x      
2 2
2 8 4 0z y y     
2 2
2 4 0z y zy    
12 
2 2
2 4 4 12 0x y y x     
 
2
2 8 4 0z y z     
2
2 4 0z y zy     
13 2 22 2 4 0x y y x      
2
2 8 4 0y y z     
22
2 2 4 0z y yz z    
14 2 2 8 4 4 0x y y x      
2
2 8 2 0x x z     
2 2
2 8 2 0z x x y     
15 2 22 2 16 0x y y x      
2
2 8 4 0y y z     
2 2
2 8 4 0x y y z     
16 2 2 8 4 0x y y x     
2
2 8 4 0y y z     
2
2 4 0x y yx    
17 2 2 8 8 0x y y x     
2
2 8 1 0y y z     
2 2
2 2 0x xz xz      
18 2 2 4 4 0x y y x     
2 2
2 8 4 0x y y     
2
2 2 6 0x y yx    
19 
2 2
8 8 0x y y x     
2
2 8 8 0z y z     
2 2
2 4 0z x zx x     
20 
2 2
8 2 0x y y    
2 2
2 8 6 0z y y     
2
2 6 0y yx x    
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Вариант 
Уравнения 
                   1       2       3 
21 2 22 8 2 2 0x y y x     2 2 8 4 0z y y x     2 22 4y xy x x     
22 2 2 8 4 4 0x y y x    
 
2
2 8 1 0y y z   
 
2 2
42 0x y xy   
 
23 2 22 8 2 4 0x y y x     2 22 8 6 0z y y      22 4 2 8y yx x    
24 2 22 8 2 2 0x y y x     2 22 8 2 0z y y     2 22 4 2 0y yx x     
25 2 22 8 8 0x y x    2 22 8 2 0x y y x      2 2 8 2 0x yx y     
26 2 22 8 2 0x y y    22 8 4 0y y z     2 2 6 0y yx x    
27 2 22 8 4 0x y y    2 22 8 8 0z y y      2 2 8 2 0x yx y     
28 2 22 8 2 0x y y    2 22 8 2 0z y y z     22 4 6 0y yx x      
29 2 22 8 6 0x y x  
 
2 2
2 8 2 0x y y   
 
2
2 2 4x xy y  
 
30 2 22 8 8 0x y y  
 
2 2
2 8 8 0z x x   
 
2
2 4 6 2x xz x z   
 
 
Задание 10. Даны координаты вершин в пространстве. Найти площадь тре-
угольника АВС, длины сторон и углы указанного треугольника, длину медианы и высо-
ты, проведенных из вершины С. Найти координаты точки пересечения медиан (центра 
масс однородного треугольника) DMN. Найти объем тетраэдра АВСD, длину высоты, 
опущенную из вершины A. Данные см. в задании 13. 
 
Задание 11. Даны координаты точек в пространстве. Найти уравнение плоско-
сти АВС, уравнение прямой MN и угол между прямой и плоскостью; точку пересечения 
прямой и плоскости. Найти расстояние от точки М до плоскости АВС. Найти уравнение 
плоскости, проходящей через точку N: а) параллельной и б) перпендикулярной плоско-
сти АВС. Данные см. в задании 13. 
 
Задание 12. Даны координаты точек в пространстве. Найти уравнение плоско-
сти, проходящей через точку D, перпендикулярную прямой MN. Найти расстояние от 
точки D до прямой MN. Найти уравнение плоскости, проходящей через точку D и па-
раллельную прямым AB и AC. Найти каноническое уравнение прямой, лежащей в пере-
сечении плоскостей АВС и АВD и угол между указанными плоскостями. Данные см. 
в задании 13. 
 
Задание 13. Даны координаты вершин в пространстве. Найти уравнения медиа-
ны, биссектрисы и высоты, проведенных из вершины С треугольника АВС. Найти 
уравнение высоты тетраэдра АВСD, опущенную из вершины С. Найти угол между гра-
нями АВС и АВD.  
Вариант A, B, C D M, N 
1.     , ( 2,6, 8)2,0,2 ,  0, 4,4A CB     4,4,12D     4,0,2 , 0,2,6M N  
2.     , ( 2,8, 8)4,0,4 ,  0, 2,4A CB    4,4,0D   
 
    6,0,2 , 0,4,6M N  
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Вариант A, B, C D M, N 
3.     , ( 2,2, 6)2,0,2 ,  0, 8,4A CB     4, 4, 2D       4,0,2 , 3,2,6M N   
4.     , ( 2,3, 1)2,0,2 ,  0,4, 4A CB      4,4,10D      0,0,2 , 0,2,6M N  
5.     , ( 2,6, 6)2,0,2 ,  0, 4,4A CB     4,4,4D     6,0,2 , 0, 2,6M N   
6.     , ( 2,6, 8)2,0,2 ,  0, 4,4A CB     4,2,6D     5,0,2 , 1,2,6M N   
7.     , ( 2,6, 8)2,0,2 ,  0,8,4A CB     4,6,12D     2,0,2 , 0, 2,1M N   
8.     , ( 2,6,4)2,0,2 ,  0,10,4A CB    4,4,10D     4,0,4 , 0,2, 6M N   
9.     , ( 2,6, 8)2,0,2 ,  0, 8,4A CB     6,6, 10D      8,0,12 , 0, 4, 2M N    
10.     , ( 2,6, 8)2,0,2 ,  0, 14,4A CB     4,6,12D     4,0,2 , 0, 2, 6M N    
11.     , ( 2,6,0)2,0,2 ,  0,4,14A CB    4,4,10D     1,0,2 , 0,2,6M N  
12.     , ( 2,6, 8)2,0,2 ,  0, 4,4A CB     6,4,12D     4, 3,2 , 0,2,6M N   
13.     , ( 2,6, 8)2,0,2 ,  0, 4,4A CB     4,8,16D     4, 6,2 , 0,2,6M N   
14.     , ( 2,6, 8)2,0, 2 ,  0, 4,4A CB      4,4,12D     4,0,2 , 0,2,6M N  
15.     , ( 2,6,10)2,0,2 ,  0, 4,4A CB    4,6,12D     4,0,2 , 0,2,6M N  
16.     , (2,6, 8)2, 2,2 ,  0, 4, 4A CB      4,4,6D     4,0,2 , 6,2,6M N   
17.     , ( 2,6, 8)2,0,2 ,  0, 4,4A CB     4,4,12D     12,0,2 , 0,2,16M N  
18.     , ( 2,4, 6)2, 4,2 ,  0, 6,4A CB      4,4,6D     4,0,2 , 0,2,6M N  
19.     , ( 2,6, 8)2, 2,2 ,  0, 4,4A CB      6,6,6D     6,0,2 , 2,2,6M N  
20.     , ( 2,6, 8)4,0,2 ,  2, 4,4A CB     4,4,12D     4,0,2 , 0,2,6M N  
21.     , ( 2,6, 6)4,0,4 ,  2, 2,4A CB    4,4,0D   
 
    6,0,2 , 2,4,6M N   
22.     , ( 2,2, 6)2,0,2 ,  0, 8,4A CB     4, 4, 2D       4,0,2 , 3,2,6M N   
23.     , ( 2,6,2)2,0,2 ,  0,4, 4A CB     4,4,10D      0,0,2 , 0,2,6M N  
24.     , ( 2,4, 6)2,0,2 ,  0, 4,4A CB     4,4,6D     6,0,2 , 0, 2,6M N   
25.     , ( 2,6, 8)2,0,2 ,  0, 4,4A CB     4,2,6D     5,0,2 , 1,2,6M N   
26.     , ( 2,6, 8)2,0,2 ,  0,8,4A CB     4,6,12D     2,0,2 , 0, 2,1M N   
27.     , ( 2,6,4)2,0,2 ,  0,10,4A CB    4,4,10D     4,0,4 , 0,2, 6M N   
28.     , ( 2,6, 4)2,0,2 ,  0, 8,4A CB     6,6, 6D      8,0,12 , 0, 4, 2M N    
29.     , ( 2,6, 4)2,0,0 ,  0, 14,4A CB     4,6,8D     4,0,2 , 0, 2, 6M N    
30.     , ( 2,6, 6)2,0,2 ,  0, 4,4A CB     4,4,8D     4,0,2 , 0,2,6M N  
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Задание 14. Привести к канонической форме, классифицировать и схематично 
изобразить действительные поверхности, заданные уравнениями 1–3. 
 
Вариант 
Уравнения 
        1       2       3 
1 2 24 4 4 0x y y z      
2 2
8 2 0x y x y     
2 2
8 0x y x z     
2 2 22 4 8 2 0x y x z     2 2 8 2 0x y x y     2 2 22 8 0x y z x     
3 2 2 24 8 3 0x y z y      
2
8 2 0x y x     
2 2
8 2 0x y z x     
4 2 2 24 8 5 0x y y z      2 2 8 4 0x z x     
2 2
2 8 4 0x z y z     
5 2 2 24 8 4 0x y z y x      
2 2
2 8 4 0x y x     
2 2
2 4 4 0x y x z     
7 2 2 22 4 8 4 0x y z y x      
2 2
2 8 4 0x y y     
2 2 2
2 8 4 0x y z      
8 2 2 22 4 8 4 0x y z y x      
2 2
2 8 8 0x y y     
2 2
2 4 2 0x y z x     
9 2 2 22 2 4 4 0x y z y x      
2 2
2 8 4 0x y y x     
2 2
2 2 6 0x y y z     
10 2 2 22 2 4 4 0x y z y x      
2 2
2 8 4 0z y y     
2 2
8 4 0z y y x     
11 2 2 22 2 4 4 0x y z y x      
2 2
2 8 4 0z y y     
2 2 2
8 4 0z y y x     
12 2 2 22 4 4 0x y z y x       
2 2
2 8 4 0z y z     
2 2
2 2 4 0z y x y     
13 2 2 22 2 4 0x y z y x       
2 2
2 8 4 0z y y     2 22 8 4 0z y y x    
14 2 2 2 8 4 0x y z y x      2 22 8 2 0z x x     
2 2
2 8 2 0z x x y     
15 2 2 22 2 16x y z y x      
2 2
2 8 4 0z y y     
2 2
2 8 4 0x y y z     
16 2 2 2 8 4 0x y z y x      
2 2
2 2 8 4 0z y y      
2 2
2 2 8 0z y y x     
17 2 2 2 8 8 0x y z y x      
2 2
2 8 1 0z y x     
2 2 2
2 8 0z y x x     
18 2 2 2 4 4 0x y z y x      
2 2
2 8 4 0x y y     
2 2 2
8 2x y z y     
19 2 2 22 8 8 0x y z y x      
2 2
2 8 8 0z y z     
2 2
2 8 2 0z y z x     
20 2 2 22 8 2x y z y      
2 2
4 2 8 6 0z y y     
2 2
2 8 6 0z y y x     
21 2 2 22 2 8 2 0x y z z     
2 2
8 4 0z y y x     
2 2 2
8 4 0z y y x     
22 2 2 2 4 4 0x y z y x    
 
2 2
2 8 2 0z x x   
 
2 2 2
8 4 0z y y x   
 
23 2 2 22 2 8 4 0x y z z     
2 2
2 8 6 0z y y      
2 2
2 8 2 0z y y x     
24 2 2 22 2 8 2 0x y z z     
2 2
2 8 2 0z y y     
2 2 2
2 8 2 0z y y x     
25 2 2 22 2 8 6x y z z     
2 2
2 8 2 0x y y x      
2 2
2 8 2 0x y y z     
26 2 2 22 8 2 2x y z z     
2 2
2 8 4 0z y y x     
2 2
2 8 6 0z y y     
27 2 2 22 2 8 4x y z z      
2 2
2 8 8 0z y y      
2 2
2 8 2 0x y y z     
28 2 2 22 2 8 8 0x y z z     
2 2
2 8 0z y y x     
2 2
2 8 6 0x y y     
29 2 2 22 8 2 0x y z z   
 
2 2
2 8 2 0x y y   
 
2 2
2 8 2 0x y y z   
 
30 2 2 22 2 8 8 0x y z z   
 
2 2
2 8 2 0z x x   
 
2 2
2 8 2 0z x x y   
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Задание 15. Решить алгебраические уравнения 1–3. 
 
Вариант 
Алгебраические уравнения 
    1         2         3 
1 4 1 3z i   
4
2 2z i

   
4
16 0z    
      2 3 1 3z i   
3
4 4z i

    
6 2
16 0z z   
3 3 1 3z i   
5
1 3z i

   6 38 0z z   
4 5 3 3z i   
5
1 3z i

    
6 3
8 0z z   
5 4 3 3z i   
3
4 4z i

    
6
32 0z z   
6 4 3 3 3z i   
6
8 8z i

    
6
32 0z z   
7 4 3 3z i   
5
2 2z i

    
6 3
64 0z z   
8 4 1 /z i  
5
2 2 3z i

    
6 3
64 0z z   
9 4 16 /z i  
4
8 / ( 3)z i
    6 264 0z z   
10 
4
1/( 1)z i   
4
1 / ( 1)z i

   8 264 0z z   
11 
4
16 /( 1)z i   4 3 3z i

   26 64 0z iz   
12 
4
8 / ( 3)z i   5 32 /( 1)z i

   
4
8 0z iz   
13 
3
8 / ( 3)z i   3 6 / ( 3 3)z i     48 64 0z iz   
14 
3
8 / (1 3 )z i   4 / ( 2 2)z i i    36 8 0z iz   
15 
4
16 / (1 3 )z i   3 2 / ( 1)z i i    4 8 0z    
16 
4
16 / ( 2 2 )z i   3 8 / ( 3)z i i     4 16 0z z   
17 4 16 /z i   
3
16 /z i

   
4
16 0z iz    
18 
3
6 / ( 3 3)z i   
5
1/( 1)z i

   4 8 0z iz    
19 
3
15 / ( 5 5)z i   4 16 / ( 3)z i    4 81 0z iz   
20 
5
25 / ( 5 5)z i   6 16 / ( 3)z i    5 8 0z iz   
21 
4
1/ ( 2 2)z i   5 / ( 2 2)z i i     
4
8 / (1 ) 0z z i    
22 
5
1/ ( 2 2)z i   3 6 / ( 3 3)z i     
4
8 / (1 ) 0z z i    
23 
5
/ ( 2 2)z i i   4 6 / ( 3 3)z i     
5
2 / (1 ) 0z z i    
24 
4
/ ( 2 2)z i i   3 16 / (1 3 )z i i     
4
2 / (1 ) 0z z i    
25 
4
16 / (1 3 )z i i   
4
2 / ( 1)z i i

   4 8 / 0z z i   
26 3 / (1 )38 iz i   
6
64 /( 1)z i i

   
5
8 / (1 ) 0z z i    
27 
4
2 / ( 1)z i i   
4
8 /(1 )3z i i

   
5
81 / ( 1 ) 0z z i     
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Задание 16. Являются ли вектора a, b, с линейно независимыми. В случае линей-
ной независимости построить ортонормированный базис на векторах a, b, с.  
Данные см. в задании 17. 
 
Задание 17. Привести к каноническому виду квадратичную форму 
 1 2 3 ., ,f x x x  Классифицировать поверхность  1 2 3, , 0.f x x x   
 
Вариант Задание 
1 
2 2
2 3 1 2 1 3 2 3
4 3 4 4 8x x x x x x x x     
 
2 
2 2 2
1 2 3 1 2 2 3
4 4 2 2 3x x x x x x x     
3 
2 2 2
1 2 3 1 2 1 3 2 3
2 2 2 8 8 8x x x x x x x x x      
4 
2 2 2
1 2 3 1 2 2 3
2 9 2 4 4x x x x x x x     
5 
2 2 2
1 2 3 1 2 1 3 2 3
4 4 2 4 8 8x x x x x x x x x       
6 
2 2 2
1 2 3 1 2 2 3
4 2 2 3x x x x x x x     
7 
2 2 2
1 2 3 1 2 1 3 2 3
4 4 2 4 4x x x x x x x x x      
8 
2 2 2
1 2 3 1 2 1 3 2 3
3
3 2 3 3
2
x x x x x x x x x     
9 
2 2 2
1 2 3 1 2 1 3 2 3
3 2 6 6x x x x x x x x x       
10 
2 2 2
1 2 3 1 2 1 3 2 3
7 4 2 4x x x x x x x x x      
11 
2 2 2
1 2 3 1 2 1 3 2 3
5 2 5 2 3 2 2
4 4 2 2
x x x x x x x x x      
12 
2 2 2
1 2 3 1 2 1 3 2 3
3 7 3 8 8 8x x x x x x x x x      
13 
2 2 2
1 2 3 1 2 1 3 2 3
5 4 5 2 2x x x x x x x x x      
Вариант 
Алгебраические уравнения 
    1         2         3 
 
28 
4
2 /( 1)z i i  
 
4
16 /( )3z i i

 
 
4
8 / ( 3 ) 0z z i  
 
29 
3
8 /( )3z i i  
 
4
16 /( )3z i i

  
 
4
8 / ( 3 ) 0z z i  
 
30 
3
15 /( 5 5)iz 
 
6
16 /( )3z i

 
 
4
8 / (1 ) 0z z i  
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14 
2 2 2
1 2 3 1 2 2 3
4 8 2
3 3
x x x x x x x     
15 
2 2 2
1 2 3 1 2 1 3 2 3
2 2 2 4 5 2 2x x x x x x x x x       
16    2 2 21 2 3 1 2 1 3 2 31 15 4 3 4
2 2
x x x x x x x x x      
17 
2 2 2
1 2 3 1 3 2 3
4 4x x x x x x x     
18 
2 2 2
1 2 3 1 2 1 3 2 3
2 2 2 4 6 4x x x x x x x x x      
19 
2 2 2
1 2 3 1 2 1 3 2 3
2 3 2 8 4 2 2 2x x x x x x x x x      
20 
2 2 2
1 2 3 1 2 1 3 2 3
4 4 4 4 4x x x x x x x x x       
21 
2 2 2
1 2 3 1 2 1 3 2 3
10 14 7 10 2 5 2x x x x x x x x x      
22 
2 2 2
1 2 3 1 2 1 3 2 3
3 3
5 4 4
2 2
x x x x x x x x x
   
       
   
 
23 
2 2 2
1 2 3 1 2 1 3 2 3
2 4 2 2 2 2x x x x x x x x x      
24 
2 2
2 3 1 2 1 3 2 3
2 3 2 3 4 4 3x x x x x x x x     
25 
2 2 2
1 2 3 1 2 2 3
4 8 2
3 3
x x x x x x x     
26 
2 2
1 3 1 2 1 3 2 3
8 4 2 2 2x x x x x x x x     
27 
2 2 2
1 2 3 1 2 2 3
5 13 5 4 8x x x x x x x     
 
28 
2 2 2
1 2 3 1 2 2 3
2 4 2
2 2 2
3 3
x x x x x x x     
29 
2 2 2
1 2 3 1 2 1 3 2 3
5 4 2 4 2 2 4 2x x x x x x x x x      
 
30 
2 2 2
1 2 3 1 2 2 3
2 5 2 4 4x x x x x x x      
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