Abstract-We study the challenge of identity protection in the large public survey rating data. Even though the survey participants do not reveal any of their ratings, their survey records are potentially identifiable by using information from other public sources. None of the existing anonymisation principles (e.g., k-anonymity, l-diversity, etc.) can effectively prevent such breaches in large survey rating data sets. In this paper, we tackle the problem by defining the (k, )-anonymity principle. The principle requires for each transaction t in the given survey rating data T , at least (k − 1) other transactions in T must have ratings similar with t, where the similarity is controlled by . We propose a greedy approach to anonymize survey rating data and apply the method to two real-life data sets to demonstrate their efficiency and practical utility.
I. INTRODUCTION
The problem of privacy-preserving data publishing has received a lot of attention in recent years [9] , [15] . Privacy preservation on relational data has been studied extensively. A major type of privacy attack on relational data includes re-identifying individuals by joining a published data set containing sensitive information with the external data sets modeling background knowledge of attackers [14] . Most of the existing work is formulated in contexts of several organizations, such as hospitals, publishing detailed data (also called microdata) about individuals (e.g. medical records) for research or statistical purposes.
Recently, a new privacy concern has emerged in privacy preservation research: how to protect the privacy of individuals in published large survey rating data. For example, movie rating data, supposedly to be anonymized, is de-identified by linking un-anonymized data from another source. On October 2, 2006, Netflix, the world's largest online DVD rental service, announced a $1-million Netflix Prize for improving their movie recommendation service [8] . To aid contestants, Netflix publicly released a data set containing 100,480,507 movie ratings, created by 480,189 Netflix subscribers between December 1999 and December 2005. Narayanan and Shmatikov [15] have shown that an attacker only needs a little bit information of an individual to identify the anonymized movie rating transaction of the individual in the data set. They re-identified Netflix movie ratings using the Internet Movie Database (IMDb) (http: //www.imdb.com/) as a source of auxiliary information and successfully identified the Netflix records of known users, uncovering their political preferences and other potentially sensitive information. In this paper, we will refer to two types of data as "survey rating data" and "relational data". Table I (a) is a published survey rating data set containing ratings of survey participants on a range of issues either sensitive or non-sensitive. The higher the rating is, the more preferred the participant is towards the issue. "null" means the participant did not rate the issue. Table I(b) contains comments on non-sensitive issues of some survey participants, which might be obtained from public information sources such as personal weblogs or social network.
A. Motivation
However, individuals's private ratings in the anonymous survey rating data set are potentially identifiable based on their public comments from other sources [15] . By matching the ratings of non-sensitive issues with publicly available preferences, an adversary can identify a small number of candidate groups that contain the record of the victim. It is unfortunate if there is only one record in the candidate group. For example, Alice is at risk of being identified in Table I (a), since t 1 is unique and could be linked to Alice's comments in Table I(b) . This example motivates the following challenge: How to preserve individual's identity privacy in a large survey rating data set?
Though several algorithms have been proposed to preserve privacy in relational data, most of them can deal with relational data only [17] , [14] , [13] . The structure of large survey rating data is different from relational data, since it does not have fixed personal identifiable attributes. The lack of a clear set of personal identifiable attributes makes the anonymisation challenging [23] , [7] . In addition, survey rating data contains many attributes, each of which corresponds to the response to a survey question, but not all participants need to rate all issues (or answer all questions), which means a lot of cells in a data set are empty. Hence, previous methods can not be applied to deal with survey rating data and it is much more challenging to devise anonymisation methods for large survey rating data than for relational data.
II. RELATED WORK
Privacy preserving data publishing has received considerable attention in recent years, especially in the context of Table I : (a) A published survey rating data set containing ratings of survey participants on both sensitive and non-sensitive issues. b) Public comments on some non-sensitive issues of some participants of the survey.
relational data [12] , [11] , [1] , [16] , [14] , [13] , [19] , [20] . All these works assume a given set of attributes QID on which an individual is identified, and anonymize data records on the QID. Aggarwal [1] presents a study on the relationship between the dimensionality of QID and information loss, and concludes that, as the dimensionality of QID increases, information loss increases quickly. Large survey rating data sets present a worst case scenario for existing anonymisation approaches because of the high dimensionality of QID and sparseness of the data sets. To our best knowledge, all existing solutions in the context of k-anonymity [17] , [16] , ldiversity [14] and t-closeness [13] assume a relational table, which typically has a low dimensional QID. Survey rating data sets, on the other hand, are characterized by sparseness and high dimensionality, which makes the current state-ofart principles incapable handling the anonymisation of large survey rating data sets.
There are few previous works considering the privacy of large rating data. In collaboration with MovieLens recommendation service, Frankowski et al. correlated public mentions of movies in the MovieLens discussion forum with the users' movie rating histories in the internal Netflix data set [5] . Recent study reveals a new type of attack on anonymized MovieLens data [15] . The supposedly anonymized movie rating data is re-identified by linking non-anonymized data from other sources. To our best knowledge, no anonymisation models and methods exist for preserving privacy for large survey rating data sets.
Privacy-preservation of transactional data has been acknowledged as an important problem in the data mining literature [3] , [4] , [21] , [7] , [23] . The privacy threats caused by publishing data mining results such as frequent item sets and association rules is addressed in [3] , [4] . The work in [2] , [21] focus on publishing anonymous patterns, where the patterns are mined from the original data, and the resulting set of rules is sanitized to present privacy breaches. In contrast, our work addresses the privacy threats caused by publishing a large survey rating data. Recent work [7] , [23] targets anonymisation of transaction data. Our work aims to prevent individual identity disclosure in a large survey rating data set. Our recent work [18] addresses the problem of how to decide whether a survey rating data satisfies the given privacy requirements, we do not discuss techniques for anonymizing survey rating data.
III. (k, )-ANONYMITY
In this section, we formally define the (k, )-anonymity model for protecting privacy in large survey rating data.
We assume that survey rating data publishes people's ratings on a range of issues. Some issues are sensitive, such as income level, while some are non-sensitive, such as the opinion of a book, a movie or a kind of food. Each survey participant is cautious about his/her privacy and does not reveal his/her ratings. However, an attacker can use auxiliary information to identify an individual's sensitive ratings in supposedly anonymous survey rating data. The auxiliary information of an attacker includes: (i) knowledge that a victim is in the survey rating data and; (ii) preferences of the victims on some non-sensitive issues. For instance, an attacker may find a victim's preference (not exact rating scores) by personal familiarity or by reading the victim's comments on some issues from personal weblogs or social networks. We assume that attackers know preferences of non-sensitive issues of a victim but do not know exact ratings and want to find out the victim's ratings on some sensitive issues. Our objective is to design an effective model to protect privacy of people's sensitive ratings in published survey rating data.
Given a survey rating data set T , each transaction contains a set of numbers indicating the ratings on some issues. If two transactions are -proximate, the dissimilarity between their non-sensitive ratings is bound by . In Table  I (a), if = 1, ratings 5 and 6 may have no difference in interpretation, so t 5 and t 6 are 1-proximate based on their non-sensitive rating.
Definition 2 ((k, )-anonymity).
A survey rating data set is (k, )-anonymous if every transaction in the survey rating data set has at least (k − 1) -proximate neighbors.
The idea behind (k, )-anonymity is to make each transaction in a survey rating data set similar with at least other (k − 1) transactions in order to avoid linking to individual's sensitive ratings. (k, )-anonymity can well protect identity privacy, since it guarantees that no individual is identifiable with confidence up to a function of with probability greater than 1/k. Given a survey rating data set T and the values of k, , the objective of (k, )-anonymisation is to modify T to make it satisfy the k, requirements. In the next section, we discuss identity anonymization in survey rating data.
IV. IDENTITY ANONYMIZE IN SURVEY RATING DATA
In this section, we describe the anonymization technique of the (k, )-anonymity model in survey rating data. We first introduce some preliminaries and the metric to quantify the distortion caused by anonymization, and then describe the greedy anonymization algorithm with examples.
A. Preliminaries
Given a survey rating data set T , we define a binary flag matrix F (T ) to record if there is a rating or not for each non-sensitive issue. F (T ) ij = 1 if the ith participant rates the jth issue and F (T ) ij = 0 otherwise. For instance, the flag matrix associated with the rating data of Table I(a) is
in which each row corresponds to survey participants and each column corresponds to non-sensitive issues. In order to measure the distance between two vectors in the flag matrix, we borrow the concept of Hamming distance [10] . 
Definition 3 (Hamming Distance

B. Distortion Metrics
In this section, we define a measure to capture the information loss. 
Definition 5 (Tuple distortion). Let t = (t 1 , t 2 , · · · , t m ) be a tuple and t = (t 1 , t 2 , · · · , t m ) be an anonymized tuple of t. Then, the distortion of this anonymisation is defined as: Distortion(t, t ) =
Definition 6 (Total distortion). Let T = (t 1 , t 2 , · · · , t n ) be the anonymized data set from T = (t 1 , t 2 , · · · , t n ). Then, the total distortion of this anonymisation is defined as:
Distortion(T, T ) = n i=1
Distortion(t i , t i )
For example, let T = (t 1 , t 2 , t 3 , t 4 ), where t 1 = (5, 6, 0), t 2 = (2, 5, 0), t 3 = (4, 7, 0) and t 4 = (5, 6, 0). Let T = (t 1 , t 2 , t 3 , t 4 ) be anonymization of T , where t 1 = (5, 5, 0), t 2 = (3, 5, 0), t 3 = (3, 7, 0) and t 4 = (5, 7, 0). Then, the distortion between the two data sets is 1 + 1 + 1 + 1 = 4.
C. The algorithm
For ease, we first illustrate our approach in the scale of single attribute, and then we extend it to multiple attributes.
Let t = (t 1 , t 2 , · · · , t n ) be the ratings of some issue from n survey participants with the privacy requirement . We assume that some ratings in t are not bounded by , and our aim is to modify t to make every pair of ratings is bounded by while minimizing the distortion. The idea of the approach is as follows. Order all ratings for the issue t, and find the minimum rating Min and maximum rating Max. Find all intervals of the size between Min and Max. Change the ratings that does not fit in this interval such that the distortion is minimized. In the case of some tuples with the same minimum distortion, randomly pick up one of them as the anonymization. The process is described in Algorithm 1.
ALGORITHM 1: single anonymizer(t, )
1 Input: an ascended tuple t = (t 1 , · · · , t n ), and 2 Output: t = (t 1 , · · · , t n ) with minimum distortion 3 / * Computing distortions for all intervals * / 4 for i ← 1 to
For example, if t = (3, 4, 5, 6, 7, 7, 8, 8 ) and = 2. The Min is 3 and Max is 8. Build all the intervals with the size of 2, which are (3, 5) , (4, 6) , (5,7) and (6, 8) . Following Algorithm 1, the anonymization of t is shown in Table II In order to extend the approach to deal with multiple issues, we first find all the maximal Hamming groups in T , there are two cases may happen;
Case 1: The cardinality of each maximal Hamming group is greater than k. For each Hamming group, we apply the algorithm single anonymizer(A, ) on every issue A in T to get the anonymized survey rating data T .
Case 2: There exists at least one maximal Hamming group containing less than k participant. In this case, we distribute the records to other Hamming groups to make the cardinality of each Hamming group be at least k and follow the procedure of Case 1 to anonymize T .
Let us take Table I (a) as an example with k = 2, = 1. As discussed in Section IV, there are two maximal Hamming groups HG 1 = {t 1 , t 2 , t 3 , t 4 } and HG 2 = {t 5 , t 6 }. HG 2 has already satisfied the privacy requirement, but HG 1 does not. The anonymization of HG 1 is shown in Table III 
D. Complexity analysis
Recall that our objective is to anonymize data consisting of a set of transactions T = {t 1 , t 2 , · · · , t n }, |T | = n. Each transaction t i ∈ T contains m issues. The computation cost consists of three parts, which are sorting, finding intervals and computing distortion. The complexity of the sorting is O(mnlogn). During the next phrase of the algorithm, for each attribute, we find the Min and Max and all the possible intervals with size , which incur the amount of O(2(n−1)) overhead, and the cost for comparisons to search the one with least distortion is O(n). So, the total complexity of all attributes in this phrase is O(mn). The last phrase to compare original and anonymous data sets to estimate the distortion has the cost of O(mn). The computational complexity of this alternative approach is O(mnlogn+mn).
V. EXPERIMENTAL STUDY
In this section, we experimentally evaluate the effectiveness and efficiency of the proposed anonymization algorithms.
A. Data Sets
Our experimentation deploys two real-world databases. MovieLens (http://www.grouplens.org/taxonomy/term/14 and Netflix data sets (http://www.netflixprize.com/). MovieLens data set contains 100,000 ratings (5-star scale), 943 users and 1682 movies. Netflix data set contain 
B. Efficiency
Data used for Figure 1 (a) is generated by re-sampling the Movielens and Netflix data sets while varying the percentage from 20% to 100%. We evaluate the running time for the (k, )-anonymity model with default setting k = 40, = 2. For both data sets, the execution time for (k, )-anonymity is increasing with the increasing data percentage. This is because as the percentage of data increases, the computation cost increases too. The result is expected since the overhead is increased with the more dimensions.
Next, we evaluate how the parameters affect the cost of computing. Data set used for this sets of experiments are the whole sets of MovieLens and Netflix data and we evaluate by varying the value of k. Setting = 2, Figure 1(b) displays the results of running time by varying k from 20 to 60 for both data sets. The cost drops as k grows. This is expected, because fewer search efforts for -proximate neighborhoods needed for a greater k, allowing our algorithm to terminate earlier.
C. Data Utility
Having verifying the efficiency of our technique, we proceed to test its effectiveness. We measure the utility by the distortion metric defined in Section IV-B. Generally speaking, the more the distortion is, the less useful the anonymized data would be.
We first study the influence of (i.e., the length of a proximate neighborhood) on data utility. Towards this, we set k to 40. Concerning (40, )-anonymity, Figure 2 (a) plots the information loss on both data sets as a function of . The anonymization algorithm incurs less distortion as increases. This is expected, since a smaller demands stricter privacy preservation, which reduces data utility. When = 5, there will be no anonymization required, and therefore the information loss reaches 0. Next, we examine the utility of (k, 2)-anonymous solution with different k. Figure 2 Our evaluation methodology is that we first divide data into training and testing sets, and we apply the anonymization algorithm to the training and testing sets to obtain the anonymized training and testing sets, and finally the classification or regression model is trained by the anonymized training set and tested by anonymized testing set. The Weka implementation [24] of simple Naive Bayes classifier was used for the classification and prediction. Using the Movielens data, Figure 3 (a) compares the predictive accuracy of classifier trained on Movielens data produced by the greedy anonymization algorithm. In these experiments, we generated 50 independent training and testing sets, each containing 2000 records, and we fixed = 2. The results are averaged across these 50 trials. For comparison, we also include the accuracies of classifier trained on the (not anonymized) original data. From the graph, we can see that the average prediction accuracy is around 75%, very close to the original accuracy, which preserves better utility for data mining purposes. Similar results are obtained by using the Netflix rating data in Figure 3(b) .
VI. CONCLUSION AND FUTURE WORK
In this paper, we mitigate a privacy threat to a large survey rating data set with a principle called (k, )-anonymity. We apply the flag matrix to formulate the problem, through which we provide a greedy approach to anonymize rating data. Extensive experiments confirm that our technique produces anonymized data sets that are useful.
This work also initiates several directions for future investigations on our research agenda. First, the (k, )-anonymity model is targeted at identify protection, it is also important to address the issue of how to prevent attribute disclosures. The privacy principle similar to l-diversity might be considered. Second, it is also interesting to employ dimensionalityreduction techniques for more effective anonymisation.
