Low-Density Parity-Check (LDPC) codes received much attention recently due to their capacity-approaching performance. The iterative message-passing algorithm is a widely adopted decoding algorithm for LDPC codes [7] .
I. INTRODUCTION
Low-Density Parity-Check (LDPC) codes are generally decoded by the iterative message-passing algorithm [7] . An important design issue is finding the codes with fast decoding speed while maintaining good capacity-approaching performance. That is, the bit error rate approaches zero with few decoding iterations while a significant fraction of channel capacity is achieved. Such codes are desirable because they have less decoding computational complexity and delay.
Despite of its importance, this design issue received little attention so far. In this paper, we address this design issue for the case of Binary Erasure Channel (BEC). BEC is widely adopted as a practical channel model for packet network communications. In addition, previous research has shown that the insights gained from the case of BEC can generally be carried over to the cases of many other channels.
"Density Evolution" (DE) is an asymptotic analysis method for LDPC code performance under the message-passing decoding [5] . DE iteratively calculates the probability distributions of messages for the case where the codeword length is infinity. For a code with sufficiently long codeword length, the corresponding distributions of messages are close to these of the infinitely long codes. Hence, the code performances can be approximately determined, such as, bit error rates or message erasure probabilities in the case of BEC.
Given that the message erasure probabilities can be approximately calculated, a brutal force approach to finding LDPC codes with good decoding speed is solving a constraint optimization problem. The optimization variables are the code parameters. The objective function is the number of decoding iterations, which can be approximated calculated by DE. And the constraints includes the fixed code rate, the condition ensuring that the code can be successfully decoded, and the valid ranges of the code parameters.
Although the above brutal force approach can yield certain codes with good decoding speed, it is not satisfactory due to the following reasons. First, the constraint optimization problem does not have nice numerical properties. The objective function is discrete and indifferentiable. Almost all optimization algorithms have convergence problems. It is numerically difficult to find the optimal solutions. Second, the approach does not provide a closed-form relation between the number of iterations and the code parameters. Therefore, we can not gain any insight into the problem.
We propose an alternative and tractable approach in this paper. We prove that "density-efficient" and "capacity-approaching" LDPC codes satisfy a so called "flatness condition". By "capacity-approaching", we mean that the code rate is close to the channel capacity. By "density-efficient", we mean that the density of the parity-check matrix is low. In this paper, we only consider codes with efficiently low parity-check matrix density and low maximal left and right degrees. The codes with high parity-check matrix density or high maximal degrees are not practical in implementations.
The flatness-condition simplify our discussion on decoding speed. Based on that, we present an asymptotic approximation to the number of decoding iterations. The asymptotic approximation yields an approximated optimization approach to designing codes with good decoding speed. Instead of minimizing the number of decoding iterations directly, the approximated optimization approach minimizes the asymptotic approximation. Numerical results confirm that the number of decoding iterations and its asymptotic approximation are consistent. The approximated optimization approach also has better numerical properties.
The convergence problem in the brutal force approach is avoided.
The asymptotic approximation provides a closed-form relation between the number of decoding iterations and the code parameters. Hence, it provides useful insights into the design problem. One part of the discussion in this paper on optimal degree distributions in the sense of decoding speed is based on this closed-form relation. We also anticipate that this closed-form relation will facilitate further discussion on decoding speed in the future.
We also discuss the conditions for the optimal degree distributions in the sense of decoding speed. We show that the optimal codes are "right-concentrated". That is, the degrees of check nodes concentrate around the average right degree. In previous research, several such degree distributions are numerically found to have nice performance
The remainder of this paper is organized as follows. In Section II, we review LDPC codes, the messagepassing decoding, "density evolution", and the density capacity-approaching tradeoff. Readers who are familiar with these materials, can skip this section. In Section III, we discuss the flatness condition and asymptotic approximation to the number of decoding iterations. In Section IV, we discuss the proposed approximated optimization approach for finding codes with good decoding speed. In Section V, we discuss the conditions for optimal degree distributions in the sense of decoding speed. In Section VI, we show several numerical examples. In Section VII, we present our conclusions. 
A. Binary Erasure Channel
A BEC is shown in Fig. 1 . The channel takes binary inputs and outputs 0, 1, or e, where e stands for an erasure. The transmitted binary signal is received correctly with probability 1 − ξ. Otherwise, the channel outputs an erasure. The probability ξ is called the channel parameter. The channel capacity C = 1 − ξ.
B. LDPC code
LDPC codes are linear block codes with sparse parity-check matrix. The codes can be represented by Tanner graphs. A Tanner graph is a bipartite graph. One of its partition consists of variable nodes; whereas the other partition consists of check nodes. Each variable node represents one codeword bit; while each check node represent one linear check. A Tanner graph is shown in Fig. 2 . The variable nodes are drawn as circles; whereas the check nodes are drawn as squares.
In this paper, we consider randomly generated LDPC codes. The Tanner graph is generated according to the three code parameters: the left degree distribution λ(x), the right degree distribution ρ(x), and the codeword length N. The left and right degree distributions are polynomials:
where λ i is the fraction of edges connected to variable nodes with degree i; while ρ j is the fraction of edges connected to check nodes with degree j. The Tanner graph is generated by first growing edges from Random Permutation 
C. Message-passing Decoding
The message-passing algorithm [7] is an iterative decoding algorithm. The algorithm computes likelihood functions for all codeword bits iteratively. The final decoding decisions are hard threshold decisions on the likelihood functions.
In the case of BEC, the likelihood function has a finite alphabet. The message-passing algorithm becomes simple. During each iteration, the algorithm find check nodes with only one neighboring variable node being still erasure. The algorithm then corrects these erasures according to the linear constrains.
D. Density Evolution
Density Evolution [5] calculates the distributions of messages for the codes with infinitely long codeword length. In the case of BEC, the message erasure probability P
e after the l-th iteration can be approximately calculated as follows:
Asymptotically with the codeword length, the code can be successfully decoded with high probability if and only if
E. Density Capacity-approaching Tradeoff
It is shown that LDPC codes with bounded degrees can not achieve the channel capacity. There exists a tradeoff between the parity-check matrix density and the achievable rate [1] [9] . In the case of BEC, Shokrollahi [3] shows the following bound for achievable rate:
where, a is the average right degree,
and ∆R is the gap between the achievable rate to the channel capacity. This lower bound of the gap to the capacity decreases exponentially as the average degree increases. In the same paper, Shokrollahi show that this bound is tight. That is, there exist codes with an exponentially decreasing gap to the capacity with respect to linearly growing average degrees.
III. FLATNESS CONDITION AND ASYMPTOTIC APPROXIMATION TO THE NUMBER OF ITERATIONS
In this section, we prove that density-efficient capacity-approaching LDPC codes satisfy a necessary condition -the flatness condition. Based on the flatness condition, we further derive an asymptotic approximation to the number of decoding iterations.
The propositions and lemmas in Section III-B are not meaningful by themselves. They are useful only for proving the main theorems in Section III-C. A reader who is not interesting in the details of the proof can skip the section III-B.
A. Notation and Definition
Consider a BEC with channel parameter ξ. Consider a LDPC code with the left degree distribution λ(x) and the right degree distribution ρ(x). Denote the average right degree by a. Define b = 1/a. Let R denote the code rate. The gap between the capacity and the code rate ∆R = C − R. We define the function B(∆R, b, x) as follows:
We define the decoding convergence time T η to be the maximal l such that the message erasure probability is greater than the probability level η after l decoding iterations. For any left and right degree distributions λ(x) and ρ(x), we define
Throughout Section III, the derivatives are taken with respect to x. Throughout this paper, we also assume that the maximal left and right degrees are upper bounded by k v a and k c a respectively, where k v and k c are constants.
B. Auxiliary Propositions and Lemmas
The proofs can be found in the Appendices A to H.
Proposition 3.1:
Proposition 3.2:
Proof: Similar to that of Proposition 3.1.
Lemma 3.3:
Lemma 3.4:
Lemma 3.5:
Lemma 3.7: Let x 0 ∈ (0, ξ) and
for i = 0, 1.
C. Main Theorems
Let us consider a BEC with channel parameter ξ. Consider a sequence of degree distribution pairs:
where
are the left and right degree distributions respectively. Each pair of degree distributions defines a code. Let a n denote the average right degree for the n-th code. Define b n = 1/a n . Let R n denote the rate of the n-th code. Let ∆R n denote the gap between the capacity and the code rate for the n-th code, ∆R n = C − R.
Then we have the following theorem.
Theorem 3.10:
If b n is strictly decreasing with lim n→∞ b n = 0. The gap ∆R n is strictly decreasing and
The successfully decoding condition holds:
The maximal degrees of λ n and ρ n are upper bounded by k v a n and k c a n respectively, where k v and k c are constants. Then as n → ∞, the derivative of ξλ n (1 − ρ n (1 − x)) with respect to x converges to 1 uniformly with respect to x in the interval (0, ξ].
Proof: The proof is in Appendix I
According to this theorem, the function ξλ(1 − ρ(1 − x)) becomes flat as the code rate approaches the channel capacity and the parity-check matrix density remains efficiently low. Based on this conclusion, we prove the following theorem, which shows an asymptotic approximation to decoding convergence time
Theorem 3.11: Let η be a fixed probability level, 0 < η < ξ. If b n is strictly decreasing with lim n→∞ b n = 0. The gap ∆R n is strictly decreasing and
The maximal degrees of λ n and ρ n are upper bounded by k v a n and k c a n respectively, where k v and k c are constants. Then as n → ∞, the ratio
goes to 1.
Proof:
The proof is in Appendix J.
Remark
In the above theorems, we assume that ∆R n decrease polynomially with respect to b n . According to Section II-E, in the most efficient tradeoffs, ∆R n decreases exponentially with respect to b n . We conclude that this condition is generally satisfied in practical applications.
IV. APPROXIMATED OPTIMIZATION
A brutal force approach to finding the LDPC code with minimal decoding convergence time T η and a fixed gap to the capacity is solving the following constrain optimization problem:
Where C is the channel capacity, and 0 < ∆R < C is a fixed gap to the channel capacity. The condition in Eqn. 28 is the successful decoding condition. The condition in Eqn. 29 imposes that the code rate is C − ∆R. The constraints in Eqn. 30 come from the probability nature of degree distributions.
However, the above optimization problem is not tractable. The objective function T η is not differentiable.
This brings in convergence problems for optimization algorithms. To get around these difficulties, at this point, we invoke Theorem 3.11 and replace T η by F (λ, ρ, η). This yields the following approximated optimization problem:
subject to
The numerical results confirm that the approximated optimization has nice numerical properties.
V. OPTIMAL DEGREE DISTRIBUTION
In this section, we discuss the conditions for the optimal degree distributions in the sense of convergence speed. We show that the optimal codes are right-concentrated.
A. Low Erasure Probability Region Convergence Speed Analysis
In practical applications, the probability level η is generally small. The number of decoding iterations while the erasure probability is in a low erasure probability region may constitute a large fraction of the decoding convergence time. That is, the decoding speed in the low erasure probability region dominates the overall decoding speed.
We show in this section that if the average right degree is fixed, then the right-concentrated degree distributions have optimal decoding speed in the low erasure probability region.
Note that the relation between P (l) e and P (l+1) e can be also written as follows: where y is a auxiliary variable. The iterative process of P (l) e is illustrated in Fig. 3 . To increase the decoding speed, we need to move the curve ρ(1 − x) upward and the curve 1 − λ −1 (x/ξ) to the left.
Moving the curve ρ(1 − x) upward is equivalent to making the function ρ(1 − x) larger. Moving the curve
to the left is equivalent to making the function λ(1 − x) smaller. To have fast decoding speed in the low message erasure probability region, we need to make ρ(x) large for x near 1 and λ(x)
small for x near 0.
We need the following auxiliary lemma for proving the main theorem in this section.
Lemma 5.1: Let γ(x) be a degree distribution with average degree a and maximal degree d ≥ 3.
Assume γ i > 0 and γ i+2 > 0, for 1 < i < d. Then another degree distributionγ(x) with the same average and maximal degrees can be constructed as follows:
where β is a sufficiently small positive real number such thatγ(x) is well defined. We also have
Proof: The proof is in Appendix K.
Theorem 5.2:
Let d be an positive integer. Let x be an arbitrary real number,
. Then the degree distribution with average degree a and maximal degree d which maximizes the function γ(x) is
where i = ⌊a⌋ is the largest integer smaller than a.
Proof: The proof is in Appendix L.
The above Theorems imply that the degree distributions with fast decoding speed at the low erasure probability region are right-concentrated.
B. Asymptotic Approximation Based Analysis
In this section, we discuss the condition for the optimal degree distributions in the approximated constraint optimization program in Eqn. 31, 32, 33, 34. We have the following theorem, which shows that the optimal degree distributions are right-concentrated. • If ξ ≤ 1 − e −2/dc , then ρ * j are non-zero only for two j's.
• If ξ > 1 − e −2/dc , then either
as η → 0 or ρ * j are non-zero only for two j's when η is sufficiently small.
Proof:
The proof is in Appendix M.
VI. NUMERICAL EXAMPLES
In this section, we show several numerical design examples. We also compare the codes designed by the proposed approach to one well-known class of LDPC codes: the Heavy-tail/Poisson codes [6] [2]. Message erasure probability at the n−th iteration Message erasure probability at the (n+1)−th iteration ρ(x) = 0.5330x
The function ξλ(1 − ρ(1 − x)) is shown in Fig. 4 as the solid line. The dashed line shows the straight line y = x. For η = 10 −3 , The decoding convergence time T η = 47 in the corresponding density evolution.
The asymptotic approximation F (λ, ρ, η) = 47.9400.
We construct practical codes according to the designed degree distributions. The codeword length is 
Example 2:
In the second example, we consider the BEC with parameter ξ = 0.48. The code rate is 0.5.
We find the following left and right degree distributions:
The function ξλ(1 − ρ(1 − x)) is shown in Fig. 6 as the solid line. The dash line shows the straight line y = x. For η = 10 −3 , the decoding convergence time T η = 107 in the corresponding density evolution.
The asymptotic approximation F (λ, ρ, η) = 108.7363.
We construct practical codes according to the above degree distributions. The simulation results on message erasure probabilities after different numbers of iterations are shown in Fig. 7 as the dash-dot curve. The message erasure probabilities by density evolution are shown as the solid curve. The codeword length is 32k bits. Message erasure probability at the n−th iteration Message erasure probability at the (n+1)−th iteration 
The function ξλ(1 − ρ(1 − x)) is shown in Fig. 8 as the solid curve. The dash line shows the straight line y = x. For η = 10 −3 , the decoding convergence time T η = 26 in the corresponding density evolution.
The asymptotic approximation F (λ, ρ, η) = 26.6844.
The simulation results on the message erasure probabilities after different numbers of iterations are shown in Fig. 9 . The message erasure probabilities in the density evolution are shown as the solid curve.
The codeword length is 32k bits. 
The left and right degree distributions by the proposed design approach are as follows:
λ(x) = 0.1819x + 0.4101x 2 + 0.0152x 7 + 0.3928x These numerical results confirm our theoretical results that the derivatives of ξλ(1 − ρ(1 − x)) with respect to x are close to 1 for density-efficient capacity-approaching codes. The asymptotic approximation F (λ, ρ, η) is generally tight. The proposed approach yields codes with good decoding speed. The optimal codes are right-concentrated.
VII. CONCLUSIONS
In this paper, we present a framework for designing LDPC codes with fast decoding speed. Both the theoretical discussion and numerical results show that Density-efficient capacity-approaching codes satisfy the flatness condition. Asymptotically the decoding convergence time T η can be approximated by F (λ, ρ, η). The asymptotic approximation is generally tight for practical scenarios. The optimal degree ′ follows from the fact that Note that the maximal right degree is bounded by k c a. The upper bound follows from
APPENDIX B THE PROOF OF LEMMA 3.3
Proof: Using the change of variable x = 1 − v, we have
Using the change of variable x = ξλ(u), we have
The lemma follows. Proof: Let us denote x by x 0 for convenience and define The geometric meaning of x 1 is shown in Fig. 11 . The number x 1 is the x coordinate of the intersection point of the horizontal line y = 1 − λ −1 (x 0 /ξ) and the straight line tangent to the curve y = ρ(1 − x) at the point (x 0 , ρ(1 − x 0 )).
The shadowed region in Fig. 11 is smaller than the shadowed region in Fig. 12 . The area of the shadowed region in Fig. 11 is
The area of the shadowed region in Fig. 12 is
Hence
We further bound (−1)[ρ(1 − x 0 )] ′ as in Proposition 3.1. This gives us the following bound
The lemma follows.
APPENDIX D THE PROOF OF LEMMA 3.5
Proof: We can write [λ(1 − ρ(1 − x))] ′′ as follows:
Hence, we have the following bound:
Applying the following bounding,
we have
Note that   kva i=3
Further apply the following upper bounds for j ρ j (1 − x) j−2 and
APPENDIX E THE PROOF OF LEMMA 3.6
Proof:
. Let x ∈ (0, ξ), x = x 0 , we have the following Taylor series expansion
where ζ is a real number between x 0 and x. According to the hypotheses, ξλ(1 − ρ(1 − x)) < x. This
′′ > 0, we therefore have the following more convenient inequality:
Set x = x 0 + b 2 in the above inequality, with a little algebra we have
To prove the lower bound in the lemma, we will bound the two terms in the right hand side of Eqn. 78 separately.
We bound the first term as follows. Since [ρ(1 − x)] ′′ is a monotonous decreasing function,
Apply the bound in Proposition 3.2, we hve
Thus, the first term in the right hand side of Eqn. 78 can be lower bounded
We bound the second term in the right hand side of Eqn. 78 as follows. The second term in the right hand side of Eqn. 78 can be rewritten as follows:
According to Lemma 3.4,
According to Proposition 3.1
Hence, the second term in the right hand side of Eqn. 78 can be lower bounded as follows.
Substituting Eqns. 85 and 81 into Eqn. 78 gives the lower bound in the lemma.
We will prove the upper bound in the lemma. Set x = x 0 − b 5 in Eqn. 77, with a little algebra we have
Since of Lemma 3.4 and Proposition 3.1, the first term at the right hand side of Eqn. 86 can be bounded
Note that the maximal right degree is bounded by k c a. Hence
By bounding [ρ(1 − ζ)] ′′ as in Proposition 3.2, the second term at the right hand side of Eqn. 86 can be bounded by
Substituting Eqns. 87 and 89 into Eqn. 86 gives the upper bound in the lemma.
APPENDIX F THE PROOF OF LEMMA 3.7
Proof: Notice that
APPENDIX G THE PROOF OF LEMMA 3.8
Proof:
Denote x by x 0 for convenience. Define
The geometric meaning of x 0 , x 1 , y 0 , and y 1 is shown in Fig. 13 . The point (x 1 , y 1 ) is the intersection of the vertical straight line x = x 1 and the straight line tangent to the curve ρ(1 − x) at the point (x 0 , y 0 ).
(x ,y ) 1 1 Fig. 13 . The geometrical interpretation of x0 and x1.
The area of the shadowed region in Fig. 13 is
The shadowed region in Fig. 13 is smaller than the shadowed region in Fig. 12 ,
APPENDIX H THE PROOF OF LEMMA 3.9
Proof: Define Since b < (1 − ξ)/k c ,
The geometric meaning of x 1 is shown in Fig. 14 . The point (x 1 , 0) is the intersection of the x-axis and the straight line tangent to the curve y = ρ(1 − x) at the point (x 0 , y 0 ).
The shadowed region in Fig. 14 is smaller than the shadowed region in Fig. 12 . For the area of the shadowed triangle region in Fig. 14 , the width is x 1 − x 0 , the height is (x 1 − ξ)y 0 /x 1 − x 0 , and the area
Since this area is monotonously increase with respect to x 1 , applying the bound for x 1 in Eqn. 101, we have the following lower bound of the area
This lower bound is less than the area of the shadowed region in Fig. 12 y
APPENDIX I THE PROOF OF THEOREM 3.10
Proof: The proof is divided into three steps.
Step I: We will define a partition of the interval (0, ξ].
For any n, we partition the interval (0, ξ] into three subintervals (0, ζ 0 ], (ζ 0 , ζ 1 ], and (ζ 1 , ξ], where
we claim that the partition is well-defined for sufficiently large n. That is, ζ 0 < ζ 1 for sufficiently large n. Note that
This lower bound of ρ n (1 − ζ 0 ) goes to 1, as n goes to infinity. Hence
On the other hand,
Since ρ n (1 − x) is a monotonously decreasing function, we conclude that ζ 0 < ζ 1 for sufficiently large n.
We claim that ζ 1 < ξ − (b n ) 2 for sufficiently large n. According to Lemma 3.9,
while by definition
The claim is proven.
Step II: In this step, we show that the derivative of the function ξλ n (1 − ρ n (1 − x)) converges to 1 uniformly in the subinterval (ζ 0 , ζ 1 ).
We will show that the function [ξλ n (1 − ρ n (1 − x))] ′ is upper bounded and this upper bound goes to 1 uniformly as n goes to infinity. According to Lemma 3.7,
According to lemma 3.6,
Also note that
We conclude that
Therefore, the function
This upper bound goes to 1 as n goes to infinity.
We claim that for x ∈ (ζ 0 , ζ 1 ],
Hence for x ∈ (ζ 0 , ζ 1 ],
for sufficiently large n. Denote ξλ n (1 − ρ n (1 − x)) by y. According to Lemma 3.8,
Bounding [ρ n (1 − x)] ′ as in Proposition 3.1, we have
Note that
We have
Therefor for sufficiently large n,
We will show that the function [ξλ n (1 − ρ n (1 − x))] ′ is also lower bounded and this lower bound converges to 1 as n goes to infinity. Note that
where y = ξλ n (1 − ρ n (1 − x)). For sufficiently large n, we bound the second term as follows:
We have the following lower bound for
5 , according to Lemma 3.6 we have,
as n → ∞. We conclude that this lower bound for [ξλ n (1 − ρ n (1 − x))] ′ converges to 1 as n goes to infinity.
From the above, we conclude that [ξλ n (1 − ρ n (x))] ′ converges to 1 uniformly for x ∈ (ζ 0 , ζ 1 ] as n goes to infinity.
Step III: In this step, we show that the function [ξλ n (1 − ρ n (1 − x))] ′ also converges to 1 uniformly in the subintervals (0, ζ 0 ) and (ζ 1 , ξ].
For x ∈ (0, ζ 0 ), according to Lemma 3.5,
while the length of this interval is 2b
For x ∈ (ζ 1 , ξ), according to Lemma 3.5,
while the length of this interval is bounded by 1. Hence [ξλ n (1−ρ n (1−x))] ′ also converges to 1 uniformly in the interval (ζ 2 , ξ). The theorem is proven.
APPENDIX J THE PROOF OF THEOREM 3.11
Proof: The proof is divided into four steps.
Step I: in this step, we define a partition of the interval (0, ξ).
According to Theorem 3.10, the derivative of ξλ n (1 − ρ n (1 − x)) converge uniformly to 1 for x ∈ (0, ξ]
as n goes to infinity. There exists an ǫ n such that
for x ∈ (0, ξ) and ǫ n → 0 as n → ∞.
We partition the interval (η, ξ) into subintervals (x 0 , x 1 ), (
real numbers x i are recursively defined as follows:
• Step (a), set k = 0, x 0 = η.
• Step (b), set
(135)
Step (c), if x k+1 ≥ ξ, set x k+1 = ξ, m = k + 1 and stop. Otherwise, set k = k + 1, go to step (b).
Step II: in this step, we show an upper bound for
For each interval (x k , x k+1 ), the length of the interval is at most
Hence,
Therefore, we have the following upper bound
Step III: in this step, we show lower and upper bounds for F (λ, ρ, η)/T η .
Denote the message erasure probability at l-th iteration by P (l)
e . Let T k be the number of P (l) e such that
e ∈ [x k , x k+1 ). Note that the message erasure probability decreases at least
and at most
during each iteration. Hence, the following inequalities hold
It follows that
According to the bounds in Eqn. 142, we have
Note that T η = m k=1 T k , we have
Therefore, we have the following bounds for the ratio
Step IV: in this step, we show that the lower and upper bound in the last step all converges to 1 as n goes to infinity.
It suffices to show that m/T η → 0 as n → ∞.
We claim that
According to Eqn. 149
From the above, we conclude that the claim is true.
We bound the ratio m/T η as follows.
From the above claim, we have
We conclude that the ratio m/T η goes to 0 as n goes to infinity. The theorem is proven. 
Note that i i+2 and 1 are two roots of the polynomial
APPENDIX L THE PROOF OF THEOREM 5.2
Proof:
We prove the theorem by contradiction. Assume that the degree distribution γ(x) is nonzero for more than three indices or is nonzero for two non-consecutive indices. Then, either one of the following two cases happens.
Case 1: there exist three consecutive indices i − 1, i, i + 1 such that γ i−1 , γ i , and γ i+1 are nonzero.
According to Lemma 5.1, we can constructed another degree distributionγ(x) such thatγ(x) > γ(x).
This contradict to the hypothesis that γ(x) is optimal.
Case 2: there exist positive integers i and j such that γ i , γ j are nonzero, i < i + 1 < j, and γ k = 0 for any k, i < k < j.
The conditions of Lemma 5.1 is also satisfied in this case. Define γ k (x) for each k, i < k < j, as:
We can find real numbers α i+1 , α i+2 , · · · , α j−1 such that α k > 0, for i < k < j, and the polynomial
is a valid degree distribution. The degree distributionγ(x) has average right degree a. Since γ k (x) > 0 for each k, we haveγ
The theorem follows from the discussions in the two cases.
APPENDIX M THE PROOF OF THEOREM 5.3
The optimal ρ * j must also be the solution of the following constrain optimization problem with λ i being fixed and equal to λ * i . 
We will show that the first term at the right hand side of Eqn. 176 goes to −∞ as η goes to zero and the second term is bounded. When η is sufficiently small, We first show the bounding of the second term. Assume for x ∈ (1 − e −2/dc , ξ)
For x ∈ (1 − e −2/dc , ξ), we can bound g(x) as follows:
Hence, we have the following bound: 
Next, we will show that the first term in the right hand side of Eqn. 176 goes to −∞ as η goes to zero.
According to theorem 3.10, as x → 0, 
We also have 
as η → 0. When η is sufficiently small, ξ η g(x)j(1 − x) j−1 dx is concave with respect to j. There exist at most two j's which satisfy Eqn. (174). The theorem is proven.
