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We study boundary conditions of topological sigma models with the goal of generalizing the
concepts of anomalous symmetry and symmetry protected topological order. We find a version of ’t
Hooft’s anomaly matching conditions on the renormalization group flow of boundaries of invertible
topological sigma models and discuss several examples of anomalous boundary theories. We also
comment on bulk topological transitions in dynamical sigma models and argue that one can, with
care, use topological data to draw sigma model phase diagrams.
In recent years, there has been an explosion of activity
in both condensed matter [1–3] and high energy physics
[4–6] surrounding discrete symmetries and their anoma-
lies. In particular, a correspondence has been established
between G-symmetric systems with unique ground state
and mass gap and anomalous G symmetries of systems
in one smaller dimension (the “bulk-boundary correspon-
dence” or more specifically “anomaly in-flow” generaliz-
ing classic ideas when G is connected [7, 8]). This cor-
respondence relies on the study of boundary conditions
for topological terms in G gauge theories. The purpose
of this note is to explore boundary conditions for topo-
logical terms in other types of theories, especially sigma
models, and to attempt to derive physical constraints on
boundaries and phase diagrams of gapless systems.
Indeed, one can consider a G gauge theory as a kind of
sigma model, since a G gauge field over a spacetime M
is the same thing as a map A : M → BG, where BG is
a typically infinite-dimensional space known as the clas-
sifying space of G. This space is easiest to construct for
finite G [9], though constructions exist for Lie groups as
well and can even encode the configuration space of dy-
namical gauge theories[10]. Dijkgraaf and Witten used
this approach to study topological terms of these the-
ories by studying the cohomology of BG [11]. If the
spacetime dimension is D, then any cohomology class
ω ∈ HD(BG,U(1)) defines a topological term by pull-
back:
S(A) = kinetic and potential terms +
∫
M
A∗ω.
When M is not closed, the resulting term is gauge in-
variant only up to a boundary variation. Thus, we must
either restrict the class of boundary gauge transforma-
tions (by breaking the symmetry) or include new bound-
ary degrees of freedom which are invariant under global
G transformations but not local ones. In the latter case,
the boundary system is said to have an ’t Hooft anomaly
and we say the combined system is gauge invariant by
anomaly in-flow [12]. This typically implies the symmet-
ric boundary is either gapless or carries topological order
[13].
What happens when BG is replaced by some other
spaceX? We can study topological terms of such theories
using the same techniques, do these lead to non-trivial
constraints on the boundary modes? What does anomaly
mean in these situations where there is no symmetry at
play, only the topology of the configuration space?
I. PHASES OF SIGMA MODELS
We consider field theories of maps σ : M → X , where
M is the spacetime and X is the target space. Writ-
ten as a path integral, the (Euclidean) partition Z(M)
function decomposes as a sum over homotopy classes of
σ. We denote the space of such maps as Maps(M,X)
and the set of homotopy classes are the connected com-
ponents of this space π0Maps(M,X), with [σ] denoting
the homotopy class of σ. Then we may write
Z(M) =
∑
[σ]
Z(M, [σ]). (1.1)
We will assume that a regularization procedure exists
which can define all of the Z(M, [σ]) separately. In other
words, while soliton “number” [σ] is a classically con-
served quantity, we need to assume that it remains con-
served in the quantum theory.
We are interested in global features of this sum. There
are three interrelated approaches, given in increasing dif-
ficulty but desirability. The first is to take Z = Ztop
to be topological, that is, independent of the metric or
other geometric data ofM up to continuous deformation.
This is useful for studying boundary theories, whose RG
flows will be constrained by a version of ’t Hooft anomaly
matching we discuss in Section II.
The second approach is to take a dynamical sigma
model Z0 and form the twisted sigma model
Ztwist(M, [σ]) = Z0(M, [σ])Ztop(M, [σ])
analogous to how one may twist a gauge theory by a
Dijkgraaf-Witten term [14–17]. We then ask how is
Ztwist different from Z0? For instance, we expect that
boundary conditions for Z0 and Ztop will combine to form
interesting boundary conditions of Ztwist.
The third approach is to begin with any sigma model
and try to factor it as a twisted sigma model, extracting
the topological part. This is the situation we must study
to derive constraints on the phase diagram of dynamical
sigma models.
2For example, we will study situations where solitons
carry G charges. This is detected by the leading term in
a twisted partition function on M = N ×S1, where N is
a compact space:
Z(N × S1, g, [σ]) = TrN,[σ]U(g) e
−βH = χ(g)e−βE0 + · · ·
(1.2)
where [σ] ∈ π0Maps(N,X) is the soliton number la-
belling the sector of Hilbert space of N over which the
trace is computed, U(g) is the unitary representation of
a symmetry element g ∈ G on the Hilbert space, β is
the length of the thermal circle, χ(g) is a character of G,
telling us what charge the soliton carries, E0 is the zero-
point energy of the soliton, and the dots denote sublead-
ing exponentials in β. Indeed, since N is compact, there
is always a gap above the soliton ground states, so χ(g)
can only change at special values of system parameters
where this gap closes. We discuss an example of such a
topological transition in Section IV. One effect of a topo-
logical twist is to change what character appears in this
expansion.
In what follows, we will consider sigma models which
are nondegenerate, meaning the ground state is nonde-
generate in each topological sector σ ∈ π0Maps(N,X)
and all compact spaces N . For twisted sigma models this
condition implies that Ztop(M, [σ]) is an invertible topo-
logical sigma model (for which Ztop(M, [σ])
−1 is also the
partition function of a topological sigma model). Such
theories were recently studied using homotopy theory in
a related context in [18] and in an attempt to classify
crystalline SPT phases in [19].
II. INVERTIBLE TOPOLOGICAL SIGMA
MODELS
The most basic invertible topological sigma models
are the analogs of Dijkgraaf-Witten theory [11]: they
are given by a choice of target space X and a cocycle
ω ∈ Hm(X,U(1)), where m is the spacetime dimension.
The partition function of a map σ : M → X is a homo-
topy invariant (provided M is closed), defined by inte-
gration of the pullback of ω:
Ztop(M, [σ]) = exp
(
i
∫
M
σ∗ω
)
. (2.1)
Dijkgraaf-Witten theory is a special case where we take
X = BG. Note that forX a closed manifold of dimension
n, nontrivial twisting cocycles ω only exist if n > m.
In analogy with invertible gauge theories [20, 21],
we expect the most general invertible topological sigma
models are classified by the group Ωmstr(X) of U(1)-
valued cobordism invariants of manifolds M with a map
σ : M → X and particular tangent structure noted in the
subscript. Z ∈ Ωmstr(X) iff it is multiplicative over dis-
joint unions and for all m + 1 manifolds W with a map
σ : W → X and specified tangent structure, Z(∂W ) = 1,
where the boundaries acquire their maps to X and tan-
gent structures by restriction. In the simplest cases, this
tangent structure is an orientation for bosonic systems
and a spin structure for fermion systems, though more
general twisted tangent structures have been physically
relevant in classification of invertible topological gauge
theories and SPT phases [19, 21].
While all such cobordism invariants Z appear as the
partition function of a topological sigma model, some
cannot be written as integrals of local densities. These
“Cheshire charges” [22, 23] describe how Skyrmion-like
defects couple to the tangent bundle of M . For exam-
ple, the π Hopf-term [18, 24], which makes sense only
in fermionic systems, lives in Ω3spin(S
2) = Z2. Using
the Atiyah-Hirzebruch spectral sequence [25–27] its ori-
gin can be traced toH2(S2,Ω1spin(⋆)) = H
2(S2,Z2) = Z2
which indicates that the Skyrmion has odd fermion par-
ity. We will return to this and similar examples below.
A. Boundary Variation and Anomaly
Interesting things begin to happen when we consider
M with boundary. First we recall what happens in
Dijkgraaf-Witten theory. Let G denote the gauge group
and A a G gauge field on M with twisting cocycle
ω(A) ∈ Hm(M,U(1)). In presence of a boundary, the
action (2.1) is not gauge invariant. Instead,
∫
M
ω(Ag) =
∫
M
ω(A) +
∫
∂M
ω1(A, g) (2.2)
for some local boundary term ω1(A, g) which depends
on both the gauge background A and the parameter of
the gauge transformation g. In order to make everything
gauge invariant we need to either restrict the gauge trans-
formation near the boundary or introduce new degrees of
freedom which transform in an opposite way under gauge
transformation.
The key observation that allows us to port this rea-
soning to the twisted sigma model case is that gauge
transformations of A are equivalent to homotopies of the
classifying map A : M → BG. Instead of gauge in-
variance then, we will be interested in how the topologi-
cal term (2.1) transforms under homotopies of σ when
∂M 6= 0. In fact, there is a direct generalization of
Eq. (2.2). To derive it, we consider a typical homotopy
h : [0, 1]×M → X1, where h(0) : M → X is the initial
configuration and h(1) the final one. Then, because ω is
closed,
0 =
∫
[0,1]×M
h∗dω =
∫
∂([0,1]×M)
h∗ω.
1 Note that a homotopy is a special case of a cobordism.
3Decomposing the boundary of [0, 1] ×M into {1} ×M ,
{0} ×M , and [0, 1]× ∂M , we then obtain
0 =
∫
M
h(1)∗ω −
∫
M
h(0)∗ω +
∫
[0,1]×∂M
h∗ω.
The last term may be written as an integral over ∂M
since [0, 1]×∂M collapses onto ∂M . Let this define ω1(h).
Rearranging, we find a formula analogous to (2.2):
∫
M
σ′∗ω =
∫
M
σ∗ω +
∫
∂M
ω1(h) (2.3)
where h is a homotopy from σ to σ′. Therefore, to pre-
serve homotopy invariance, we need to either restrict
the homotopies along the boundary (akin to symme-
try breaking) or include new degrees of freedom there
which transform nontrivially under homotopies (a kind
of anomaly).
To be precise, a homotopy invariant boundary con-
dition must have a partition function Z(σ, ∂M) which
satisfies the anomaly equation
δh logZ(σ, ∂M) = i
∫
∂M
ω1(h). (2.4)
This equation is preserved by renormalization (up to
the addition of variations of local terms), since the bulk
is topological and does not flow. One way to think
about it is we have a boundary theory Z(σ,N) for each
σ : N → X and a connection ω1 on the space of these the-
ories, acting as in Eq (2.4). If this connection were flat,
then we could use it to canonically identify the Z(σ,N) at
different σ representing the same homotopy class. How-
ever, it is not flat. Its curvature is the topological density
ω, so these identifications must depend on the path taken,
which is exactly what the bulk keeps track of. A similar
perspective on anomaly was explained in [19]. One can
liken it to a fractional Berry connection.
III. EXAMPLES
1. m = 2, X = S2, bosonic
For 1+1D theories with a map σ : M2 → S2, there
is a possible θ-term, coupling to the degree of σ. If we
write σ(u, v) as a normal vector in R3, the θ-term may
be written in coordinates u, v on M as
θ
4π
∫
M
σ · (∂uσ × ∂vσ)dudv. (3.1)
This corresponds to Eq. 2.1 for ω the generator of
H2(S2,Z) = Z. For closed M it is a homotopy invariant
of σ.
We will consider the antipodal map on S2 a symmetry
of the problem, however we do not require use of a round
metric on the sphere, and indeed there are reasons to
expect that round metrics give rise to very special field
theories. The only antipodally-symmetric values of θ are
then 0 and π. This symmetry descends from charge con-
jugation symmetry of the Abelian Higgs model and so we
will denote it C [28].
Now suppose M has boundary. The integral above is
no longer homotopy invariant. Indeed, we can stretch
the boundary over S2 as many times as we like, changing
the winding number. In other words, the boundary can
continuously absorb or emit instantons. There are sev-
eral ways of dealing with this. First, if we allow the C
symmetry to be broken on the boundary, we may tune θ
continuously to zero in a neighborhood of the boundary
and have no problems. If we insist on preserving C, how-
ever, we will have to impose some boundary condition on
σ.
The simplest boundary condition on σ is simply that
it is constant along the boundary, say mapping every
boundary component to the north pole. ThenM may be
closed up by gluing to the boundary a set of discs along
which σ is extended by a constant map.
A more complex boundary condition restricts σ to lie
along the equator at the boundary. This might come from
a planar anisotropy on the boundary. Then we may use
a similar trick to define the degree of σ, again capping off
the boundary using discs but now extending σ over these
discs to that the image lies in the southern hemisphere.
The resulting winding number is homotopy invariant.
These are all boundary conditions which in Dijkgraaf-
Witten models would be considered symmetry breaking
boundary conditions, but there are also truly anomalous
boundaries. An interesting one in the case at hand (which
is in some sense minimal) allows σ to be unconstrained
at the boundary and in fact adds a circular degree of
freedom ρ : ∂M → S1. The combined target space of
(ρ, σ) is taken not to be the product but rather a non-
trivial fibration: the Hopf fibration
S1
i
−→ S3
pi
−→ S2.
So that the boundary degrees of freedom (ρ, σ) can be
combined into a single map σˆ : ∂M → S3. This is anal-
ogous to considering a non-trivial extension of boundary
gauge groups, which was used to construct anomalies in
[29, 30].
The key fact that we use about the Hopf fibration is
that the winding number around the fiber is not well de-
fined. To see why, we begin by considering a vector field
~w on S3 which points along the fibers and along any fixed
one S1 is constant and the line integral
∫
S1
~w · tˆdt = 1.
The fibers twist around each other, so necessarily this
vector field will have some non-trivial dependence on the
S2 coordinate σ which parametrizes the fibers. In fact,
the divergence of ~w is the pullback of the volume form
on S2. It follows that the combined bulk-boundary topo-
logical term
θ
4π
∫
M
σ · (∂uσ × ∂vσ)dudv + θ
∫
∂M
σˆ∗w (3.2)
4is homotopy invariant. Note that C acts by reversing the
orientation along the fiber.
The boundary sigma model cannot exist as a purely
0+1D system since it would be a particle that sees a
half quantum of magnetic flux through the Hopf fiber, by
(3.2). Compare with the anomaly in Appendix D of [4].
Equivalently, if one takes to be σ : ∂M → S2 as a slowly
varying background parameter for the boundary theory,
the boundary anomaly amounts to a Berry curvature of π
over S2. String theorists should compare with D branes
in presence of B field [31].
One can derive the same conclusions for the boundary
of the dynamical model from the N = 2 Abelian Higgs
model, by considering only gauge transformations which
are the identity along the boundary. This frees a circu-
lar degree of freedom leaving semiclassical Higgs moduli
space {|φ1|
2 + |φ2|
2 = 1} = S3.
Note that when θ = 2π, the θ angle can be written as a
boundary ”WZW” term and no new degrees of freedom
are needed[32, 33]. In this case, we have ordinary bulk-
boundary SPT physics.
2. m = 2, X = S1, fermionic
It is also possible to give interesting examples in
fermionic systems. For example, we can consider a
1+1D system depending on a map σ : M2 → S1 as
well as a spin structure η on M . There is a single
twist in spin cobordism Ω2spin(S
1) = H1(S1,Ω1spin(⋆)) =
H1(S1,Z2) = Z2. One way to express this topologi-
cal term is to obtain from η the associated quadratic
form qη : H
1(M,Z2) → Z2 [21, 34]. Then, writing α
as the generator of H1(S1,Z2) = Z2, we obtain a sign
exp iπqη(σ
∗α).
The bulk meaning of this term is that when the string
wraps the target circle an odd number of times, the
ground state has odd fermion parity. When the string
has boundary, the winding number becomes ill-defined
and so does the fermion parity [35]. However, it is possi-
ble to make the winding number defined mod 2 if we lift
the boundary map to the double cover circle S1
2
−→ S1.
This is an extra Z2 degree of freedom at the boundary:
a fermionic zero mode.
We may also consider the boundary theory as a fam-
ily of quantum mechanical theories parametrized by S1.
Such a family has a Berry phase and from the above con-
sideration of the fermion parity, we see the meaning of
the anomaly is that the holonomy of the Berry connec-
tion exchanges states of opposite fermion parity. This
guarantees the robustness of the zero mode.
3. m = 3, X = S2, fermionic
Our next example is obtained from abelian gauge the-
ory by Higgs mechanism. We begin with a U(1) gauge
field a with Chern-Simons term at level 1 coupled to two
charge 1 scalars φ1, φ2. Then we turn on an SU(2)-
symmetric Higgs potential. As analyzed in [18, 24],
this results in a sigma model of maps σ : M3 → S2
with a special topological term for which the Skyrmion
has odd fermion parity. This topological term lives in
H2(S2,Ω1spin(⋆)) = H
2(S2,Z2) = Z2. When M = S
3
with its unique spin structure, this topological term is
minus one to the Hopf number of σ : S3 → S2.
What happens when we allow M to have boundary?
In the gauge theory, we need to deal with the boundary
variation of the Chern-Simons term. This is done by
adding a chiral scalar ρ : ∂M → S1 to the boundary
[36, 37]. The total charge of this chiral scalar is equal
to the winding number of this map [38]. In terms of
the 1-form w of the previous example, this is
∫
∂M
ρ∗w.
However, because of the chiral anomaly, this charge is
not conserved in the presence of a instantons [39, 40].
Instead, dρ∗w = da/2π.
When we go to the Higgs phase, described by the sigma
model, the chiral anomaly equation becomes dρ∗w =
σ∗ω, reproducing the relation derived between fiber and
base winding numbers for the Hopf fibration above. The
conclusion is that along the boundary, the S2 residual
Higgs degree of freedom combines with the chiral scalar
to produce map σˆ : ∂M → S3. Then, for fermion par-
ity to be well-defined, the winding number ρ∗w around
the Hopf fiber must also contribute to the fermion parity,
and only the combination of the two is conserved.
IV. TOPOLOGICAL TRANSITIONS
Let us return to our assumption of nondegeneracy.
When this assumption is violated by the closing of a gap
in some sector (N, [σ]) we may not be able to associate
a topological term to the special point a` la Eq. (1.2).
Therefore, conclusions about protected boundary behav-
ior must be discarded and we may have the analog of a
bulk transition in SPT phase [41].
To have an example, consider the abelian Higgs model
setup of example III 3 coupled as well to a charge 1 Dirac
fermion ψ with mass mψ. We regulate the fermion de-
terminant so that at positive mass mψ > 0 no Chern-
Simons term is generated upon integrating ψ while for
mψ < 0 a level 1 Chern-Simons term is generated by
parity anomaly [42]. Meanwhile we consider an SU(2)-
symmetric Higgs potential for the scalars. In the deep
Higgs phase, with mψ ≫ 0, we obtain from (φ1, φ2) an
untwisted sigma model into S2. While at mψ ≪ 0, the
Chern-Simons term leads to the twisted sigma model into
S2 we studied in example III 3. Along the boundary, in
the second case we have an S3 sigma model which splits
after the transition into an S2 × S1 sigma model, where
the S1 is no longer protected by the chiral anomaly and
may be gapped out.
In the bulk, the two sigma models are distinguished by
the fermion parity of the skyrmion. However, at mψ = 0,
the Dirac fermion has a zero mode in the presence of a
5skyrmion. Therefore, at this special point, there are two
skyrmion ground states with opposite fermion parity. In
particular, according to our prescription, we cannot asso-
ciate an invertible topological sigma model to this special
point. This is because Z(S2 × S1, σ, η) with σ wrapping
S2 → S2 once and the non-bounding, periodic spin struc-
ture η around the circle, computes Tr(−1)F exp−βH in
this sector, hence Z(S2×S1, σ, η) = 0 because of the zero
mode.
From the perspective of the infrared, at the mψ = 0
point, a new gapless degree of freedom enters. It would
be interesting to understand whether this is typical of
such “topological” transitions and which pairs of twisted
sigma models admit generically direct transitions.
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