Abstract. In image-guided lung intervention, the electromagnetic (EM) tracked needle can be visualized in a pre-procedural CT by registering the EM tracking and the CT coordinate systems. However, there exist discrepancies between the static pre-procedural CT and the patient due to respiratory motion. This paper proposes an online 4-D CT estimation approach to patient-specific respiratory motion compensation. First, the motion patterns between 4-D CT data and respiratory signals such as fiducials from a number of patients are trained in a template space after image registration. These motion patterns can be used to estimate the patient-specific serial CTs from a static 3-D CT and the real-time respiratory signals of that patient, who do not generally take 4-D CTs. Specifically, the respiratory lung field motion vectors are projected onto the Kernel Principal Component Analysis (K-PCA) space, and a motion estimation model is constructed to estimate the lung field motion from the fiducial motion using the ridge regression method based on the least squares support vector machine (LS-SVM). The algorithm can be performed onsite prior to the intervention to generate the serial CT images according to the respiratory signals in advance, and the estimated CTs can be visualized in real-time during the intervention. In experiments, we evaluated the algorithm using leave-one-out strategy on 30 4-D CT data, and the results showed that the average errors of the lung field surfaces are 1.63mm.
Introduction
Image-guided intervention has been widely used in different procedures such as lung, liver, and kidney intervention, bronchoscopy, and endovascular interventions. In percutaneous lung intervention, traditional systems use a static pre-procedural CT for guidance and might generate larger errors due to the poor reproducibility of breathholding and the dynamic deformation of lung parenchyma during respiratory cycles. The problem is further multiplexed by the simultaneous deformation of airways, bronchi and vascular structures. Therefore, a precise prediction of the movement of the lung or acquiring 4-D CT would be highly desirable for more accurate localization. For percutaneous lung intervention, 4-D CT acquisition is normally not performed in major hospitals. Therefore, it is necessary to simulate the serial CT images from a 3-D CT of that patient based on the real-time tracked signals such as the respiratory belt or the fiducial signals on the chest.
Although complex biomechanical models [1] can be constructed to model the lung motion, image processing is still necessary to adapt these models to a patient. In addition, most biomechanical models need patient-specific 4-D data [2] , which means that in a clinical scenario, motion information can only be incorporated if the 4-D images of the patient are additionally acquired. Little work has been presented for building motion models based on the extracted motion fields from 4-D data without considering biomechanical tissue properties. Sundaram et al. [3] first classified the serial images from free-breathing lung MR scans according to the normalized lung capacity and then registered the images with similar capacities to create a dynamic model of average lung deformation. However, this method only constructs the respiratory template dynamics and does not discuss motion modeling and serial image estimation. Motion model adaptation of an inter-subject model using sparse motion information had been recently presented for liver deformation to predict the drift of the exhalation position of corresponding points inside the liver [4] . Daniel A. Low et al. [5, 6] did the work for using 4D-CT lung registration to estimate the 4-D CT lung field motion.
In this paper, we propose a framework for simulating patient-specific serial images based on the 3-D data and the real-time breathing signals of the patient. First, the 4-D CT data from a number of subjects are captured and aligned onto a template space according to their baselines (the first timepoint image), and K-PCA [7] is then applied on the lung field motion vectors derived from the extracted lung field surfaces to construct the nonlinear statistics of lung motion. To establish the relationship between the fiducials' movement and lung surfaces' motion in the template space, the ridge regression method using the least squares support vector machine (LS-SVM) [8] is employed. Then, during the intervention, a 3-D CT and the real-time tracking signal of fiducials and respiratory belts of the patient will be available. Thus, we can use the trained motion estimation model to estimate the lung field motion from the real-time fiducial signals. This motion estimation can be performed in the template space. Finally, the estimated lung field motion can be used to generate serial deformations and serial images for that patient. The estimated serial images can be pre-calculated right after obtaining the intra-procedure CT and before the intervention in order to visualize them in real-time during the intervention.
In experiments, we used thirty 4-D CT data to construct the motion estimation model and applied the leave-one-out method to validate the algorithm. The results showed that the average differences between the simulated data and the real data (lung field surfaces) are 1.63mm. Our future work is to simulate the 4-D CT under breath holding and to embed the 4-D CT estimation package in our image-guided intervention system under development [9] . Fig. 1 illustrates the framework of the proposed 4-D CT estimation algorithm. The pre-processing consists of lung field segmentation, serial image registration for lung motion estimation, and registration of the first timepoint images of different subjects onto a template image. In the training stage, the normalized lung field surface motion vectors and the corresponding fiducial motion vectors of each subject are extracted. Kernel-PCA is then performed on the surface motion vectors to construct the lung motion statistical model and reduce the dimensionality of surface points. Then, a lung motion estimation model is trained using the LS-SVM algorithm to model the relationship between the fiducial signals and the lung motion feature vectors projected on the K-PCA space. In the estimation stage, an intra-procedural 3-D CT and the realtime tracked fiducial signals of a patient are available. The respiratory signals of that patient can be transferred onto the template space in order to use the motion estimation model to estimate the lung motion feature vectors and to reconstruct the lung motion vectors (surface motion vectors) of the patient. Serial deformations can be generated by using the surface motion vectors as constraints in the serial deformation simulator [10] . These serial deformations are finally transformed onto the subject space to generate the serial CTs for online visualization during intervention. 
Method

The Framework for 4-D CT Estimation
Motion Field Extraction
Lung field segmentation is a critical pre-processing step in motion field extraction to limit the motion modeling step within the thorax field and for better visualization. For each subject, we applied a joint segmentation and registration algorithm [11] and extracted the lung field by first removing the background and the cavity areas using By registering the baseline image of each subject onto the template space, the surfaces of the lung field from different subjects and their motion vectors can be deformed onto the template space. In our study, serial CT images from thirty patients, each with twelve timepoints were used. For each subject the baseline image is the exhale image and the 7 th image is the inhale image, and the 12 th image is the exhale image again. Fig. 2(a) shows an example of a lung field extracted, and Fig.  2(b) shows the surfaces extracted from the 7 th image before (blue) and after (red) registered to the 1 st image (the 1 st image is shown as the background). It can be seen that the deformable registration tracked respiratory motion well.
Motion Modeling Using Kernel-PCA
K-PCA is a nonlinear statistical modeling method and can capture the variations of shapes more accurately than PCA. The basic idea of K-PCA is that PCA computed in a high-dimensional implicit mapping function ( ) φ v , or the feature space, of the surface motion vector v can be replaced by a PCA of the kernel matrix. Let K denotes the kernel matrix of N sample surface motion vectors, i.e., , ( , )
computed in a closed form by finding the first M eigenvalues i υ and eigenvectors i a of K , i.e., KA AV = . The corresponding eigenvectors in the feature space can be computed by multiplying the mapping function values of the samples with A , and they preserve the variance of data in the feature space. Therefore, given a surface motion vector v , it can be projected onto the K-PCA space as, ( ),
where k is the mean of the kernel vectors, and k is the kernel vector of v , i.e., ( , ), 1,...
. Because in K-PCA the feature space is induced implicitly, reconstruction of a new vector v given a feature λ is not trivial. Many methods were proposed for the K-PCA reconstruction, and different cost functions could lead to different optimization problems. In this work, we used Kwok & Tsang's algorithm for reconstruction [12] .
Motion Prediction Modeling Using LS-SVM
The goal of motion estimation is to establish the relationship between the lung field surface motion v (represented by λ in the K-PCA space) with the fiducials' motion 
γ is referred to as the regularization constant. This optimization actually corresponds to a ridge regression in feature space. The Lagrangian method is utilized to solve the constrained optimization problem, and hence the new cost function becomes: 
with i α as the Lagrange multipliers. According to [8] , the conditions for optimality are equivalent to the following linear equation: 
with Π as the positive definite kernel function. Notice that because of the kernel trick, the feature mapping () φ is never defined explicitly, and we only need to define a kernel function ( , ) Π ⋅ ⋅ of the fiducial vectors. The typical radial basis function (RBF) ker-
is used in our study, where σ denotes the bandwidth of the kernel. After solving Eq. (5), we get α and b , and the element of lung motion feature vector λ can be calculated for given fiducial motion vector
Notice that because different elements of the lung motion feature vector λ are independent, all of the elements of λ at different timepoints are calculated by this model separately, similar to model the motion according to different lung capacity.
Results
We used thirty 4-D CT datasets from 30 different patients in the experiments. Twelve 3-D images were acquired for each patient, and the images were aligned so that the first and the last images were exhale data and the 7 th data was the inhale data. All the images have an in-plane resolution of 0.98x0.98mm and a slice thickness of 1.5mm. To ensure that we can get a consistent lung field surface representation, one image was randomly selected as the template, and its lung field surface was constructed first. Then, we applied the image segmentation and registration program to deform this lung field surface onto all the other images. In this way, we can obtain the lung field surface correspondences across different subjects and different timepoints to ensure the surfaces have the same trajectory. Using the same strategy, nine artificial fiducials were automatically put on the surface of the chest/belly of each CT image. In our system the EM-guidance is used to track the interventional needle, thus it is valuable to show the feasibility of the motion estimation using EM-tracked fiducials. We used the leaveone-out method to validate the proposed algorithm. Each time the baseline images from twenty eight subjects were registered onto the template image for training the lung motion estimation model. Then, the baseline image of the left-out subject and the fiducal movement signals of this subject were used to estimate the serial CT images.
Without loss of generality, suppose the baseline image of the patient to be tested is . A lung field motion vector-constrained deformation simulation method is applied to generate the serial deformation fields [13] . Finally, the deformations are transformed onto the subject space using T P − Φ . The values of these deformation vectors are subject to the global transformation G also.
The errors between the estimated lung field surface and the actual surface at each time point as well as the volumes of the lung fields were used to evaluate the accuracy of the estimation. The procedure was iterated 28 times with one subject left out each time after selecting one image as the template. The following equation was used to calculate the prediction errors for lung field surfaces:
28 tests( , ), subject is left out.
The distance between two surfaces is defined as the average of distances from all the points in one surface to the other surface [14] . Another quantitative measure is the volume of the lung field. Because the lung fields from both estimated CT and the original CT images are available, we simply calculated the lung volumes and compare whether they are close. The algorithm was implemented on an HP workstation with 4 Inter 2.5 GHz dual core Quad Q9300 processors and 4 GB RAM. The runtime for training the 4D model using 30 samples was around 1 hour, and the runtime for testing each case was less than 1 minute. Fig. 3 illustrates some examples of the results. From the second row we can see that the estimated lung field and the actual lung field match very well, and this can also be seen from the plots of the lung field volumes in the third row. In Table 1 , we list the average lung field estimation errors for 8 experiments, and each result is evaluated on the left-out subject image. For the 8 tests, the maximum amount of lung motion (on the lung field surface) is 10.20cm, the minimum one is 0.048cm, and the average lung motion is 4.78cm. It can be seen that the average errors over the serial images are between 1.22mm and 2.18mm with an average of 1.63mm. If we look at the errors at different timepoints in detail, the largest errors happened at timepoint 7, which is the inhale stage due to relatively larger movement. Overall, an acceptable range of errors were obtained for predicting the lung motion. Our future work will focus on determining and tracking the location of the lung tumor. 
Conclusion
We proposed an online 4-D CT image estimation approach to patient-specific respiratory motion compensation. The idea is that a motion estimation model is first trained using a number of 4-D CTs from different subjects. Then, this model can be used to simulate serial CTs if a 3-D image and the real-time tracked fiducial signals of a patient are given. Leave-one-out validation results from 30 4-D CT data showed the accuracy of the proposed algorithm. Our future work includes simulating 4-D CT under breath holding and implementing the algorithm in image-guided intervention.
