Abstract. Let V be an orthogonal representation of a compact Lie group G and let S(V ), D(V ) be the unit sphere and disc of V, respec-
Introduction
The purpose of this paper is to understand the topological invariants associated with equivariant gradient maps.
More precisely, we assume V is a real finite-dimensional orthogonal representation of a compact Lie group G. In other words, V is a real finitedimensional linear space with a scalar product and there is an orthogonal action of G on V denoted by gx for g ∈ G, x ∈ V. We are then interested in the homotopy classes of G-equivariant gradient mappings from V into V , which are non-zero on the unit sphere S(V ) of V. Here a map ∇F : V → V is said to be G-equivariant if ∇F (gx) = g∇F (x) for g ∈ G, x ∈ V. We completely classify the homotopy classes of such maps in terms of the G-equivariant gradient degree defined here. Our gradient degree is a natural generalization of the classical Brouwer degree with the ring of integers replaced by a ring U (G) determined by the orbit types of G (see [4] for the definition of U (G)).
Results of this type are of considerable interest because they show that there are no extra invariants to be found. Note that the study of the homotopy classes of G-equivariant gradient maps is a natural problem as these maps arise in many applications (see [3, 10, 11, 12] for example). The stronger homotopy invariance properties of our degree are reflected in the possibility to obtain connected sets of bifurcation solutions as in [3, 10, 11, 12] . The Conley index is not suitable for this. †
The analogous problem of homotopy classification of G-equivariant mappings when there is no gradient structure is well known in G-equivariant topology. In this case classifying our homotopies is equivalent to classifying the equivariant maps of S(V ) into itself. It turns out that in this case the classical Brouwer degree, which assigns an integer to each homotopy class, can be replaced by a more refined invariant which assigns to a homotopy class an element of the Burnside ring A(G) of G. In most (but not all) cases, this new invariant is determined by the Brouwer degrees of the induced maps on fixed point subspaces of isotropy subgroups (see [4, 9] and the references therein).
In the case G = {e}, V = R n Parusiński proved that the classical Brouwer degree is the only invariant (see [8] ). More precisely, he showed that two gradient maps non-vanishing on the unit sphere S n−1 are homotopic as gradient maps if and only if they are homotopic in the ordinary sense.
On the other hand, the first named author essentially showed in [3] that for the group SO(2), the analogue of the Parusiński result for SO(2)-equivariant gradient maps does not hold and he constructed an extra invariant. The work was further improved in [10] for SO(2)-actions and in [6] for general compact Lie group actions.
In the proof of the main result of [8] the following construction plays a fundamental role: assume that F = ∇ϕ is a gradient C 0 -map on R n . For x ∈ S n−1 we have F (x) = F 0 (x) + f (x)x, where F 0 = ∇(ϕ |S n−1 ). Then F is non-vanishing on S n−1 if and only if F −1
Thus to an admissible gradient vector field F on R n there corresponds the gradient pair (F 0 , f ) which "lives" on the (n − 1)-dimensional sphere. In this way Parusiński reduces dimension.
In our paper, generalizing the above construction, we introduce the notion of equivariant gradient pair. More precisely, given a smooth Riemannian manifold M with a smooth action of a compact Lie group G we consider pairs (X, f ), where X is a G-equivariant gradient vector field on M and f is a G-invariant function on M. There is also a natural notion of homotopy between G-equivariant gradient pairs.
In this article we consider smooth Riemannian G-manifolds M with a finite number of orbit types, i.e. #Φ(M ) < ∞ (see Section 2), and notice that if Φ(M ) = {(H)} then there is a bijection between the homotopy classes of G-equivariant gradient pairs on M = M (H) and the homotopy classes of gradient pairs on the quotient manifold M (H) /G. Next combining Corollary 3.1 and Corollary 6.2 we classify the homotopy classes of equivariant gradient pairs on M.
In Section 2 we recall some definitions of equivariant topology and give the precise definitions used in our paper. Section 3 contains the basic technical results. The main results of this section are Theorem 3.1 and Corollary 3.1. Section 4 contains the main results of this paper. Theorem 4.1 gives the classification of homotopy classes of G-equivariant gradient pairs on M and Corollary 4.1 gives the classification of homotopy classes of admissible (non-vanishing on S(V )) G-equivariant gradient maps. In Section 5 we hint at some relation between the G-equivariant Conley index theory and the G-equivariant gradient degree. In the Appendix we classify the homotopy classes of gradient pairs on N, where N is a connected smooth Riemannian manifold with dim N ≥ 1. We discuss Parusiński's proof of the above mentioned result (see [8] ). Essentially we rewrite this proof using the language of gradient pairs. We are convinced that understanding this approach may result in a better understanding of the technicalities of our paper.
The authors thank the referees for their helpful suggestions concerning the presentation of this paper.
Equivariant gradient maps and pairs
In this section we set up notation and terminology. Throughout this article G stands for a compact Lie group, V denotes a real, finite-dimensional, orthogonal representation of G with G-invariant scalar product ·, · and norm | · | . Set D(V ) = {v ∈ V : |v| ≤ 1}, B(V ) = {v ∈ V : |v| < 1} and S(V ) = {v ∈ V : |v| = 1}. Since the representation V is orthogonal, these sets are G-invariant.
Moreover, we will denote by M a Riemannian smooth G-manifold. Since the group G is compact, without loss of generality one can assume that M is equipped with a G-invariant metric ·, · . The action of the group G on
The tangent bundle T (M ) is considered as a G-bundle with the induced orthogonal G-action.
We will denote by ∇ϕ :
The set of conjugacy classes of closed subgroups of G will be denoted by Φ(G) and the conjugacy class of a closed subgroup H ⊂ G will be denoted by (H). A subgroup H ⊂ G is subconjugate to a subgroup K ⊂ G (written (H) < (K)) if H is conjugate to a subgroup of K. Subconjugation defines a partial ordering on Φ(G).
Let
Let ∇F ∈ G(V ). For v ∈ S(V ) we have the unique decomposition
The above leads us to the following definitions. Definition 2.3. We say that (X, f ) is an equivariant gradient pair on M if
The class of equivariant gradient pairs on M will be denoted by P(M ).
Definition 2.4. We say that (X, f ) is an equivariant gradient pair homotopy on M if
Equivariant gradient pair homotopy will be called P(M )-homotopy.
From now on the set of G(V )-homotopy classes will be denoted by G[V ]. Moreover, the set of P(M )-homotopy classes in P(M ) will be denoted by P[M ]. The principal significance of the next theorem is that it allows us to reduce the classification of G[V ] to the classification of P[S(V )]). In fact it is the first step in the classification of G[V ].
Lemma 2.1 is an equivariant version of Lemma 1 of [8] with the same proof, therefore we omit it.
The easy proof of this lemma is left to the reader.
The following lemma will be usefull in our considerations.
Choose open invariant U 0 ⊂ U such that U 0 is compact and
Consider a smooth invariant function f :
According to Lemma 2.3, (U, X) and (W, X |W ) are homotopic in K(M ). This completes the surjectivity proof.
The proof of injectivity is similar and is omitted.
Normality Conditions
Throughout this section (H) stands for a maximal element in Φ(M ). The goal of this section is to establish a bijection
In what follows the tangent bundle T M (H) will be considered as a subbundle of the restriction
In what follows we denote by π : N → M (H) the bundle projection. . From now on we identify Ω with N. Using this covention, for r > 0, we denote by D r (N ), B r (N ), S r (N ) the corresponding bundles of closed discs, open discs and spheres of radius r, respectively. We also put
⊥ . The following result is a simple consequence of the definition of X ν .
Remark 3.1 implies that if x ∈ U 0 then X(x) = 0 if and only if x ∈ M (H) and ∇ϕ 0 (x) = 0. Thus (U, X) ∈ K(M ) and the assignment
We can now state a theorem which plays an important role in our considerations.
Before we proceed to the proof of the theorem we introduce some notation and prove three lemmas.
Since Λ is a G-equivariant diffeomorphism, it preserves isotropy groups and therefore H) ) and notice that G (x 0 ,v,w) ⊂ G x 0 . Moreover, notice that if G (x 0 ,v,w) = G x 0 then v = 0. Summing up, we obtain the following
which completes the proof.
Consider a function θ ∈ C 1 (R, R) satisfying the following conditions:
To prove this we consider the following two cases.
According to the definition of Θ we have DΘ(x) = Dπ(x). Thus DΘ(x) maps H x isomorphically onto T Θ(x) (M (H) ) and DΘ
and, according to Lemma 3.1 ∇ϕ(Θ(x)) ∈ T Θ(x) (M (H) ), the proof of this case is complete.
2.
In this case DΘ(x) is an isomorphism which implies (3.2) .
This completes the proof of (3.2). Thus
is a compact subset of Θ −1 (U ) and the proof of (a) is completed.
Consider a function µ ∈ C 1 (R, R) satisfying the following conditions:
ν (0). To prove this we consider the following two cases.
(
. In this case X ν (x) = 0 which implies (3.6).
This completes the proof of (3.6). Thus (Y + X ν )
−1 (0) is compact and the proof of (a) is completed.
and Θ * (U, X). By the second part of the preceding lemma Θ * (U, X) and (U, X) are K(M )-homotopic and the proof is completed. † Proof of Theorem 3.1. H) ) and by the definition of N (U, ∇ϕ), R ∞ (U, ∇ϕ) ∈ K(M ∞ ).
Define a map R :
It follows directly from the definition of E that E(R(U, X)) and N (U, X) are
Thus Lemma 3.3 implies that E • R equals to the identity map of K[M ] into itself.
It remains to show that R • E equals the identity.
Clearly Y 1 (x) = 0 for all x ∈ U 2 . Thus, in view of (a), Lemma 2.3 implies that (U, X) is homotopic to (U 1 , X 1 ) in K(M ∞ ). Since (U 1 , X 1 ) = N (U ∞ , ∇ϕ ∞ ), by a simple repetition of the arguments given in the proof of Lemma 3.3, we see that (
Thus the proof of Theorem 3.1 is completed.
We finish this section with a corollary which allows us to reduce the classification of P[M ] to the classification of P M (H) and P M \ M (H) , where (H) ∈ Φ(M ). The following corollary is a direct consequence of Lemmas 2.2, 2.4 and Theorem 3.1.
Then there is a bijection
It is worth to point out that if manifold M is compact, then #Φ(M ) < ∞, see [2] , [5] .
Main Results
In this section we prove the main result of this article. Throughout this section we assume additionally that #Φ(M ) < ∞. Namely, we classify the homotopy classes P[M ] (see Theorem 4.1). Moreover, as a corollary we obtain a classification of G[V ].
We start this section with a definition of a group U (G, M ). The degree constructed in this section will be an element of U (G, M ). Fix (H) ∈ Φ(M ). Since M (H) is a smooth Riemannian G-manifold, M (H) /G is a smooth Riemannian manifold and the projection π (H) :
The aim of this section is to define an element
where
Fix a pair (X, f ) = (∇ϕ, f ) ∈ P(M ). Since Φ(M ) = {(H)}, M/G is a smooth manifold and the quotient map
Notice that if W ∈ I ((H), M ) , then the group G acts trivially on W. Therefore we define GP(W ) :
. Moreover, it is easy to check that the map
(∇ϕ 0 , f 0 ) |W is a bijection. On the other hand we have a bijection
where the bijections γ W : GP [W ] → Z are given by Corollary 6.2. Finally we define bijection DEG (H) (·, M ) :
Suppose that #Φ(M ) > 1, i.e. Φ(M ) = {(H 1 ), . . . , (H k )} , k > 1. In this situation we define a bijection DEG(·, M ) :
given by Corollary 3.1. Notice that we have just proved the following theorem.
Theorem 4.1. Let G be any compact Lie group and let M be a smooth Riemannian G-manifold such that #Φ(M ) < ∞. Then the above defined map DEG(·, M ) :
Therefore combining Lemma 2.1 with Theorem 4.1 we obtain the following corollary.
Corollary 4.1. Let V be an orthogonal representation of a compact Lie group G. Then the map ∇ G − deg :
is a bijection.
Remark 4.1. It is easy to check that ∇ G − deg = DEG(·, S(V )) • Υ V is nothing but the degree for G-equivariant gradient maps defined in [6] .
Final remarks
From Corollary 4.1 it follows that there exists a family of potentials
Finally let us define a family of potentials 
the G-equivariant Conley indices of the origin are different. This can be proved by the Conley index techniques. Thus degree for G-equivariant gradient maps is the natural invariant to study global bifurcation of zeroes for G-equivariant gradient mappings. It would be of interest to know if there is an example where there are no non-trivial connected sets of non-trivial solutions intersecting {0} × [0, 1] as in the work of Böhme, [1] .
We need to be careful in the interpretation of this phenomenon. For gradient maps, it is well known that the Conley index provides stronger invariants for homotopy classes of gradient maps. But this only applies when not only the critical points but also the connecting orbits joining them do not cross the boundary of the neighborhood we are working with. We can actually do a little better, but this does not matter for our present discussion. In particular, suppose that ∇F 0 , ∇F 1 : V → V are gradient G-equivariant mappings such that ∇F 0 (v) = 0 and
Now suppose that ∇F 0 has the property that all the connecting orbits of ∇F 0 joining zeros of ∇F 0 lie in x < 1 and ∇F 1 has the same property. If ∇F 0 and ∇F 1 have different G-equivariant Conley indices on the unit ball, it follows that for any equivariant homotopy F t , t ∈ [0, 1], joining ∇F 0 and ∇F 1 we have no uniform bound on the zeros of F t and connecting orbits (otherwise the Conley indices on large balls would be the same). Hence we see that the homotopy theory of gradient maps is quite different when we bound only the zeros, or both the zeros and the connecting orbits.
Appendix
In this section we classify the homotopy classes of gradient pairs on a connected smooth Riemannian manifold N. Unless otherwise stated, throughout this section we assume that dim N > 1. The proof is similar in spirit to that of [8] .
In the first step we reduce the classification of homotopy classes of gradient pairs on a manifold N to the classification of admissible gradient maps on R dim N (see Theorem 6.1). †
In the second step, for the convenience of the reader, we briefly sketch the classification of admissible gradient maps on R dim N , due to Parusiński [8] (see Theorem 6.4) .
Finally, in Corollary 6.2 we classify the homotopy classes of gradient pairs on a connected smooth Riemannian manifold N.
If G = {e} then we set (1) GP(N ) = P(N ). The set of GP(N )-homotopy classes will be denoted
, respectively. The principal significance of Theorem 6.1 is that it allows us to reduce the classification of GP[N ] to the classification of AGM[R dim N ]. In order to prove this theorem we first need two technical lemmas. We leave their proofs to the reader.
The following theorem is the first step in the classification of GP[N ].
Theorem 6.1. There is a bijection j N :
It is easy to show that there is
It is evident that (∇(t·ϕ 1 +(1−t)·ϕ), f ) is a well defined GP(N )-homotopy joining (∇ϕ, f ) to (∇ϕ 1 , f ). Let (U, h) be a chart on N such that cl(U ) ∩ N − (f ) = ∅. There is no loss of generality in assuming that h
It is easy to verify that (∇(t · ϕ 2 + (1 − t) · ϕ 1 ), f ) is a well defined GP(N )-homotopy joining (∇ϕ 1 , f ) to (∇ϕ 2 , f ). By Lemma 6.1 the gradient pair (∇ϕ 2 , f ) is GP(N )-homotopic to a pair (∇ϕ 3 , f ) such that
From Lemma 6.2 it follows that there is a gradient pair (∇ϕ 4 , f 4 ) GP(N )-homotopic to the pair (∇ϕ 3 , f ) such that
. Directly from the definition it follows that j N is well defined. What is left is to show that j N is a bijection.
It is clear that k N is well defined. We check at once that k N is the inverse of j N , which completes the proof.
Let ϕ ∈ C 2 (N, R) be a Morse function such that ∇ϕ(p) = 0. Then we denote by m − (p, ∇ϕ) ∈ N ∪ {0} the Morse index of p. If Ω ⊂ R n is an open and bounded subset, and moreover q ∈ C 0 (cl(Ω), R n ) is such that q −1 (0) ∩ ∂Ω = ∅ then by deg(q, Ω, 0) ∈ Z denotes the Brouwer degree. [8] . Below we recall the main steps of this proof. Let ∇F ∈ AGM(R n ). For x ∈ S n−1 we have the unique decomposition (6.1) ∇F (x) = (∇F (x) − ∇F (x), x · x) + ∇F (x), x · x = X ∇F (x) + f ∇F (x) · x.
It is clear that (X ∇F , f ∇F ) = ∇ F |S n−1 , f ∇F ∈ GP(S n−1 ). As a direct consequence of Theorem 6.1 and Lemmas 6.4, 6.5 we obtain the following corollary. Moreover, j S 1 ([(sin kt, cos kt)]) = k.
We can also classify the gradient pairs on an open interval. Moreover, j (0,2π) ([(sin kt, cos kt)]) = k.
The following theorem is a direct consequence of Lemma 6.3. Proof. We define a bijection Υ N : GP[N ] → Z as follows: 
