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Abstract
Let {X,Xn; n  1} be a sequence of i.i.d. random variables taking values in a real separable
Hilbert space (H,‖ · ‖) with covariance operator Σ , and set Sn = X1 + · · · + Xn, n  1. Let an =
o(
√




ε2 − (r − 1)]a+d/2 ∞∑
n=1
nr−2(logn)aP
{‖Sn‖ σφ(n)ε + an}
= Γ −1(d/2)K(Σ)(r − 1)(d−2)/2Γ (a + d/2)
holds if
EX = 0, E[‖X‖2r (log‖X‖)a−r ]< ∞.
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Let {X,Xn; n  1} be a sequence of independent identically distributed random vari-
ables (r.v.’s) and set Sn = ∑nk=1 Xk , for n  1. Also let logx = ln(x ∨ e), log logx =




{|Sn| εn}< ∞, ε > 0
if and only if EX = 0 and EX2 < ∞. Baum and Katz [2] extended this result and proved
the following theorem.




{|Sn| εn1/p}< ∞, ε > 0
if and only if E|X|r < ∞, and, when r  1, EX = 0.
Many authors considered various extensions of the results of Hsu–Robbins–Erdös and
Baum–Katz. Some of them studied the precise asymptotics of the infinite sums as ε → 0
(cf. Heyde [14], Chen [3], Spa˘taru [19], and Gut and Spa˘taru [12]). But, this kind of results
does not hold for p = 2. However, by replacing n1/p by √n log logn, Gut and Spa˘taru [13]
established an analogous result called the precise asymptotics of the law of the iterated
logarithm. Necessary and sufficient conditions for precise asymptotics concerning the LIL
were previously obtained by Li, Wang, and Rao [17] and Rozovsky [18]. By replacing n1/p
by
√
n logn, Lai [16] and Chow and Lai [4] considered the following result on the law of
the logarithm.








{|Sn| εφ(n)}< ∞, for some ε > 0;
EX = 0 and E[|X|2r/(log |X|)r]< ∞.
Remark. For r = 1, the necessary and sufficient convergence condition was due to Spa˘taru






{|Sn| ε√n logn}< ∞, for all ε > 0,if and only if








2/(2EU2n,1) < ∞, for all ε > 0
were fulfilled, where Un,k = Un,k(ε) = XkI {|Xk| < ε√n logn}.






{|Sn| ε√n logn}< ∞, ε > 0
if and only if EX = 0, EX2 < ∞.
Later Gut and Spa˘taru [12] gave the following precise asymptotics.







{|Sn| ε√n logn}= µ(2δ+2)
δ + 1 σ
2δ+2,
where µ(2δ+2) is the (2δ + 2)th absolute moment of the standard normal distribution.
Recently Spa˘taru [21] gave the precise asymptotics for 1 < r < 3/2, and Zhang [22]
gave the precise asymptotics of both the partial sum and the maximum of the partial sums
for all r > 1. The purpose of this paper is to find out whether there are the analogues in the
Hilbert space setting.
In the context, let {X,Xn; n 1} be a sequence of independent identically distributed
random variables (r.v.’s) taking values in a real separable Hilbert space (H,‖ · ‖) with
mean zero and covariance operator Σ . Denote the largest eigenvalue of Σ by σ 2, i.e.,
σ 2 := sup{E[(X,y)2]: ‖y‖ 1}, where (· , ·) denotes the scalar product in H. And let d be
the dimension of the corresponding eigenspace. Let σ 2i , 1 i < d ′, be the positive eigen-
values of Σ arranged in a nonincreasing order and taking into account the multiplicities.
Further, if d ′ < ∞, put σ 2i = 0, i  d ′. Note that we always have σ 2i = σ 2, 1 i  d , and
σ 2i < σ
2
, i > d . Write {ei} be a sequence of orthonormal eigenvectors corresponding to the
eigenvalues {σ 2i }. Set Sn =
∑n
k=1 Xk , n 1. The following theorems are our main results.
Theorem 1.1. Let 1 < r < 3/2 and a > −d/2 and let an(ε) be a function of ε such that
an(ε) logn → ρ, as n → ∞ and ε ↘
√
r − 1. (1.1)







(log k)a, n → ∞. (1.2)
Assume [ ( ) ]
EX = 0, E ‖X‖2r log‖X‖ a−r < ∞. (1.3)




ε2 − (r − 1)]a+d/2 ∞∑
n=1
nr−2fnP
{‖Sn‖ σφ(n)(ε + an(ε))}
= Γ −1(d/2)K(Σ)(r − 1)(d−2)/2Γ (a + d/2) exp{−2ρ√r − 1}, (1.4)
where Γ (·) is a gamma function and K(Σ) :=∏∞i=d+1(1 − σ 2i /σ 2)−1/2.
Letting fn = 1 and a = ρ = 0 yields the following corollary.
Corollary 1.1. Let 1 < r < 3/2 and an = o(√n/ logn ). Suppose





ε2 − (r − 1)]d/2 ∞∑
n=1
nr−2P
{‖Sn‖ εσφ(n) + an}
= K(Σ)(r − 1)(d−2)/2. (1.6)
Conjecture. We believe that Theorem 1.1 and Corollary 1.1 hold as well for r  3/2. To
get such an improvement of the results, we think a different approach is necessary.
Theorem 1.2. Let a > −1 and an = O(1/ logn). Suppose {fn} is a sequence of non-
negative numbers satisfying (1.2). Assume








{‖Sn‖ σφ(n)(ε + an)}
= (2σ 2)−(a+1)(a + 1)−1E[‖Y‖]2(a+1), (1.8)
where Y is a Gaussian r.v. taking value in a real separable Hilbert space with mean zero
and covariance operator Σ .
The proofs consist of two stages. Firstly we verify the theorems under the assumption
that X is a nondegenerate Gaussian random variable with mean zero and covariance op-
erator Σ (Section 2), after which, by using the truncation and approximation method, we
show the general cases. Throughout this paper, we let K(α,β, . . .), C(α,β, . . .), etc. de-
note positive constants which depend on α,β, . . . only, whose values can differ in different
places. The notation an ∼ bn means that an/bn → 1, as n → ∞, and an ≈ bn means that
C−10 bn  an  C0bn for some C0 > 0 and all n large enough.
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In this section, we prove Theorems 1.1 and 1.2 in the case that {X,Xn; n  1} are
Gaussian random variables. Let Y be a nondegenerate Gaussian mean zero r.v. with co-
variance operator Σ , say. Denote the density of ‖Y‖2 by g. Our results are as follows.
Proposition 2.1. Let r > 1 and a > −d/2. Suppose an(ε) is a function of ε satisfying (1.1)




ε2 − (r − 1)]a+d/2 ∞∑
n=1
nr−2fnP
{‖Y‖ σ√2 logn(ε + an(ε))}
= Γ −1(d/2)K(Σ)(r − 1)(d−2)/2Γ (a + d/2) exp{−2ρ√r − 1}, (2.1)
where Γ and K(Σ) are as in Theorem 1.1.
Proposition 2.2. Let a > −1 and an = O(1/ logn). Suppose {fn} is a sequence of nonneg-







{‖Y‖ σ(ε + an)√2 logn}
= (2σ 2)−(a+1)(a + 1)−1E[‖Y‖]2(a+1). (2.2)
The following lemmas will be used in the proofs of the propositions.
Lemma 2.1. Let Y be a nondegenerate Gaussian mean zero r.v. with covariance opera-
tor Σ . Then for y > 0,
P
{‖Y‖ > y}∼ 2Aσ 2yd−2 exp{−y2/(2σ 2)}, as y → ∞, (2.3)
where A := (2σ 2)−d/2Γ −1(d/2)K(Σ).







{−y/(2σ 2)})}= A, (2.4)
we can get the result immediately. 
Lemma 2.2. For any y0 > 0, there exists a constant Cy0 = C(y0) > 0 such that
g(y) Cy0yd/2−1 exp
{−y/(2σ 2)}, for all y ∈ [y0,+∞). (2.5)
Proof. Notice that g(y)/(yd/2−1 exp{−y/(2σ 2)}) is continuous on [y0,+∞). By (2.4) the
result follows. 
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An ∼ Bn and
n∑
k=1
bkck → ∞, as n → ∞.
Further, suppose one of the following conditions is satisfied:
(i) The sequence {cn} is eventually nonincreasing;
(ii) The sequence {cn} is eventually nondecreasing, and
n∑
k=1








Proof. We only show the result under the condition (ii). At that case, for any θ > 1, there
exists a n0  1 such that for all n n0, cn is nondecreasing and θ−1An  Bn  θAn. Then










Ak(ck − ck+1) +
n∑
k=n0+1
































 θ−1 + (θ − θ−1)K.













The proof is completed. 
Lemma 2.4. For n 1, let αn(ε) > 0, βn(ε) > 0, and f (ε) > 0 satisfy
αn(ε) ∼ βn(ε), as n → ∞ and ε → ε0,
and



















Proof. For any θ > 1, there exist n0  1 and a neighborhood U of ε0 such that











βn(ε), for ε ∈ U.
Now, the result follows easily. 







Proof. By the Abel transform, we can get the result immediately. 
Lemma 2.6. Let an > 0, bn > 0, cn > 0, An =∑nk=1 ak , and Bn =∑nk=1 bk , for n  1.












bkck + Bj−1cj ,for any j  1, where B0 = 0.
























Bk(ck − ck+1) + Bncn+1 =
n∑
k=j
bkck + Bj−1cj .
The results follow. 
Now, we turn to prove the propositions.
Proof of Proposition 2.1. Firstly, note that the limit in (2.1) does not depend on any finite
terms of the infinite series. Secondly, by Lemma 2.1 and the condition (1.1), we have
P
{‖Y‖ σ√2 logn(ε + an(ε))}
∼ 2Aσ 2(σ (ε + an(ε))√2 logn )d−2 exp{−(ε + an(ε))2 logn}
∼ 2Aσd(ε√2 logn )d−2 exp{−ε2 logn} exp{−2εan(ε) logn}
∼ 2 d2 Aσd(r − 1)(d−2)/2(logn)(d−2)/2 exp{−ε2 logn} exp{−2ρ√r − 1}, (2.7)














ε2 − (r − 1)]a+d/2 ∞∑
n=1
nr−2fnP









{ } √ ( )× exp −ε2 logn exp{−2ρ r − 1} by (2.7) and Lemma 2.4
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ε↘√r−1
[





{−ε2 logn}− exp{−ε2 log(n + 1)}}









{−ε2 logn}− exp{−ε2 log(n + 1)}}



































{−(ε2 − (r − 1))y}dy





za−1+d/2 exp{−z}dz · 2d/2Aσd(r − 1)(d−2)/2
× exp{−2ρ√r − 1}
= Γ −1(d/2)K(Σ)(r − 1)(d−2)/2Γ (a + d/2) exp{−2ρ√r − 1}.




ε2 − (r − 1)]a+d/2 ∞∑
n=1
nr−2fnP
{‖Y‖ σ√2 logn(ε + an(ε))}
= Γ −1(d/2)K(Σ)(r − 1)(d−2)/2Γ (a + d/2) exp{−2ρ√r − 1}.
Then (2.1) is proved. 
Proof of Proposition 2.2. Without loss of generality, we can assume that |an| ρ0/ logn,
ρ0 > 0. Fix 0 < δ < 1. For any 0 < ε < δ/2, if ε2 > δρ0/ logn, then







 σ 2δρ0/2 > 0.
Then by Lemma 2.2, for any 0 < ε < δ/2 small enough and n with ε2 > δρ0/ logn,
ζn :=





















2σ 2(ε+ρ0/ logn)2 logn∫
2σ 2(ε−ρ0/ logn)2 logn
g(z) dz
 C
2σ 2(ε+ρ0/ logn)2 logn∫





2σ 2(ε+ρ0/ logn)2 logn∫
2σ 2(ε−ρ0/ logn)2 logn
zd/2−1 dz.
Noting that for d  2,
ζn  C exp















and, for d = 1,
ζn  C exp
















ζn  Cεd−1 exp
{−ε2 logn}(logn)d/2−1





























































ya dy = C
a + 1 (δρ0)







n−1fnζn = 0. (2.9)















{‖Y‖ σ(ε + an)√2 logn}
= lim sup ε2(a+1)
∞∑
n−1fnP
{‖Y‖ σε√2 logn} (by (2.9))ε↘0 n=1








{‖Y‖ σε√2 logn}− P{‖Y‖ σε√2 log(n + 1)}]
(









{‖Y‖ σε√2 logn}− P{‖Y‖ σε√2 log(n + 1)}]
(









































= (2σ 2)−(a+1)(a + 1)−1E[‖Y‖]2(a+1).
Similarly, we can get the result of “lim inf.” So the proposition is now proved. 
3. The general cases
In this section, we will use Feller’s [11] and Einmahl’s [6] truncation methods to show
the general cases. Without loss of generality, we assume that σ = 1 in the sequel. Let
p > 0, whose value will be special in the proofs of Theorems 1.1 and 1.2, respectively. For
each n 1 and 1 j  n, we let
X′nj = XjI
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{√
n/(logn)p < ‖Xj‖ φ(n)
}






{‖Xj‖ > φ(n)}, X¯′′′nj = X′′′nj − E[X′′′nj ].













as n → ∞. In fact, to obtain (3.1), we only need the condition
E
[‖X‖2/ log‖X‖]< ∞.
The proofs of the theorems depend on the following lemmas.
Lemma 3.1. Let ξ1, ξ2, . . . , ξn be independent mean zero H-valued random variables such



















where Λn := sup{∑nj=1 E[(ξj , y)2]: ‖y‖ 1} and C1 is a constant depending on Q only.
Proof. See Theorem 5 of Einmahl [8]. 
Lemma 3.2. Define ∆n := ‖S¯′nn − Sn‖. Let r > 1, a > −d/2, and p > 0. Suppose that the
condition (1.3) is satisfied. Let {fn} be a sequence of nonnegative numbers satisfying (1.2).












Proof. For n  1, let βn = nE[‖X‖I {‖X‖ > √n/(logn)p}]. Then ‖E∑ji=1 X′ni‖  βn,




















, n ∈ L.So for n ∈ L,





Xj = X′nj ,
∥∥S¯′nn∥∥ λφ(n)}.
Observe that X′nj = 0 whenever Xj = X′nj , for 1  j  n, so that for any λ > 0, there
exists n0 = n0(λ) such that for n n0 and all 1 j  n, we have
P
{

































{∥∥S¯′nn∥∥ λφ(n) − √n/(logn)p}
 P
{‖X‖ > √n/(logn)p}P{∥∥S¯′nn∥∥ λφ(n)/2}.
By Lemma 3.1, (1.3) and (3.1), for any Q > 2r there exist constants C1 = C1(Q,λ) > 0























 Cn, by (1.3)
)




 n−η + Cn1−r (logn)−Q/2−p(Q−2r)−a+r
× E[‖X‖2r(log‖X‖)a−r I{‖X‖√n/(logn)p}]
 n−η + Cn1−r (logn)−(p+1/2)(Q−2r)−a  Cn−ν, (3.4)




































j + 1 } j∑
nr−1−νfn
j=1 (log j)
p (log(j + 1))p
n=1
































If n /∈ L, then we have
In  P
{∥∥S¯′nn∥∥ λφ(n)}Cn−ν,




















































































Now (3.3) is proved. 
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and {fn} is a sequence of nonnegative numbers satisfying (1.2). Then for any λ > 0 there




































{‖X‖ > φ(n)}]= o(φ(n)),

















































φ(j) < ‖X‖ φ(j + 1)} j∑nr−1(logn)a (by Lemma 2.3)j=1 n=1





φ(j) < ‖X‖ φ(j + 1)}j r (log j)a
KE
[‖X‖2r(log‖X‖)a−r]< ∞. (3.6)











 Cn · sup{E[(XI{√n/(logn)p < ‖X‖ φ(n)}
− E(XI{√n/(logn)p < ‖X‖ φ(n)}), y)2]: ‖y‖ 1}
= o(n).


























































[‖X‖QI{φ(j − 1) < ‖X‖ φ(j)}]j r−Q/2(log j)a−Q/2
K + CE[‖X‖2r(log‖X‖)a−r]< ∞. (3.7)
Finally, by noticing Lemma 3.2, we complete the proof of Lemma 3.3. 
Lemma 3.4. Let 1 < r < 3/2, a > −d/2, and p  (6 + r)/(3 − 2r). Suppose that the
condition (1.3) is satisfied and {fn} is a sequence of nonnegative numbers satisfying (1.2).
Then we have
∞∑
nr−2fnpn < ∞, (3.8)n=1






































































































whenever p  (6 + r)/(3 − 2r). So (3.8) is proved. 
Lemma 3.5 (Einmahl [7]). Let ξ1, ξ2, . . . , ξn be independent H-valued r.v.’s with Eξj = 0,
E[‖ξj‖3] < ∞ and let Y1, Y2, . . . , Yn be independent Gaussian mean zero r.v.’s with
Cov(ξj ) = Cov(Yj ), j = 1,2, . . . , n. Here Cov(ξ) denotes the covariance operator of a







































where C2 is a universal constant.
Now we turn to prove the theorems. Let {Y ′nj } be a sequence of independent H-valued
Gaussian mean zero random variables with Σn := Cov(Y ′nj ) = Cov(X¯′nj ), 1 j  n. Write
T ′n :=
∑n
j=1 Y ′nj , for n 1. Recall Σ := Cov(X).
Proof of Theorem 1.1. Take p  (6+ r)/(3−2r), for 1 < r < 3/2. Applying the inequal-
ity of Anderson [1], we get for any x ∈ R:
P
{∥∥T ′n∥∥ x} P{‖Y‖ x/√n}, n ∈ N, (3.11)
where Y is a Gaussian r.v. with mean zero and covariance operator Σ .
Let 0 < δ <
√
r − 1/4. For n 1, Eq. (3.9) with

























































+ C2pn + IIn
 P
{
‖Y‖ ε√2 logn − 2
(logn)2
}
+ C2pn + IIn, (3.12)
for all ε ∈ (√r − 1 − δ,√r − 1 + δ), where IIn is defined in Lemma 3.3 with λ =
(3
√
r − 1 )/4 and pn is defined in Lemma 3.4. Let
a′n(ε) = an(ε) −
√
2/(logn)5/2.
Then a′n(ε) satisfies the condition (1.1) and
P
{‖Sn‖ (ε + an(ε))φ(n)} P{‖Y‖ (ε + a′n(ε))√2 logn}+ C2pn + IIn,
for all ε ∈ (√r − 1 − δ/2,√r − 1 + δ/2) and large n by (3.12). So, by Proposition 2.1,
Lemmas 3.3 and 3.4, it follows that
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ε↘√r−1
[
ε2 − (r − 1)]a+d/2 ∞∑
n=1
nr−2fnP
{‖Sn‖ φ(n)(ε + an(ε))}
 Γ −1(d/2)K(Σ)(r − 1)(d−2)/2Γ (a + d/2) exp{−2ρ√r − 1}. (3.13)
Now we consider the lower bound of (1.4). Firstly, we consider the finite dimension
case, i.e., d ′ < ∞. Notice that Σ−1 exists and Σn → Σ , as n → ∞. So, we can also


























































− C2pn − In, (3.14)
for all ε ∈ (√r − 1 − δ,√r − 1 + δ) and n  1, where In is defined in Lemma 3.2 with






‖Y‖ = ∥∥Ξ−1n ΞnY∥∥ ∥∥Ξ−1n ∥∥ · ‖ΞnY‖ = γn‖ΞnY‖.
We conclude that for any x > 0,
P
{∥∥T ′n∥∥ x√n}= P{∥∥Y ′ni∥∥ x}= P{∥∥Σ1/2n Σ−1/2Y∥∥ x} P{‖Y‖ xγn}.
(3.16)









E[(X, ei)2I {|(X, ei)| > t}] 2−2r r−a+11/ log t
Ct (log t) → 0,
754 W. Huang, L. Zhang / J. Math. Anal. Appl. 304 (2005) 734–758as t → ∞, for any r > 1. Hence∣∣γ 2n − 1∣∣= ∣∣∥∥Σ1/2Σ−1/2n ∥∥2 − 1∣∣= ∣∣∥∥Σ−1/2n ΣΣ−1/2n ∥∥− ∥∥Σ−1/2n ΣnΣ−1/2n ∥∥∣∣

∥∥Σ−1/2n (Σ − Σn)Σ−1/2n ∥∥ ∥∥Σ−1/2n ∥∥2 · ‖Σn − Σ‖
= ∥∥Σ−1n ∥∥ · ‖Σn − Σ‖C‖Σn − Σ‖ = o(1/ logn).
It follows that









Then by (3.14) and (3.16),
P







2 logn + 2
(logn)2
]}
− C2pn − In
 P
{‖Sn‖ (ε + an(ε))φ(n)},
for all ε ∈ (√r − 1 − δ/2,√r − 1 + δ/2) and n large enough, by the condition an(ε) → 0




ε2 − (r − 1)]a+d/2 ∞∑
n=1
nr−2fnP
{‖Sn‖ φ(n)(ε + an(ε))}
 Γ −1(d/2)K(Σ)(r − 1)(d−2)/2Γ (a + d/2) exp{−2ρ√r − 1}.
Hence, in the finite dimensional case, the lower bound of (1.4) is proved. Now assume
d ′ = ∞. For any d ′′  d , let Q : H → H be the projection onto the d ′′-dimensional
eigenspace of σ 2i , i = 1, . . . , d ′′, i.e., Q(y) =
∑d ′′
i=1(y, ei)ei , y ∈ H. Since ‖Q(y)‖ ‖y‖,




ε2 − (r − 1)]a+d/2 ∞∑
n=1
nr−2fnP




ε2 − (r − 1)]a+d/2 ∞∑
n=1
nr−2fnP
{‖Q(Sn)‖ φ(n)(ε + an(ε))}
 Γ −1(d/2)Kd ′′(Σ)(r − 1)(d−2)/2Γ (a + d/2) exp{−2ρ
√
r − 1},
where Kd ′′(Σ) =∏d ′′i=d+1(1 − σ 2i /σ 2)−1/2. Letting d ′′ → ∞, we complete the proof of
Theorem 1.1. 













































































































































































[‖X‖2(log‖X‖)a+4]< ∞, (3.18)by recalling p = 2. Also, using Lemma 2.6, we can get






































































[‖X‖2(log‖X‖)6+a−p]= CE[‖X‖2(log‖X‖)a+4]< ∞. (3.19)
Without losing generality, we can assume that |an|  1/ logn. For all ε > 0, when
n > exp{2/ε}, we get ε > 2/ logn. It follows that





Then, by using (3.9) and (3.11), we have
P
{‖Sn‖ (ε + an)φ(n)}
= P
{

































+ C2pn + qn
 P
{‖Y‖ (ε + an − √2/(logn)5/2)√2 logn}+ C2pn + qn
 P
{‖Y‖ (ε − 2/ logn)√2 logn}+ C2pn + qn, (3.20)
for all ε > 0 and n large enough which are satisfying n > exp{2/ε}, where ∆n =
‖S¯′nn − Sn‖. While for a > −1,



























ya dy  C2
a+1
a + 1 limε↘0 ε
a+1 = 0. (3.21)
Together with (3.18)–(3.20) and applying Proposition 2.2 yield the upper bound of (1.8).
For the lower bound, it also suffices to consider the case of the finite dimension case, i.e.,
d ′ < ∞. Notice that for all ε > 0 and n large enough which are satisfying n > exp{2/ε},
P
{‖Sn‖ (ε + an)φ(n)}
 P
{




























− C2pn − qn
 P
{∥∥T ′n∥∥ (ε + 2/ logn)φ(n)}− C2pn − qn
 P
{‖Y‖ γn(ε + 2/ logn)√2 logn}− C2pn − qn, (3.22)
by (3.10) and (3.16), where γn is defined in (3.15). Notice also that γn → 1, as n → ∞.
Fix 1 < θ < 2. We conclude that for all ε > 0 and n large enough which are satisfying
n > exp{2/ε},
P
{‖Sn‖ (ε + an)φ(n)} P{‖Y‖ (θε + 4/ logn)√2 logn}− C2pn − qn,
(3.23)








{‖Sn‖ (ε + an)φ(n)}
 θ−2(a+1)2−(a+1)(a + 1)−1E[‖Y‖]2(a+1).
Letting θ → 1, we complete the proof of Theorem 1.2. 
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