For each B-free subshift given by B = {2 i b i } i∈N , where {b i } i∈N is a set of pairwise coprime odd numbers greater than one, it is shown that its automorphism group consists solely of powers of the shift.
the support is the set of B-free numbers F B := Z \ M B for some B ⊂ N, where M B is the set of multiples, i.e. M B = b∈B bZ. Let η = ½ F B . By a B-free subshift we mean (X η , S).
We will constantly assume that B is primitive that is, for any b, b
When (X, S) is a subshift the automorphism group is countable because each its member is a coding [He] and it is interesting to know how complicated C(S) can be; see e.g. [CK] and [DDMP, DDMP1] for some recent results and the references therein. In the present paper, we consider the B-free systems whose dynamical properties are under intensive study; see e.g. [ALR] , [BH] , [CS] , [KPLW] , [P] , [S] and especially [BKKPL] for more historical references. In case of Erdős, i.e. when B is infinite, its elements are pairwise coprime and b∈B 1/b < ∞, it has been proved that the automorphism group is trivial, i.e. it consists solely of powers of the shift, [M] . Recall that the Erdős case implies (X η , S) to be proximal and non-minimal [ALR] . On the other hand, when a B-free subshift (X η , S) is minimal then it must be Toeplitz [BKKPL] , as a matter of fact, η itself has to be Toeplitz [KKL] . The main result of this paper is the following. Theorem 1.1. Let {b i } i∈N be a set of pairwise coprime odd numbers greater than one and B = {2 i b i } i∈N . Then the automorphism group of the B-free subshift (X η , S) is trivial.
While here we consider a minimal case in contrast to [M] , where a proximal case has been studied, one more difference between the result in [M] and Theorem 1.1 can be pointed out. Indeed, in a general setup one can consider all continuous (not necessarly invertible) maps commuting with S. Such a semigroup of maps in the context of [M] is definitely non-trivial. Indeed, the subshifts considered in [M] are hereditary, i.e. for any x ∈ X η and y ≤ x coordinatewise, we have y ∈ X η . Notice that for any k ∈ N we can extend any code C : {0, 1} k → {0, 1} to the map of the space {0, 1} Z by the formula C(x)(m) = C(x[m, m + k − 1]) for any x ∈ {0, 1} Z and any m ∈ Z. Then C is a continuous map commuting with S. Assume that for any B ∈ {0, 1} k with B(0) = 0 we have C(B) = 0. Then C(x)(m) = C(x[m, m + k − 1]) ≤ x(m) for any x ∈ {0, 1} Z and any m ∈ Z. So for any x ∈ X η we have C(x) ≤ x coordinatewise. Because X η is hereditary, we obtain C(x) ∈ X η . Hence C(X η ) ⊂ X η . In general, such maps are not invertible, for example the map C : X η → X η given by the code C : {0, 1} → {0, 1} defined by C(0) = C(1) = 0 is non-invertible. From that point of view the class considered in our paper is completely different. Our examples are coalescent, i.e. all continuous maps commuting with S are homeomorphisms (see Corollary 3.9). We recall that automorphism groups of general Toeplitz subshifts need not be trivial; see, e.g., [BK] . A B-free system is called taut if δ(M B\{b} ) < δ(M B ) for each b ∈ B, where δ stands for the logarithmic density. As shown in [BKKPL] , the B-free systems that are taut have interesting dynamical properties. In the last section, we show that B-free systems which are minimal (equivalently, Toeplitz) are taut. Moreover, we formulate some open questions.
Preliminaries

Toeplitz subshifts
In this subsection, we recall the definition and properties of Toeplitz subshifts of the space 0-1 sequences indexed by Z.
We say that x ∈ {0, 1} Z is a Toeplitz sequence whenever for any n ∈ Z there exists s n ∈ N
Z is said to be
) By an essential period of x we mean s for which Per s ′ (x) = Per s (x) = ∅ for any positive integer s ′ < s. Finally, a periodic structure of x is any sequence s = (s m ) m∈N of essential periods such that s m | s m+1 for each m ∈ N and (2.1)
Every Toeplitz sequence has a periodic structure, which is not unique because any subsequence of a periodic structure is a periodic structure too. As in [D] , we can put s m equals the least common multiple of the minimal periods of the positions in [−m, m].
Definition 2.2. (see [JK] ) A Toeplitz sequence x ∈ {0, 1} Z is regular if there exists a periodic
be a periodic structure of a Toeplitz sequence x ∈ {0, 1} Z and G be the inverse
Notice that G is metrizable by the metric
We denote n(1, 1, 1, . . .) by n for any n ∈ Z. Let T be the translation of G by the unit element 1. Then G is a compact monothetic group with generator 1. In [W] , it is proved that the system (G, T ) is the maximal equicontinuous factor of (O S (x), S), i.e. the system (G, T ) is the largest system such that the family of maps {T n : n ∈ Z} is equicontinuous and there exists a continuous surjective π : a factor map) . In other words, the system (G, T ) is the largest equicontinuous factor of (O S (x), S) (any other equicontinuous factor of (O S (x), S) is a factor of (G, T )). Every topological dynamical system has the maximal equicontinuous factor which is unique up to isomorphism (see, e.g., [G] ). Let A t ∈ {0, 1, } pt be a block such that
for any n ∈ {0, 1, . . . , p t − 1}. By a filled place in A t we mean each i ∈ {0, 1, . . . , p t − 1} such that A t (i) ∈ {0, 1}. We call the symbol a hole. By the p t -skeleton of x we will mean a sequence obtained from x by replacing x(n) by a hole for all n ∈ Per pt (x For any given t ≥ 1 let {n :
st } be the set of all positions of holes in A t . Definition 2.3. (see [BK] ) We say that a Toeplitz sequence x ∈ {0, 1} Z has property (Sh)
As is mentioned in [BK] , each sequence of blocks (A t ) ∞ t=1 satisfying (A)-(C) determines a Toeplitz sequence x, which may be periodic.
Remark 2.4. In the case of Toeplitz sequences satisfying condition (Sh), each continuous U : O S (x) → O S (x) which commutes with S is a homeomorphism. In other words, such Toeplitz subshifts are topologically coalescent (see Proposition 3 in [BK] ).
By a t-symbol of x we mean any block A of length p t such that A = x[ℓp t , ℓp t + p t − 1] for some ℓ ∈ Z. For each t-symbol of x we have {n ∈ {0, 1, . . . , p t } :
We denote by A t (g) the following block
satisfies conditions (A) and (B) so it determines a two-sided sequence x(g) ∈ {0, 1, } Z such that for any t ≥ 1 and any 0 ≤ i < p t satisfying A t (g)(i) ∈ {0, 1} we have
for all ℓ ∈ Z. Each of the t-symbols of x(g) coincides with A t A t [n t , n t + p t − 1] except at the places J
Haar measure one (see [BK, p. 48] ).
Let π be a factor map from
y has the same p t -skeleton as S nt x for any t ≥ 1} for any g = (n t )
Z has property (Sh). Then π −1 ({g}) contains at most two elements for any g ∈ G (see Remark 4 in [BK] ) and π −1 ({g}) = {x(g)} for any g ∈ G 0 (see
for any n ∈ Z. Because π is a factor map and U ∈ C(S), we have πUS n x = πS n Ux =
In this case it is natural to say that g 0 can be lifted to U. Notice that if g 0 ∈ G can be lifted to U, then U is unique. Indeed, let
for any g ∈ G but G 1 is of Haar measure zero. This contradicts that U ′ is the translation. The question arises which elements g 0 ∈ G can be lifted to elements of C(S).
General lemmas
In this subsection, we include the general facts about arithmetic progressions and B-free systems which will be used later.
Lemma 2.5. Let b ∈ Z and a, m ∈ Z \ {0}. Then a congruence
has a solution x ∈ Z if and only if gcd(a, m) | b.
Proof. Let x ∈ Z be a solution of (2.4). Then gcd(a, m) | ax and gcd(a, m) | ℓm for any ℓ ∈ Z. Hence gcd(a, m) | b because b is a difference of ax and some multiple of m.
Assume that gcd(a, m) | b. By the Euclid's Extended Algorithm, there exists k ∈ Z such that ka ≡ gcd(a, m) (mod m). Then
is a solution of (2.4). This completes the proof.
In [BKKPL] , the characterization of periodicity of the characteristic function of B-free numbers is given by the following lemma Lemma 2.6 (see Proposition 4.25 in [BKKPL] ). Let B ⊂ N be primitive, i.e. for any
is finite if and only if η is periodic, with the minimal period lcm(B)
.
Proof. Assume that gcd(a, b) | r. Then by Lemma 2.5, there exists k ∈ Z such that ak + r ≡ 0 (mod b). Hence there exists s ∈ Z such that ak + r = bs. Then lcm(a,
Moreover, x − bs ∈ bZ ⊂ lcm(a, b)Z and Proof. Note that for any non-negative integer i we have
Without loss of generality, we can assume that 0 ≤ r < a because aZ + r = aZ + (r mod a). Notice that ai+ r ∈ (aZ+ r) ∩[ia, (i+ 1)a). Assume that n = as + r ∈ (aZ+ r) ∩[ia, (i+ 1)a). Then s is an integer satisfying the following inequalities
Then 0 ≤ 3 Subfamily of Toeplitz B-free systems
where {b i } i∈N is a set of pairwise coprime odd numbers greater than 1.
We say that n ∈ Z is B-free number if n ∈ i∈N 2 i b i Z. By F B we will denote the set of all B-free numbers and by η its characteristic function. This means that (3.1) η(n) = 1, if n is B-free, 0, otherwise.
for any n ∈ Z. Let p t = 2 t b 1 b 2 . . . b t for any t ∈ N. We will prove that η is a Toeplitz sequence and (p t ) t∈N is an example of its periodic structure.
Lemma 3.1 (see Example 3.1. in [BKKPL] ). The sequence η is a Toeplitz sequence.
Proof. Let n ∈ Z.
• If η(n) = 0 then there exists j ∈ N such that 2
• If η(n) = 1 then
where a is a non-negative integer and m is an odd integer such that n = 2 a m. Suppose that (3.2) does not hold. So for some j ∈ N, we have
Notice 2 a+1 ∤ n + p a+1 ℓ = 2 a (m + 2b 1 b 2 . . . b a+1 ℓ). So j ≤ a and by (3.3), we have 2 j b j | n, which contradicts η(n) = 1. Hence (3.2) holds. This implies n ∈ Per p a+1 (η).
The assertion follows.
Lemma 3.2. For any t ∈ N the number p t is an essential period of η.
Proof. Let s < p t be a positive integer, m be odd and a be a non-negative integer such that s = m2 a . Three cases appear:
Assume that condition (I) holds. Let b ′ i = gcd(b i , s) and ℓ ∈ Z. We claim that
Suppose not, so that for some j ∈ N, we have 2
Hence j < t and because b j is an odd number greater than 1, we obtain b j | b
Because {b r } r∈N is a set of pairwise coprime integers, j = i but then b i = b ′ i which contradicts condition (I). Hence equality (3.4) holds. Moreover, we have
Indeed, notice that 2 i and b i are coprime. Hence we have gcd(2
we have min(a, i) ≤ t − 1. This implies that (3.5) holds. By Lemma 2.5 and (3.5), there exists n ∈ Z such that 2 t−1 b
Suppose not, so there exists j ∈ N such that 2 j b j | 2 t b t + 2 t+1 s. Because b t is odd, we have 2 t+1 ∤ 2 t b t + 2 t+1 s = 2 t (b t + 2s). Hence j ≤ t and because b j is an odd number greater than 1, we obtain b j | b t + 2s. If j < t then by condition (II), we have b j | s which implies b j | b t . But this is impossible because {b r } r∈N is a set of pairwise coprime integers. So j = t and b t | 2s. But this contradicts condition (II). Hence equation (3.6) holds. Moreover, note 2
. Assume that condition (III) holds. Then a < t because b 1 , b 2 , . . . , b t are pairwise coprime and s < p t = 2 t b 1 b 2 . . . b t . We claim that
Suppose not, so there exists j ∈ N such that 2
. Hence j ≤ a < t. Because b j is odd, we obtain b j | 2 t−a b t + m which together with (III) implies b j | b t . This is impossible because b j and b t are coprime. So equality (3.7) holds. Hence 2 t b t / ∈ Per s (η) but 2 t b t ∈ Per pt (η).
By above p t is an essential period of η.
Lemma 3.3. The sequence η is a Toeplitz sequence with a periodic structure (p t ) t≥1 .
Proof. Let t ∈ N. Then by Lemma 3.2, p t is an essential period. Notice that p t+1 = 2p t b t+1 . So p t | p t+1 . By arguments using in the proof of Lemma 3.1, equality (2.1) holds.
Lemma 3.4. The Toeplitz sequence η is not periodic.
Proof. Because {b i } i∈N is a set of pairwise coprime odd numbers, we obtain B is primitive and infinite. By Lemma 2.6, η is not periodic. Now we will give the characterization of places where A t has holes and compute the number of holes.
Lemma 3.5. Any 0 ≤ s < p t is a hole in A t if and only if s satisfies the following conditions
The number of holes in A t equals
Proof. Let 0 ≤ s < p t . Let m be odd and a be a non-negative integer such that s = m2 a .
Three cases appear:
Assume that condition (i) holds. Then 2
Assume that condition (ii) holds. Then (3.10) 2 i b i ∤ s + p t ℓ for any i ∈ N and ℓ ∈ Z.
Indeed, suppose that 2
(ii). So (3.10) holds. This implies s ∈ Per pt (η). Assume that condition (iii) holds. Notice that (iii) is equivalent to 2 t | s and b i ∤ s for any1 ≤ i ≤ t. Indeed, if (iii) holds then 2 i | s for any 1 ≤ i ≤ t. We claim that s / ∈ Per pt (η). Indeed, we have two possibilities
• η(s) = 1. Then notice that 2 t = gcd(2 t+1 b t+1 , p t ) | s. So by Lemma 2.5, there exists n ∈ Z such that p t n + s ≡ 0 (mod 2 t+1 b t+1 ). Hence η(s + p t n) = 0.
Then j ≤ t. Because b j is odd, we have b j | m + 2b 1 b 2 . . . b t , which implies b j | m. But this contradicts (iii). So (3.11) does not hold. If a > t then because b 1 , b 2 , . . . , b t are odd, we obtain 2 t+1 ∤ s
Then j ≤ t. Because 2 j b j | p t , we have 2 j b j | s. But this contradicts (iii). So (3.12) does not hold. Hence we obtain η(s + p t ) = 1.
There are b 1 b 2 . . . b t non-negative multiples of 2 t smaller than p t . We need to know how many of them are not multiples of any b i for 1 ≤ i ≤ t. We will compute how many of non-negative multiples of 2 t smaller than p t are multiples of b i for some 1 ≤ i ≤ t. This is equivalent to compute the power of the union
Notice that because {b i } i∈N are pairwise coprime, for any ∅ = J ⊂ {1, 2, . . . , t} we have
By the Inclusion-Exclusion Principle and (3.13), we have that
Hence the number of 0 ≤ s < p t satisfying (iii) equals
This completes the proof.
Corollary 3.6 (see Remark 3.2 in [BKKPL] ). The Toeplitz sequence η is regular.
Proof. By Lemma 3.5, we have
The assertion follows. 
Lemma 3.8. The point η has property (Sh).
Proof. Let t ≥ 1. As we proved above the block A t has holes at some non-zero multiples of 2 t (see (3.8)). Moreover, 2 t | p t . Hence the distance between consecutive holes in A t is at least 2 t . So η has separated holes.
Corollary 3.9. The system (X η , S) is coalescent, i.e. each continuos map U : X η → X η commuting with S is a homeomorphism.
Proof. By Proposition 3 in [BK] , any Toeplitz system O S (x) such that x has property (Sh), is coalescent. Hence by Lemma 3.8, the system (X η , S) is coalescent.
In the following lemmas, we will give specific properties of holes in A t . For any t ∈ N let I (t)
st be all positions of the holes in the block A t and for any h ∈ G let J (t)
st (h) be all positions of the holes in the block A t (h).
Lemma 3.10. Let t ≥ 1. Then for any 1 ≤ i ≤ t we have
Because b 1 , b 2 , . . . , b t are pairwise coprime, we have
By Lemma 2.7, for any F ⊂ {1, 2, . . . , t} \ {i}, we obtain (3.14)
elements. By the Inclusion-Exclusion Principle (using the same arguments as in the proof of identity (3.9)), we obtain that the number of elements of A equals
Hence the number of elements of A is smaller than the number of elements of the set
, which, by Lemma 2.8, equals
. The assertion follows.
Lemma 3.11. Let h = (n t ) ∞ t=1 ∈ G can be lifted to U ∈ C(S). Then there exists t 0 ≥ 1 such that for any t ≥ t 0
where k ′ depends on t 0 .
Proof. Let h = (n t ) ∞ t=1 ∈ G can be lifted to U ∈ C(S). By Curtis-Hedlund-Lyndon Theorem (see Theorem 3.4 in [He] ), there exist I ∈ Z and k ∈ N and a function f : {0, 1} k → {0, 1} such that
for any m ∈ Z and any y ∈ O S (η). Without loss of generality we can assume that I = 0. Indeed, notice that U(S I y)(m) = f (y[m, m + k − 1]) for any m ∈ Z and any y ∈ O S (η).
Moreover, US I ∈ C(S) if and only if U ∈ C(S).
Let t 0 ≥ 1 be large enough so the distance between consecutive holes in A t 0 be greater than k, i.e. 2 t 0 > k (see Corollary 3.7).
Let t ≥ t 0 . By the definition, η(h) has the same p t -skeleton as S nt η. So A t (h) has s t holes and the space between consecutive holes is divisible by 2 t . We claim that for any 0 ≤ j < s t there exists unique 0 ≤ i < s t such that
Suppose not, then for any ℓ ∈ Z we use k places from η, which are p t -periodic, to code J (t)
j (h) is a hole. We only need to show uniqueness Assume that (1) holds. First notice that η(bi) = 0 for any i ∈ Z. Suppose that ¬ ∈ C(S). Then for any n ∈ N there exists r ∈ Z such that (5.1) η(bi + r) = 1 for any i = 1, 2, . . . , n.
Let n ≥ c and r ∈ Z satisfies (5.1). By Lemma 2.5, the congruence (5.2) bx + r ≡ 0 mod c has a solution x 0 ∈ Z. Note that also x 0 + kc is a solution of (5.2) for any k ∈ Z. Hence η(b(x 0 + kc) + r) = 0 for any k ∈ Z. Notice that there exists k ∈ Z such that 1 ≤ x 0 + kc ≤ c ≤ n. But by (5.1), we have η(b(x 0 + kc) + r) = 1. This is a contradiction. Assume that (2) holds. Notice that if 2 ∈ B = {2} then the block 00 appears in η. So there exist n ∈ Z and b, c ∈ B such that b | n and c | n + 1. But then gcd(b, c) = 1. Hence 2 ∈ B. Then min B ≥ 3. So the block 11 appears in η. Suppose that ¬ ∈ C(S). Then 00 apears in η. So there exist b, c ∈ B such that gcd(b, c) = 1, which contradicts (2). Notice that in case of B = {2} we have S = ¬. Hence ¬ is an element of the automorphism group of the B-free subshift if and only if B = {2}.
For A ⊂ N, we recall several notions of asymptotic density. We have: [DE, DE1] ). A set B is taut when is primitive, i.e. for any b, b ′ ∈ B if b | b ′ then b = b ′ , and does not contain cA with c ∈ N and A ⊂ N \ {1} that is Behrend. In [Ha] , it is proved that for any B ⊂ N there exists a primitive B ′ ⊂ B such that M B = M B ′ . As shown in [BKKPL] , we have a "good" theory of B-free subshifts, both for topological dynamics as well as ergodic theory point of view whenever B is taut. On the other hand, Toeplitz B-free systems (X η , S) play a special role in the theory of B-free systems. The Toeplitz case can be characterized by the minimality of (X η , S), [BKKPL] , more precisely by the fact that η itself is a Toeplitz sequence [KKL] . We have the following.
