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Asymptotic expansions of the joint distributions of the latent roots of the 
Wishart matrix and multivariate F matrix are obtained for large degrees of 
freedom when the population latent roots have arbitrary multiplicity. Asymptotic 
expansions of the distributions of the latent vectors of the above matrices are 
also derived when the corresponding population root is simple. The effect of 
normalizations of the vector is examined. 
1. INTRODUCTION 
An asymptotic expansion of the joint distribution of the latent roots of a 
Wishart matrix is given, in terms of the normal distribution function and its 
derivatives, when the corresponding population roots are all simple. This result 
is based on the Taylor series expansion given by Sugiura [17] and it includes 
asymptotic expansion of an arbitrary joint marginal distribution of the latent 
roots and hence of any individual root obtained by Sugiura [17]. The extension 
of this result to the case of the multivariate F matrix was not so easy, due to the 
fact that obtaining the Taylor series expansion of the latent roots by evaluating 
the determinant based on the implicit function theorem was tedious and the result 
was given only up to the second order in Sugiura [18]. We can, however, over- 
come this difficulty by using the perturbation method as is shown in Section 3. 
When the population roots have multiplicity, we can use the asymptotic 
results for the joint density functions of the latent roots of Wishart matrices 
obtained by Chattopadhyay and Pillai [5] to derive our asymptotic expansions 
based on the limiting distributions. The results are given by the asymptotic 
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expansions of the joint density functions of the latent roots and covers the most 
general case for the multiplicity, though we have nonnormal limiting distribu- 
tions. Because of the difference of the derivation, it is worthwhile to mention the 
perturbation method and for practical purpose, asymptotic expansion of the 
distribution function is more useful than that of the density function, which is 
possible only when the population roots are simple. Muirhead and Chikuse [16] 
obtained the asymptic expansion of the joint distribution of the latent root of a 
Wishart matrix, based on Anderson [l] which agrees with our Theorem 2.1 
after some rearrangement. Incidentally, Chikuse [6] also obtained the asymptotic 
expansions of the joint density function of the latent roots of the Wishart and 
multivariate F matrices, based on Anderson [l], Li, Pillai, and Chang [14], 
Chang [4], and Chattopadhyay and Pillai [5], though she deals with the cases of 
one or two multiple population roots. Krishnaiah and Waikar [12] derived the 
exact joint density of any few roots of a class of random matrices like Wishart 
matrix and multivariate beta matrices in the central cases whereas Krishnaiah 
and Chattopadhyay [Ill obtained the corresponding results in the noncentral 
cases. 
Asymptotic expansions of the distributions of the latent vectors of Wishart and 
multivariate F matrices are derived, when the corresponding roots are simple, 
based on the Taylor series expansion obtained by a perturbation method. It may 
be remarked that the choice of the normalization factor of the latent vector has 
much influence on the limiting distribution which is discussed in Sections 6 and 7. 
It would be interesting, if we could derive these asymptotic distributions of the 
latent vector from the exact distribution obtained by Sugiyama [19] and Khatri 
and Pillai [9]. 
2. THE ROOTS OF A WISHART MATRIX WITHOUT MULTIPLE POPULATION ROOT 
Let 5’ = (sii) be a Wishart matrix having the Wishart distribution WJn, Z) 
and let Z, be the oath largest latent root of S. Since we are dealing with the 
distribution of (1i ,..., 1,), we may assume that Z = r = diag(h, ,..., h,) and 
A, > A, > ... >, h, > 0. Noting that S/n converges in probability to r as n 
tends to infinity, Sugiura [17, Formula (3.9)] g ave the Taylor series expansion 
of Z, with respect to Sij (i < j) at S/n = r by evaluating the determinant 
1 S - ZJ 1 = 0, when h, is a simple root of r. This formula was derived earlier 
by Lawley [13] by a different method. Put m = n - 24 for a correction factor d 
and n#(S/m - r) = (uij). A ssuming that all the roots of r are simple, we 
can write the characteristic function of ttW(ll/m - X, ,..., 1,/m - &,) as 
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Each expectation in (2.1) can be computed by Sugiura [17, Lemma 5.11. Inversion 
of this characteristic function yields an asymptotic expansion of the joint distri- 
bution function of the latent roots of S. 
THEOREM 2.1. Let the latent roots of r be Xl > *.* > &, > 0 and put 
m = n - 26 for a correction factor A. Let us write the standard normal distribution 
function by Q(x) and r&x) = W’(x)/@(x). Then we have 
1 -$$ + f (8, +;&)] + 0 ( m&a ) , (2.3) 
where, using & E I/J~(x~) for abbreviation, 
DISTRIBUTIONS OF LATENT ROOTS AND VECTOR 503 
This asymptotic expansion is independently obtained by Muirhead and 
Chiiuse [16] by a different technique based on Anderson [l]. They obtained the 
asymptotic expansion of the joint density function of the roots which is consistent 
with our result, if we put d = 0. From Theorem 2.1 we can see that a correction 
factor A can be chosen so that the term of order rn-l12 vanishes. However such d 
depends on the values of h’s and x’s so that practically A = 0 will be recom- 
mended. 
Putting in particular X, = x and letting xg ( j # a) tend to infinity in Theorem 
2.1, we have the asymptotic expansion of the distribution of (m/2)1/2~;1(lo,/m - ha) 
given in Sugiura [17]. Similarly we can get an asymptotic expansion of an 
arbitrary marginal joint distribution of (m/2)1/2{(Z1/m - A,)/& ,..., (Z,/m - A,)//\,} 
from Theorem 2.1, provided that the corresponding population roots are simple. 
The first term of the asymptotic expansion shows that in the case of simple 
roots, the sample latent roots Z&z have asymptotically independent normal 
distribution N(h, , 2An2/n), which was earlier obtained by Girshick [8]. 
3. THE ROOTS OF MULTIVARIATE F MATRIX WITHOUT 
MULTIPLE POPULATION ROOT 
Let S, = (s(,:)) and S, = (s$)) be two stochastically independent Wishart 
matrices having ‘W&r1 , Zr) and IV,(n, , Z2) distributions, respectively. We are 
concerned with an asymptotic expansion of the distribution of the latent roots 
(11 9.*-v 2,) of (S1/nl)(S2/n2)-i, where Zi > 1, > ... > 1, > 0. Without loss of 
generality, we may assume that .X1 = r = diag(h, ,..., A,), A, >, . .. > A, > 0 and 
Z2 =- I. Put n1 + n2 = n and n&z = pi > 0 for i = 1 and 2. Here we shall 
permit correction factor c = 1 + o(l) and put mi = mi = ni - 24 with 
m, + m2 = m and A, + A, = A. Then mi = pim and (S1/mi)(S2/m2)-1 con- 
verges in probability to r as m tends to infinity. We should look for the Taylor 
series expansion of 1, with respect to si:’ and s$’ (; < j) at SJm, = I’ and 
S,/m, = I. The computation of the derivatives is very tedious, if we try to 
evaluate the determinant 1 S, - l,S, 1 = 0 as in Sugiura [18]. 
It will be shown that a perturbation method as for example in Courant and 
Hilbert [7, Chap. 11, is more effective for our purposes. If A, is a simple root of r, 
the corresponding latent root 1, is an analytic function of (SJm, , S2/m2) at 
(r, I). Hence for the perturbation SJm, = r + CA and S,/m, = I + EB with 
small real number E and symmetric matrices A = (ail) and B = (b,), we can 
assume the following expansions of the roots Z, and the latent vector fa = 
( fi, ,..., f,,ll)’ with faa > 0 corresponding to I,: 
1 = h + ,X(l) + E%/\(2) + . . . a 
f1 =el+# +$) + . . . 
(3.1) 
68316/4-3 
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where eE = (0 ,..., 0 1” 0 ,..., 0)’ and // fe /j = 1. Substituting these equalities for 
(S&n, - laSz/m,)f~ = 0 and putting the coefficient of l i (i = 0, 1,2,...) equal to 
zero, we can determine each coefficient in (3.1) successively, giving 
+ terms of higher order, (3.2) 
+ terms of higher order, (3.3) 
w,h - Axbz,) + z, (h, _ h,j2th, _ h,) + terms of higher order, (3.4) 
where a, = s$‘/m, - A, 6, , b,j = s$‘/m, - a,, and caj = a, - A,b, are used 
for abbreviation. Note that a,, = a,, and bMj = bga, but c,j is not equal to cjil . 
Let all bij be zeros in the expansion (3.2) of 1, . Then we get the Taylor series 
expansion of the latent root of a Wishart matrix, given in Sugiura [ 171 which was 
used in Section 2. The terms up to the second order were obtained by Sugiura [ 181. 
The expansion of the latent vector (3.3) and (3.4) will be used in Sections 6 and 7. 
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Here we shall assume that all the roots of rare simple, namely, A1 > ha > ... > 
h, > 0. Then we can write the characteristic function of m1~2(ll - X, ,..., 1, - X,) 
in a simular form as in (2.2), based on the expansion (3.2). Each expectation can 
be computed by the following lemma, which is an extension of Sugiura 
[17, Lemma 5.11 and is derived by the same argument. 
LEMMA 3.1. Let f(Sl/ml , S,/m,) be an analytic function at S&n, = r and 
S,/m, = I. Dejine matrices of dzjkntial operator by ai = (&(l + a,,) a/au:‘) 
for symmetric matrices .?Yi = (uf,‘) i = 1, 2. Then for any symmetric matrices A, 
and A, , we have for large m, 
E [etr fi(ml)1/2A, (* - I’) + i(m,)1/2A2 (-$ - I)/ . f (-$- , *)] 
== etr{-(I’A,)2 - A22} * [l + ---& (idI + i3d3) 
+ -& 
I 
i i2jg2j + k (idI + i3d3)2 
j=O 
+ l I i i2j-1h2j-1 + (id1 + i3d3) f i2jg2j + i (id1 + i3d3)3 “w”2 j=l I=0 
i2%2j + lower order derivatives 
+ 0 ( m2(&,2 )] f (4 9 22113,; Y (3.5) 
where 
4 = 2 tr{(rAJ al + 4r4)/~?~ + (4 a2 + 442)/~i’~), 
d3 = (4/3) tr{(rAl>3/p:‘2 + AZ/p’,‘“>, 
go = W(r al)2 + 24,~ alif1 + (a22 + 24, a2)h2i, 
g, q = 2 tr[W’Al)2ral + 4(~Al)21/~l + (2A22 a2 + ~242)/~21, 
g4 z= 2 W~4)41~l + A24/~2h 
hl = 4 tr[{rA(r ad2 + 4rAJ al>/#2 + (A, a22 + A,A, a2)/~;‘21, 
h3 := 8 tr[{(rAl)3r 4 + (l/3)Al(rAl>“>/~f’” + (AZ” a2 + (1/WJ23>/~32’~1~ 
h6 = (16/5) tri(rAl>“/p”,‘” + A26/&“>, 
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h0 = (1/2)l?W %)2/~1 + a22/~2112t 
k2 = WVW 4/d’” + A2 ~~/FJY~>>~ tW Q2/f1 + %2/~2), 
h, = (2/3){tr(TAJ aI/&2 + A, a2/p:‘2)}4. (3.6) 
Put A, = diag(t, ,..., t,)/p:/2 and A, = -diag(h,t, ,..., h,t,)/p~/2 in Lemma 3.1 
and evaluate each expectation. We can get an asymptotic form of the charac- 
teristic function of ml”(Zl - X 1 ,..., 1, - A,) which yields, after some rearrange- 
ment. 
THEOREM 3.1. An asymptotic expansion of the joint distribution of the latent 
roots Z, = ch,(S&z,)(S2/n2)-1, when the roots h, = ch,.ZIZ;l are all simple, for 
large m = cn = c(nl + f2.J = m, + m2 with a correction factor d = 1 + o(1) and 
mi=n,-2A24,,A,+A2=A,isgivenb~ 
= fp(x.) 1 -I- ir &g1+ $ k2 + $12,1 + 0 (A) , (3.7) 
where pi = n&z > 0 and, putting C1 = cF=, , (bol = @(@J(x#D(xJ for abbreviation, 
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Putting in particular x, = x and letting zj( i # LX) tend to infinity in Theorem 
3.1, we have the following asymptotic expansion of the distribution of the 
individual root mlla(Z@ - A,) in terms of the normal distribution function 
O(X), when h, is a simple root of r. 
COROLLARY 3.1. 
p ((z!yy2 kp < x) 
(3.9) 
= CD(x) - ---& {upyx) + upyx)} + +- i b,,wyx) + O(m-3/Z), 
3=1 
where 
a1 = Ih(P + 1) + c wh - 4/(2PlP2)‘~2, j#U 
a, = (2/3)(1 + ~~)1(2fr~~)r/a 
b2 = Wh2 + u/w--24 + bzlfd + Wa) -NJ? + (P2lPlN 
+ w2P~2) 1 c ((3 - 2P2N& - h)) - c (V& - Xd2)I 9 (3.10) 
5#0 I#* 
h = %a, + (5PI + Pa2M%lP2>, 
b, = (l/2)@. 
The terms up to the order m-II2 in Corollary 3.1 were obtained by Sugiura [lg]. 
The first term in Theorem 3.1 shows that the latent root Z, has asymptotically 
independent normal distribution N(h, , U,2/(np,p2)), when the population root 
h, have no multiplicity. Again asymptotic expansion of any marginal joint 
distribution of the roots WZ~/~(Z, - h, ,..., 1, - X,) can be obtained from 
Theorem 3.1. Chikuse [6], gave, independently, the asymptotic expansion of the 
joint density function by a different technique described in the subsequent 
sections. From Theorem 3.1, we can see that it is impossible to chose a correction 
factor d so that the term of O(m-lj2) vanishes. 
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4. THE ROOTS OF A WISHART MATRIX WITH MULTIPLE POPULATION ROOTS 
The problem discussed in this section is the same as in Section 2 and the same 
notation will be used here, except that we permit multiple latent roots of I’, 
namely, we shall assume that 
(4-l) 
where yr > ... > yq > ..* > yq+r > 0 and /\, means the orth largest root of r. 
The suffices satisfy q1 = 4 + 1, qz = qr + k, ,..., q7 = qr + x1-l /zi and 
qr+l =p + 1. Put R = diag(r, ,..., r,) for Y, = 1,/m. Then an asymptotic 
joint probability density function of R can be written by Chattopadhyay and 
Pillai [5] as 
(+‘)““P 1 R 1+~--1)/2 
r&z/2) 1 r Ia/2 - etr 
. Ii ii g-j”’ Ii ,,ii-l f-I ($j”’ 
i=l j-1 
i<j 
u=1 24, 3=qu+1 
i<i 
u=1 i=q,, +a,+, 
CTi - yj) 
(4.2) 
where cij = (hi’ - /\;‘)(Y~ - yi). Th e order of the remainder term is not written 
explicitly in Chattopadhyay and Pillai [5], which can be seen, however, by a 
slightly more precise argument than them. The factor 24 in their formula [5, 
Theorem 3.11 should be deleted. Also in defining cr by [5, Eq. (5)], the term 
1h$/“j should be altered as I:$!“. They obtained this formula by evaluating the 
integral Jots) etr(--nH’r-lHL) dH for large n in the exact density function of 
(y 1 ,..., Ye). In the case ofp = q, namely, no multiple population roots, Anderson 
[l] has obtained the corresponding form to (4.2), in which he noted that the 
asymptotic normality of the latent roots can be deduced. 
Taking into consideration Theorem 3.1, we shall transform the random 
variables (yl ,..., r,) to (tr ,..., t,) by 
m 
( 1 
112 
- 
2Yi2 
(Yi - yi) = ti for 1 < i < q, 
m 
(2y 1 
112 
z (Yi - Yfl+u) = ti for qtl < i < qufl , u = 1, 2 ,..., Y. (4.3) 
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Then the Jacobian for this transformation is equal to (2/m)rPl r I. By Stirling’s 
formula, we get 
log b/W+ mp 
r&/2) 
; P(P + 1) - 2 
4 1og+;1og2 
- I- A2 - ‘$ A + 2p2 +z - ’ 1 + O(m-2). 
m I 
(4.4) 
By the transformation (4.3), the term log{J R (@-p-l)/2 flIlsicjs9 (ri - rj)) can be 
expressed as 
n-p-1 - 
2 logIrl -; i k,(k,- 1)log~+log170+~0 W-1 
+ log fi T]I pi - tj) 1 u=lP,<i<j<a,+, 1 
+ i [ (y2ti - ; ti2 + (Jy2 1; ti3 + (A - p+, ii/ 
1 II t(a + o(~-v), 
where 
(4.5) 
The term on the second line of the density function (4.2) has the asymptotic form 
log ( r l(p-1)‘2 + i (9” - 4 - i ku2) log $ - log I& - k CO + O(m-a/a). 
lb=1 (4.7) 
Finally the term on the third line of (4.2) yields 
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The equalities (4.4)-(4X) together with the Jacobian (2/+‘~‘~ r j give us the 
following asymptotic expansion of the joint density function of the latent roots, 
based on the limiting distribution: 
THEOREM 4.1. Let I, be the oath largest latent root of S/m, where S has Wishart 
distribution WP(n, Z) and m = n - 24. Assume that Z has latent roots of arbitrary 
multiplicity defined by (4.1). Then an asymptotic expansion of the joint density 
function of (m/2)1/2{(r, - Q/X, ,..., (I~ - h,)//\,} = (tl ,..., t9) is giwen by 
. ,fl 
Q,Q<J<Q,+1 
(ti - tf) [ 1 + -$p- gl + & (g, + i g12)] + O(m-3/2), 
/ 
where 
g2 = 42~ + p(p + l) p 
2 A -%(2~2+3p- 1) 
- i 1; ti4 + (A - ‘+, ti2/ 
i-l 
i<j 
If we put 4 = p in Theorem 4.1 and delete all the terms having sufficies 
larger than q, we have the asymptotic expansion, when the population roots are 
all simple. This can be seen to be consistent with the result in Theorem 2.1, 
if we differentiate the asymptotic distribution (2.3) with respect to x1 ,..., X~ 
and make some rearrangement. The first term in Theorem 4.1 shows that the 
sets of latent roots rr ,..., Y, , (7. q1 ,..., YQ*-1 ) ,--., (yq, ,..., I~,+~-~) are asymptotically 
mutually independent, corresponding to the multiplicity of the population roots. 
The limiting distribution is consistent with Anderson [3]. Chiiuse [6] obtained 
the same asymptotic expansion when Y = 1, namely, the smallest root has 
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multiplicity and the other roots are simple. It may be interesting to note that the 
asymptotic expansion of the joint density function has a relatively simple form, 
whereas the distribution function has not. 
5. THE ROOTS OF MULTIVARIATE F MATRICES WITH 
MULTIPLE POPULATION ROOTS 
As in Section 3, we are now concerned with the asymptotic distribution of the 
latent root 1, = ch,(S,/n,)(S,/n,)-l, w h ere S, and S, have independent Wishart 
distributions W,(n, , .ZJ and W,(n, , 21,) respectively. Put L = diag(Z1 ,..., Zr,) 
and we shall permit arbitrary multiplicity for the latent roots (A1 ,..., A,) of 
&?Z;1, which is denoted by T in (4.1). An asymptotic joint density function of 
(4 ***, 4J is obtained by Chattopadhyay and Pillai [fl as 
.[l ++-(i jy+iqy i 
i-l&l u=l i-q, j=q,+, 
)$+&l+%)+o(~)]’ 
where 
(~1 = U/W d(4 - 1)(4q + 1) + W2 - @)I 
a,~(1/2)~kf(p-q-~l~~~--kf)(p-q-~l~~~--K,-l) (5.2) 
i=l 
+ W) i f%(h + *** + k&,)(k, + -*- + IQ-1 - 1) 
i-1 
+ ((3/2) + 4) C wj . 
lq<l<r 
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They obtained this asymptotic form (5.1) by evaluating the integral 
for large n in the exact density function of (I1 ,..., I,). In their formula in 
Theorem 4.1, the factor 29 should be deleted and the determinant 1 I + LR Inlz 
should be altered to II+ LR I-n/z. The constant (us given in [5, Formula (14)] 
seems to be incorrect. The author obtained different values as is indicated above, 
based on [14, pp. 1544-1.5461 of Li, Pillai, and Chang, and the Jacobian for the 
transformation H = exp(S,) discussed by Chattopadhyay and Pillai [5, Eq. (S)]. 
The special case of K, = ... = K, = 1, namely, of all simple roots, will serve 
as a check, in which a1 + 01s should be equal to p(p - 1)(4p + I)/12 with 
p = 4 + r. Also the difference product nicj(Zi - Zi) in defining ca should be 
changed to nici(ri - rj) in their notation. The population root Zi = ch,(.&C;r) 
in [5, Eq. (12)] should be read as Zi = cZ~(&z;‘)-l. 
In the case 4 = p, namely, no multiple population roots, Li, Pillai, and 
Chang [14] obtained the asymptotic form corresponding to (5.1) and Chang [4] 
obtained the first term, in which he noted that the asymptotic normality of the 
latent roots can be derived. Li, Pillai, and Chang [14] also obtained the first 
term in the case of one multiple population root, A,+, = ... = h, . 
We shall use the same notation and limiting condition as in Section 3. Taking 
into consideration Theorem 3.1, let us transform the random variables (Zr ,.. . , I,) 
to (6 ,..., qJ by 
(5.3) 
(~f~P,/C2r~+,u)>““Cz~ - Ya+u) = ti for qzl .< i < qu+l - 1 
with IL = 1, 2,..., r. Then the Jacobian for this transformation is equal to 
1 r /{2/(mp1p2))*/2. Computation similar to that in Section 4 yields 
THEOREM 5.1. Under the same notation and limiting condition as in Theorem 
3.1, except that the latent roots A, = ch,(2YJ;1) have arbitrary multiplicity given 
by (4. l), an asymptotic expansion of the joint density function of (tl ,..., tP) dejkd 
by (5.3) is given by (4.9) with the following coeficients: 
DISTRIBUTIONS OF LATENT ROOTS AND VECTOR 513 
&=f(a,+%)+&(l-$-) (~P~+~P--I)++-(~+P++) 
i=l 
- 12;;3 g ti4 + 
P + 1 - (P - lh2 g &2 
2PlPZ 
In case of q = p, we can see the agreement between Theorem 5.1 and 
Theorem 3.1, after differentiation of the asymptotic distribution function of the 
latent roots (3.7) with respect to x1 ,..., x1, and some rearrangement. Again the 
asymptotic joint density function has the simpler form. Konishi [lo] discussed 
the limiting joint distribution of the latent roots and vectors, following 
Anderson [2]. 
6. LATENT VECTOR OF A WISHART MATRIX 
Now we shall consider an asymptotic expansion of the distribution of a latent 
vector of a Wishart matrix. Putting b, = 0 and cij = aii in (3.3) and (3.4), we 
get a Taylor series expansion of the latent vector fa = (fill ,...,f,.)’ withf,, > 0 
corresponding to the oath largest root of S/m, where S = (Q) has Wishart 
distribution WJn, r) and r = diag(h, ,..., X,) with h, > ;\a > .** > X, > 0 and 
m = n - 24. We have assumed that h, is simple. For uhl = s&t - h& , it is 
given by 
+ terms of higher order (6.1) 
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Mallow [15] obtained the asymptotic expansion of the latent vector up to the 
second order. Note that {n1/2a,,) have asymptotically independent normal 
distribution N(0, A&) for h # 01 and N(0, 2AU2) for h = a. We can see from 
(6.1) that {nllzfha} have asymptotically independent normal distribution 
N(0, hhhJ(Ah - hJ2) for h # cy and fgU - 1 = O&l). These results are proved 
in Anderson [3] in a more general situation by a different argument. We can 
further imply from (6.1) that the limiting distribution of -2n(f,, - 1) is the 
weighted sum of independent x2-variates with one degree of freedom, namely, 
CWm{~,~L/(~, - AJ21X?. 
By (7.1) we can write the characteristic function of the latent vector 
&“(f, - e,) in a form similar to (2.1). Then each expectation can be evaluated 
by Lemma 3.1, putting A, = 0 and 
A, = 01 
i 
, (6.2) 
giving the following asymptotic form of the characteristic function of 
wW(f. - e,): 
x 1+ 
[ $c @?l + i3g3> + & $ i”h,j] + 0 (-&) , 
where 
V-3) 
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h, := +g,“. (6.4) 
This means that the latent vector ml/“(fa - e,) has asymptotically the singular 
normal distribution with mean 0 and covariance matrix 
diag(hrh,/(hr - &J2,. . . ,6,. . . , &&,/(& - &)‘). 
Putting t, = 0, we get 
THEOREM 6.1. Let fa = (fla ,..., pa f )’ be the latent vector of length one with 
faa > 0, corresponding to the ath largest latent root of the Wishart matrix having 
W,(n, r), where r = diag(r\, ,.,., X,) with h, > *.* >h,>Oand h,isassumed 
to be simple. Put m = n - 24 for a correction A. Then an asymptotic expansion 
of the distribution of (fro: ,..., fa-l,a , fa+l,a ,..., f,J is given by 
where by putting & = @(i’(x#D(xJ 
+ (l/2) c @mb$,h+,d(~h - Aa)(hZ - x,)). 
h#cv 
~+a: h+l 
We shall check the numerical accuracy of this asymptotic formula when 
p = 2. From Sugiyama [20, Table 21, the upper 2.5 o/o point of fa is given by 
sin(0.35373), when n = 50, A, = 1.4, A, = 0.6 and sin(0.10734), when n = 50, 
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A, = 1.8, A, = 0.2. In this case our formula (6.5) takes particularly simple form, 
that is, putting A = 0 
P d/2 
( '&-)-$I hl < x) 
which gives the folIowing rest&s: 
w21 > 4 n = 50 
A1 = 1.4, A2 = 0.6 A, = 1.8,A2 = 0.2 
term of O(1) 0.0163 0.02168 
term of O(m-l) 0.0076 0.00326 
approx. value 0.0239 0.02494 
exact value 0.025 0.025. 
These numerical results are satisfactory. However when A, and A, become closer, 
the asymptotic expansion is no longer available. This is because of the assumption 
that A, should be a simple latent root of r. 
So far as the distribution of the latent roots is concerned, the assumption that 5’ 
has Wishart distribution WJn, F) for r = diag(A,,..., A,) does not lose generality. 
However for the latent vector it loses generality. We should assume that S has 
WJn, Z) for positive definite matrix Z in general and find out the orthogonal 
matrix H = (hij) such that H'ZH = r. Then Z = HIT?’ andf= = Hfa is the 
latent vector of S for the arth root when S has W,(n, 2). Hence the asymptotic 
form of the characteristic function of m112(Hfa - HeJ is obtained simply by 
substituting ZE, &it, for tj (j = 1, 2 ,..., p) in (6.3) and (6.4). The first term is 
given by 
which shows that the latent vector m1/2(fa - HeJhas asymptotically the singular 
normal distribution with mean vector 0 and covariances between lth and I’th 
components given by &+a A,h,h&r*jj(A, - &)a. This was proved by Anderson [3.] 
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The inversion of the characteristic function in this general case is complicated 
because of the dependency between the components of the latent vector, and we 
shall only show, here, an asymptotic expansion of the marginal distribution of a 
component. 
THEOREM 6.2. Let S have Wishart distribution W,,(n, Z) and let H = (hii) be 
an orthogonal matrix such thut H’ZH = diag(h, ,..., AD) for Al > a.* > A, > 0 
assume that A, is simple and 1 h,, 1 < 1. Put 3 = xi+. A,&h~,/(A, - Q2. Then an 
asymptotic expansion of the distribution of the kth component &, of the latent 
vector f-, of S with Ilfa j/ = 1, corresponding to the oath root is given by 
P(m1/2(jrca - hKn)/T < x) = a’(x) - ----&- I* @(l)(x) + 9 CD(~)(~)/ 
++$ @yx) + 0 (A) , (6-V 
3=0 
where the sign of fk;o is taken to be consistent with the sign of h,, for k = l,..., p and 
the coeflcients g’s and h’s are defined by (6.4) after substituting h,j for tj 
(j = 1,2 ,..., p). 
In order to get nonsingular joint limiting distribution of the latent vector, we 
shall normalize it by 11 fN II = Z, where Z, stands for the orth largest latent root of 
S/m. In this case, the Taylor series expansion corresponding to (3.3) and (3.4) 
is given by 
X112a 
f&h f  a) = - e - 
(h + h&a&h. 
2@,)17h, - A,)2 + 
+ terms of higher order, 
(6.9) 
2 
+ terms of higher order. 
By the similar computation as in the proof of Theorem 6.1, we get an asymptotic 
form of the characteristic function of m1/2(f, - Ai/’ e,) as 
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(6.10) 
This enables us to have a nonsingular limiting distribution of m112(fm - Ai/’ e,), 
though the. latent root and vector are no longer asymptotically independent. 
More precisely we have 
THEOREM 6.3. Under the same condition as in Theorem 6.1, except that 
// f f i  [I2 = 1, , the following asymptotic expansion holds: 
ml’;&; ha ’ fhol < Xh , (+y2 (fao - Ap) < xuj 
a LT 
= ii: @‘(xJ 
1 I[ Z=l 
1 + $ Ih. (p + + + ; Z&* “‘, ).J - &#3m 
n 
(6.11) 
THEOREM 6.4. Under the same condition as in Theorem 6.2, except that 
11 fa Ila = 1, and excluding 1 h,, 1 < 1, the following asymptotic expansion holds: 
p m1J2(f;ca - h ) 
( i- < xl i 
= @5(x) - --& (+ W(x) + -$- @(3)(x,) + 0 (J-) ) 
where 72 = CIZa hlAor2h~l/(Xz - A,)2 + &h&/2 and the coejicients g, , g, are gieen 
by (6.10) after substituting h,j for tj (j = 1, 2,..., p). 
As can be seen in (6.9), the Taylor series of fmm contains many terms in the 
third degree, so that the computation of the term of order m-l in Theorems 6.3 
and 6.4. is tedious. 
7. LATENT VECTOR OF MIJLTIVARZATE F MATRICES 
Let S, = (s::‘) and S, = (~4;‘) be two independent Wishart matrices having 
W,(n, , r) and W,(n, , I) distributions, respectively, where r = diag(X, ,..., h,) 
with A1 > ... > X, > 0 and A, is assumed to be simple. Let f.  be the latent 
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vector of (S’&Z,)-~(~,/~,) with length one and positive &h component, corre- 
sponding to the &h largest latent root. Then the Taylor series expansion of the 
hth component fnu off, is already given in (3.3) and (3.4). Using the same 
notation as in Section 3 we can evaluate the asymptotic form of the charac- 
teristic function of m112(f, - e,) with the help of Lemma 3.1, where we should 
put A, = A/p:” and A, = --X,A/&2 for the symmetric matrix A given by (6.2). 
After some computation it is given by, using x, = Al/p, + Au/p2 for abbreviation, 
where 
(&I + i3g3) + i Fl i2jh2j + 0 (--&)I , 
(7.1) 
h, := &g32. (7.2) 
The first term of the characteristic function (7.1) shows that the latent vector 
mlf2(fo - e,) has asymptotically the singular normal distribution with mean 
vector 0 and covariance matrix 
diag(A&(X, - Q2 ,..., &..., A&&, - Q2). 
683/6/4-4 
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From (3.4) we can see that for the oath component jaw of the latent vector fa , 
the statistic -2n(f& - 1) has asymptotically the distribution of the weighted 
sums of independent X2-variates with one degree of freedom, namely, 
Cl+ &&$/(A, - AJ. Putting t, = 0 in (7.2), we get 
THEOREM 7.1. Let f# = (f lor ,..., f&)’ be the latent vector of length one with 
faa > 0, corresponding to the oath largest root of (S,/nz)-l(S1/n,), where S, and S, 
have independent Wishart distributions W,(n, , I’) and W,(n, , I) respectively 
with r = diag(h, ,..., A,), A, 2 .’ > A, > 0 and A, is assumed to be simple. 
Under the same limiting condition as in Theorem 3.1, the joint distribution of 
m1/2(fiol ,...~fL,Ji+l,a: ,..., fDdl) has the following asymptotic expansion: 
pn i 
h#a 
where A, = Al/p1 -I- Lip2 and 
(7.4) 
When, in general, S, and S, have the Wishart distributions W,(n, , ZJ and 
W9(n2 , z22), respectively, in Theorem 7.1, we should find a nonsingular matrix 
P = (pli) such that PI&P = rand P’Z2P = I. Then the characteristic function 
of m1/2(fa - &) = m112P(fa - e,) for the latent vector of (S2/n2)-1(,9&z,) is 
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obtained by substituting ~~Clpj,tj for t, (1 = l,...,p) in (7.2), the first term of 
which is given by 
This shows that N2(fi - &J has asymptotically the singular normal distribu- 
iion with mean vector 0 and covariances between jth andj’th component given by 
xl+ pilpi&Jl/(Al - AJ2. In partiuclar we get 
THEOREM 7.2. Let S, and S, have independent Wishart distributions 
‘Wllh 9 G) and Wp(n2 , z2), respectively, in Theorem 2.1. Take a nonsingular 
matrix P = (pi;) such that P’&P = r and P’C,P = I. Assume that X, is simple 
and [ p,& 1 < 1. Then, the distribution of the kth component & of the latent vector 
L for (S2/u~)-YS~/nl)~ namely, P(m1/2( f,,. - P&/T < x) has an asymptotic 
expansion of the form (6.8), where the sign of fku is taken to be consistent with the 
sign of pko: (k = I,...,P) and 72 = &+,p$&$/(hl - X,)2 with the coeficients 
g’s and h’s defined by (7.2) after substituting phlfar t, (1 = 1, 2,..., p). 
If we wish to have the nonsingular limiting distribution of the latent vector, we 
can use normalization [j f, /I2 = Z, instead of 11 f, (Iz = 1. For this, the Taylor 
series expansion of fa ‘with positive orth component is obtained corresponding 
to (3.3) and (3.4), 
+ &)1~2h&Ya 
hh - Aa 
+ terms of higher order 
(7.6) 
c:a 
8X,(X,)1/2 
1 1 h,c:h 
2(x~)1’2 hfa (‘h ‘,)’ 
+ terms of higher order, 
where cai = aaj - X,bi, . This gives the asymptotic form of the characteristic 
function of m112( fa - ht’“e,) as 
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where 
We can get 
THEOREM 7.3. Under the same condition as in Theorem 7.1, except that 
11 f# II2 = 1, , the distribution of the latent vector has the following asymptsjtc 
expansion: 
where the coeficients g, and g, are de$ned by (7.7) after substittstiq, 
(~PIP~/AJ~~~~~(x~>~ (~P~P~/W~YUYJ and ((h - U2/&2&) #22(xJ for t, , tW3, ad 
t12, respectively. 
THEOREM 7.4. Under the same candition as in Theorem 7.2, except that 
Ij fa ]I2 = Z, and excluding 1 pka 1 < 1, the distribution of the hth component of fa , 
mmelr, p(m112tfka - PJT < 4 h as an asymptotic expatkm of the form (6.8), 
where r2 = &Or A,2&pjE,/(AI - hJ2 + h,&/(2pIp2) and the coejkients g, , g, are 
given by (7.7) after substitutingp,, for t, (1 = 1, 2,..., p). 
Anderson [2] and Konishi [IO] used other normalizations, namely, f=‘S& = nr, , 
for which we have the Taylor series expansion 
(7.9) 
+ terms of higher order, 
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which yields the characteristic function of rnll”(f. - eJ as 
where 
gl=t, -A+z- 
I 4P2 
(7.10) 
Thus we can get 
THEOREM 7.5. Under the same condition as in Theorem 7.1, except that 
fol’%fu = m2, instead of 11 fa 11 = 1, the distribution of the latent vector, 
hfa 
m”;jat&2Aa ’ fha < xh , (2f%m)1’2(fu, - 1) < xa) 
has an asymptotic expansion of the form (74, where the coe&-ients g, and g, are 
de@ed by (7.10) after substituting (2p2)1/2#1, , (2~,)~/~$& and ((h, - hJ2/h,$)&, 
for ta2, t,“, and tz2, respectively. 
THEOREM 7.6. Under the same condition as in Theorem 7.2, except that 
f;%.L = m2, the distribution of the kth component of fm , namely, 
PW2(j;cw - P~,)/T < 4 
has an asymptotic expansion of the form (6.8), where 
T2 = PWP2) + c A&P”,& - 44” 
I#CT 
& the coeflcients g, and g, are given by (7.10) aftw substituting p,, for t, 
(1 = 1,2 ,..., p). 
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