The top-k ranking is based on some scoring function in deterministic applications. However, in uncertain applications, such a clean definition does not exist, since the process of reporting a tuple in a top-k answer does not depend only on its score but also on its membership probability. This work introduces an approach to processing top-k queries based on statistical information extraction model, which enables us to determine the probability that an observed extraction is correct. We validate the performance of the model empirically on the task of extracting information from two data sets.
Introduction
A number of applications today need to manage data that is imprecise. In many cases, the data may contain errors or may only be partially complete. For example, imprecision arises in fuzzy object matching across multiple databases, in data extracted automatically from unstructured text, in automatic schema alignments, in sensor data, in activity recognition data. In some cases, the data points may correspond to objects which are only vaguely specified, and are therefore considered uncertain in their representation. This has created a need for uncertain data management algorithms and applications [1] . In uncertain data management, data records are typically represented by probability distributions rather than deterministic values.
A probabilistic database, or PDB, is a system that stores large volumes of probabilistic data and supports complex queries. A PDB may also need to perform some additional tasks, such as updates or recovery, but these do not differ from those in conventional database management systems and will not be discussed here. The major challenge in a PDB is that it needs both to scale to large data volumes, a core competence of database management systems, and to do probabilistic inference, which is a problem researched in AI. While many scalable data management systems exists, probabilistic inference is in general a hard problem [2] , and current systems do not scale to the same extent as data management systems do. To address this challenge, researchers have focused on the specific nature of relational probabilistic data, and exploited the special form of probabilistic inference that occurs during query evaluation. A number of such results have emerged recently: lineage-based representations [3] , safe plans [4] , algorithms for top-k queries [5] (or as known as ranking queries), and representations of views over probabilistic data [6] . What is common to all these results is that they apply and extend well known concepts that are fundamental to data management, such as the separation of query and data when analyzing complexity [7] , incomplete databases [8] , the threshold algorithm [9] , and the use of materialized views to answer queries [10] .
Information extraction has been one of the key driver applications for probabilistic databases. Information extraction is the task of automatically extracting and labeling structured entities in unstructured data sources [11] . The databases generated from an information extraction process contain uncertain data, because despite the success of the techniques developed for information extraction, the accuracy of the extracted data is inherently imperfect.
In this paper we proposed an approach is to process score and uncertainty in one framework leveraging current probabilistic database storage and query processing capabilities. Our goal is to develop techniques to manage automatically imprecision in the data and rank query answers. 
CRFs and Semi-CRFs
A Conditional Random Fields (CRFs) [12] models a single joint distribution Pr (y| x) over the predicted labels y = y 1 ···y n of the tokens of x=x 1 ···x n . The tractability of the joint distribution is ensured by using a Markov random field to express the conditional independencies that hold between elements y i of y. In typical extraction tasks, a chain is adequate for capturing label dependencies. This implies that the label y i of the ith token is directly influenced only by the labels of tokens that are adjacent to it. In other words, once the label y i -1 is fixed, label y i -2 has no influence on label y i .
The dependency between the labels of adjacent tokens is captured by a scoring function  (y i -1 , y i , x, i) between nodes y i -1 and y i . This score is defined in terms of weighted functions of features as follows:
Where w is a weight vector for f that is learnt during training via a variety of methods. With these per-edge scores, the conditional distribution of a label sequence y given a token x is given as
The term Z(x) is a normalization factor and is equal to 
, where
the sum of the feature vector over all token positions of the sequence. Some subset of these features can be simplified further to depend only on the current state and are independent of the previous state. We will refer these as state features and denote these by f (y i , x, i) when we want to make the distinction explicit. The term transition features refers to the remaining features that are not independent of the previous label.
To extend CRFs to semi-CRFs model, in which the output is a sequence of segments, with each segment defining an entity, rather than a sequence of labels as in earlier CRFs models. More formally, a segmentation s of an input sequence of length n is a sequence of segments s 1 ···s p such that the last segment ends at n, the first segment starts at 1, and segment s j +1begins right after segment s j ends. Each segment s j consists of a start position l j , an end position u j , and a label yj∈y.
In a Semi-CRFs model, features are defined over segments comprising of multiple tokens forming an entire entity string. This allows for the use of more powerful features than tokenlevel models because features can now capture joint properties over all the tokens forming part of an entity. Like in the case of sequence models, the label of a segment depends on the label of the previous segment and the properties of the tokens comprising this segment. Thus a feature for segment s j = (y j , l j , u j ) is of the form f (y j , y j-1 , x, l j , u j ). A Semi-CRF models the conditional probability distribution over segmentation s for given input sequence x as follows:
During extraction, the goal is to find a segmentation s=s 1 ···s p of the input sequence x=x 1 ···x n such that Pr(s | x, w) as defined by Equation 3 is maximized, which implies that 
The algorithm makes a forward scan of the input tokens, and for each token position i and entity label y computes the best segmentation from 1 to i by taking the maximum over all possible segment lengths of the last segment ending at i and all possible labels of the segment before the last. The best segmentation then corresponds to the path traced by max y V (| x |; y). The probability of the best segmentation can be calculated using 
Top-k Query on Semi-CRFs-based in PDB
In typical real-life extraction tasks the highest scoring extraction is not necessarily the correct extraction. Fortunately, unlike in earlier generative models like HMMs, the probability of segmentation as output by semi-CRFs is sound in the sense that a probability of p denotes that there is a 100p% chance that the extraction is correct.
We now describe probabilistic top-k queries over a probabilistic database PDB supporting the semi-CRF model. It determines the segmentations with the top-k highest probabilities given a token sequence x from a document.
We consider an approach for representing the uncertainty of extraction in a database system and show how to return probabilistic answers to a project query of the form SELECT y 1 ···y k FROM T LIMIT k WHERE source=x Where T is an imprecise table in PDB and each y i refers to one of the k column c 1 ···c k of T.
Probabilistic results for such a query will return k rows where each row r consists of l segments of x ={(l 1 , u 1 ), ···, (l l , u l )}and a probability value p r = Pr(s 1 =( l 1 , u 1 ), ···, s l = ( l 1 , u 1 )| x) . We also allow a segment (l j , u j ) to be NULL so as to incorporate missing labels. A straightforward representation is to first extract from the original model all segmentations with non-zero probability and represent each segmentation s as a separate row with a tuple-level uncertainty value equal to the probability Pr (s|x) of that segmentation. Thus, each unstructured source record r will give rise to a variable number of rows in the database; all rows of the same record are linked via a shared key that constraints their probabilities to sum to 1, such a representation appears in figure3. In independent tuples model the probability of a query result is calculated by summing over all segmentations that match the result row as follows:
We study a slight variation of Top-k queries, namely, the probabilistic top-k or simply P-top-k, that return k tuples with the highest probabilities being one of the top-k ranked tuples in a random possible world pw(PDB). Formally, the probabilistic top-k is defined as follows: Definition1. Probabilistic top-k query: A probabilistic k top-k query on PDB return a set of k tuples S= {s 1 , · · ·, s k }, satisfying Pr (s i | x) ≥Pr (s j | x), for any 
Experiments and results

Data Sets
We use two datasets in the evaluation. The first dataset is Address that consists of 770 home addresses of students in IIT Bombay India. There are 5 possible labels used to tag this dataset, such as street names, area, city name, state name and zip code, respectively. Indian addresses are less regular than others, and extracting even fields like city names is challenging. A subset of 385 addresses was used as the test-set. The second dataset is Cora citations data set that consists of 500 bibliography entries from academic papers. There are 13 possible labels for each token in each entry: author, book title, date, editor, institution, journal, location, note, pages, publisher, tech, title, and volume. Although bibliography entries are generally short and follow some conventions, they are interesting because they can display large variations in total length and the length of each section within an entry. In addition, each entry does not always include all possible sections, and there can be differences in the ordering of sections. We use a subset of 350 citations as our test-set.
Setup
For each dataset, we train a strong and a weak semi-CRF model by varying the amount of training data. To train the strong model, we use 30% of the data for Cora and 50% for Address. To train both the weak models, we use 10% of the data. In each experiment, we retrieve enough segmentation to cover a sufficient probability mass (0:93 in the case of Cora and 0:96 for the Address dataset). This forms our test set and the divergence of a model is computed over this test set. A fixed value of L was chosen for each dataset based on observed entity lengths. This ranged between 4 and 6 for the two different datasets.
Features: We used indicator features for the word itself and various surface patterns (capturing capitalization, digit pattern and delimiters) at the word and one position to its left and right. These features apply on the start, end and in-between part of segments to get features equivalent to those in SequenceBCEU. Transition features are used with a history size of 1. These are all word-level features. The segment-level features we added were length feature for each possible segment-length value and for each available external lexicon we added features corresponding to the highest match with whole entities in the lexicon. We measure similarity using the popular TF-IDF similarity function which is known to work well for name-matching between two text records r 1 and r 2 . The TF-IDF similarity is defined as follows: In the above, the IDF term makes the weight of a token inversely proportional to its frequency in the database and the TF term makes it proportional to its frequency in the record. Intuitively, this assigns low scores to frequent tokens (stop-tokens) and high scores to rare tokens. We use a threshold to limit matches only to values greater than because features with very low scores are not useful and unnecessarily increase running time and have even been found to reduce accuracy in some cases. Even distinctly dissimilar record pairs have non-zero positive similarity scores due to the presence of stop-tokens. For the benefit of the sequence models we also added word level dictionary match features using the same similarity functions. Thus, we believe that an equivalent set of features are available to the sequence and semi-CRFs models.
Results
We perform extensive experiments to evaluate the performance of our proposed probabilistic ranking approach proposed in this paper with reference to the dataset size and ranking depth (k). Figure 1 shows the running time for L = 4, L = 5 and L = 6, respectively. We further observe that the running time for our model increases linearly with increasing training fraction as we show in Figure 2 .The results of our scalability tests on two real-data sets are depicted in Figure3 and Figure 4 , respectively. It can be observed in both figures that the runtime of the probabilistic ranking in our framework increases linearly in the database size. This can be explained by the observation that our approach scale linear in k. 
Conclusions
In this paper, our work aims to support the full expressive power of CRF models and inference operations by building and evaluating an information extraction framework. It is based on a semi-CRFs model which is a state-of-the-art probabilistic model for solving information extraction tasks.
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