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A DOLBEAULT ISOMORPHISM THEOREM IN
INFINITE DIMENSIONS
SCOTT SIMON
Abstract. For a large class of separable Banach spaces, we prove
the real analytic Dolbeault Isomorphism Theorem for open subsets.
1. Introduction
Dolbeault’s isomorphism theorem states that if E → M is a finite
rank holomorphic vector bundle over a finite dimensional complex man-
ifold, then its sheaf and ∂-cohomology groups are isomorphic:
Hq(M,E) ≈ H0,q
∂
(M,E).
The case where E is the trivial bundle can be found in [D]. Our goal
here is to extend this theorem to infinite dimensions. An obvious ex-
tension fails, even when M is a domain in a Banach space. Indeed, in
[P], Patyi gives an example of a complex Banach space X (which even
has an unconditional basis, see below) whose unit ball B has
Hq(B,O) = 0, q ≥ 1,
but there is a closed f ∈ C∞0,1(B) that is not exact, hence H
0,1(B) 6= 0.
We shall, however, show that a Dolbeault–type isomorphism theorem
can be proved in open sets in rather general Banach spaces — in par-
ticular in the Banach spaces Patyi considers — if the Dolbeault groups
are defined in terms of real analytic forms.
Thus, let X be a complex Banach space, Ω ⊂ X open, E → Ω a
holomorphic Banach bundle, and Ap,q = A
E
p,q the sheaf of real analytic
(p, q)-forms on Ω, with values in E, p, q = 0, 1, 2, . . .. Then the operator
∂ : Ap,q → Ap,q+1 can be defined, much as in finite dimensions, see e.g.
[L1].
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Theorem 1.1. If X has an unconditional basis, then
(1.1) Hq(Ω, E) ≈
Ker {∂ : Γ(Ω,A0,q)→ Γ(Ω,A0,q+1)}
Im {∂ : Γ(Ω,A0,q−1)→ Γ(Ω,A0,q)}
.
Not surprisingly, the theorem will be obtained by considering the
sheaf OE of germs of holomorphic sections of E and the complex
(1.2) 0→ OE → A0,0
∂
→ A0,1
∂
→ . . . .
It is known [L1, Proposition 3.2] that (1.2) is exact, unlike its C∞
counterpart. Therefore the abstract de Rham Theorem (see, e.g., [W,
Theorem 3.13]) would give (1.1) if we knew that the sheaves A0,q are
acyclic, i.e. Hp(Ω,A0,q) = 0 for p ≥ 1. This is what we are going to
show, in fact in somewhat greater generality.
Theorem 1.2. Let XR be a real Banach space with unconditional basis,
Ω ⊂ XR open, F → Ω a real analytic Banach bundle, and A
r the sheaf
of real analytic r−forms with values in F . Then Hp(Ω,Ar) = 0 for
p ≥ 1, r ≥ 0.
In [C], Cartan obtained a similar result in finite dimensions. As
there, the key will be the following theorem:
Theorem 1.3. If XR is a real Banach space with unconditional basis,
X ⊃ XR its complexification, then any set S ⊂ XR has a neighborhood
basis in X consisting of pseudoconvex open sets.
The finite dimensional case follows a similar outline. The key step
was a cohomology vanishing theorem which lead to the acyclicity of the
resolution 1.2. In 1957, Cartan discussed the real analytic cohomology
of real analytic manifolds [C]. If there is a real analytic totally real
imbedding into a complex manifold and the image has a Stein neigh-
borhood basis, then the corresponding Theorems A and B for the sheaf
of germs of real analytic sections hold. As noted above, the abstract de
Rham Theorem, together with acyclicity (Theorem B), imply the coho-
mology isomorphism theorem. In 1958, Grauert completed the picture
by proving the necessary imbedding theorem as part of an investiga-
tion of the Levi Problem [G]. In Grauert’s approach, a pseudoconvex
neighborhood basis again plays a key role. Grauert’s results do not
simply carry over to infinite dimensions, since they rely on compact
sets with nonempty interior. Such compact sets are not available in
infinite dimensions. Still, a part of the proof of Theorem 1.3, namely
the proof of Theorem 3.1 has some similarities to Grauert’s method.
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2. Background
Let (XR, ‖ ‖) be a real Banach space. We define the complexification
X = XR⊕iXR of XR as this direct sum of vector spaces, with the usual
complex multiplication: if x1, x2 ∈ XR, α, β ∈ R, then
(α + iβ)(x1 + ix2) = (αx1 − βx2) + i(βx1 + αx2).
Given x1, x2 ∈ XR and x = x1+ ix2, we define the projections ℜ : X →
XR and ℑ : X → XR by ℜx = x1 and ℑx = x2. We define the norm
‖x‖′ = sup
0≤θ<2pi
‖ℜ(eiθx)‖.
Since ‖ ‖ agrees with ‖ ‖′ on XR, we will write ‖ ‖ for both. Both ℜ
and ℑ are real linear maps of norm 1. Define conjugation, a real linear
isometry conj:X → X , where conj(x) = ℜx − iℑx. We will also write
x 7→ x for conjugation. In general, when discussing the complexifica-
tion of a Banach space, we will use a Roman capital letter with the
subscript R to denote a real Banach space, and use the same letter
without the subscript to denote its complexification. However, we will
sometimes denote a real Banach space by a Roman capital letter and
use the same letter with the subscript C to denote its complexification.
For more information on complexified Banach spaces, see [S].
Again, let XR, YR be real Banach spaces. Let Ω ⊂ XR be an open
set, and let f : Ω→ YR. Then f is said to be real analytic if there are
a neighborhood U = conj(U) ⊂ X of Ω and a holomorphic function
g : U → Y such that g restricts to f on Ω. As in the finite dimensional
case, and in the differential and complex categories, a real analytic
Banach manifold is a Hausdorff space glued together from open subsets
of a Banach space by real analytic “gluing functions”. A real analytic
vector bundle is given by a real analytic map π : E → M of analytic
Banach manifolds; each fiber of π is endowed with the structure of a
real vector space. It is required that for each x ∈ M there should
exist a neighborhood U ⊂ M, a Banach space YR, and a real analytic
map π−1U → U × YR that has a real analytic inverse, and maps the
fibers π−1 linearly on {ξ} × YR ≈ YR, ξ ∈ U. A real analytic E-valued
differential r-form
f :
r⊕
TM → E
is a real analytic map which is multilinear on fibers, and respects foot-
points. This is all as in the finite dimensional case. For precise defini-
tions of manifolds, vector bundles, etc., see [L1].
We wish to show that holomorphic functions are real analytic. But
first, we will need some further background (found in [M]). Given
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complex Banach spaces W,Z, an open set Ω ⊂ W , and a function
f ∈ O(Ω, Z), for each a ∈ Ω there are k-homogeneous polynomials
Pk : W → Z such that
(2.1) f(x) =
∞∑
k=0
Pk(x− a)
in a neighborhood of a. To each k-homogeneous polynomial Pk there
is associated a unique symmetric k-linear map Ak such that Pk(x) =
Ak(x, . . . x). The sum (2.1) is a Taylor series, and the kth multiliniar
map is proportional to the iterated kth differential of f .
Define
‖Pk‖ = sup
‖x‖≤1
‖Pk(x)‖
and
‖Ak‖ = sup
‖x1‖,...‖xk‖≤1
‖Ak(x1, . . . xk)‖.
Then ‖Ak‖ ≤ e
k‖Pk‖ by [M, Exercise 2.G]. The Cauchy-Hadamard
formula tells us that the radius of uniform convergence, R, of (2.1) is
given by R−1 = lim supk ‖Pk‖
1/k.
Proposition 2.1. Let X and Y be complexified Banach spaces, G ⊂ X
open and connected, G ∩ XR 6= ∅, and f ∈ O(G, Y ). If f |G∩XR = 0,
then f = 0.
Proof. Choose a ∈ G ∩XR, and write
f(x) = f(a) +
∞∑
k=1
Ak(x− a, . . . x− a).
By assumption, f(a) = 0. But since Ak is proportional to the kth
differential of f, Ak = 0 in all real directions. Since any x ∈ X is
a linear combination of ℜx + iℑx, Ak = 0 by complex multilinearity.
Therefore, f = 0. 
Now we can prove that holomorphic functions are real analytic.
Proposition 2.2. Given complex Banach spaces W,Z, and an open
set Ω ⊂W , then O(Ω, Z) ⊂ A(Ω, Z).
Proof. For a ∈ Ω arbitrary, write
(2.2) f(x) =
∞∑
k=0
Pk(x− a) =
∞∑
k=0
Ak(x− a, . . . x− a).
Since any complex multilinear map is also real linear, we can disregard
the complex structure on W and Z, and still write f as a sum of real
A DOLBEAULT ISOMORPHISM THEOREM IN INFINITE DIMENSIONS 5
multilinear maps near a. We may extend Ak to the complexificationWC
of W in the natural way; if x1, . . . xk, y1, . . . yk ∈ W, and multiplication
by i refers to the complex multiplication in WC and ZC, define the
extension A˜k : WC × . . .×WC → ZC of Ak by the formula
A˜k(x1 + iy1, . . . , xk + iyk) = Ak(x1, . . . , xk) + iAk(x1, . . . , xk−1, yk)
+ iAk(x1, . . . , xk−2, yk−1, xk) + . . .+ iAk(y1, x2, . . . , xk)
+ i2Ak(x1, . . . , xk−2, yk−1, yk) + . . .+ i
2Ak(y1, y2, x3, . . . , xk) + . . .
+ ikAk(y1, . . . , yk).
Observe that there are 2k terms in this sum. To each A˜k, a homo-
geneous polynomial P˜k can be associated. We now investigate the
convergence of
(2.3)
∞∑
k=0
P˜k((x+ iy)− a).
We can estimate the terms:
‖P˜k((x+ iy)− a)‖ ≤ 2
k‖Ak‖max(‖x− a‖, ‖y‖)
≤ 2kek‖Pk‖max(‖x− a‖, ‖y‖)
k.
According to the Cauchy-Hadamard formula, the radius of uniform
convergence R of (2.2) is given by
R−1 = lim sup
k
‖Pk‖
1/k.
Thus, if we use the root test for the sum
∞∑
k=0
‖P˜k((x+ iy)− a)‖,
we have
lim sup
k
‖P˜k((x+ iy)− a)‖
1/k
≤ 2emax(‖x− a‖, ‖y‖) lim sup
k
‖Pk‖
1/k
≤ 2eR−1max(‖x− a‖, ‖y‖).
Therefore (2.3) converges uniformly on a neighborhood containing the
set
{x+ iy ∈ X : max(‖x− a‖, ‖y‖) < R/2e}.
Then f can be extended to a holomorphic function in aWC-neighborhood
of any a ∈ Ω. But we would like to find a single neighborhood G ⊂WC
of Ω to which we can extend f.We will check that the sums (2.3) which
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converge in a ball centered at each a ∈ Ω agree on the overlaps of these
balls. If so, then they define a holomorphic function on a neighborhood
of Ω. Suppose g and g′ are two extensions of f on two overlapping balls.
Then both agree on the intersection of their domains intersected with
Ω. By Proposition 2.1, g − g′ = 0 on the entire intersection of their
domains, or g = g′ on the overlap, as required. 
Definition 2.3. Given complexified Banach spaces X and Y , and an
open set U ⊂ X such that U = conj(U), a function f : U → Y is called
“real-type holomorphic” or, “of real type” (written f ∈ OR(U, Y )) if f
is holomorphic and commutes with conjugation, i.e. f(x) = f(x).
If this is the case, and if x ∈ U ∩XR, then f(x) ∈ YR. Observe that
the sum, direct sum, composition, etc. of two real-type holomorphic
functions is again of real type. If a sequence of real-type holomor-
phic functions converges locally uniformly, the limit is also a real-type
holomorphic function.
A real (complex) Banach space X has a Schauder basis if there are
{ej}j∈N ⊂ X such that any x ∈ X can be written uniquely as a sum
(2.4)
∞∑
j=1
λjej , λj ∈ R (C).
If (2.4) converges unconditionally, i.e. independently of any rearrange-
ment of terms for all x ∈ X, then {ej} is said to be an unconditional
basis. A Schauder basis of a real Banach space XR is also a Schauder
basis of its complexifictation, X, and an unconditional basis of XR is
also an unconditional basis of X .
If X is a complex Banach space, a pseudoconvex set P ⊂ X is an
open set such that − log(dist(x, ∂P )) is plurisubharmonic in P . Ob-
serve that X itself is also pseudoconvex.
3. A Pseudoconvex Neighborhood Basis
Theorem 1.3 is proved in two steps. The first step is the following
theorem.
Theorem 3.1. Let X be a complexified separable Banach space and
let Ω ⊂ XR be open. Then there is a pseudoconvex P ⊂ X such that
P ∩XR = Ω.
Proof. If Ω = XR, then P = X will suffice. Otherwise, XR \ Ω is
nonempty. Let A ⊂ Ω be a countable dense subset. For every a ∈
A, b ∈ XR \Ω, define lab to be a real linear functional on XR of norm 1
such that lab(a−b) = ‖a−b‖. Extend lab to a complex linear functional
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of real type by setting labx = lab(ℜx) + ilab(ℑx). Now let {ak}
∞
k=0 be
an enumeration of A, and set
φb(x) =
∞∑
k=0
4−k(lakb(x− b))
2(3.1)
=
∞∑
k=0
4−k
(
(lakbx)
2 − 2(lakbx)(lakbb) + (lakbb)
2
)
,
whence for any M > 0, the family {φb}, ‖b‖ ≤M is uniformly equicon-
tinuous on bounded subsets of X . Since the series is locally uniformly
convergent, φb is an entire holomorphic function. As the sum of real–
type functions, φb is itself of real type. Furthermore, on Ω we can
estimate φb from below uniformly in b: Let r(x) = dist(x,XR \Ω), and
fix x ∈ Ω. Choose ak0 ∈ A such that ‖x− ak0‖ < r(x)/4. Observe that
∞∑
k=0
4−k(lakb(x− b))
2 ≥ 4−k0(lak0b(x− b))
2
≥ 4−k0(lak0b(ak0 − b)− lakb(x− ak0))
2
≥ 4−k0((‖ak − b‖ − ‖x− ak0‖)
2
> 4−k0(r(ak0)− r(x)/4)
2
≥ 4−k0(3r(x)/4− r(x)/4)2
≥ 4−k0−1r(x)2 > 0.
Thus, if we set
u(x) = sup
b∈XR\Ω
−ℜ(φb(x)), x ∈ X
we have u(x) < 0 for x ∈ Ω. Furthermore, u(x) = 0 on XR \ Ω, since
clearly u ≤ 0 on XR, and for any b ∈ XR \ Ω, φb(b) = 0.
Next we show that u is continuous. From (3.1),
lim inf
‖b‖→∞
ℜφb(x)/‖b‖
2
≥ lim inf
‖b‖→∞
{
ℜ(la0b(a0 − b) + la0b(x− a0))
2 −
∞∑
k=1
4−k‖x− b‖2
}
/‖b‖2
≥ lim inf
‖b‖→∞
‖a0 − b‖
2/‖b‖2 − 1/2 ≥ 1/2,
uniformly for x in a bounded set V . Hence, given V, ℜφb → ∞ as
‖b‖ → ∞ uniformly on V, and so
u(x) = sup
b∈XR\Ω
−ℜφb(x) = sup
b∈XR\Ω,‖b‖≤M
−ℜφb(x)
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for all x ∈ V , provided M is sufficiently large. Since {φb : ‖b‖ ≤ M}
is equicontinuous on bounded subsets, it follows that u is continuous.
As a continuous supremum of plurisubharmonic functions, it is also
plurisubharmonic. Therefore P = {x ∈ X : u < 0} is a pseudoconvex
neighborhood of Ω. Since u = 0 on XR \ Ω and u < 0 on Ω, P ∩XR =
Ω. 
The second step in the proof of Theorem 1.3 is the heart of the entire
matter. The goal is to show that arbitrarily “narrow” pseudoconvex
neighborhoods exist. The critical tool is a theorem about real-type
holomorphic domination. But first, given a Banach space X, a ∈ X,
r ∈ R, define
B(a; r) = {x ∈ X : ‖x− a‖ < r}
and B(r) = B(0; r). We state a Runge-type hypothesis which we will
use in the following theorem:
Hypothesis 3.2. There is a µ ∈ (0, 1) such that for any Banach space
(W, ‖ ‖W ), ǫ > 0, and g ∈ O(B(1);W ) there is an h ∈ O(X ;W ) that
satisfies ‖g − h‖W < ǫ on B(µ).
This allows us to state the critical theorem.
Theorem 3.3. Let X be a complexified Banach space with a Schauder
Basis satisfying Hypothesis 3.2, let P ⊂ X be pseudoconvex, and sup-
pose P = conj(P ). Let u : P → R be locally Lipschitz, with u ≤ 0
on P ∩ XR. Then there is a complexified Banach space Y and an
f ∈ OR(P, Y ) such that u ≤ ‖ℑf‖.
Lempert proved an analogous theorem in [L4]. Using Theorem 3.1
and Theorem 3.3 together, we can prove the following generalized ver-
sion of Theorem 1.3:
Theorem 3.4. If XR is a real Banach space with a Schauder basis and
its complexification, X ⊃ XR, satisfies Hypothesis 3.2, then any set
S ⊂ XR has a neighborhood basis in X consisting of pseudoconvex open
sets.
This theorem implies Theorem 1.3 because a Banach space with an
unconditional basis satisfies Hypothesis 3.2 by [L2].
Proof of Theorem 3.4. Let G ⊂ X be an arbitrary open neighborhood
of S. We construct a pseudoconvex neighborhood of S contained in G.
By Theorem 3.1, there is a pseudoconvex neighborhood P of G ∩ XR
such that P ∩XR = G∩XR. By passing to P ∩ conj(P ), we can asume
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P = conj(P ). We can also assume G ⊂ P. Define u : P → R by
u(x) =
{
min(1, ‖ℑx‖/dist(x, ∂G)), if x ∈ G,
1 otherwise.
u is locally Lipschitz: in P \ G this is obvious, and in G it follows
from the fact that dist(x, ∂G) is Lipschitz. Now (P \ G) ∩ XR = ∅,
so if x ∈ P ∩ ∂G then ‖ℑx‖ > 0. Therefore dist(y, ∂G) < ‖ℑy‖ for
y in some neighborhood of x, and so u = 1 is Lipschitz there too.
Theorem 3.3 implies that there is a complexified Banach space Y and
an f ∈ OR(P, Y ) such that u ≤ ‖ℑf‖. Set Q = {‖ℑf‖ < 1}. Then Q is
pseudoconvex, and S ⊂ P∩XR ⊂ Q since ℑf = 0 onXR. Furthermore,
if x ∈ Q, then ‖ℑf(x)‖ < 1, so u(x) < 1, which implies that x ∈ G, as
required. 
Theorem 3.3 remains to be proven. As in the proof of an analogous
theorem in [L4], this proof will be by induction. Given an open set
P ⊂ X, consider those balls B = B(a; r) such that
(i) B(a; r) ∪ conj(B(a; r)) ⊂ P,
(ii) 2diam B ≤ diam P,
(iii) B = conj(B) or B ∩ conj(B) = ∅.
Let BP denote this family of balls.
Now we are ready to formulate the induction step in the form of the
following proposition.
Proposition 3.5. Let X be a complexified Banach space with Schauder
basis satsifying Hypothesis 3.2. Let P = conj(P ) ⊂ X be a pseudocon-
vex set. If for every B ∈ BP there are a complexified Banach space
(VB, ‖ ‖B) and an fB ∈ OR(B ∪ conj(B), VB) such that u ≤ ‖ℑfB‖B
on B, then there is a complexified Banach space (V, ‖ ‖V ) and an f ∈
OR(P, V ) such that u ≤ ‖ℑf‖V on P .
This proposition implies Theorem 3.3. Its proof will take up sec-
tions 4 and 5.
Proof of Theorem 3.3. Suppose not. If u cannot be dominated on P
by any ‖ℑf‖ such that f ∈ OR(P, Y ), then by Proposition 3.5, there
is a B1 ∈ BP such that u cannot be dominated in the same way on
B1∪conj(B1). Replacing P with B1∪conj(B1), we can repeat the same
argument to produce Bk+1 ∈ BBk such thatBk+1 ⊂ Bk and u cannot be
dominated on Bk+1∪conj(Bk+1). Since 2diam Bk+1 ≤ diam Bk, the Bk
converge to a point x0 ∈ P. Choose r > 0 such that B = B(x0; r) ∈ BP ,
and u has some Lipschitz constantK > 0 on B∪conj(B). Since Bk ⊂ B
for some k, u cannot be dominated on B ∪ conj(B).
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Suppose first that B ∩ XR = ∅. Then ℜx0 /∈ B, so that
‖x0 − ℜx0‖ > r. Set
f(x) =
|u(x0)|+ |u(x0)|+Kr
‖ℑx0‖ − r
x.
Since ‖ℑx‖ ≥ ‖ℑx0‖ − r when x ∈ B, we have ‖ℑf(x)‖ ≥ |u(x0)| +
Kr ≥ u(x); and similarly ‖ℑf‖ ≥ u on conj(B).
In the second case, B = conj(B). With f(x) = Kx,
u(x) ≤ |u(ℜx)|+K‖x− ℜx‖ ≤ 0 +K‖ℑx‖ = ‖ℑf(x)‖.
Thus in either case there is an f ∈ O(B ∪ conj(B),C) such that
‖ℑf‖ ≥ u, contradicting our earlier finding. This contradiction proves
the theorem. 
4. Ball Bundles
One of the tools which we will use to prove Proposition 3.5 is ball
bundles over finite dimensional bases. The setup is exactly the same as
in, e.g. [L4]. For convenience, we include the necessary definitions and
propositions here. After renorming as in [L3, Section 7], we may assume
that with a given basis {ej} of XR and 1 ≤ n ≤ N ≤M ≤ m ≤ ∞,
‖
M∑
j=N
λjej‖ ≤ ‖
m∑
j=n
λjej‖, λj ∈ C.
This renorming respects conjugation, etc.
Let πN be a projection on the first N coordinates, and ρN = id−πN .
Fix P ⊂ X pseudoconvex. Let d(x) = min{1, dist(x,X\P )} and, given
0 < α < 1,
DN〈α〉 = {t ∈ πNX : ‖t‖ < αN, 1 < αNd(t)},
PN〈α〉 = {x ∈ X : πNx ∈ DN〈α〉, ‖ρNx‖ < αd(πNx)}.
These sets have the following properties (proved in [L4]):
Proposition 4.1. For any pseudoconvex set P , integer N, and number
α with 0 < α < 1, the following hold:
(a) Each PN〈α〉 ⊂ P is pseudoconvex.
(b) For fixed α, each x ∈ P has a neighborhood that is contained in
all but finitely many PN〈α〉.
We will use an approximation theorem for ball bundles:
Theorem 4.2. Assume Hypothesis 3.2 with some µ ∈ (0, 1). If γ <
2−6µα and V is a complex Banach space then any ψ ∈ O(PN〈α〉;V )
can be approximated by φ ∈ O(P ;V ), uniformly on PN〈γ〉.
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This theorem is the same as [L3, Theorem 3.3].
Here is a proposition relating ball bundles to BP .
Proposition 4.3. Let X be a complexified Banach space, and P =
conj(P ) ⊂ X pseudoconvex. For any positive integer N , and any choice
of α satisfying 0 < 27α < µ2 < 1, PN〈α〉 has a finite cover by balls
Bk = B(xk, rk) such that B(xk, 2rk/µ) ∈ BP .
Proof. Let A = PN〈α〉 ∩ πNX. Then PN〈α〉 ∩ π
−1
N t ⊂ B(t;αd(t)) for
any t ∈ A. For each t there is a relatively open Ut ⊂ πNP such that
PN〈α〉 ∩ π
−1
N Ut ⊂ B(t; 2αd(t)). Since {Ut}t∈A covers A, we can find a
finite set T ⊂ A such that {Ut}t∈T covers A. But then {B(t; 2αd(t))}t∈T
covers PN〈α〉.
We claim that each of these balls is contained in an element of BP .
To prove the claim, fix t ∈ A.
Case 1: 4αd(t)/µ < dist(t, XR).
We check that B(t; 4αd(t)/µ) ∈ BP . Since 4αd(t)/µ < d(t), we have
B(t; 4αd(t)/µ) ⊂ P. Also,
2diam(B(t; 4αd(t)/µ)) = 16αd(t)/µ < 2d(t) ≤ diam(P ).
Furthermore,
B(t; 4αd(t)/µ) ∩ conj(B(t; 4αd(t)/µ)) = ∅.
Therefore,
B(t; 4αd(t)/µ) ∈ BP .
Case 2: 4αd(t)/µ ≥ dist(t, XR). We will find a ball B(s;µd(s)/4)
with s ∈ XR which contains B(t; 2αd(t)), and then show that
B(s; d(s)/2) ∈ BP .
Choose s ∈ P∩XR such that ‖s−t‖ < 8αd(t)/µ. Let x ∈ B(t; 4αd(t)/µ).
Then
‖x− s‖ ≤ ‖x− t‖+ ‖t− s‖ < 16αd(t)/µ.
But
d(t) ≤ d(s) + ‖s− t‖ ≤ d(s) + 8αd(t)/µ,
so
d(t) ≤ d(s)(1− 4α/µ) < 2d(s).
Therefore, ‖x− s‖ < 25αd(s)/µ < µd(s)/4. In other words,
B(t; 4αd(t)/µ) ⊂ B(s;µd(s)/4).
We check that B(s; d(s)/2) ∈ BP . Since s ∈ XR, B(s; d(s)/2) =
conj(B(s; d(s)/2). Clearly, B(s; d(s)/2) ⊂ P. Furthermore,
2diam(B(s; d(s)/2) = 2d(s) ≤ diam(P ).
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Then B(s; d(s)/2) ∈ BP . 
5. The proof of Proposition 3.5
In this section, we will use the following conventions when taking
direct sums of Banach spaces. Given Banach spaces (Xj , ‖ ‖j), j ∈ J,
define the Banach space
⊕
j∈JXj to be the set of all bounded collections
(xj), xj ∈ Xj with the supnorm ‖x‖ = sup ‖xj‖j. Observe that the
complexification of
⊕
j∈JXjR is
⊕
j∈JXj .
Remark 5.1. Given complexified Banach spaces X, Y an open G ⊂ X
such that G = conj(G) and a function f ∈ O(G, Y ), define f ′(x) =
(f(x)+f(x))/2, and f ′′(x) = (f(x)−f(x))/2i. Then f ′, f ′′ ∈ OR(G, Y ),
f ′(x)⊕ f ′′(x) ∈ OR(G, Y ⊕ Y ), and
‖f(x)‖ ≤ 2‖f ′(x)⊕ f ′′(x)‖ ≤ 2max(‖f(x)‖, ‖f(x)‖).
Furthermore, if f is a bounded linear map, then ‖f ′‖, ‖f ′′‖ ≤ ‖f‖, and
‖f(x)‖ ≤ 2max(‖f ′(x)‖, ‖f ′′(x)‖)
for all x ∈ G.
Some further results are required to prove Proposition 3.5. If A ⊂
πNX ≈ C
N and r : A→ [0,∞) is continuous, define the sets
A(r) = {x ∈ X : πNx ∈ A, ‖ρNx‖ < r(πNx)}
A[r] = {x ∈ X : πNx ∈ A, ‖ρNx‖ ≤ r(πNx)}.
Lemma 5.2. Let X be a complexified Banach space with Schauder ba-
sis, P = conj(P ) ⊂ X pseudoconvex, N a positive integer, A1 ⊂⊂
A2 ⊂⊂ A3 ⊂⊂ A4 ⊂ πNP, with Ai = conj(Ai) open, i = 2, 3, 4,
A1 = conj(A1) compact and plurisubharmonically convex in A4. Let
ri : A4 → (0,∞) be continuous, with 2r1 < r2 < r3 < r4, − log r1
plurisubharmonic on A4, and ri(x) = ri(x) for x ∈ A4. Finally, sup-
pose that all Banach space valued holomorphic functions on A4(r4) can
be approximated by holomorphic Banach space valued functions on P ,
uniformly on A3(r3). Then for any complexified Banach space V and
any function f ∈ OR(X, V ), there is a complexified Banach space W
and a g ∈ OR(P,W ) such that
(i) ‖g‖ ≤ 1 on A1[r1], and
(ii) ‖ℑg‖ ≥ ‖ℑf‖ on A3(r3) \ A2(r2).
Proof. Set π = πN , ρ = ρN . First, we produce a complexified Banach
space Z and a function φ ∈ OR(P, Z) which has norm less than 1/8
on A1[r1] and greater than 2 on A3(r3) \A2(r2). Consider the constant
function equal to 4 on X . By [L4, Lemma 4.1], there is a complex
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vector space V and a function φ1 ∈ O(X, V ) which has norm less than
1/8 on A1[r1] and greater than 4 on A3(r3) \ A2(r2). Observe that the
vector space V produced in [L4, Lemma 4.1] is complexified. Then by
Remark 5.1, we see that Z = V ⊕ V, φ(x) = φ′1(x)⊕ φ
′′
1(x) will do.
Now we will need an auxiliary family of functions. Define
wλ(z) = (λ
2 − (z − λ)2) = 2λz − z2, −1 ≤ λ ≤ 1.
Then wλ ∈ OR(C). Furthermore, wλ satisfies:
(i) |wλ(z)| ≤ 1/2 whenever |z| ≤ 1/8, 1 ≤ λ ≤ 1,
(ii) wλ(z) = |z|
2 whenever λ = ℜz, and
(iii) wλ are uniformly bounded on bounded subsets of C.
We are ready to define W and g ∈ OR(P,W ). First, let K be the set
of all real-type linear functionals in the closed unit ball of the dual Z ′.
Let
W = {bounded maps from K × [−1, 1] to C},
with the sup norm; it can be identified with the complexification of
WR = {bounded maps from K × [−1, 1] to R}.
Choose q large enough so that
‖f(x)‖ ≤ 2q whenever πx ∈ A1 and‖ρx‖ ≤ 2
−qmax
A1
r1.
Let
g(x)(k, λ) = (wλ(kφ(x)))
qf(πx+ (wλ(kφ(x)))
qρx).
If x ∈ A1[r1], then (wλ(kφ(x)))
q ≤ 2−q, and ‖f(πx+(wλ(kφ(x)))
qρx)‖ ≤
2q, so ‖g(x)‖ ≤ 1. On the other hand, if x ∈ A3(r3) \ A2(r2), then
‖φ(x)‖ ≥ 2, so the Hahn-Banach Theorem and Remark 5.1 imply
that there is a k ∈ K such that |kφ(x)| = 1. If λ = ℜ(kφ(x)), then
wλ(kφ(x)) = 1. In this case, g(x)(k, λ) = f(x), so ‖ℑg(x)‖ ≥ ‖ℑf(x)‖.
Furthermore, since wλ, k, φ, π, and ρ are of real type, so is g. 
Lemma 5.2 implies the following proposition, similar to [L4, Propo-
sition 4.2]:
Proposition 5.3. Assume Hypothesis 3.2, and let 25β < α < 2−8µ. If
Z is a complexified Banach space and g ∈ OR(X ;Z), then there are a
complexified Banach space W and h ∈ OR(P ;W ) such that
(i) ‖h(x)‖W ≤ 1 if x ∈ PN〈β〉, and
(ii) ‖ℑh(x)‖W ≥ ‖ℑg(x)‖Z if x ∈ PN+1〈α〉 \ PN〈α〉.
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Proof. Recall that d(x) = min(dist(x, ∂P ), 1). Note that since 25β < α,
if r1 = 4βd, r2 = αd/4, then 2r1 < r2. The rest of the proof is the same
as in [L4, Proposition 4.2], except substituting Lemma 5.2 for [L4,
Lemma 4.1]. 
Proposition 5.4. Let X, V be complexified Banach spaces such that
Hypothesis 3.2 holds for X, and let B = B(a; r) ⊂ X satisfy B ∩
conj(B) = B or ∅. If U = B ∪ conj(B) and f ∈ OR(U, V ), then there
is a complexified Banach space W and a function g ∈ OR(X,W ) such
that ‖ℑf‖ ≤ ‖ℑg‖ on B(a;µr/2).
Proof.
Case 1: B = conj(B). Then a ∈ XR. By Hypothesis 3.2, there is an
h ∈ O(X, V ) such that ‖f − h‖ ≤ 1 on B(a;µr). In fact, replacing
h by h′ as defined in Remark 5.1, we can assume h ∈ OR(X, V ). It
follows that f − h and ℑ(f − h) are Lipschitz on the ball B(a;µr/2),
with some Lipschitz constant M . Let W = V ⊕X with the supnorm,
and g(x) = h(x)⊕Mx. Then for any x ∈ B(a;µr/2),
‖ℑf(x)‖ ≤ ‖ℑh(x)‖+ ‖ℑ(f(x)− h(x))‖
≤ ‖ℑh(x)‖+ ‖ℑ{(f(x)− h(x))− (f(ℜ(x))− h(ℜ(x)))}‖
≤ ‖ℑh(x)‖+M‖ℑx‖ = ‖ℑg(x)‖.
Case 2: B ∩ conj(B) = ∅ (and therefore ‖ℑa‖ − r > 0). By Hypothe-
sis 3.2, there is a function g ∈ O(X, V ⊕ C) such that
‖g − (2f ⊕ 2x/(‖ℑa‖ − r))‖ < 1 on B(a;µr).
After replacing g with g′ as in Remark 5.1, we can assume g ∈ OR(X, V⊕
C). Whenever ‖ℑf(x)‖ ≥ 1, we have
‖ℑg(x)‖ > 2‖ℑf(x)‖ − 1 ≥ ‖ℑf(x)‖.
Whenever ‖ℑf(x)‖ < 1, we have
‖ℑg(x)‖ > 2‖ℑx‖/(‖ℑa‖ − r))‖ − 1 ≥ 1 > ‖ℑf(x)‖
on B(a;µr). 
Now we are ready to prove Proposition 3.5 (and then Theorems 3.4
and 1.3 will be fully proved).
Proof of Proposition 3.5. With µ as in Hypothesis 3.2, let 0 < 28α <
µ2 < 1. By Proposition 4.3, each PN〈α〉, N = 1, 2, . . . has a finite cover
{Bk}
n
k=1, Bk = B(xk, rk) such that B(xk; 2rk/µ) ∈ BP . For each k,
there are a complexified Banach space Vk and a
gk ∈ OR(B(xk; 2rk/µ) ∪ conj(B(xk; 2rk/µ)), Vk)
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such that u ≤ ‖ℑfk‖ on B(xk; 2rk/µ)∪ conj(B(xk; 2rk/µ)). By Propo-
sition 5.4, there are a complexified Banach space Ek and an hk ∈
OR(X,Ek) such that ‖ℑhk‖ ≥ ‖ℑgk‖ on Bk. Let WN =
⊕
Vk, and
let φN ∈ OR(X,WN) be defined by φN(x) = (h1(x), h2(x), . . . , hn(x)).
Then ‖ℑφN‖ ≥ u on PN〈α〉. By Proposition 5.3, there is a complexified
Banach space ZN and fN ∈ OR(P, ZN) such that
(i) ‖fN(x)‖ ≤ 1 if x ∈ PN〈β〉, and
(ii) ‖ℑfN(x)‖ ≥ ‖ℑh(x)‖ if x ∈ PN+1〈α〉 \ PN〈α〉.
Now we can take Z0 = W1, f0 = φ1, Y =
⊕∞
N=0ZN , and f =
(f0, f1, f2, . . .). By Proposition 4.1, for each x ∈ P there is a neig-
borhood of x contained in some PN 〈α〉. Therefore the sequence {fN}
is locally bounded, so f ∈ OR(P, Y ), and ‖ℑf‖ ≥ u. 
6. Acyclicity
In order to prove Theorem 1.2, we will require the following technical
topological proposition, whose proof is similar to that of [C, Proposition
2].
Proposition 6.1. Let X be a paracompact Hausdorff space, A ⊂ X a
closed subset, {Ui}i∈I a relatively open cover of A, and for each i ∈ I,
U˜i ⊂ X a neighborhood of Ui. Let q be a positive integer. For each
I ′ ⊂ I of cardinality at most q, let a neighborhood U˜I′ ⊂ X of
⋂
i∈I′ Ui
be given. Then there are a neighborhood P of A, a function σ : J → I,
and an open cover {Vj}j∈J such that V j ⊂ U˜σj , and
⋂
j∈J ′ V j∩P ⊂ U˜σJ ′
for all J ′ ⊂ J of cardinality at most q.
Proof. By passing to a refinement, we may assume that {U˜i} is locally
finite. Choose any locally finite open cover {Vj}j∈J of A and σ : J → I
so that V j ⊂ U˜σj . Then for each x ∈ A there is a neighborhood P (x)
of x such that
(i) P (x) ∩ Vj 6= ∅ if and only if x ∈ V j, and
(ii) P (x) is contained in the intersection of all U˜I′ containing x (of
which there are finitely many).
Now define P as the union of all P (x). Given J ′ ⊂ J of cardinality
at most q, and y ∈
⋂
j∈J ′ V j ∩ P, we must show that y ∈ UσJ ′ . Since
y ∈ P, y ∈ P (x) for some x ∈ A. But P (x) ∩ Vj 6= ∅ for all j ∈ J
′, so
x ∈
⋂
j∈J ′ V j ∩ A ⊂ U˜σJ ′ . Therefore, P (x) ⊂ U˜σJ ′ . 
Lemma 6.2. Let XR be a real Banach space, Ω ⊂ XR open, and F → Ω
a real analytic Banach bundle. There exist a neighborhood W ⊂ X of
Ω and a holomorphic Banach bundle E →W whose restriction to Ω is
the complexification F ⊗ C of F .
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Proof. We can assume that Ω is connected, in which case all fibers of
F are isomorphic. As in the finite dimensional case, F is determined
by an open cover {Uj} together with a real Banach space YR and real
analytic transition functions
gij : Ui ∩ Uj → End(YR)
satisfying
(i) gij(x)gji(x) = idYR for x ∈ Ui ∩ Uj, and
(ii) gij(x)gjk(x)gki(x) = idYR for x ∈ Ui ∩ Uj ∩ Uk.
It is not hard to see that the complexification of End(YR) can be
naturally identified with End(Y ). By the definition of real analytic
functions, each gij can be holomorphically extended to a function g˜ij
on a neighborhood U˜ij ⊂ X of Ui ∩ Uj . We can take U˜ij so small
that g˜ij(x)g˜ji(x) = idY on U˜ij . Further, choose neighborhoods U˜ijk of
Ui ∩ Uj ∩ Uk so that g˜ij(x)g˜jk(x)g˜ki(x) = idY for x ∈ U˜i ∩ U˜j ∩ U˜k.
If Ω is an open subset of XR, then by Proposition 6.1, after replacing
{Uj} with a refinement, we can find a neighborhood Vj ⊂ X of each Uj
such that Vi ∩ Vj ⊂ U˜ij . Then gij extends to Vi ∩ Vj holomorphically.
The holomorphic extensions g˜ij define a holomorphic vector bundle on
W =
⋃
Vi. 
We will now prove Theorem 1.2; in fact, we will prove the following
more general version:
Theorem 6.3. Let XR be a real Banach space with a Schauder basis
satisfying Hypothesis 3.2, let Ω ⊂ XR be open, F → Ω a real analytic
Banach bundle, and Ar the sheaf of real analytic r−forms with values
in F . Then Hp(Ω,Ar) = 0 for p ≥ 1, r ≥ 0.
Proof. Let U be an open cover of Ω. Consider a real analytic p-cocycle
c ∈ Cp(U,Ar), p ≥ 1. We wish to show that, after sufficient refinement
of U, c becomes a coboundary. We accomplish this by complexification.
It can be assumed that F is trivial over each U ∈ U. Let E → W be
as in Lemma 6.2.
We extend each component of c on Ω to some holomorphic section
of E over some neighborhood U˜I′ ⊂ X of each p + 1-fold intersection⋂
i∈I′ Ui, and construct the corresponding neigborhood P of Ω and open
cover V = {Vj}, as in Proposition 6.1. In view of Theorem 1.3, we can
take P and each Vj to be pseudoconvex.
This enables us to apply the following theorem from [L5]:
Theorem 6.4. Suppose X is a Banach space with a Schauder basis and
Hypotesis 3.2 holds. If P ⊂ X is open and pseudoconvex, E → P a
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locally trivial holomorphic Banach bundle, and q ≥ 1, then Hq(P,E) =
0.
This implies that we can find a holomorphic cochain b ∈ Cp−1(V, E)
whose coboundary is the extension of c. Taking fiberwise the real part
of b|Ω we obtain a b
′ ∈ Cp−1(U, F ) with δb′ = c. 
Theorem 1.1 follows, again in greater generality:
Theorem 6.5. If X is a complex Banach space with a Schauder basis,
and satisfies Hypothesis 3.2, then
Hq(Ω, E) ≈
Ker {∂ : Γ(Ω,A0,q)→ Γ(Ω,A0,q+1)}
Im {∂ : Γ(Ω,A0,q−1)→ Γ(Ω,A0,q)}
.
Proof. First, recall the local solvability of the ∂−equation mentioned
in Section 1 and proved in [L1, Proposition 3.2]. Second, observe that
Ar =
⊕
p+q=rAp,q. Then H
n(Ω,Ar) = 0 implies Hn(Ω,A0,r) = 0 for
all r ≥ 0, n ≥ 1. These are the two ingredients required in the hypoth-
esis of the abstract deRham Theorem (see, for example, [W, Theorem
3.13]). The isomorphism theorem follows at once from this. 
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