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Downhole water sink (DWS) technology is an alternative to conventional limited-
entry completions to control water production in wells with bottom water drive. DWS 
wells comprise two completions: the bottom completion produces water and keeps the 
top completion open to oil inflow. The system performance depends on careful 
manipulation of the top and bottom rates to maximize oil productivity and produce oil-
free water from the bottom completion. 
Conventional nodal analysis cannot provide a solution for DWS wells because 
the critical rates for water coning change with water drainage rate. A reservoir simulator 
is used to model two-phase flow to the dual completions. Suites of related simulations 
are created and managed using algorithms to generate inflow performance relationships 
and build accompanying tubing performance models. A nodal analysis approach for dual 
completed wells is proposed. The approach identifies the operational range of top and 
bottom rates with water coning at the top completion and oil-free water production at the 
bottom completion subject to a range of practical operational constraints such as 
maximum drawdown.  
Because the operational range changes in time, optimization methods must 
evaluate the dynamic performance and maximize the well’s discounted revenue by 
appropriately scheduling the best top and bottom production rates. New successive 
nodal analysis and stepwise optimization methods evaluate the best performance for a 
given moment and time increment. This localized strategy is compared with two 
algorithms that optimize the entire production schedule globally rather than sequentially - 
a conjugate gradient method (CGM) and a hybrid CGM-polytope method.  
Operating strategy can be optimized to maximize oil production early in wells’ life 
using water drainage. Hybrid optimization (global search) finds the best solutions, but 
 x
demands considerable computation. Stepwise (localized) optimization technique perform 
nearly as well for rate scheduling, final recovery, well life, and cumulative water 
production, and these methods are significantly more efficient computationally compared 
to the hybrid method. All the optimization methods analyzed in this study (static, 
stepwise, and global strategies) suggest that better well productivity can be achieved by 
maintaining low water saturation around the producing completion with DWS 
completions. 
 xi
CHAPTER 1 -  INTRODUCTION 
The oil and gas industry is using smart well technology to increase well 
productivity and reduce water-handling problems. Various reports indicate the high 
amount of water associated with the produced hydrocarbons. Schlumberger (Water 
Solutions, 2004) reports that 75 % of the total production from petroleum reservoirs is 
only water, equivalent to 220 million barrels of water per day worldwide. This report also 
gives an average water handing cost of 0.50 $/bbl. In addition to this cost, uncontrolled 
water also reduces oil production resulting unrecovered reserves. 
Economist, a nontechnical worldwide journal known for its focus on economics, 
politics, and business, has addressed new well technologies and their influences on the 
oil and gas industry. It addressed the petroleum exploration and production (E&P) 
technology in December 2001 in a special report “Into deeper water” (Economist, 2001). 
It pointed out three main areas for the recent and future technological improvements in 
oil and gas industry: “Better visualization of reservoirs, better placement and drilling, 
and—crucially—better management once the wells are in production.” Downhole 
instrumentation was also presented as one of the frontier technologies where downhole 
water and gas separation is used. 
Reservoirs are usually not single phase, but are often accompanied by bottom-
water aquifers. Phases are commonly segregated because gravity forces lead to water 
underriding the oil phase. Oil wells drilled in such reservoirs may produce some water 
depending on the production practice. This water production may be associated with 
water coning in response to oil production.  
In partially completed wells, the completion length in the oil zone is often 
decreased to delay water intrusion. Partial completion prevents water breakthrough if the 
oil rate is under the critical rate. However, the critical rate is usually too low to be 
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economically viable for most wells, and therefore these wells are produced above critical 
rate. In such wells, water cut increases during production increasing cost due to water 
handling. Moreover, water movement toward the oil zone completions changes the 
saturation profile around the wellbore, degrading oil production capacity.  
Downhole water sink (DWS) technology employs dual completions in wells to 
improve productivity and mitigate excessive water problem. The technology uses DWS 
completions deliberately installed below water oil interface to control water coning. The 
bottom completion drains water and keeps the top completion open to oil inflow. The 
technology was indicated to improve oil production by analytical solutions, numerical 
models, laboratory experiments and field implementations (Inikori at al. 2002; Shirman 
and Wojtanowicz, 1997). It improves well productivity by draining water near the oil 
completion. 
Optimal control of vertical water movement should adjust top and water drainage 
rates to maximize well productivity with minimum water drainage. These conditions are 
only possible with understanding of cone dynamics, which depend on top rate, water 
drainage rate, and time for a given well-reservoir system. Therefore, scheduling rates for 
DWS wells is an optimization problem where cone shape, water oil contact, and 
reservoir pressure are functions of the top and drainage rate schedules and time.  
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CHAPTER 2 -  PRODUCTION OPTIMIZATION AND PRODUCING 
WATER CUT  
Water production complicates the design and operation of oil wells. Proper inflow 
and outflow modeling, accurate estimation of water cut, and knowledge of flow periods 
are required for these design and operation decisions. 
2.1 Background 
Pressure-rate behavior of oil wells is often analyzed to evaluate various operating 
conditions, determine the optimum production scheme, and design production 
equipment and artificial lift methods. Oil well performance is modeled with the inflow 
performance relationship (IPR), which describes the capacity of a particular well to 
produce fluids. Nodal analysis (a widely-used technique in the oil industry) optimizes well 
production using inflow performance with tubing performance (TPR) relationships that 
relate the surface pressure to well bottomhole pressure. 
 
Figure 2.1 Inflow and tubing performance relationships 
Nodal analysis (Beggs, 1991) seeks the highest oil or gas production rate. The 
method is named by its imposition of consistent pressures and rates at key interfaces or 
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nodes in the reservoir-well-pipeline system (e.g., the node at the bottom of a well 
couples the tubing and inflow performance, Figure 2.1.) Valid solutions occur if the 
tubing and inflow curves intersect at the flowing bottomhole pressure (the rate and 
pressure must be consistent). Wells with low bottomhole pressures may not have natural 
flow of oil or the operating rate may be economically limited. In such cases, a pump may 
be installed to attain higher production rates. 
Inflow performance curves are generated using analytical or empirical models or 
by reservoir simulators. Muskat (1949) was one of the earliest researchers analyzing 
pressure-rate relationships. He pointed out that a straight-line relationship should not be 
anticipated for multiphase (e.g., oil and gas) flow conditions. He reported that when 
combining with gas oil ratio observations, the productivity index (PI) might be of value in 
interpreting abnormal well behavior in gas-drive reservoirs. Following his work, different 
methods to predict the pressure-production performance of oil wells producing from 
solution-gas drive reservoirs were proposed by Vogel (1968), Fetkovich (1973), Jones, 
Blount and Glaze (1976), Kilns and Majcher (1992), and Sukarno (1995.) These 
methods are widely used because they only require parameters available from a 
production test.  
Gallice and Wiggins (1999) provided a detailed analysis for these five methods. 
They concluded that none of the methods could be considered as the best method over 
a wide range of reservoir conditions. One may provide the best estimation for a 
particular case, while providing the worst for some other case. Therefore, they 
recommend the use of more than one method to obtain a possible range of outcomes. 
They pointed out that Fetkovich’s method tended to be the most reliable among these 
five methods. Significantly, Gallice and Wiggins argued that a single IPR method might 
not be reliable for varying reservoir pressures. Because changes in reservoir parameters 
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in time result in changes in its flow properties, real time optimization should consider a 
dynamic reservoir model; a flexible and accurate IPR is needed. 
Gilbert (1954) examined the effect of water-cut on IPR curves and its relationship 
to other factors such as interflow rates. For solution drive reservoirs, he showed that the 
gross inflow rate decreases as the water cut increases whereas the gross (total of flow 
rates for all phases) inflow rate for active water drive wells will increase as the water cut 
increases. He considered the water production to be from “relatively low pressure 
source” (Figure 2.2) or “relatively high pressure source” (Figure 2.3) depending on the 




Figure 2.2 Diagram of inflow performance and water cut response 
(After Gilbert, 1954 - Low-pressure water source) 
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Figure 2.3 Diagram of inflow performance and water cut response 
(After Gilbert, 1954 - High-pressure water source) 
Gilbert’s work was reported by Brown (1977) as: “for the low pressure source, the 
flowing bottom hole pressure in the oil zone must drop to a point such that water is 
capable of entering. For higher pressure water source the flowing pressure must drop to 
a point such that oil will enter the well bore. Hence, we have 100% water entry in initially 
opening the well for flow.” Interflow rates occur where water IPR curve is higher than the 
gross IPR so that only water flows into well. Nind (1964) presented a similar approach, 
treating water production as moving from the water source to the well via relatively 
conductive “stringers” in the formation. The approach studied by Gilbert and Nind, and 
later by Brown, does not address reservoirs with bottom water drive where the datum-
corrected pressures (potential) in oil and water zones are equal. Another limitation in this 
model is that the effect of changing water cut was not considered in the IPRs (i.e., the 
zone IPRs are assumed to be straight lines for oil and water zones). 
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Because multiphase flow conditions exist after breakthrough conditions (q > qc), 
two-phase inflow performance models are required for oil wells producing water. Brown 
(1984) and Wiggins (1991) proposed inflow performance models for oil wells producing 
water. Brown’s method (also called the Petrobras method) combines a Vogel (1968) 
inflow performance relationship (IPR) for oil flow with a constant productivity index (linear 
IPR) for water inflow. The method requires well test data including oil (qo) and water (qw) 
production rates, flowing bottomhole pressure (pwf) and average reservoir pressure (pr). 
Figure 2.4 presents the IPR curves based on Petrobras (Brown) Method. The method is 
simple and does not require knowledge of reservoir properties, but can only predict 
pressure rate relationship depending on the input oil and water production rates – that is, 
for constant water cut. This is a significant limitation, because the model will be 
inaccurate for the wells producing only oil before water breakthrough or if the well is not 


















    pr   =  6000 psi
    pwf = 5375 psi
    qo   = 261 bopd
    qw   = 739 bwpd
 
Figure 2.4 Inflow performance curves based on Petrobras method (Brown, 1984) 
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Wiggins (1991) suggested generalized three-phase IPRs similar to Vogel’s. IPR 
equations are developed from regression analysis of numerical simulation results for a 
given set of relative permeability information, fluid property data and initially set “water 
saturation.” His simulation model uses one dimensional radial flow geometry produced at 
a constant oil production rate. Then, the production ratios are regressed on the pressure 

























































These equations did not consider vertical segregation of water and oil because 
the simulator models based on 1-D radial models; both phases are assumed to be 
dispersed in the reservoir. This method may only be useful for stabilized flow conditions 
at high rates (negligible gravity segregation effects and fully penetrating well) or for 
capillary-stabilized saturation profiles, where producing water cut is near the ultimate 
water cut value. 
Wiggins, Russel, and Jennings (1992) and later Wiggins (1993) reported a three-
phase inflow performance relationship for oil and water phases for a homogeneous, 
bounded reservoir. They used a mobile water phase for the three-phase studies and 
only considered fully penetrating wellbores. Their analytical model was reported to be 
unaffected by flow geometry, reservoir porosity, absolute permeability and formation 
thickness. However, it is expected that pressure-rate response of a well to be dependent 
upon reservoir geometry and properties. 
None of the above methods captures the pressure-rate relationship for a partially 
penetrating well with water coning. The goal of partially penetrating wells is to prevent or 
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at least delay the water cone intrusion to the hydrocarbon producing formations. For 
these wells, the critical rate is defined as the maximum water free production rate above 
which water breakthrough occurs.  
Muskat (1949) presented one of the earliest solutions for water coning. His 
solution is based on single-phase (oil) potential distribution around the well at steady 
state conditions, a uniform flux boundary condition at the well, and the assumption of 
negligible effect of the cone shape. Assuming uniform flux distribution leads to the 
overestimation of critical rate (Hoyland et. al., 1989). 
Meyer and Garder (1954) developed an analytical solution by assuming a radial 
flow and that the critical rate is determined when the water cone touches the bottom of 

















Chaney et al. (1956) extended the method defined by Muskat. They included 
completions at any depth in a homogeneous, isotropic reservoir. Their results are based 
on mathematical analysis and potentiometer model techniques. Schols (1972) derived 








































Hoyland, Papatzacos, and Skjaeveland (1989) also addressed the problem using 
an analytical solution based on Muskat’s approach and numerical models. Their 
analytical solution was similar to Muskat’s model, but both solutions failed to match the 
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numerical solutions. They concluded that the deviation from the numerical model was a 
result of cone influence on potential distribution predicted by the single-phase solution. 
Wells with water drives cannot produce with zero water cut forever. Water 
breakthrough will occur eventually, as water continues to encroach. Moreover, the 
critical rates for bottom-water drive wells are low, and for economic reasons operating 
rates are commonly higher than critical rate, resulting in water production. Figure 2.5 
indicates a critical rate of about 30 bpd for a particular case. Meyer and Garder (1954) 
method estimates a critical rate of 11.1 bpd for the same conditions (Table 4.1 and 4.2) 
while Schols’ method gives a value about 16.3 bpd. Both methods have lower 
estimations than a numerical simulation predicts.  
More oil may be produced for higher well rates (such as well rate of 800 bpd with 
50% water cut results about 400 bopd) as shown in Figure 2.5. Sobocinski and 
Cornelius (1965) and Bournazel and Jeanson (1971) estimated water breakthrough time 
for a given rate. They measured the time for water cone to breakthrough in a vertical well 
for a given production rate. In their experimental work, they considered a negligibly 
narrow capillary transition zone. 
The available analytic or empirical equations for critical rate and breakthrough 
time have shortcomings that arise from neglecting the movement of water oil contact, 
assuming an incorrect (usually uniform) flux distribution, ignoring pressure transient 
effects, not considering pressure transient in underlying water layer, and neglecting the 
capillary pressure transition zone. Coning is a nonlinear problem. Modeling a dynamic 
water cone with capillary pressure effects has not been solved analytically. On the other 
hand, accurate mechanistic modeling is possible with numerical solutions. 
Water cut effects on inflow performance have been addressed in some of the 
studies cited above. However, there is not a general solution for water coning for a 
partially penetrating conventional oil well in a reservoir underlain by water. Such systems 
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produce water because their operating rates are almost always above the critical rate. 
Water affects the well productivity by decreasing oil mobility and degrades the tubing 
performance by increasing the hydrostatic gradient. Arslan et al. (2003) addressed the 
water cut effect on IPR response and oil productivity using numerical reservoir 
simulation. They examined the water cut - production rate response for a partially 






=J ) and presented the 
effect of water intrusion on oil productivity index (Figure 2.5). None of the inflow 
performance methods above capture this mechanism including the Wiggins’ (1991) 
equations built using numerical reservoir simulation. The use of numerical (rather than 
analytic) models becomes necessary for water oil systems with partial penetration and 


































Figure 2.5 Oil productivity index (Jo) and water cut responses for a partially penetrating 
conventional well 
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2.2 Dual Completions for Controlling Water Inflow 
Attempts to suppress water coning have ranged from re-injecting produced 
petroleum into the formation below the production completions to injecting resins just 
above the initial water oil contact to try to prevent water intrusion. Wojtanowicz and 
Armenta (2004) presented an evaluation of earlier methods and the evolution of 
downhole water sink (DWS) technology. They reported that DWS completions have 
potential to increase recovery and control water from oil wells. 
The downhole water sink is a completion/production technique (Figure 2.6) for 
producing water-free hydrocarbons from reservoirs with bottom water drive and strong 
tendency to water coning (LSU DWS web site, 2004). The first design approaches and 
computer programs were by Shirman (2000), including SCONE, which uses analytical 
models of the DWS well inflow system. Using the analytical for flow to a spherical sink in 
infinite system given by Chatas (1966), he used the superposition principle for 
boundaries to calculate the rates at the wells and pressure drawdowns. Shirman 
generated a characteristic plot called as Inflow Performance Window (IPW) for DWS 
completions. Chatas’ solution was for a second-order linear differential equation, 
enabling the use of superposition in time that is a limitation on the system geometry that 
changes in reality because of water oil contact movement around the well leading to a 
non-linear differential equation.   
If carefully gridded and calibrated, numerical simulators can model multiphase 
flow interactions more accurately. Kurban (1999) built one of the earlier DWS well 
models using the numerical reservoir simulator ECLIPSE. Kurban addressed the 
capillary transition zone and relative permeability hysteresis, which are re-evaluated by 
Inikori (2001) later. Inikori concluded that a capillary transition zone results in a narrower 
inflow performance window, while hysteresis effects did not create significant differences 
















Figure 2.6 Downhole water sink wells – completion configurations 
Armenta (2003) analyzed DWS completions for gas wells with bottom water 
support using numerical reservoir simulation. All of these authors showed that DWS 
completions reduce water production from the production completions, but they never 
considered the well productivity as a design parameter. Numerical simulation models 
were built with guessed or “trial and error” well flow rates for production and water 
drainage rates rather than using a systematic approach. In the following chapters, a 
method to select production and water drainage rates is provided to improve the DWS 
well performance modeled via a numerical reservoir simulator.  
2.3 Simulation Model 
Generations of numerical reservoir simulations have been used in the findings 
presented in this work. They can be grouped as (1) stabilized flow models and (2) 
dynamic models.  
 13
2.3.1 Stabilized Flow Models 
The stabilized flow conditions concept was introduced by Kurban (1999) to 
compare numerical simulation results with analytical model by Shirman (1998). His 
motivation was to match the analytical results that were obtained for steady state flow 
conditions. Inikori (2001) reassessed Kurban’s model to generate steady state IPW plot 
by considering three approaches: (1) Large analytical aquifer with adequate 
enchroachable water, (2) assigning infinite porosity in the last block creating a constant 
boundary pressure, or last bottom grid in the aquifer for effective bottom water drive 
system, and (3) re-injection of produced fluids. He concluded that re-injection of 
produced fluids achieves the stabilized flow conditions better then the first two 
alternatives. 
This study uses a radial model as suggested by Inikori (2001). Thirty-one grids in 
the radial and twenty in the vertical direction are used with fine time steps (about half a 
day at early time of production and no more than a month for late time). That was found 
to be sufficient for this 2-D coning model.  
To model steady state conditions, the produced fluids from both completions are 
reinjected at the outermost grid block into the oil and water zones accordingly. The 
reservoir model maintains constant fluid in place volumes and average pressure during 
the simulation. In addition to this re-injection simulation method, a strong aquifer (a 
Fetkovich Model) is also connected to the bottom of the water zone at the outer 
boundary. 
Steady state occurs when the state variables of a system are not changing. 
Practically, it is not possible to observe “zero” change for simulated data because of long 
stabilization times and finite difference truncation errors. A tolerance (Eq-2.3) is 
compared against the total change (percent) of oil and water productions and the flowing 
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pressure for both completions summed together over a month to evaluate the nearness 










where, WOPR (bbl/d), WWPR (bbl/d), WBHP (psi) stand for well oil production, well 
water production and well flowing bottomhole pressure as used in the simulator’s syntax, 
respectively. 
After an initial period with a developing water cone the system attains steady 
state. The length of the transient period depends on system properties (permeability, 
size, etc.) and the convergence tolerance. For these reasons, the production time has 
been kept very long (Up to 44 years) for this one well model in a cylindrical reservoir. 
2.3.2 Dynamic Flow Model 
The dynamic nature of DWS wells has not been considered in detail. However, 
simulations indicate that it takes a long time for the system to reach equilibrium 
conditions even if steady state boundary conditions are imposed by re-injection (as 
above). Actual wells may fail to reach to steady state conditions of water production, i.e., 
water cut and bottom-hole flowing pressure could never stabilize. The dynamic models 
are required for modeling more realistic flow problems. For this purpose, a similar single 
well redial model is used without the re-injection option. However, the analytical aquifer 
is retained to model different aquifer sizes. In such cases, well responses must be 
predicted for the whole course of production. Dynamic water cone behavior is captured 
for changing well and reservoir pressures and rates. This dynamic model is used in the 
optimization work presented in chapters 4 and 5. 
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CHAPTER 3 -  INFLOW PERFORMANCE OF CONVENTIONAL 
AND DWS WELLS 
The pressure-rate relationships and the effect of water cut on oil productivity 
have been explained in Chapter 2. Increasing water cut degrades tubing performance in 
addition to well productivity (Figure 2.5) as Arslan et al. (2003) presented. Their analysis 
evaluated water cut and oil productivity values at stabilized conditions for multiple rate 
combinations.  
This approach uses a numerical reservoir simulator rather than analytical 
solutions. Modern reservoir simulators and desktop computing can quickly simulate a 
particular water coning case (a typical run requires 60-80 seconds on 2.0 GHz Pentium 
3), allowing many different producing scenarios to be considered. The program creates, 
queues, and analyzes these scenarios via an interface with a reservoir simulator 
(ECLIPSE, 2002) as given in Figure 3.1. 
The minimum and maximum rates to be covered are input parameters for the 
program. The number of increments for production and water drainage rates define the 
rates to be assigned to the top and bottom completions. Because each rate pair requires 
a simulation, the total number of runs is the product of the two numbers of increments 
((20+1)×(20+1) = 441 simulations for this example). The run-time is directly proportional 
to this number. The resolution of final plots increases for higher increment numbers.  If 
too few increments are used, the IPW is noisy and may contain interpolation errors; if too 
many increments are used, too much CPU time is needed. Increments of 10 or higher 








Read input, create data decks for the reservoir  
simulation for the specified rates
Queue Runs, Call Eclipse,and feed “Data Decks”
Read data from simulation results to the spreadsheets 
and generate plots for analysis 
Generate Inflow Performance Window for given 
operational limits from the output data
Generate TPR for given set of data (IDtbg, ∆ppump, fw
from simulation results
Generate Nodal Analysis Plots (IPR and TPR) for both 
Conventional and DWS wells
 
Figure 3.1 Nodal analysis workflow 
Simulation output files are opened and analyzed by the interface software, and 
summary results are transferred to spreadsheets. The program manages the simulator 
input and output files. The program erases the files created by the commercial software 
to preserve disk space. Once the reservoir simulations are finished, the program also 
constructs the tubing performance curves required for the nodal analysis. It employs 
pressure loss equations as suggested by Bourgoyne (1991) and Beggs (1991) for the 
weighted density and viscosity values, using the producing water cut as a weighting 
factor. 
Figure 2.5 is generated with 31 cases for the production rates ranging from 0 bpd 
to 900 bpd in 30 bpd increments. Producing water cut exceeds 20 percent even for the 
production rate qo<100 stb/d (Figure 2.5), demonstrating how low critical coning rates 
are. Figure 3.2 presents the inflow performance relationship for the same set of 
conditions presented in Figure 2.5. The inflow performance curve gets steeper with 
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water intrusion for rates larger 30 bpd, degrading the well productivity. The increased 
hydrostatic head at higher water cuts reduces the tubing capacity. Therefore, the 
dependence of tubing performance on water cut should be considered in DWS well 
evaluations. The x coordinate of the IPR–TPR intersection (the natural flow rate) is 
higher for the TPR with constant water cut values than intersection defined by tubing 
performance path (TPP) curves generated for inflowing water cuts at inflow rate. The 
tubing performance curves have higher slopes as inflowing water cuts increase, which 
decreases flow rate at this node (Figure 3.2.)  
The total productivity index (J) concept is not very useful for wells with the water 
production, because the production from the well includes water and it does not focus on 


























Figure 3.2 IPR versus tubing performance path (TPP) 
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Equation 3.1 quantifies oil production per unit pressure drop (stb/d/psi).  Oil 
productivity decreases for increasing production rates because of the increasing water 
cut for a conventional well (Figure 2.5). 
3.1 Oil Production via DWS Wells 
For DWS wells, the rates for the two completions are adjusted to reduce or 
eliminate water from the top completion while producing water not contaminated with oil 
from the bottom completion; uncontaminated water can be disposed of without 
processing. Conventional nodal analysis cannot address this two-rate system. 
Using the numerical tools discussed above, a family of inflow performance 
relationships (IPR) for a DWS well is generated to compare with the IPR for a 
conventional well. Nodal analysis is extended to water sinks by evaluating the pressure 
versus flow rate relationship for the top completion for a range of bottom rates. The 
diagnostic plots are the same as used previously. Inflow curves for a conventional well 
(water drainage rate is zero) and DWS well with 500 and 800-stb/day water drainage 
rates are shown together in Figure 3.3. Tubing performances relations with varying 
inflowing water cuts are also shown. Observations regarding these dual completed wells 
are presented in the following subsections. 
3.1.1 Critical Rate and Producing Water Cut 
The critical rate is dynamic for water drainage completions; it is a force balance 
between the pressure drops created at the top production completion and water 
drainage completion. These forces depend on the rates at both completions. This 
implies a locus of critical rates defined by pairs of top and bottom rates rather than a 
single value as conventional wells have. 
This critical rate concept for DWS wells is reflected in Figure 3.3 as sudden slope 
changes in inflow performance curves (solid lines) occurring with water intrusion to the 
system. For a conventional well, this sudden slope increase occurs at about 30 bpd of 
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top completion rate, while it is about 490 bpd when water drainage is 500 bpd, and 760 
bpd when water drainage is 800 bpd.  
3.1.2 Tubing Performance Path 
The water intrusion is observed in the tubing performance curves as increases 
(dashed lines) for both conventional and DWS wells. For small rates, tubing curves for 
all three cases are the same. Once water breaks through to top completion, the tubing 
performance path climbs quickly as a result of hydrostatic pressure increase caused by 
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Figure 3.3 IPR-based analysis for the top completion in a DWS well 
The pressure interference effect at the top completions due to the water drainage 
rate is expressed in the small difference in inflow curves (solid lines) prior to 
breakthrough (< 30 bpd) for all the cases. This effect is small in comparison with the 
multiphase flow interactions.  
 20
3.1.3 Production Performance 
Higher inflow performance curves (dictated by average reservoir pressure) with 
smaller slope (implying water-free oil production) are desired for maximized production 
rate. Similarly, lower TPP curves (dictated via reservoir depth and fluid type) with small 
outflow slope (low gross rates and slowly increasing water cut) are desired. Not only is 
well inflow improved by controlling water production via DWS wells, but outflow 
performance also benefits.  
Inflow performance can be improved by fracturing, acidizing, or perforating to 
improve well production, and tubing performance can be improved via artificial lift 
methods, pump installations, or larger tubing. These methods are valid for both 
conventional and DWS wells, but they do not address the degraded oil well productivity 
due to water production. 
By reducing water production from the top completion, DWS increases the 
maximum natural flow rate. For the conditions in Figure 3.3, while a conventional well 
can only produce about 110 bpd (all rates are gross, or water and oil combined) with 26 
% producing water cut, a DWS well can produce 570 bpd at 6 % water cut (water 
drainage rate of 500 bpd) and 790 bpd with practically no water (water drainage rate of 
800 bpd.)  
It is not practical to populate Figure 3.3 with more curves developed for more 
water drainage rates to be able to predict the best operational rates for top and bottom 
rates. This problem is not a two-dimensional problem as in the conventional production 
optimization, it is rather a three-dimensional problem because two parameters (top and 
bottom gross rates) are varied to optimize a third parameter (net oil production). 
Because both top and bottom rates affect the top or bottom completion pressure 
drawdowns, the pressure profile is best diagnosed on the 3-D plots (Figure 3.4.) The top 







































Figure 3.4 Pressure drawdown at top completion 
The pressure interference created by bottom rate is relatively small as observed 
in the small slope on the bottom rate axis for “0” top rate. The pressure drawdown 
decreases for increasing bottom rate for a particular top rate (right side of Figure 3.4) 
until water cut at top completion becomes zero. From this point only a very small 
interference effect is observed as a slight increasing trend. The top completion produces 
only oil where the surface is planar (i.e., the inflow performance is approximately linear; 
left side of Figure 3.4). In contrast, the IPR is steeper (less favorable) and non-linear in 
the upper right for high top and low bottom rates. 
Similar observations can be made by examining oil rate at top completion versus 
gross top and bottom rates (Figure 3.5). Increasing bottom rate for a particular top rate 
not only decreases the required amount of pressure drawdown, but also increases oil 
rate significantly (proceeding from right to left, Figure 3.5). For the given example 
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(Figures. 3.4 and 3.5), producing a gross amount 900 stb/d without any bottom 
completion production (conventional case) requires 874 psi pressure drawdown to 
produce oil rate of 462 stb/d (fw = 49%.) However, producing 600 stb/d (oil free 
production with 264 psi pressure drawdown) at the bottom completion improves oil 
production rate to 751 stb/d (fw,top = 16.5%, fw,total= 50%) and the required drawdown for 
the top completion falls to 800 psi. The oil productivity is improved to 751/800=0.94 
stb/d/psi from 462/874=0.53 stb/d/psi (for the conventional well; Table 3.1) at the top 
































Figure 3.5 Oil production in response to top and bottom rates. 
The results (Table 3.1) indicate that the DWS completion not only improves oil 
production but also reduces the pressure drawdown for a particular production rate by 
reducing water production from the top completion. This may have important implications 
for sand control and completion integrity. 
Figure 3.6 is generated for the same case as presented in Figures 3.2 through 
3.5. These responses are provided in terms of the top and bottom rate pairs, similar to 
previous analysis methods (e.g., Shirman, 2000). Top and bottom rate pairs for water-
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free production are above the zero water cut line (thick black line with rectangular 
symbols, Figure 3.6). The maximum water cut for the top completion (blue lines below 
the zero water cut line or flip-flop line) occurs for relatively high top rate and low bottom 
rate conditions. Similarly, higher oil cut response in the bottom completion occurs for 
higher water drainage rates and low top rates; oil cuts increase to the left of the zero oil 
cut line (thick black line with triangle symbols). 
Table 3.1 Comparison between conventional and DWS well applications 
Conventional DWS Well
qtop, stb/d 900 900
qbottom, stb/d - 600
qoil, stb/d 462 751
fwtop - 10%
fwtotal 49% 50%
∆p, psi 874 800
Jo,stb/d/psi 0.53 0.94  
The black lines on Figure 3.6 (which generally have a marked slope and 
concavity changes near the 0=wf  line) are the top completion isobars as functions of 
top and water drainage rate pairs. Draining water from the bottom completion increases 
the gross top rate and reduces water cut for a particular top completion drawdown. 
Maximum pressure drawdowns were applied to both top and water drainage completions 
(thick red lines crossing each other, Figure 3.6).  
Along the maximum drawdown line from the top rate axis, if water drainage rate 
is increased then the top completion water cut decreases and the gross top rate 
increases until water cut becomes zero. Any further increase in water drainage rate after 
this point not only decreases the top rate, but may also cause reverse coning. This 
implies a simple optimality condition: the oil production rate is maximized if the well is 
produced at its maximum pressure drawdown limit with a water drainage rate that 
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ensures no oil at the bottom completion. This is the desired point to improve well 
productivity discussed earlier and eliminate the water treatment for the bottom 
completion. Figure 3.7 presents a simplified sketch to express the evaluation of optimal 
top and water drainage rates. 
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Figure 3.8 Optimum inflow conditions for a DWS well 
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But, is well productivity improved at this “optimal” point? To address that 
question, the oil production from the top completion was divided by the operating 
pressure drawdown at the top completion (Eqn. 3.1) for all the combinations of top and 
water drainage rates.  The oil productivity is the highest when well is produced with no 
water at top and no oil at the bottom completions (Figure 3.8; same conditions as earlier 
plots). Therefore, the well is produced optimally at its maximum top completion capacity 
(maximum allowable pressure drawdown) with minimal water production; this is 
achieved via water drainage from the bottom completion. 
3.2 Performance of DWS Wells and Conventional Wells 
The oil productivity index measures value of both conventional and DWS wells, 
because it gives the ratio of revenue-producing production to expended reservoir 
energy. Selecting a well for DWS application from candidate wells can be based on oil 
productivity index by defining the ratio of productivity improvement as: 
JD=(Jo-DWS–Jo-Con)/Jo-Con……….……………………..………………………………(3.2) 
For the values given in Table 3.1, the DWS completion improves productivity by 
77% productivity. The productivity improvement is used to compare conventional and 
DWS well performances for some practical ranges of certain parameters to evaluate 
conditions where the well productivity can be improved the most using DWS technology. 
These parameters include mobility ratio (M), vertical to horizontal permeability ratio 
(kv/kh), oil-to-water zone thickness ratio (ho/hw), drainage to well radius ratio (re/rw), 
capillary transition zone to oil zone thickness ratio h(pc)/ho, and maximum pressure 
drawdown to reservoir pressure ratio (∆p/pR) (Table 3.2). 
These 6 factors are considered at two different values. The full two-level factorial 
experimental design (Montgomery, 2001) has 26 = 64 cases to be evaluated. Each case 
requires a 21-by-21 matrix of rates (441 reservoir simulations) to investigate the relevant 
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ranges in top and water drainage rates treated as 2-factor 21-level design. In total, 
14,112 simulations are used to compute the inflow performance of these systems. A well 
with a 20 ft completion zone at the top of 50 ft oil reservoir with 10 ft bottom completion 
set 10 ft below water-oil contact (WOC) is chosen for this example. 
Table 3.2 Reservoir parameters for experimental design - I 
 
M,  λ ω /λ ο k v /k h ho/hw  re/rw  h(Pc)/ho  ∆ P/P r  
6  0.6  0.5  3490  0 0.05  
2  0.2  2.5  1745  0.4  0.083  
 
Linearized error analysis is used to find a relation with the best correlation 
coefficient (R2), 
Y=Y(X1,X2, X3,…., Xi)..……………………………………………………………...(3.3) 






















  ……………………………………..(3.4) 
Observing differential properties of natural logarithms, after some mathematical 
manipulation: 
)ln(......)ln()ln()ln( 2211 ii XdaXdaXdaYd +++= ……………………..(3.5) 
where ai’s are sensitivity coefficients. The oil productivity index (Jo) is assumed to be a 
function of the form, 
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where ε is a random error. A linear form of this equation is 










































For the other reservoir and well parameters (Table 3.2), the following Jo relationship for a 


























































J  ……………………………...(3.8) 
The sensitivity is highest for terms with large exponents in Equation 3.8. The 
mobility term has the strongest effect on the Jo for a DWS well followed by the pressure 
drawdown limit term. On the other hand, least sensitivity is observed for the (re/rw) term, 
which is unsurprising. Dropping the effect of (re/rw) term, the same analysis is conducted 
on a set of 35 = 243 cases (Table 3.3). Each case further included the 21-by-21 matrix of 

































































































This regression formula using least squares approach yielded a multiple 
correlation coefficient (R2) of 0.962 for the range of reservoir parameters given in Table 
3.3. In all of the cases, DWS completions increased the oil productivity index. For the 35 
= 243 cases considered, the minimum increase was 63 percent and the maximum was 
457 percent.  
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Table 3.3 Reservoir parameters for experimental design – II 
M, λω/λο 
 
kv/kh ho/hw h(Pc)/ho ∆p/pR 
6 0.8 2.5 0 0.0500 
4 0.4 1 0.2 0.1333 
2 0.1 0.5 0.4 0.1667 




M+ 2.150 2.48 -7.19 -40.67 36.45 16.73 -15.38 10.53 -19.77 
M- 2.035 4.07 -7.39 -41.25 45.57 12.16 -15.28 5.11 -8.52 
kv/kh+ 2.190     -43.37 44.96 13.80 -15.15 5.52 -10.99 
kv/kh- 1.942     -37.93 34.69 13.31 -12.72 10.01 -16.77 
ho/hw+ 1.238         3.23 -7.17 7.01 -10.89 
ho/hw- 2.965         17.04 -16.61 7.95 -12.87 
h(Pc)/ho+ 2.408             5.30 -9.39 
h(Pc)/ho- 1.792             23.63 -0.64 
Table 3.4 Productivity improvement ratios and % response change 
 
 
The ”+” and “-“ superscripts indicate the maximum and minimum values of factors 
considered in this study (Table 3.3). Each cell is evaluated at its related column and row 
values. JDavg value for a given row is evaluated for all the cases except for the factor 
indicated as the first element of row. For the row M+, JDavg value is the average of all JD 
from simulations with M+ = 6, over all combinations of the other factors. The other values 
in the row indicate the percent change from the average productivity ratio improvement 
at maximum and minimum values of other factors. 
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Parameter sensitivities are presented by the spread of productivity improvement 
ratios in Table 3.4. Oil to water zone thickness ratio (ho/hw) is concluded to be the most 
sensitive parameter ranging from – 43.37 to 45.57. Drawdown (∆p/pR) term is the second 
most sensitive parameter spreading from 23.63 to -19.77. The power terms in Equation 
3.10 also indicate that productivity improvement is very sensitive to oil to water zone 
thickness ratio (ho/hw) and drawdown (∆p/pR) for the range of parameters. Sensitivities 
conclude that DWS wells may improve over to conventional wells the most for the 
conditions where oil zone is underlain by a thick water zone (implying a strong aquifer 
conditions) and where wells are planned to be produced at high-pressure drawdown that 
is recipe for water coning. 
3.3 Summary of Inflow Analysis 
In summary, oil productivity index is sensitive to mobility ratio and the operating 
pressure drawdown, whereas the drainage radius is observed to be the least influencing 
parameter. The maximum Jo is achieved when the bottom completion is produced at a 
rate on the verge of oil breakthrough while the top completion is producing with the 
maximum allowable pressure drawdown for top completion. 
The productivity ratio improvement provides a screening tool to select candidate 
reservoirs for the application of DWS technology (Equations 3.2 and 3.10). DWS wells 
yield productivity gains for all the cases analyzed. DWS well completion is most effective 
in reservoirs with relatively thick water zones producing with high-pressure drawdowns. 
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CHAPTER 4 -  TIME DEPENDENT APPROACH FOR DWS WELLS 
The analysis in Chapter 3 aimed to improve understanding of DWS well 
operation and identify the optimality conditions. However, these analyses use stabilized 
flow simulations where the average reservoir pressure is not allowed to change; fluid in 
place volumes and average reservoir pressure are maintained by re-injection. This 
enabled a comparison of reservoir conditions for potential production improvement, but it 
does not capture the dynamics of water production and coning.  
Available nodal analysis solutions generally offer an inflow model that uses 
reservoir properties at a given time. The calculated production rate from these models is 
employed to predict the incremental recovery for a period of interest. Using this 
incremental recovery, the changes in the average reservoir properties at different stages 
of depletion are estimated via material balance. The future rates are successively 
predicted in this manner.  
This approach is not viable for oil wells with water coning problems for two 
reasons. First, an empirical or analytical solution that can model the cone behavior and 
inflow performance does not exist. Second, later stages of production should inherit the 
saturation distribution around the well from the previous production stage. Averaging 
reservoir properties for the future stages will not preserve the coning conditions from 
earlier production stages. 
4.1 Successive Nodal Analysis Approach for DWS Wells 
The earlier analysis is extended in this chapter to evaluate the optimal point in 
response to changing reservoir conditions. A numerical simulation model for an oil 
reservoir with strong (but finite) bottom water drive is used to model the water coning 
process and the dynamic nature of optimality conditions. Moreover, the impact of tubing 
performance is considered in the optimality conditions. Therefore, the best operating 
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condition is not simply the highest productivity index value as described in the previous 
chapter. The maximized oil production is considered to be the best operating point that 
inherently suggests the highest productivity possible for a DWS well. Adding the tubing 
constraint operating conditions are: 
 Inflow performance relationship (IPR). 
 Tubing performance relationship (TPR) or outflow. 
 Limiting drainage rate (depends on water injectivity or disposal). 
 Operating under/at maximum allowable pressure drawdown at top and drainage 
completions to ensure completion stability.  
 Maintaining oil-free water drainage for injection without water processing for 
processing or environmental reasons. 
Oil wells are generally produced at their highest possible rate to maximize the 
cash flow. However, this rate might be limited to a maximum allowable pressure 
drawdown because of practical considerations such as well integrity, sand control, and 
gas liberation. The five operating limitations above are interrelated in a single plot called 
a DWS characteristic plot (Figure 4.1).  
Figure 4.1 is a newer generation of Figure 3.6 where all these 5 constraints are 
organized in one plot as initially proposed by Shirman (2000) for his IPW curves. 
Reservoir rock and fluid properties are given (Tables 4.1 and 4.2). Water coning (water 
production at the top completion) and reverse coning (oil coning to drainage completion) 
regions are shown in Figure 4.1. There is a segregated flow region where the top 
completion produces only oil while oil-free water is drained from the bottom completion. 
This region is not obvious from the plot because high rates greater than the critical rates 
for water coning and reverse coning are considered. This small area for the segregated 



























fw1= .1154 fw2= .2309 fw3= .3464 fw4= .4619
fw5= .5774 P= 122.1 P= 229.8 P= 337.5
P= 445.2 P= 552.9 P= 660.6 P= 768.3
P= 876.0 fo0= 0 fo1= 8.255 fo2= .1651







Figure 4.1 Characteristic plot – DWS well production at 1 yr 
The flow regions are separated by “flip-flop line” (fw,top = 0 and fo,bot = 0) under 
which the top completion flow rate dominates over the drainage rate and water coning 
occurs (fw > 0). The drainage rate overcomes the top completion rate for the rate pairs 
above the flip-flop line and reverse coning occurs (fo>0).   
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Table 4.1 Reservoir and well data 
DATA Units Values
Reservoir depth ft 13000
Thickness of oil zone ft 50
Depth of WOC (static) ft 13000
Thickness of water zone ft 100
Reservoir pressure ft 6000
Distance of top completion to formation top ft 0
Thickness of top completion ft 20
Distance of bottom completion to WOC ft 10
Thickness of bottom completion ft 10
Horizontal permeability (absolute) md 80
Vertical permeability (absolute) md 48
Porosity fraction 0.3
Well Radius ft 0.292
Outer Radius ft 1000
Depth to Reservoir Top ft 12950
Rock compressibility 1/psi 4.0E-06
Aquifer Volume bbl 1.00E+09
Total compressibility of aquifer 1/psi 7.00E-06
Aquifer Productivity Index stb/day/psi 2.00E+01
Tubing inner diameter in 1.25
Tubing head pressure psi 50  
 
Table 4.2 Fluid properties data 
Fluid Properties Data Units Water Oil
Reference pressure psi 6000 6000
Formation factor rbbl/stb 1.02 1.26
Compressibility 1/psi 0.000003 2E-05
Water Viscosity cp 0.4 0.8
Surface Density lb/cu-ft 68 48  
The slope of flip-flop line is related to the ultimate water cut value of this system 
and therefore to the end point mobility ratio. The ultimate water cut concept is defined for 
a bottom water drive wells to make an estimate of producing water oil ratio (water 
fractional flow) so that well production can be compared to the estimated water cut value 
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for quick well productivity assessment. It uses the stabilized flow conditions for a fully 
penetrating well (both oil and water zones) as shown in Figure 4.2 and predicts the water 
fractional flow considering the equal pressure drop in both oil and water zone. 
For a radial system, using Darcy’s law for both the oil and water zones separately 
and equating the pressure drops from drainage radius to the wellbore (i.e., assuming 






















































Equation 4.2 weighs the relative strength of oil and water zones in terms of flow 
hydraulics such that, the fractional flow of water depends only on mobility ratio and the 
zone thicknesses. The only geometrically important parameter is the thickness for each 
zone. However, this approach may be improved using partial penetration and 
mechanical skin solutions suggested for multilayer systems (Yeh and Reynolds, 1989) 
using the analogy between multilayered single-phase systems and water-oil systems. 
The partial penetration skin solution offered by Yeh and Reynolds (1989) assumes a 
stable water-oil interface.  
Including skin terms for both top and water drainage completions with 
geometrical terms in the above equation for partial penetration models does not yield the 
simple form of Equations 4.1 and 4.2, where pressure drawdown terms for both 
completions are set equal. Detailed analytical modeling may improve the estimate for 
ultimate water cut.  
The flip-flop line (Figure 4.1) represents the flow conditions for a DWS well where 
the flowing well isobar (since gravity effects can be considered in the simulation model) 
for both top and water drainage completions get very close, therefore no water coning or 
reverse coning occurs. Uniform pressure and no coning formation are assumed for the 
ultimate water cut equation. Equation 4.2 approximates the flip-flop line slope and is 
used to understand DWS well operation. Gravity effects, distributed saturation effects 
around the wellbore, and the partial penetration effects are other factors that may impact 
the flip-flop line slope or curvature.  
The maximum allowable pressure for the top completion is shown in Figure 4.1 
by the thick red line intersecting the “Top Rate” axis at 645 bpd. At this particular 
pressure drawdown, the top completion production rate is improved by draining water to 
the bottom completion to the point of the flip-flop line where the top completion has no 
water coning.  
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The nodal analysis for DWS wells is based on the following operation principles: 
 Produce at maximum possible top rate  (economic goal). 
 Maintain a pressure drawdown below or equal to the maximum allowable 
pressure drawdown for both completions (completion limit) 
 Maintain a water drainage rate below the flip-flop line for any top rate (no reverse 
coning - an environmentally imposed limit) 
 Set the top rate that can flow to surface (TPR limit) 
 Limit drainage rate according to the maximum allowable injection limit possible 
(disposal limit) 
A successive nodal analysis approach considers the operation principles listed 
above and presented in Figure 4.1. The numerical tool  is used to model a DWS well’s 
inflow performance, while preserving the water coning conditions from earlier production 
stages. The workflow for this approach is given in Table 4.3. 
The first nodal analysis is applied to the simulation results for the end of the first 
year (Figure 4.1). The shaded area in Figure 4.1 designates the well operation region for 
the constraints given above. The tubing performance relationship (TPR curves used in 
this approach consider the changing water cut as presented as tubing performance path 
in Chapter 3. However, the term TPR is still used instead of TPP for consistency with 
conventional nodal analysis) is imposed on the characteristic plot by relating the 
producing water cut for the top completion and estimating flowing bottomhole pressure. 
The TPR defines the largest top and water drainage rate pairs that can be produced; the 
points to the right sight of TPR-line cannot be produced to surface. 
Analyzing Figure 4.1, a conventional well that can only reach a rate of 525 bpd 
with 49 percent water cut (oil production, 259 bopd) is limited by the tubing performance 
(where drainage rate is zero). However, the DWS optimum operating point occurs at 735 
bpd from the top completion with 5 percent water cut (700 bopd of oil production) with a 
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lower completion drainage rate of 1200 bwpd. DWS well operation is constrained by the 
maximum allowable pressure drawdown limits while conventional well inflow is not 
maximized because of TPR limit. 
 




Read input, create numerical simulation decks for the specified rates 
2 Queue runs, call ECLIPSE, and feed each run 
3 
Read data from simulation results to the spreadsheets and generate plots for 
analysis 
4 Generate TPR for tubing properties and simulation results 
5 
Generate DWS well - characteristic plot for given operational limits from the 
output  
6 Find optimum operating top and drainage rates 
7 Register production time and rates 
8 Repeat for the next production stage 
 
This analysis is applied successively for nine production stages. Analysis for 
each stage considers the water saturation distribution resulting from the earlier 
production stages. The characteristic plots for these nine stages are given in Figure 4.3. 
In the first three stages, the well is limited by the flip-flop line and maximum allowable 
pressure drawdown limits (Figure 4.3 a to c). Then the tubing performance starts to limit 
the optimum point. In the last stages, the flip-flop line and tubing performance are the 
limiting constraints. 
As the depletion of oil zone continues, the water oil contact moves upward. As 
the water zone thickness increases, the optimal drainage rate for low water cut at the top 
completion also increases. The increasing slope of flip-flop line for all stages in Figure 
4.3 indicates water oil contact movement. This slope change is directly related to the 
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Figure 4.4 Top rate and water drainage rate 
Figure 4.4 summarizes the top and water drainage rates obtained from each 
stage and presents the limiting constraints. At average reservoir pressures that are 
sufficiently high for natural flow to the surface, the maximum pressure drawdown limits 
control the well operation (Figure 4.3a-c). As depletion proceeds, the TPR limit 
defines DWS well production (Figure 4.3c-i). This effect narrows down the operable 
region in time. 
Oil rates for conventional and DWS well practices are compared in Figure 4.5. 
Another nine sets of numerical simulations were run for the conventional case to 
accurately model water coning, where saturation distributions are inherited from earlier 
stages. DWS oil production rate is improved compared to conventional well practice.  
DWS wells accelerate the recovery process and increase recovery from 14 % to 31 %. 
Because water-free oil recovery in short times cannot be practically accomplished with 
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conventional wells, DWS wells are effective in improving total recovery and also 
















Figure 4.5 Oil production rate for both conventional and DWS well 
4.2 Stepwise Optimization Method for DWS Wells 
The previous section proposed a production optimization method for which five 
constraints were used. The method employed “Nodal Analysis Toolbox” software 
(Arslan, 2003) to analyze a range of top and bottom rates. Each successive analysis 
required users to define new ranges of rates and new sets of runs. Tuning the ranges of 
top and water drainage rates at each stage was not an efficient process, but it revealed 
the question that: “Can the optimum point for each stage be found via selecting a region 
for top rate and water drainage rate around the optimum without simulating the data 
points in infeasible regions?”  
A stepwise optimization method is presented in this section to remove the need 
for user intervention, get a better resolution for better schedule curves, and provide an 
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automated approach with minimum number of simulator runs. In connection with a 
commercial reservoir simulator (ECLIPSE) the technique uses polytope optimization 
method presented in Gill et al (1981) and in Belegundu and Chandrupatla  (1999).  
4.2.1 Polytope Algorithm 
 The polytope algorithm is a direct search algorithm used with n+1 distinct 
points in an n dimensional search space for n control variables subject to optimization. 
Considering a maximization problem of the form: 
F=f(x1, x2,……., xn+1)……………………………………………………………….(4.3) 
At each stage of the algorithm, the set of vectors of decision variables x1, 
x2,……., xn+1 (xi is a vector of n controllable variables) are arranged in the order of 
increasing objective function value F1 ≥  F2 ≥  ……. Fn+1. A starting point can be 
generated by a reflective step from the centroid: 
)( 1+−+= nr xccx α ……………………………………………………………….(4.4) 







1 xc …………………………………………………………………………(4.5) 
α (α > 0) is defined as the reflection coefficient. The function is evaluated at xr, revealing 
the function value Fr. The next step is then taken depending on the function value as 
such: 
 If F1 ≥  Fr ≥  Fn, then the worst point (xn+1) is replaced with xr and proceed to the 
next iteration. 
 If Fr > F1, then xr is the best point. Take an expanded step toward the direction of 
reflection. The expanded point, )( cxcx −+= re β , is evaluated, yielding Fe 
where β ( β > 1) is the expansion coefficient. 
 If Fe > Fr, then expansion is successful. xe replaces xn+1. 
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 If Fe < Fr, then expansion failed. xr replaces is xn+1. 
 If Fr < Fn, then the polytope is to be contracted 
 If Fr ≥ Fn+1, then )( 1 cxcx −+= +nc γ  
 If Fr < Fn+1, then c)(xcx rc −+= γ where γ (0 < γ  <1) is the contraction 
coefficient. 
The function is evaluated at xc yielding Fc. If Fc is greater than both Fr and Fn+1, xc 
replaces xn+1, otherwise, more contraction steps are applied. 
The Polytope algorithm was coded in Visual Basic and tested using 




12 )1()(100)( xxxxf −+−= ……………………………………………………..(4.6) 










Figure 4.6 Rosenbrock’s function – Banana-shaped valley 
Rosenbrock’s function  (Eq 4.6) has unique minimum at the point (1,1). The 
response of the function is plotted in Figure 4.6. High gradients occur out of the valley 
(e.g, parallel to x2 near x1 = 0), while the gradients are very small in the middle of the 
valley along the valley path. Also, the valley changes its size and gets wider around x1 = 
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0. The Polytope algorithm was tested on the Rosenbrock’s function with a starting point 
at (-1.2,1). The path of convergence to the solution at (1,1) is shown in Figure 4.7. The 
figure indicates that algorithm is finding the valley and adapting itself along the valley. 
The solution path follows the valley and narrows down itself on its path from [-1.2,1] to 
[1,1]. 
 














Figure 4.7 Polytope algorithm for the solution of Rosenbrock’s function 
4.2.2 Polytope Algorithm and DWS Optimality 
 The selection of polytope algorithm for this optimization problem is not a result of 
an exhaustive optimization algorithm research and comparisons, but because of intuitive 
and practical reasons. Also, a visual comparison of Rosenbrock’s function with oil 
productivity plot given in Figure 3.8 supports this choice. Oil productivity has a similar 
behavior of high gradients going away from the maximum toward no water drainage rate 
and small gradients while moving along the peak values. The only shape difference is 
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that the Rosenbrock’s function is a minimization problem, while oil productivity is a 
maximization problem, which is readily treated by a simple sign change.  
 To apply the polytope algorithm for DWS well operation, problem constraints 
must be expressed in a mathematical form with an objective function. Since the function 
evaluations come from the simulation results, some of these constraints can be imposed 
through the numerical model. For example, tubing performance curves are handled 
through tubing performance (VFP) tables in ECLIPSE. Similarly, the maximum allowable 
pressure drawdown limit was imposed in the numerical simulator WELLDRAW keyword.  
If the simulation is initialized with a top and water drainage rate pair to the right of 
TPR limit line (Figure 4.1), the simulator will not produce the well at these input rates. 
Instead, the rates are cut back to the closest levels in the region to the left of the TPR 
limit line. Similar rate changes are imposed for the maximum allowable pressure 
drawdown. Therefore, these unattained rates are penalized in the objective function 
acting as a soft constraint in the system. Reverse coning and water production are 
penalized in the objective function given as: 















































where,   
m : total number of time periods considered in the numerical simulation 
qo_top : oil production from the top completion (bopd) 
qo_bot : oil production from the water drainage (bottom) completion (bopd) 
qw_top : water production from the top completion (bwpd) 
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qw_top : water production from the water drainage (bottom) completion (bwpd) 
qtop_in : gross production value for top completion input to simulation case 
(bpd) 
qtop_out : gross production value for top completion output from simulation 
results (bpd) 
qbot_in : gross production value for bottom completion input to simulation case 
(bpd) 
qbot_out : gross production value for bottom completion output from simulation 
results (bpd) 
Ideally, qo_bot and qw_top should be equal to zero, where oil and water production 
are perfectly segregated via the dual completions. The objective function in Equation 
4.7b can be considered as two terms: oil productivity (Jo) and the recovery term given in 
the square parenthesis. The multiplication form between the oil productivity and recovery 
term is selected, because it favors the maximum incremental recovery for the period 
analyzed maintaining oil productivity of the producing completion. For the cases on the 
verge of water breakthrough, the oil recovery values might be the same even though 
both of the cases have different amounts of water drainage at the bottom completion. 
Practically, a high enough water drainage rate is desired to have a minimal amount of 
water at the top completion, but also it should be low enough to prevent reverse coning. 
This constraint is best imposed using the multiplication form rather than additive form.  
The specification of this function is heuristic, and selection of different objective 
functions would lead to different rate control strategies. The penalty term for reverse oil 
coning and the cost term for water production are given by 
[ )(*))()((
50
1)(**100 ___ ktkqkqktq botwtopwboto ∆+−∆− ]. A coefficient of 100 is used 
to impose a penalty condition on reverse coning due to environmental regulations. Ratio 
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of fifty is used to reflect the cost of water (i.e., water handling cost is 0.80 $/bbl when oil 
price is 40.0 $/bbl). The constraint for unachieved top and water drainage rates imposed 
on the objective function is 
[ )(*))()((*10)(*))()((*10 ____ ktkqkqktkqkq outbotinbotouttint ∆−−∆−− ]. Notice that 
this penalty condition reflects the tubing performance and maximum allowable pressure 
drawdown constraints shown in Figure 4.1. A coefficient of 10 is used to exaggerate the 
difference when incompatibilities between stipulated and predicted performance occur. 
 Penalty conditions are not intended to model the events of reverse coning. 
Rather, they keep the search in the feasible region defined in Section 4.1. The selections 
of coefficients are heuristic and aimed at improving the performance of polytope 
algorithm. For example, if the two points out of n+1 points in the polytope algorithm in 
the reverse coning region, the reverse coning penalty condition will act to move the 
search direction towards minimum reverse coning penalty and eventually force the 
selection to the feasible region. 
 Figure 4.8 presents the polytope algorithm performance tested for the first month 
of production for the same data set used in Successive Nodal Analysis (section 4.1.) It 
converged to the optimum point in 67 iterations (much smaller than 441 runs as in 
Section 4.1). 
 The polytope algorithm is built into a stepwise optimization approach where 
polytope algorithm evaluates the operating top and water drainage rates for a given 
increment of time. The stepwise algorithm registers this optimum rate pair to the well 
rate history of the simulator, and employs the polytope search again for a new time step. 
For this new time step, the polytope algorithm evaluates new top and water drainage 
rates considering the rate history of the earlier stages. The process repeats until the 
economic oil production rate limit is attained. The optimum point from the previous step 
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is the input point for the next iteration so that the algorithm starts from a near-optimal 
point, requiring a smaller number of function evaluations for successive optimizations. 



















Qtop        = 752.88 bpd
Qdrainage = 202.78 bpd
Time step = 1 month
 
Figure 4.8 Polytope algorithm for stepwise optimization 
Stepwise optimization approach results (Figure 4.9) are similar to the successive 
nodal analysis results (figure 4.4) in terms of the general trends. However, there is a 
sharp drop in the top rate that is followed by a build-up back to the initial production rate 
value that does not exist in the earlier plot. This difference is a result of the time step 
size difference between the two approaches. Stepwise optimization responds more 
quickly to the water production problem than the successive nodal analysis (where 
coarse time steps and the operating rates are averaged over time). However, the 
stepwise optimization suffers from the time dependent water coning behavior. This is 
also reflected in Figure 4.8 where the points generated after a few iterations indicate a 
slope   where the optimum point is searched around. This slope is much less than the 
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flip-flop line indicated by the characteristic plot at one year (Figure 4.1). This reflects the 
dynamic nature of the problem. For example, higher rates at top completion may be 
attained without water production at early times for a small time step. However, the 
same high rate may not achieve water-free oil production for extended period of 
production or stabilized flow conditions. Early time production rates benefit from the 
segregated flow region that contracts over time and becomes a single line (flip-flop line) 
for extended flow periods unless the producing rates are below critical rate. 





















Figure 4.9 Rate schedules using stepwise optimization 
Successive nodal analysis (conventional and DWS well) and stepwise 
optimization techniques are compared in Figure 4.10. The early time drop in the top rate 
is also reflected to the oil production rate. Stepwise optimization yields the same amount 
of oil recovery (31%) as Successive Nodal analysis for DWS well. However, the total 
water production is reduced from 8.5 million barrels to 8.1 million barrels while the field 



















Figure 4.10 Comparison of oil production schedules 
4.2.3 DWS Performance without Tubing Constraint 
 The response of a DWS well application was presented in the previous 
subsection. Tubing performance is one of the constraints considered in both successive 
nodal analysis and stepwise optimization. Now, the stepwise optimization technique is 
adapted to DWS wells where tubing performance constraint is not a limiting factor. This 
case is applicable for fields where strong ESP’s or other lifting alternatives are 
employed. However, a minimum bottomhole pressure limit defined by the bubble point 
pressure is still used to prevent gas liberation in the oil zone reducing oil productivity by 
introducing a third phase to the system.  
 Figure 4.11 compares the rate schedules obtained from the stepwise 
optimization for DWS well analysis with and without the tubing constraint. The dashed 
line shows the time at approximately 900 days until which both responses are the same 
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where tubing performance is not a limiting factor. Once this time is reached, the well rate 
starts to drop for the case with tubing constraint. On the other hand, the case with no-





































Figure 4.12 Producing water cut response for the case with no tubing constraint 
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Water drainage rate is maximized to reduce the producing water cut at the top 
completion. However, the flowing bottom hole pressure drops to the bubble point 
pressure value at about 10,200 days where the drainage rate is reduced gradually. 
An interesting response occurs for the case with no tubing constraint: production 
rate (gross rates are used in Figure 4.11) starts to increase for the maximum pressure 
drawdown limitation. This is a unique influence of producing water cut on well 
productivity due to water coning. Water cut response of this case is given in Figure 4.12 
where water cut gradually increases to its maximum about 93%. 
 Increasing water cut until about 4,200 days reduces the well’s gross production 
for the given pressure drawdown limit. In other words, well total productivity (total 
productivity is used here because gross rates are being analyzed instead of oil 
productivity) decreases gradually. After this moment well gross rate starts to increase 
with even higher water cuts at constant drawdown, so the well total productivity must 
also be increasing. 
In general, well productivity is strongly related to the fluid mobility (k/µ) that it is 
producing. Since two phases are interacting in DWS well, the relative permeability 
curves used in the simulations are analyzed in terms of thickness-weighted mobility in 

























Figure 4.13 shows that as water fraction increases around the well, the total 
mobility term drops until a minimum occurring about Sw = 48% as a result of underlying 
relative permeability curves.  Top completion gross rate increases after the producing 





























Figure 4.13 Producing water cut and thickness weighted total mobility 
4.3 Summary of Time-Dependent Optimization Approaches 
The stepwise optimization (Section 4.2) is more effective than successive nodal 
analysis (Section 4.1) for two reasons. First, stepwise optimization considers smaller 
time steps and therefore has better resolution than successive nodal analysis. Fine 
steps are not practical for successive nodal analysis; the required number of user 
interventions is too cumbersome. Second, stepwise optimization uses an objective 
function evaluating the whole production step being analyzed where the system is 
operated in the feasible region defined by the DWS well operation constraints. On the 
other hand, successive nodal analysis approach takes snap-shots of DWS system in 
time and evaluates that particular moment. This may result in time periods with 
unsatisfied operational constraints.  
Both methods showed that DWS well performs at its best when the water 
drainage rate is high enough to minimize water cut unless it is limited via the maximum 
allowed pressure drawdown. 
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CHAPTER 5 -  OPTIMAL OPERATING STRATEGY 
The analysis presented in chapters three and four for finding optimum top and 
water drainage rates for a downhole water sink well applies to any well geometry. One 
may select a candidate reservoir and evaluate a DWS installation. As mentioned earlier, 
the system behavior is time and rate dependent. Therefore, optimization requires a 
dynamic optimization method to maximize the benefits of the installation. For a given 
reservoir, production optimization in time is required for optimal operation of a particular 
well and reservoir combination. 
5.1 Background 
Optimal smart well control is of wide, current interest. Brouwer et al. (2001) 
presented a static optimization method to maximized sweep in a water flood of a 
hypothetical reservoir with fully penetrating horizontal injection and production wells. 
Their approach was based on shutting in producing segments with the highest 
productivity index using downhole inflow control devices The rate from the shut-in 
segment is then allocated to the other well segments. They simulated each segment as 
a separate well in the commercial simulator.  
Yeten et al. (2002) used a conjugate gradient optimization technique in a 
commercial reservoir simulator for a multi-segment well model. They considered the 
pressure drops in the control devices and pipe. Defining the valve position between 0 
(fully open) and 1 (fully closed), they optimized in a certain number of time steps where 
the settings are to be altered; these control steps are distinct from simulation time steps. 
They find the best initial setting for the entire simulation time, and then using this setting 
for the first time period in terms of valve setting, they find the optimal settings in the 
same way for the following valve setting times. The goal was to prevent the detrimental 
effects of poor valve setting at early time, such as a severe and early watering out. 
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However, this algorithm is not expected to provide the global optimum because of its 
stepwise form. 
Brouwer and Jansen (2002) presented a continued work on water flooding with 
smart wells. They used optimal control theory to pressure and rate constrained 
optimization, maximizing net present value (NPV). They found a rate profile in time at 
each control device for both cases. They compared the controlled case to the base case 
where wells are operated at constant flowing pressure. Although their algorithm 
enhances NPV by 26 to 78 percent, the method does not guarantee a global optimum. 
Sudaryanto and Yortsos (2000) used optimal control theory for optimization of 
fluid front dynamics to maximize displacement efficiency and conducted experiments in 
a homogeneous Hele-Shaw cell. They indicate that the optimal switch time corresponds 
to the simultaneous arrival of the displacement fronts from the two injectors at the 
producer. They used a “bang bang” policy in which each well operates at extreme 
injection rates, switching from one injector to the other while producing oil from a well. 
Gai (2001) introduced an optimization method for multizone or multilayer 
controllable completions for the world’s first extended reach multilateral well. He used 
linear inflow performance relationships and valve performance models while optimizing 
valve settings. For the two lateral wells he used the same approach as Gilbert (1951) for 
water oil systems. He combined two inflow relationships for each laterals to optimize the 
multi-lateral well. 
A common feature of earlier optimization studies is that they are adapted to 
problem type and available models. As models range from simple inflow performance 
relationships to sophisticated reservoir simulations, different optimization models are 
selected. Optimization techniques like linear programming (Fang and Lo, 1996) or 
quadratic programming (Wang et al., 2002) expressed the problem analytically and 
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optimized. Similarly, Gai’s (2001) approach optimizes multilateral well production with 
neither fundamental analytic models nor numerical models.  
Yeten et al. (2002) used numerical simulations with gradient optimization, but the 
method did not guarantee the global optimum as in the case for Brouwer (2002).
 Guyaguler et al. (2000) used a hybrid optimization technique comprising genetic, 
polytope, kriging, and neural networks to optimize injection well placement for an 
offshore well in the Gulf of Mexico. They used net present value of the waterflooding 
project as the objective function. Their hybrid method improved optimization 
performance in comparison to individual methods via compensating the weakness of 
each other.  
5.2 Optimization Problem 
Stepwise optimization for DWS wells (Section 4.2) may achieve near optimal rate 
schedules to maximize the profitability. However, this approach cannot guarantee the 
optimality. Since the approach only considers well productivity (Jo) and incremental 
recovery (oil recovery adjusted for water handling costs) for the step size being 
analyzed, the process does not consider reservoir depletion. The method may be 
effective for very large aquifers where oil production is supported with the aquifer 
support and pressure depletion is not a significant production constraint. The aggressive 
water drainage may be successful for the step taken, but may detrimentally affect the 
future rates by depleting reservoir energy. Similarly, incipient water coning problems will 
not be considered while maximizing oil production prior to water breakthrough or soon 
after breakthrough, when water saturation begins to rise in the vicinity of well. These 
changes influence future production rates, but are not accounted for in a stepwise 
approach. Therefore, a global strategy is required to address well performance over the 
entire asset life. 
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Development programs of oil and gas fields are commonly measured with net 
present value; the overall performance is related to the cash flow (e.g., well oil rate and 
cost terms) and the timing (Thompson and Wright, 1985). Well production rate varies, 
and well water cut increases as the reservoir depletes. Therefore, the rate optimization 
problem for DWS wells is to find the optimum rate schedules for top and water drainage 
rates. 
5.2.1 Objective Function 
The goal of optimization is to find the top and water drainage rate schedules that 
maximize project value. This requires the top rate and water drainage rate responses to 
be parameterized for the optimization process. This was straightforward for the stepwise 
optimization presented in Section 4.2 where just top and water drainage rates were the 
optimization parameters for the increment being optimized. Assuming a constant rate for 
a short increment was practical for stepwise optimization. However, the global optimal 
strategy requires a different parameterization. Schedule parameterization defines points 
(i.e., time and flow rate) to divide the rate schedule into segments and linearly 
interpolating the midpoints (Figure 5.1). 
Use of segments as described in figure 5.1 results in the following 4+5+5 = 14 
parameters to be optimized: 
x = {t, qt, qb}………………………………………………………………………….(5.1) 
t     = {t1, t2, t3, t4} 
 qt   = {qt0, qt1, qt2, qt3, qt4} 
qb  = {qb0, qb1, qb2, qb3, qb4} 
The optimization problem is defined as: 
 maximize f(x)……..…………………………………………………………(5.2) 
where f is the objective function (Discounted revenue) for the input vector x. ECLIPSETM 
is used for the flow predictions. The objective function is evaluated using automation to 
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generate input files, submit data decks to the simulator, and parse simulation results to 
























Figure 5.1 Parameterization of top and water drainage rates for a candidate solution 
(Intermediate points are linearly interpolated) 
 
DWS well operating constraints presented in chapter 4 are used to build the 
objective function for finding the optimum operating strategy. These constraints are 
considered in terms of real values such as oil production rate. The well performance is 
measured with cash flow as a result of oil production, cost terms (water handling), and 
penalty functions.  
In a similar way to Yeten et al. (2003), the oil production and water handling cost 


































i : interest rate,  
k  : production period obtained from the simulator results file in years,  
Qo  : total oil production from top completion for the period “k”,  
Qw  : total water production from both completions for the period “k”, and  
Co/w  : profit (positive) or cost (negative) associated with production.  
This function implies that optimal operating strategy might have the feature(s) of 
high recovery achieved earlier in well’s life (accelerated production), minimal water 
handling costs, and/or high overall recovery.   
Operational constraints are also imposed on this optimization problem.  
 No reverse coning (oil production at the water drainage completion) is allowed.  
 Input rates must be achieved in the simulation model, consistent with the 
maximum allowable pressure constraint included in the simulation model. 
Whenever an input rate requires pressure drawdown higher than the maximum 
allowable pressure drawdown, production rate is reduced (lower than the input 
value) until the pressure constraint is satisfied. 
 Top rate must be above 50 bpd economic limit. 
 Negative rates are not allowed for either completion. 
Considering Figure 5.1, the optimal solution will achieve highest possible top 
completion rates with minimum water cut by operating the bottom completion at a rate 
high enough to improve oil production (thus revenue) and at a rate low enough that 
reverse coning does not occur. 
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5.2.2 Optimization Algorithm 
The nature of this problem – improving oil production by adjusting top and water 
drainage rates – suggests a gradient-based optimization algorithm. When bottom rate is 
increased continuously, it will drain the blocking water saturation around the top 
completion and improve oil production. The gradient information may capture the 
direction of improved well profitability. A conjugate gradient method (Belegundu and 
Chandrupatla, 1999) is developed in VBA – ExcelTM and employs ECLIPSETM (2002) as 
the objective function evaluator. An interface code between the optimization code and 
simulator is built to coordinate the optimization and the simulator. 
Conjugate gradient methods (CGM) can attain the minimum point of a quadratic 
function, q (x) of n variables in n iterations. CGM is also powerful on general continuous 






A is assumed to be symmetric and positive definite. The gradients of q are used 
to generate the conjugate directions. The gradient of q, 
cAxxg k +=∇= kk q )( ……………………………………………………………(5.5) 
where xk denotes the current point with the kth iteration (x0 is the initial point to start 
with.) The first direction d0 is selected in the direction to the negative of gradient as: 
d0 = - g0………………………………………………………………………………(5.6) 
Same procedure is used to find a point xk+1 by minimizing q(x) along dk. 
xk+1 = xk+αk dk……………………………………………………………………….(5.7) 
where αk is found from a line search problem – sub-optimization problem: 
minimize     fs(α)  = q(xk+α dk) …………………………………………..…………(5.8) 
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Then, new direction is obtained from 
)(1 1kxg ++ ∇= qk ………………………………………………………………..…..(5.9) 
dk+1 = -gk+1+βk+1 dk……...………………………………………………….………(5.10) 
















The convergence can be detected by setting a threshold value on the difference 
in the objective function, norm of the gradient vector, or change in x. Since a simulator 
was used as a function evaluator tool due to complexity of the problem, the gradient 







= …………………………………..………………….(5.12)  
where h is obtained from the maximum of {0.0001*x, 0.0001} in the optimization code. 
5.2.3 Implementation and Optimization Results 
A hybrid optimization approach combining the polytope algorithm (Section 4.2) 
with the conjugate gradient method is found to be powerful on this optimization problem. 
These two methods decompose the parameter matrix x into time and rate subvectors. 
Figure 5.2 shows the hybrid optimization method with the decomposed problem. 
A candidate solution is separated into time (4 elements) and rate (2x5 = 10 
elements) vectors as indicated in Figure 5.2. The polytope algorithm finds the best 
production period segments t. Objective function evaluation for each candidate t vector 
is provided by the conjugate gradient algorithm. Assigned by polytope, conjugate 
gradient method optimizes rate vectors (qt and qb) for an assigned t vector using the 
objective function (Eq. 5.3). In the conjugate gradient section, x vector has the constant 
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elements, t, assigned by the polytope algorithm, and optimizes elements qt and qb. The 









Evaluate f(x(t, qt, qb))
- Generate data file
- Submit ECLIPSE Run 
- Evaluate f = NPV  
Figure 5.2 Hybrid optimization method and parameter vector decomposition 
 
The rate-time schedule and objective function from conjugate gradient method 
are returned to the polytope algorithm. The converged solution in the polytope algorithm 
is the optimized x (t, qt, qb). The hybrid algorithm approach using the decomposed 
parameter vector is expected to perform better than the individual methods assigned to 
the original x vector because the polytope algorithm searches additional points. This 
broader search allows the optimization code to avoid unstable zones by perturbing 
conjugate gradient solutions to new time segments; Guyaguler et al. (2000) report 
similar results. This hybrid approach not only optimizes the top and bottom completion 
rates, but also optimizes the times at which slope changes occur, increasing flexibility 
and allowing investigation of a broad range of plausible optima. 
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This hybrid optimization approach combining polytope algorithm (Section 4.2) 
with conjugate gradient method is found to be powerful for this optimization problem. 
The DWS well system used in section 4.2.3 (stepwise optimization without lifting 
constraint; Figure 4.11) is also evaluated here with hybrid optimization. The initial guess, 
which is provided to the hybrid optimization, is not an expected solution, because that 
may unduly limit the range of the search. Instead, initial estimates are generated 
randomly. Univariate beta distributions to provide convenient parameterizations to 
sample the feasible region (defined in Chapter 3 and 4). In those earlier analyses 
depletion cased rate decline, and the time value of oil production (Eq 5.3) then implies 
that early time rates will dominate late time rates for our discounted objective function. 
However, a same reasoning cannot be justified for the water drainage rate. 
Beta distributions can include skewness easily; this flexibility is used here to 
model rate trends for the top completion. Figure 5.3 shows the cumulative beta 
distribution used for the optimization problem for top rate (curved green line – right 
skewed) and water drainage (straight line – no skewness). Top rate limits for the beta 
distribution are taken to 50 bpd on the lower side and 900 bpd for the higher side. The 
low side reflects economic considerations (qo < 50 bpd is not profitable), whereas the 
high side is calculated to be about 900 bpd from Darcy’s Law at the maximum allowable 
pressure drawdown. Similarly the bottom rate is limited between 0 and 1400 bpd with no 
skewness. 
It should be re-emphasized here that the use of beta distribution as outlined 
above is not for design or prediction purposes. It provides a method to sample the 
feasible space for initial guesses for the hybrid optimization method. Such a candidate 
solution is given in Figure 5.4. Time increments are also randomly selected. This 
candidate solution is different from the optimized solution by stepwise optimization 
(Figure 4.11) where production life is 14,000 days compared to about 8,000 days in the 
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candidate solution. Moreover, stepwise optimized top completion rates are larger than 






































Figure 5.4 Candidate initial solution for rate schedule (random selection) 
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Given the objective function given in Eq 5.3 and penalty conditions listed, the 
optimization algorithm adjusts the top and water drainage rates and their time of action 
to maximize profitability. Figure 5.5 shows the performance of hybrid optimization. The 













Figure 5.5 Hybrid optimization performance 
The solution from hybrid optimization is given in Figure 5.6. Dashed lines are the 
initial candidate solution as explained above (green is for oil and blue for water 
drainage), and “Qt_final” and “Qb_final” are the optimal rate schedules. The simulation 
results are “Qt_final_RSM” and “Qb_final_RSM” (RSM stands for results summary). 
Considering the form of objective function in Eq 5.3, the optimal operating strategy given 
by hybrid optimization method appears reasonable because: 
• The top rate is maintained at its maximum via operating well at its maximum 
allowable pressure drawdown 
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• Accelerated production is favored 
• The water drainage rate is high to maintain high productivity at the top 
completion except for early time (relatively small to avoid reverse coning) 
• There is no indication that water production from bottom completion should be 
lowered to attain optimality. Cost due to water production from bottom completion 




















Qb_final Qt_final_RSM Qb_final_RSM  
Figure 5.6 Optimum operating strategy using hybrid optimization 
 
Figure 5.6 has unique features from the implementation of hybrid optimization for 
given set of constraints imposed by penalty functions. Since 10 points defined by 14 time 
and rate numbers are used to linearly represent rate schedules as shown in Figure 5.1, 
ECLIPSETM run is expected to follow these rate schedules. Figure 5.6 shows that this is 
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well achieved for the top rate except for a small time period early in the well life. This 
shows that penalty function for unachieved rates is not totally dominating the rate 
schedule. The same observation is true for the water drainage rate where unattained 
rates occur early in well’s life and also at the end of production period.  
The optimal operating strategy obtained from hybrid optimization and its feature 
of accelerated oil production (possible by producing at maximum allowable pressure 
drawdown and minimized water cut via sufficient water drainage) implies the approach 
taken by stepwise optimization is reasonable. Figure 5.7 compares the optimal solutions 
via hybrid optimization and stepwise optimization approaches. The stepwise and global 
optimal rate strategies have similar trends and even overlie to the right of the red dashed 
line. To the left of the dashed line (early in well’s life) the difference between localized 
approach (stepwise) and global approach (hybrid) is caused by differences in their 
objective function formulations. 
The objective function for stepwise optimization approach (Subsection 4.2.2) is a 
multiplication of oil productivity (Jo) with incremental recovery (RE). Stepwise 
optimization search for the maximized oil production for a given increment (which is 
small compared to the well’s life - 30 days in about 14,000 days) while producing the 
minimum amount of water required to suppress coning. This approach cannot predict the 
future arrival of a water cone, therefore the stepwise method does not “preemptively” 
drain sufficient water. This leads to water saturation build-up around the top completion 
(cone development) reducing well productivity. The rates for ensuing steps are therefore 
lowered (to the left of red dashed line in Figure 5.7). Some early oil production (which 























Figure 5.7 Comparison of hybrid and stepwise optimization methods 
On the other hand, hybrid optimization can “look ahead” to evaluate the overall 
impact of water coning. In this method, the hybrid optimization “decides” to drain more 
water at earlier stages to suppress an incipient cone prior to water production. This gives 
higher recovery earlier in the well’s life, which increases net revenue. Although a penalty 
condition is imposed on reverse coning, small amounts of oil production from the water 
drainage completion are tolerated by the hybrid optimization (Figure 5.8.) This explains 
the difference between the water drainage rates from stepwise and hybrid methods (the 
flat region from 1,000 days to 10,000 days). Reverse coning introduces oil saturation 
around the bottom completion, which reduces the productivity of bottom completion. 
That results in the same near-well pressure drawdown at lower water drainage rates. 
Because it is the drawdown (not the rate) that determines cone suppression, equivalent 
water coning control is obtained a lower water production rate. The economic impact is 
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that  for the remaining production period water rates and therefore water-handling costs 
are reduced. Reverse coning is not desired in practice and it could be minimized by 
using a more severe penalty function, but it raises the question: “What other ways may 
achieve the similar impact on the bottom completion?” Possibilities include deliberately 
damaging the bottom completion (e.g., use of gels). Such treatments are beyond the 




























Figure 5.8 Small reverse coning as result of hybrid optimization 
Although there is a small difference between the two strategies predicted by 
stepwise and hybrid optimization, the overall rate schedules are very similar (Figure 5.6). 
This implies that hybrid optimization technique for finding optimal strategy for DWS wells 
(which requires many simulations and considerable CPU time) may be replaced by 
stepwise optimization technique (which is faster).  
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5.3 Other Global Optimization Solutions 
Hybrid optimization evolved from earlier optimization solutions using conjugate 
gradient and polytope methods. Solutions by these individual methods may also 
optimize the operating strategy. Conjugate gradients are employed without the 
decomposition of parameter vector (n = 14 dimensional problem), with 15 initial guesses 
randomly generated. Figure 5.9 and 5.10 show the initial candidate solutions offered for 
the top and water drainage completion schedules respectively. 



































Figure 5.9 Initial candidate solutions for top completion for CGM 
Both top and bottom rate schedules covers a wide area in terms of both rate and 
time because of the random selection. Random selections for top rate are constrained 
as before between 50 bpd and 900 bpd, while these constraints are 0 and 1400 bpd for 
bottom rate. The function evaluations for these 15 cases using conjugate gradient 
method are shown in Figure 5.10.  
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Figure 5.11 Objective function evaluation of CGM solutions 
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Figure 5.11 shows that not all the solutions are converging to the same value; the 
top rate solutions from individual CGM method are given in Figure 5.12 and water 
drainage rate in Figure 5.13. This is partly due to the algorithm finding a sub-optimal 
local minimum where improvement in the solution gets trapped against the boundary of 
the feasible region by a penalty condition. This situation is resolved via the dual 
optimization nature of hybrid optimization where the polytope keeps n+1 vertices 


































Figure 5.12 Top completion rate schedule obtained from CGM 
Figure 5.12 and 13 indicate the distinct shape offered by both stepwise and 
hybrid optimization approaches. For the top completion, production rate declines at 
earlier stages (until about 4,000 days as shown Figure 5.12) and then a gradual increase 
occurs in the CGM solution; however the action times are not as good as the predictions 
by stepwise and hybrid optimization shown by the spread of the solutions. The trends for 
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the optimal water drainage schedule predicted via CGM and hybrid methods are also 







































Figure 5.13 Water drainage rate schedule obtained from CGM 
5.4 Robustness of Optimal Strategy 
The optimal operating strategy is only reliable with solutions that are robust with 
respect to small errors in the reservoir models. This is especially important when there is 
uncertainty in the system properties, which is true for most reservoirs. If the optimal 
solution changes drastically for a relatively small change in system properties, the 
optimization effort may not be reliable and worthwhile. Therefore, the optimal strategy is 
tested for robustness in this subsection. Small changes in vertical permeability and 
aquifer size are considered to address the stability of optimal strategy using the stepwise 
optimization technique. 
 74
The earlier strategies presented above are developed for vertical to horizontal 
permeability ratio (kv/kh) of 0.6 and aquifer to reservoir volume ratio (Vaq / PVoil) of 127.  
The aquifer to reservoir volume ratio is defined as the water in place volume to oil in 
place volume to analyze aquifer size effect. The response for this system is given in 
Figures 4.11 and 5.7 for the properties given in Table 4.1. To assess the robustness of 
the optimal strategy found earlier, the values of kv/kh  and  Vaq / PVoil are altered as given 
in Table 5.1. 
Table 5.1 Robustness analyses – aquifer size and vertical permeability 
Base Case Case -1 Case-2
Vaq / PVoil 127 90 127





















Figure 5.14 Robustness of optimal strategy – Stepwise Optimization 
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The optimal strategies suggested by the stepwise optimization (polytope) for these 
cases are compared in Figure 5.14 for its robustness. Base case represents the optimal 
strategy obtained earlier (Figures 4.11 and 5.7). Case-1 is the altered aquifer size 
solution (smaller aquifer) and Case–2 is the altered vertical permeability solution 
(smaller vertical permeability). The strategies for these altered conditions indicate similar 
trends with the base case. The responses are almost identical until 8,000 days. There 
are small differences because of the altered properties in Case-1 and Case-2. The small 
differences indicate a robust optimal strategy. 
The robustness can be assessed the best by comparing the objective function 
(discounted revenue) values for these altered cases. The analysis is done by building an 
optimal strategy for given properties (Case–1 and Case–2). The question is  “How 
severely is the objective function affected by perturbations in system parameters?” or  
“How severe is the response change if one of the assumed properties were different 
from the actual value?” The optimal strategies (rate schedules obtained for Case-1 and 
Case-2) are imposed for the reservoir conditions given for the base case. The 
discounted revenues (Table 5.2) are similar, indicating that the optimal strategy is 
robust.  
Table 5.2 Robustness analyses -  comparison of revenue 
Base Case Case -1 Case-2
Revenue 
(Million $) 61.846 61.360 60.787  
Aquifer size effect is observed only at late time (after about 8,000 days) where 
depletion becomes the dominant constraint. However, these under-predicted rates for 
the smaller aquifer do not affect the objective function significantly because of 
discounting. This is the reason why the Case–2 (slightly lower kv) has only a slightly 
lower objective function value than the base case and Case–1 (slightly smaller aquifer). 
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These effects are analyzed in the sensitivity analysis on the optimal strategy given in the 
next sub-section. 
The demonstrated robustness is easy to understand mathematically: the early-time 
rate schedules for differing as kv and Vaq are nearly identical, thus the discounted 
revenue is very similar. Therefore, small errors in these difficult-to-estimate parameters 
will not result in significantly suboptimal rate strategies. 
5.5 Sensitivity of Optimal Strategy 
Well rates depend on the reservoir parameters. This dependence also related to 
the change of system properties in time. Therefore, there might be different optimal 
strategies for different reservoir conditions. Conversely, if the sensitivity is small, a very 
general strategy might be formulated to apply to a wide range of reservoir and 
completion properties. 
For better understanding of DWS wells and optimal operating strategy, a sensitivity 
analysis is done here for vertical to horizontal permeability ratio (kv/kh) and aquifer to 
reservoir volume ratio (Vaq / PVoil). The contrasts in vertical to horizontal permeability 
ratio (kv/kh) and aquifer to reservoir volume ratio (Vaq / PVoil) in this sensitivity study 
(Table 5.3) cover bigger ranges than the robustness analysis (Section 5.4). 
Table 5.3 Sensitivity analysis on aquifer size and vertical permeability 
Base Case Weak Aquifer Small_kv
Vaq / PVoil 127 10 127
k v /k h 0.6 0.6 0.1  
The practice of draining water to control water coning in oil reservoirs with weak 
aquifer support has been controversial because the pressure depletion decreases well 
life and production rate. The aquifer size effect on the optimal strategy is compared to 
the base case given Figure 5.15. Both stepwise and hybrid optimization results 
suggested similar optimal strategies with active water drainage. Optimal strategies 
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feature early control of water production from the top completion to increase early time 
oil rates and thus discounted net revenue.  
Stepwise optimization suggests higher water drainage for this time period, while 
hybrid optimization foresees the pressure depletion and suggests relatively smaller 
water drainage. The lower drainage rate in the hybrid method conserves reservoir drive 
energy and maintains the top rate at higher values for longer times compared with the 
stepwise algorithm. Thus, water injection to maintain reservoir pressure may potentially 
be better for production economics; productivity of oil completions could be maintained 

























Figure 5.15 Aquifer size effect on optimal strategy 
The effect of vertical permeability on optimal operating strategy is also analyzed 
(Fig 5.16). To assess the effects of lowered vertical permeability, the optimal strategy for 
the base case are compared to the strategies suggested by stepwise and hybrid 
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optimization. Both stepwise and hybrid optimization suggests less water drainage for low 
vertical permeability system (High vertical permeability systems require higher drainage 
rates to maximize well oil production capacity). However, water drainage rate is still 
nonzero, indicating that a DWS well performs better than a conventional well. Similar to 
the Figure 5.14, the effective early water production control is also emphasized honoring 
the objective function (Eq. 5.2).  
Hybrid and stepwise optimization approaches suggest similar trends. However, the 
vertical responses are delayed in low vertical permeability system (better assessed via 
hybrid optimization due to its global search nature), and stepwise optimization using fine 
steps suggests smaller drainage rates. However, top rate estimations are similar for both 
methods.  
Figure 5.16 Vertical permeability effect on optimal strategy 
The shape ll vertical 
























s of optimal strategies for the weak aquifer and sma
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becaus
tegies applicable to 
 optimization techniques are compared for their performances: 
al search explained in Section 4.2.3) using Polytope 
ction for an 
2. 
ole field life (Eq 5.3) 
simulat
e of the highly curved trends shown in Figures 5.15 and 16. Global optimization 
requires 14 variables to be optimized (2 initial points + 4 point in time for both top and 
bottom rates) that may not be sufficient for every optimization effort.  
The sensitivity analysis indicates that optimal strategies are significantly different for 
reservoirs with differing kv/kh or Vaq. Thus, general optimal  DWS stra
many different reservoirs cannot be formulated; each reservoir type must be optimized. 
Future work could address trends and guidelines to relate reservoir type to rate 
scheduling. 
5.6 Optimization Results 
Three
1. Stepwise optimization (loc
algorithm to optimize the top and bottom rate using objective fun
increment of production stage (30 days) at each step 
Conjugate gradient method (Section 5.3) to evaluate the optimal operating 
strategy via using an objective function considering wh
3. Hybrid optimization technique (Section 5.2) employed both polytope algorithm 
and conjugate gradient method using the same objective function (Eq 5.3) 
The optimal solutions from each method are compared using the best-case 
ion results (Table 5.4). 
Table 5.4 Optimality comparison for DWS well operating strategy 
Conjugate Stepwise Hybrid 
ization
Σ Oil million bbls 3.419 3.848 3.846
Σ Water million bbls 17.043 26.072 26.120
Well Life years 33.479 38.286 38.929
NPV million dollars 58.560 61.846 62.650
Recovery fraction 0.429 0.483 0.483  
Gradient Method Optimization Optim
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Cumulative oil production, cumulative water production, well life, net revenue 
(penalty conditions are not imposed), and oil recovery values are compared for the best 
cases suggested by each optimization method. Stepwise and hybrid optimization 
methods capture better operating strategies for the DWS well than the conjugate 
gradient method in terms of both oil recovery and net present value. 
Stepwise and hybrid optimization techniques yield similar recovery, well life, and
cumulative water production. However, hybrid optimization provides slightly better net 
revenue than stepwise optimization. The rate schedule by hybrid optimization suggests 
higher top rates early in wells life, draining more water than stepwise optimization 
predictions. Incremental recovery early in well’s life improved the revenue slightly (1.3 % 
over stepwise optimization) as a result of time value of money (Figure 5.7). 
On the other hand, hybrid optimization requires many function evaluations (about 
10,000 iterations), with each iteration requiring a multiple simulations to estimate 
gradients. The number of iterations may change for different initial solutions. However, 
stepwise optimization runs much faster because it proceeds as it evaluates well 
performance and also takes the advantage of optimal solution from previous time step. 
Achieving the similar oil recovery with the same and cumulative water production, 
stepwise optimization technique compares well to the hybrid optimization that is more 
computationally expensive. 
Optimal strategies obtained for slightly different cases (in aquifer size and vertical 
permeability) do not differ significantly. This indicates that optimal strategies are robust 
against small changes in the well - reservoir systems. On the other hand, sensitivity 
analysis showed that strategies might be significantly different for different reservoir 
properties (e.g., weak aquifer versus strong aquifer). As a result, an optimization effort is 
required for different systems while solutions are robust for a distinct case. 
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CHAPTER 6 -  WATER PRODUCTION IN EDGE WATER DRIVE 
vity of fluids 
counterbalances the effect of difference in viscosity and reduces bypassing of oil. It 
tends to keep the oil-water interface horizontal, so that an equilibrium develops such that 
the interface moves updip through the formation maintaining a constant slope. However, 
at high flow rates, this equilibrium is not achieved and a water-tongue penetrates along 
the bottom of oil-bearing formation resulting in premature water production at the 
producing well. Since the water has higher mobility than the oil, it tends to channel and 
bypass the oil; since the water is also denser than the oil, it seeks the bottom of the layer 
creating a water tongue (Arslan et al, 2003). Water-production increases until the 
economic limit of the well is reached. Hence, at the time of abandonment, there may be 
considerable oil remaining in the formation. In reservoirs under edge water drive, oil 
bypassed due to gravity tongues is a significant problem.  
There have been several attempts to describe analytically the oil recovery and 
water production trend for reservoirs under waterflood. Most of the analytical models 
assume flow of incompressible fluids in a homogeneous reservoir. The fluids are either 
supposed to have a capillary pressure transition zone negligible in comparison to the 
thickness of the pay (i.e. segregated flow) or, at the other extreme, where the pay 
thickness is very small compared to the zone of capillarity (i.e. diffuse flow). Analytic 
solutions also make simplifying assumptions to reduce the dimensionality of the problem 
and do not incorporate well effects – linear flow toward a “wall” at the end of the 
reservoir substitutes for wells. Furthermore, mechanisms of coning and salient formation 
RESERVOIRS  
Water maintains reservoir pressure and displaces oil toward the production wells 
for both water injection and edge water systems. Under water drive where the reservoir 
fluid is more viscous than the encroaching water, the water tends to bypass the oil. At 
low flow rates in updip displacements, the difference in specific gra
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(A  
that these models are available for irectly for natural edge water 
drive b
e modeled under unfavorable 
mobility
rslan et al, 2003) are not captured by any of these models. It may also be mentioned
 waterflood but not d
ecause the assumption of voidage replacement does not apply to aquifer drives.  
One of the earliest and well known of these models was given by Buckley and 
Leverett (1942). The Buckley-Leverett approach models linear waterflood by tracing a 
front of constant water saturation as a well at one end of the reservoir injects water, 
while a producer is at the other end. Mathematically, it is a restatement of mass balance 
and incorporates the Darcy flow equation. Usually, this model is solved for either 
constant injection rate or at constant pressure difference between the injector and the 
producer. There are several assumptions behind this model, the most notable of those 
are prevalence of diffuse flow in the reservoir, dependence of fractional flow of water on 
saturation alone, and a pure, hyperbolic shock at the water-front. The Buckley_Leverett 
(1942) model is limited by its inability to predict water-tonguing and coning behavior and 
as a result, it over-predicts the water breakthrough time. Consequently, the bypassed oil 
reported by this model is erroneously low.  
Under the assumption of segregated flow, Dietz (1953) developed the theory of 
the oil-water interface that allows water under-running to b
 ration as water is injected updip direction. It is assumed that displacement is 
governed by vertical equilibrium and since there is no capillary transition zone, gravity 
forces and viscous forces determine the distribution of fluids. The model is obtained by 
considering flow potentials and their gradients for the displacing and the displaced fluids 
at and near the interface. This consideration coupled with the continuity relation in form 
of Darcy flow equations and neglecting the slope of the interface provides the Dietz 
(1953) model. This model is used to calculate the critical rate, water injected above 
which would lead to unstable displacement; otherwise, the displacement would be 
stable. The Dietz model provides separate calculations to obtain the oil-water interface 
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for stable and unstable flow. The trends in oil recovery and water production can be 
predicted from the evolution of the interface. It is suitable for predicting recoveries for 
injection above the critical rate. Though this model is superior to the Buckley-Leverett 
(1942) 
d Oil 
as it captures water under-running, it still underpredicts the time of water 
breakthrough and predicts unrealistically low values for bypassed oil at abandonment. 
Dake (1978) adapted the Buckley-Leverett (1942) model, originally envisaged for 
diffuse flow to segregated flow by reducing the mathematical description to one 
dimension by using averaging saturations and saturation dependent relative 
permeabilities over the reservoir thickness. This allows the problem to be defined in 
terms of the classic Buckley-Leverett form where the fractional flow of water is such that 
in absence of an inflexion point, there is no shock front. Consequently, all points on the 
fractional flow curve are used for recovery calculations; thickness-averaged 
permeabilities being linear, a simple relation between oil recovery and injected water is 
obtained.  
6.1 Water Underruning and Bypasse
A common practice would be the use of partial completions in the anticipation of 
water production. Intuitively, a postponed breakthrough and a higher oil recovery at 
water breakthrough are expected by just considering the flow situation given by Figure 
6.1. Although Figure 6.1 is given for stable displacement, a similar argument can be 
made for the unstable displacement. As expected for bottom water drive systems, the 
pressure drawdown at the well may attract the water (if in the vicinity of the well) to form 
a water cone with the use of partial completions. The use of partial completions in 
dipping systems with edge water cannot be analyzed using the presented analytical 
solutions above due to complex nature of the partial differential equations. However, a 
simple approach was taken to model the expected ultimate water cut to a fully 
perforating well for stabilized flow conditions. In this approach, a linear reservoir well 
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configuration (Figure 6.2) is considered with increasing water zone thickness further 












Figure 6.1 Stable, segregated oil displacement (After Dake, 1978) 
 
Figure 6.2 Ultimate water cut with increasing water zone thickness (Linear flow) 
Linear Darcy’s Law in both oil and water zone is applied for the same total 
pressure drop from the outer edge to the wellbore. The equations are solved for oil and 
water rates for the same amount of pressure drop (p-pwf).  Then, ultimate water cut 



























Without knowing the reservoir properties, one may approximate the producing 










Table 6.1 presents how the fractional flow estimations from a linear system 
derived in ven set of 
conditions as described in Figure 6.2. The results indicated that a thin water layer 
around the well that grows in thickness further in the reservoir might result in high 
producing water cut and lead to well abandonment (fw estimations). 
Table 6.1 Ultimate water cut with increasing water zone thickness (Linear flow) 
this report and the simple fractional flow equation may differ for a gi
X 1000 ft M h α hw o w w w w w_exp
L 1000 ft 1 5 0.00 2.000 1.000 0.333 0.333
ho 10 ft 1 10 0.29 1.000 0.500 0.456 0.333
hw' 5 ft 1 100 5.43 0.100 0.050 0.828 0.333
5 5 0.00 2.000 1.000 0.714 0.714
5 10 0.29 1.000 0.500 0.807 0.714
5 100 5.43 0.100 0.050 0.960 0.714
10 10 0.29 1.000 0.500 0.893 0.833
L 1000 ft 1 5 0.00 2.000 1.000 0.333 0.333
h ' 5 ft 1 100 5.43 0.100 0.050 0.880 0.333
5 0.00 2.000 1.000 0.714 0.714
5 10 0.29 1.000 0.500 0.824 0.714
5 100 5.43 0.100 0.050 0.974 0.714
10 5 0.00 2.000 1.000 0.833 0.833
10 10 0.29 1.000 0.500 0.904 0.833
10 100 5.43 0.100 0.050 0.987 0.833  
/h h '/h f f
10 5 0.00 2.000 1.000 0.833 0.833
10 100 5.43 0.100 0.050 0.980 0.833
X 5000 ft M hw α ho/hw hw'/hw fw fw_exp




In view of the limitations of the available
oil flow simulation was employed to describe and quantify various mechanisms present 
in a reservoir under edge water influx. Though a high resolution is required for the 
simulation models and they are subject to numerical errors that do not occur in analytic 
models, these errors are not debilitating. Furthermore, simulation admits more general 
conditions; analytic aquifer model can be used easily to study the mechanism in natural 
water drive, and thus was found to be versatile and efficacious for the study reported in 
this dissertation. 
Water encroachment process to a partially penetrating well in a dipping system is 
modeled via a commercial numerical simulator (IMEX, 2002). Figure 6.3 presents the 
water underrunning process in time. As it is seen the well can only produce oil without 
water production problem only for 2.5 years out of 26 years of well life when it is watered 
out. These figures are generated for a cross-section of the reservoir where the oil well is 
locat  cut 
values in time. Figure 6.4 indicates that when the well reached its economic limit of 
producing water cut, there is still a considerable amount of bypassed oil left in the 
reservoir. 
The post breakthrough conditions indicates a rapid build up of producing water 
cut resulting in a slowing of oil recovery (Figure 6.3) This indicates that the well 
production is becoming more uneconomical. Knowing the breakthrough time (about 3.5 
years) from Figure 6.4, a 3-D view of water encroachment (Figure 6.5) is generated from 
the simulation results just after water breakthrough (time= 3.66 years.) Figure 6.5 
indicates a salient formed due to well effects – radial flow around the well and partial 
penetration effects. The distance of radial flow zone to the aquifer, reservoir width 
(strongly related to well spacing in real cases), and partial penetration effects play a key 
 analytic models, a high-resolution black 
ed. Figure 6.3 shows the mobile oil recovery factor and well producing water
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role in the formation of a salient shape (Figure. 6.5) together with other flow parameters. 
The effects of these parameters are analyzed by a comparative study. 
 
a) t = 0 (Year 1901– 01-01) 
 
b) t = 2.5 yrs (Year 1903-06-01) 
 
c) t = 3.5 yrs (Year 1904-06-01) 
 
d) t = 25.8 yrs (Year 1926-09-01) 
Figure 6.3 Water encroachment – numerical simulation results 
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Figure 6.4 Producing water cut – numerical simulation results 
 
 
Figure 6.5 Water encroachment and salient forming– numerical simulation results 
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6.2 Evaluating Conditions for Bypassed Oil 
Early water production and eventual watering-out of the oil producing wells may 
leave bypassed oil in edge water oil reservoirs. The formation of water tongue, salient, 
and cone are dependent on the flow conditions of the reservoir. Here, a comparative 
approach using numerical reservoir simulations and the Buckley-Leverett (1942) and 
Dake’s (1978) solutions identifies these conditions. Well spacing, well distance to 
aquifer, well penetration, vertical to horizontal permeability ratio, gravity number, and 
mobility ratio are varied, and the recovery factor at breakthrough and well life are 
examined. Recovery factor predictions from numerical simulation results are compared 
with the predictions of analytical solutions. 
6.2.1 Numerical Model 
Numerical flow simulations are expected to model the reservoirs accurately i
practical time , complexity 
f structure and fluid properties, etc), the computational power, and the length of time 
steps and total simulated time. The simulation model developed to study the side water 
systems with water tonguing and coning represents a symmetry element taken from a 
line drive pattern. A producing well is located in an up-dip position and from the lower 
end an aquifer is attached to model a water source. IMEXTM (Reservoir Simulation 
Software, Computer Modeling Group, 2002) is used to simulate the reservoir models 
used for this study.  
An analytic aquifer model at the lower end is used (Tracy-Carter Model). Since a 
vertical well with partial penetration is considered together with the water encroach ent 
pro re, 
e use of grid refinement is considered in this study for accurate cone predictions with 
reasonable grid block number. A hybrid grid system (radial grid around the well) is 
considered to model the radial flow effects and water coning. This enables a match 
n 
s. This feature depends upon the model size (number of grids
o
m
cess, water coning requires a 3D grid system and local grid refinement. Therefo
th
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between the linear flow characteristic and Cartesian grid blocks far from the well, and 
radial f
wever, the mobility ratio is not the only factor 
hment process and coning and it may not be the strongest 
factor l
low around the well and hybrid grids. A Visual Basic code was written to generate 
the various simulation cases of interest and create the Batch files (run a case with IMEX, 
retrieve output files, erase files that were created during the IMEXTM run, and update for 
a new case) to execute the batch files and execute. In this way, distributing the 
simulation runs over a number of computers total run time (clock time) is reduced 
proportional to the number of available computers 
6.2.2 Experimental Design and Framework for Numerical Experiments 
Early water production and bypassed oil may occur for certain reservoir 
conditions such as high mobility ratio, M. Ho
controlling the water encroac
eading to early water and well termination. For this reason, a sensitivity analysis 
analyzes various flow parameters and identifies the sensitivity to these parameters. 
Since a symmetry element taken from a line drive pattern (Figure 6.6) is considered in 
the simulations, both geometric and flow terms are considered in the sensitivity analysis. 
α  
Figure 6.6 A symmetry element taken from a line drive pattern 
Geometric terms considered in this study are: 
 The well spacing ratio of (width of the slab model, W) to the distance to the 
aquifer (length of the model, L) 
 Well position (distance to the aquifer, X) 
 Well penetration (hp/h) 
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Flow terms are: 
 Vertical to horizontal permeability ratio (kv/kh)  











 …………………………………………………….(6.3) G 000488.0=
µ' orok /
…………………….………………………………………………..(6.4) 
Table 6.2 Factorial design parameters and levels 
Other geometric terms are included in the gravity number (Eq. 6.3) are area (A) 
and inclination (sin α). Since the earlier solutions only considered one-dimensional 
solution using linear flow equations (missing the salient formation and coning), the effect 
of width (W/L) together with the inclination is of interest in the sensitivity analysis.  
A three-level full factorial design is used in the sensitivity analysis for the six 
parameters listed above (Table 6.2). The use of factorial design resulted in 729 
simulation cases.  
W/L X/L hp/h Kv/Kh G M
0.20 0.5 0.20 0.01 0.40 2.00
0.60 0.7 0.60 0.10 1.00 2.67
1.00 0.9 1.00 1.00 2.50 6.00  
6.3 Results 
Two be unstable 
e, 1978). Breakthrough recoveries for all 
the
method utomates these estimations. For all these cases, 
the the breakthrough recovery (average 
ove  18% to about 400%). The overestimation is caused by 
thirds of the simulation cases (486 cases) are considered to 
displacement conditions where G > M-1 (Dak
 729 cases are calculated using both Buckley-Leverett (1942) and Dake’s (1978) 
s (Appendix). A program also a
 Buckley-Leverett method overestimated 
restimate, 97%; range from
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the diffuse flow assumption (which cannot handle water bypassing oil) and well effects. 
Bre proach also overestimated by an 
average of 34 % (range from -56% to 294%) mostly because of well effects leading to 
overestimation and segregated flow assumption resulting in underestimation (Figure 
6.7). Figure 6.7 indicates that the estimations from the analytical solution are not reliable. 
Dak ated 95 cases out of 729 cases within 10 % of the 
simulation results. 
akthrough recovery estimations using Dake’s ap
e solution could only estim
0
80

















Figure 6.7 Breakthrough recovery difference between simulation results and analytical 
solutions 
 
The waterfront is not strike-parallel in the simulation model. It rather for s water 
ng-strike front location closest to the wellbore. This leads to earlier 
breakth
m
salient at the alo
rough time and smaller breakthrough recovery than the analytical model 
estimations. This is indicated by the average of 34 % overestimation from the Dake’s 
model. This effect is greatest for high well spacing (larger salient effect) high mobility 
ratio (more tonguing and sharper salients). 
 93
For some of the cases, the Dake model underestimated breakthrough recovery in 
comparison to the simulation results. This occurred where the well is located close to the 
aquifer and for narrow (small W/L) reservoirs. When the well is located near the aquifer, 
there is a considerable amount of oil in the updip direction. In this situation, part of the 
production comes from the updip region of reservoir. Because the analytical model 
considers well production in the gravity term, the gravity number in the analytical model 
is higher than the gravity number estimated by the local conditions. Because the salient 
effects are minimal for a narrower reservoir (W/L), this effect plays an important role in 
the analytical model and leads to recovery underestimation.  
Correlation coefficients (Table 6.3) between design parameters and recovery 
factor at both breakthrough and abandonment indicated that breakthrough recovery is 
almost linearly related to the well location, but recovery factor at abandonment is not in 
linear relationship with well location effects especially for high mobility ratio (Figure 6.8). 
Penetration ratio is indicated to be negatively correlated with recovery at both 
breakthrough and abandonment. 
Table 6.3 Correlation coefficients for selected parameters in full factorial design 
W/L X/L hp/h Kv/Kh G M
Rfend -0.2238 0.7170 -0.3315 -0.0036 -0.4966
RFbt 0.1578 0.8958 -0.0283 0.1740 0.0486 -0.2888
-0.0961  
ermeability, high mobility ratio (unstable 
displacement case), but low well spacing.  
Water underruning and full segregation is observed for some of the cases where 
only water flows through a path at the bottom of the dipping reservoir towards the well 
and produced from the well. This leads to the fact that water is practically being 
produced from aquifer at the bottom of reservoir. This situation is reached very early for 
some cases. For example, the worst case (Figure 6.9) recovery process occurred for 











































Figure 6.8 Recovery sensitivity on mobility ratio and well location at breakthrough and 
limiting water cut 
 
Figure 6.9 indicates that slightly after water breakthrough, the grid at the bottom 
of the well reaches to irreducible oil saturation where water is the only flowing phase.  
Figure 6.9 Underruning effects on oil recovery and water cut 
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6.4 Summary 
In edge water systems, thin layers of water moving along the bottom of the 
reservoir may cause high water cuts. Edge water can bypass water by tonguing, water 
salient, and water coning. Up to 95 % of by passed movable oil might be left at water 
breakthrough and 63 % at abandonment. 
In contrast to conventional models of displacement with late water breakthrough 
and rapid increase of water cut, dipping structures with unfavorable properties have 
early breakthrough and a very long, inefficient recovery after breakthrough with a 
gradually rising water cut. The post-breakthrough recovery may require 33 times longe
t
A comparative study indicate that the bypassing oil in dipping structures is most 
prevalent for high mobility contrast, low gravity number, high permeability anisotropy at 
breakthrough (low anisotropy at abandonment), and fully penetrating wells. 
 When designing a water flood, an operator faces a dilemma of using 
unattractively low rates and having stable displacement with good recovery, or 
economically attractive high rates with unstable displacement and long, inefficient 
recovery, and high water production. A method allowing high displacement rates with 
acceptable water cuts and minimal by-passed oil is needed for dipping, edge-water 
systems. 
DWS well technology may have potential applications for edge water systems 
with unstable displacement flow conditions with water salient / coning. Before installing 
DWS completions, the starting time of water drainage (bottom rate) and following rate 
schedule (for both completions) are to be evaluated. A solution for DWS wells’ rate 
scheduling of in edge water system may be obtained by using as similar strategy to the 
optimization methods developed for bottom water systems. A potential approach is 
discussed in chapter 7. 
r 
han breakthrough time.  
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CHAPTER 7 -  CONCLUSIONS AND RECOMMENDATIONS 
via downhole water sink wells. The studies 
showed
t is t stable, but rather a function of production rate 
 
o select top and bottom rates and maximize well productivity. 243 reservoir 
scenar
lts from this technique (Figures 4.4 and 4.5) showed that: 
7.1 Conclusions 
In this dissertation, water production problems due to coning was studied with the 
objective of improving well productivity 
 that DWS completions provide significant improvement over conventional wells. 
Conventional wells commonly produced at their maximum available rates suffer 
from water production. For conventional wells: 
 Critical rates are much smaller than estimated by analytical equations 
 Inflowing water cu no
Producing water degrades well’s oil productivity and tubing performance limiting 
both total and oil production 
 Recovery is slow and inefficient 
Analysis presented in this demonstration indicates that DWS completions for 
these wells reduce water cuts and increase production rate at the top completion (Table 
3.1). A new nodal analysis approach for DWS wells optimizes top and water drainage 
rates. The method considers five operational constraints that have not been analyzed in 
earlier studies. An optimality condition for DWS wells has been deduced (Figures 3.7 
and 4.1) t
ios are compared for conventional and DWS well productivities. And for all the 
scenarios, DWS completions improve oil productivity ranging from 63 % to 457 %. 
Time-dependent performance of DWS wells is analyzed by optimizing explicitly 
for successive stages of reservoir depletion using a numerical simulator. Every 
successive evaluation considers water cone shape (saturation distribution around 
wellbore) inherited by the earlier production practices, which has not been available in 
previous work. The resu
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not 
be guaranteed. However, sampling approaches demonstrate that the best 
low) tend to converge to similar results in terms of strategy and 
 
 maximum allowable pressure drawdown 
mpletion 
um allowable pressure drawdown 
 increasing water cut reduce top rate so that 
 
 Because the problem is high-dimensional and nonlinear, global optimality can
methods (see be
value. 
 Oil recovery is improved more than two-fold in with shorter producing time (14 % 
in 28 yrs for conventional well, whereas 31 % in 22 yrs for DWS wells) 
There is an optimal operating strategy bounded by changing flow constraints  
o Both completions are limited via
early in well’s life, 
o As water cut increases and reservoir depletion occurs, the top co
is limited by its tubing performance while bottom completion is still 
produced at its maxim
o Reservoir depletion and
water drainage must be reduced to prevent reverse coning. 
A stepwise optimization technique interfacing a numerical simulator used a 
polytope search algorithm to optimize using fine time steps to improve the successive 
nodal analysis, which used a small number of “snapshots” of the system. The conditions 
with and without tubing constraints were compared. The removal of tubing constraint 
extended well life two fold and improved oil recovery from 31% to 48%. A unique 
response for top rate (produced at its maximum allowable pressure drawdown limit) 
occurs as a result of increasing water cut:  
Increasing water saturation (as the cone rises) reduces total mobility around the 
wellbore (Eq 4.8) to a minimum. 
 Further increases in water saturation as the cone grow increase the total mobility.  
 This nonmonotonic change of total mobility is expressed as an initial drop and 
then a gradual increase in well gross rate. 
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The dynamic nature of water coning and reservoir depletion process motivated a 
optimization strategy. Stepwise (localized search as it moves in time), conjugate 
t (global search), and hybrid (global search using both polytope and conjugate 
global 
gradien










 Stepwi hedules, final 
uctivity can be achieved via maintaining low 
wat
commo t rise to its economical limit not only degrades 
the
stag
LIPSE) to find the optimal operating strategy for DWS wells. The conclusions from 
hree methods are:  
 Optimization algorithms can maximizie discounted revenue (oil production a
er handling cost) 
m operating strate
e with sufficient or available water drainage 
optimization performed the best in finding optima, but this approach 
ds much more computation power 
jugate gradient method finds suboptimal solutions 
se and hybrid optimization techniques found similar rate sc
recoveries, well lives, and cumulative water production. 
 The stepwise approach cannot anticipate the arrival of water cone, therefore it 
does not drain sufficient water early in well life.  
 Once water breakthrough occurs, stepwise optimization adjusts water drainage 
rate to increase well productivity. 
All the optimality conditions analyzed in this study (static, stepwise, and global 
strategies) suggested that better well prod
er saturation around the producing completion by using DWS completions. The 
n practice of neglecting water cu




te water cut value for a given system is recommended along 
with
e of water oil contact  
e 
balance reasing water drainage rates will be 
req
rate the same drawdown. 
er drawdown on water oil contact. 
s oil and reach the well, introducing water production problems such as 
degraded well productivity and unrecovered oil.  For extremely unstable displacement 
ecommendations 
Optimal well production is possible by controlling water cones via DWS 
completions. DWS completions create opposing pressure drops on the water oil contact 
by adjusting top and water drainage rates and thereby stabilizing the cone. Stepwise 
optimization algorithm may predict the optimal operating strategy efficiently for the entire 
well life. The use of ultima
 this strategy to  
 Monitor the ris
 Select completion practices affecting maximum allowable pressure 
drawdown and so the maximum drainage rat
Future research may address DWS completions’ potential to create a force 
 on rising water oil contact where inc
uired, because: 
 The flip-flop line steepens because the oil zone thickness decreases 
while water zone thickness increases 
 The distance between water drainage completions and water oil contact 
increases, requiring a higher rate to gene
 The distance between the top completion and the water oil contact 
decreases, creating a high
Use of control valves with DWS completions may provide a dynamic control 
ability not only by adjusting water drainage rate but also their location and settings. 
Maintaining an optimal position of DWS completions may reduce the need for higher 
water drainage via adjusting its location.  
Edge water systems suffer from water production in unique way where water 
underrun
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conditions, the bottom of a dipping formation below producing completion may reach 
irreduc
n periods:  
DWS is not active because any 
verse coning). 
ental oil recovery. 
Las
objective funct g can 
manage bi
a gradient opt tc) with high 
dimens
ible water saturation. The optimization approach taken in this dissertation may 
have potential for edge water systems as well. For edge water systems, the optimization 
problem may be set in terms of activation time of DWS completions, and also rate 
scheduling. For example, stepwise optimization technique (fast and simple compared to 
global search methods) to maximize incremental recovery and oil productivity may 
capture the productio
 Before water breakthrough where 
production via DWS completions is treated as reverse coning and be 
penalized via stepwise optimization algorithm. 
 After water breakthrough where DWS completions are initially not active 
yet because of the presence of movable oil in DWS completions (treated 
as re
 Late enough after water breakthrough where DWS completions drains oil-
free water resulting in improved increm
t, the use of multiple processors enabling simultaneous evaluations of 
ions is obviously superior to the single processors. Multi-processin
gger problems to be solved much faster. For example, function evaluations in 
imization method (Steepest, conjugate gradient, Newton, e











kV:  Vertical permeability 
M: Mobility ratio 
p: Pressure 
pc: Capillary pressure 
pi:  Initial pressure 
pr: Reservoir pressure 
ai: Sensitivity coefficients 
B:  Formation volume factor 
c: Centroid of polytope vertices 




Expected water fractional flow  
Gravity number 
Reservoir thickness 
Oil zone thickness 
Penetrated interval thickness 
Total reservoir thickness 
hw:  Water zone thickness 
J: Productivity index 
JD: Productivity improvement ratio 
k:  Permeability 
kH:  Horizontal permeability 
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pwf:  Wellbore flowing 









qc: Critical rate for water coning
r:  Radius 
ra: Altered zone radius 
re: Reservoir radius 
rw:  Wellbore Ra
s:  Skin 
S:  Saturation 
t:  Time 
µ:  Viscosity 
β: Polytope expansion c
α: Polytope contraction
γ: Polytope reflection coefficient 
ρ: Density 
λ:  Mobility 
φ:  Porosity 
 103
REFERENCES 
Arment : “M ater Inflow to Wells in Gas Reservoirs with 
Bottom-Water Drive”, Ph.D. dissertation, Louisiana State University, LA, 2003. 
 
Arslan, O, Wojtanowicz, A.K, and White, C.D.: ”Inflow Performance Methods for 
lua  Sink Completions versus Conventional Wells in Oil 
Reservoirs with Water Production Problems”, CIPC 2003-195, paper accepted to 
onference, Calgary, Canada, June 10-12 2003. 
 
Arslan, O: “Nodal Analysis Toolbox for DWS Wells”, Internal Report for DWSTI JIP, 
2003. 
 
Arslan, O., Wojtanowicz, A.K., Kumar, A., and White, C.D.: ”Early Water Production and 
ass ge Water Drive Reservoirs”: CPIC 2004-269, paper selected 
presentation at Canadian International Petroleum Conference, 8 - 10  June 2004, 
rta.  
 
Arslan, O., W , and Wojtanowicz, A.K.: “Nodal Analysis for Oil Wells with 
Downhole Water Sink Completions”, CPIC 2004-242, paper selected for 
Petroleum Conference, 8 - 10  June 2004, 
Calgary, Alberta. 
 
Beggs, H. D.: “Production Optimization Using NodalTM Analysis”, 1991, Oil and Gas 
 
Belegu drupatla, T.R.: “Optimization Concepts and Applications in 
Engineering”, Prentice Hall, New Jersey, 1999. 
 
Bourgoyne A.T., Millheim K.K., Chenevert M.E., and Young, F.S.: “Applied Drilling 
ge 155, 1991, Society of Petroleum Engineers. 
 
ournazel, C. and Jeanson, B., SPE 3628 presented 1971 SPE Annual Fall Meeting, 
New Orleans, LA, Oct 3-6 1971. 
rauwer, D.R., Jansen, J.D., Van DerStarre, S., Van Kruijdsdijk, C.P.J.W., and 
Berentsen, C.W.J.: “Recovery Increase through Water Flooding with Smart Well 
Technology,” paper SPE 68979 presented at the 2001 SPE European Formation 
Damage Conference, the Hague, The Netherlands, 21-22 May 2001. 
 
Brauwer, D.R. and Jansen, J.D.: “Dynamic Optimization of Water Flooding with Smart 
Wells Using Optimal Control Theory,” paper SPE 78278 presented at the 2002 
SPE 13th European Petroleum Conference, Aberdeen, Scotland, 29-31 October 
2002. 
 
Brown, K.E., The Technology of Artificial Lift Methods, pp. 61-66, PennWell Publishing 
Co., Tulsa, OK, 1977. 
 
a, M echanisms and Control of W
Eva ting Downhole Water
Annual Canadian Petroleum C
Byp ed Oil in Ed
Calgary, Albe
hite, C.D.
presentation at Canadian International 
Consultants International Inc. 






Buckley, S.E. and Leverett, M.C.:  Displacement in Sands”; Trans. 
AIME, Vol.146: 107, 1942. 
 
Chaney. P.E. et al: ”How to Perforate Your Well to Prevent Water and Gas Coning,” Oil 
 
hatas, A. T.: “Unsteady Spherical Flow in Petroleum Reservoirs.” Society of Petroleum 
 
Dake, 
ater”, Proceedings, Series B, of the Koninklijke Nederlandse Akademie 
Van Wetenschappen. Amsterdam, Proc. Vol. 56B: 83, 1953. 
Downh
 “Mechanism of Fluid
and Gas Journal, May 1956. 
C
Engineers Journal, 102-114, June 1966. 
L.P.: “Fundamentals of Reservoir Engineering”, Elsevier Scientific Publishing 
Company, Pp. 372-390. New York. 1978. 
 
Dietz, D.N.: “A theoretical Approach to the Problem of Encroaching and By-Passing 
Edge W
 
ole Water Sink Technology Web Site, Louisiana State University, available at 
http://www.pete.lsu.edu/faculty/akw/dws.htm 
 
conomist: Special report “Into Deeper Water” Dec 6th, 2001 available at web site E
http://www.economist.com/science/tq/displayStory.cfm?Story_id=885090.  




ang, W.Y. and Lo, K.K.: “A Generalized Well-Management Scheme for Reservoir 
 
etkowich, M.J.: “The Isochronal Testing of Oil Wells,” SPE 4529 presented the 1973 
 
ai, H.: “Downhole Flow Control Optimization in the Worlds 1st Extended Reach 
b. 27 – Mar. 1. 
 SPE Mid-Continent Operations Symposium, 
Oklahoma City, OK, 28-31 March 1999. 
Gilbert,
 
ill, P.E., Murray, W., and Wright, M.H,: “Practical Optimization”, Academic Press Inc., 
 
Guyagu
ent in a Gulf of Mexico Waterflooding Project”, SPE 63221, SPE Annual 
Technical Conference and Exhibition, Dallas, Texas, 1-4 Oct, 2000. 
Hoylan ., and Skjaeveland, S.M.: “Critical Rate for Water Coning: 
Correlation and Analytical Solution,” SPE 15855, SPE Reservoir Engineering, 
November1989. 
F
Simulation,” SPE Reservoir Engineering May 1996, 116-120. 
F
SPE Annual Meeting, Las Vegas, NV, Sep. 30-Oct. 3 
G
Multilateral Well at Wytch Farm,” paper SPE 67728 presented at the 2001 
IADC/SPE Drilling Conference, Amsterdam, The Netherlands, Fe
 
Gallice, F. and Wiggins, M.L.: “A Comparison of Two-Phase Inflow Performance,” SPE 
52171, presented at the 1999
 
 W.E.: “Flowing and Gas Lift Well Performance”, API Drilling and Production 
Practice, 1954, Dallas, Texas, 126-157. 
G
London, U.K.,1981 
ler, B, Horne, R.N., Rogers, L., and Rosenzweig, J.J: “Optimization of Well 
Placem
 
d, L.A., Papatzacos, P
 105
 
S.O., Wojtanowicz, A.K., Inikori, and Siddiq, S.S.: “Water Control in Oil Wells with 
Downhole Oil-Free Water Drainage and Disposal”, SPE 77559, SPE Annual 
 
ikori, S.O.: “Water Control in Oil Wells with Downhole Oil-Free Water Drainage and 
 
ones, L.G., Blount, E.M., and Glaze, O.H.: “Use of Short Term Multiple Rate Flow Tests 
 
lins, M.A., and Majher, M.W.: “Inflow Performance Relationships for Damaged or 
Baton 
Rouge, LA, 1999.  
eyer, H.I. and Garder, A.O.: ”Mechanics of Two Immiscible Fluids in Porous Media.” J. 
 
ontgomery, D.C: “Design and Analysis of Experiments”, John Wiley & Sons INC, Fifth 
 
uskat, M.: “Physical Principals of Oil Production”, McGraw-Hill Book Company, New 
 




wicz, A.K., Pete 4087 – Syllabus. 
SPE 38792, PROC. 72th Annual 
Technical Conference and Exhibition of SPE, San Antonio, Texas, October 5-8, 
 
Shirma ontrol in Oil 
Wells.” Ph.D. dissertation, Louisiana State University, LA, 1998. 
Technical Conference and Exhibition, San Antonio, TX, Sep 29 – Oct 2 2002. 
In
Disposal”, PhD Dissertation, Louisiana State University and A&M College, Baton 
Rouge, LA, 2001. 
 
IMEX User’s Guide (Version 2002), Computing Modelling Group, 2002. 
J
to Predict Performance of Wells Having Turbulence,” SPE 6133 presented at the 
1976 SPE Annual Technical Meeting and Exhibition, New Orleans, Oct. 3-6. 
K
Improved Wells Producing Under Solution-Gas Drive,” JPT, Dec. 1992, p. 1357-
1363. 
 
Kurban, H.: ”Numerical Simulation of Downhole Water Sink Production System 
Performance”, M.Sc. Thesis, Louisiana State University and A&M College, 
 
M
Applied Physics, (1954) 25, No 11. 
M
Edition, 1997.   
M
York, 1949. 
.E.W.: “Principles of Oil Well Production,” McGraw-Hill Book Co., Inc., New York
 
erger: “Water Solutions” Brochure, 2004 available on 
http://www.oilfield.slb.com/content/servic
 
Schols, R.S.: “An experimental Formula for the Critical Oil Production Rate,” Erdoel-
Erdgas (Jan. 1972), reported by Wojtano
 
Shirman, E.I. and Wojtanowicz, A.K.: “Water Coning Reversal Using Downhole Water 
Sink- Theory and Experimental Study”, 
1997. 
n, E.I.: “Experimental and Theoretical Study of Dynamic Water C
 
 106
Shirman, E.I.: “DWS Well Selection and Production Optimization Method for Maximum 
 
obocinski, D.P. and Cornelius, A.J.: “A Correlation for Predicting Water Coning Time,” 
 
Sudary os, Y.C.: “Optimization of Fluid Front Dynamics in Porous 
Media Using Rate Control. I. Equal Mobility Fluids,” Physics of Fluids (2000) 
 
ogel, J.V.: ”Inflow Performance Relationships for Solution Gas Drive Wells,” JPT, Jan. 
 
Yeh, N Reynolds, A.C.: “Computation of the Pseudoskin Factor Caused by a 
Restricted-Entry Well Completed in a Multilayer Reservoir,” SPE Formation 
 
Yeh, N .: “Analysis of Pressure Data From a Restricted-EntryWell in 
a Multilayer Reservoir.” SPE Formation Evaluation, 81-89, March 1989. 
Yeten, timization of Smart Well Control,” paper SPE 
79031 presented at 2002 SPE International Thermal Operations and Heavy Oil 
, November 4-7 2002. 
 Trajectory”, pages 200 –210, SPE Journal, September 2003. 
” paper SPE 77658 presented at SPE Annual Technical Conference and 
Exhibition, San Antonio, TX, Sep 29 –Oct 2, 2002. 
Wiggin . dissertation, 
Texas A&M University, TX, 1991. 
Wiggin Flow”, 
SPE 25458, Production Operations Symposium, Oklahoma City, OK, March 21-
 
Wiggin
nships for Three Phase Flow,” SPE 24055 presented at 1992 Western 
Regional Meeting, California, April, 273-282. 
Thomp hompson-Wright 
Associates, 1984.  
 
Performance.” Downhole Water Sink Technology Initiative Year 2000 – Annual 
Report (internal report). 
S
SPE 894, 1965 Annual Fall Meeting, Houston, TX, Oct. 11-14, 1965. 
anto, B. and Yorts
12,No. 7, 1656 –1670. 
 
Sukarno, P. and Wisnogroho, A.: “Generalized Two-Phase IPR Curve Equation Under 




Evaluation, 253-263, June 1989. 
., and Reynolds, A.C
 
B., Durlofsky, L.J., and Aziz, K.: ”Op
Symposium and International Horizontal Well Technology Conference, Calgary, 
Alberta, Canada
 
Yeten, B., Durlofsky, L.J., and Aziz, K.: ”Optimization of Nonconventional Well Type, 
Location, and
 
Wang, P., Litvak, M., and Aziz, K.: “Optimization of Production Operations in Petroleum 
Fields,
 
s, M.L.: “Inflow Performance of Oil Wells Producing Water.” Ph.D
 
s, M.L.: ”Generalized Inflow Performance Relationship for Three-Phase 
23, 1993. 
s, M.L., Russel, J.L., and Jennings, J.W.: “Analytical Inflow Performance 
Relatio
 
son, R.S. and Wright, D.W.: “Oil Property Evaluation”, T
 107
Wojtanowicz, A.K, and Armenta, M.: “Petroleum Wells with Controlled Water Inflow – 
Downhole Water Sink Technology”, 2nd Produced Water Workshop, Aberdeen, 
U.K., 21-22 April 2004.  
 108
APP
The diffuse flow conditions are taken into consideration where fluid saturations at 
any point in the linear displacement path are uniformly distributed with respect to 
thickness (Dake, 1978) These flow conditions are likely for:  
• high flow rates in the reservoir where gravity and capillary forces are 
relatively small and  
• low rates where a capillary transition zone is much greater than reservoir 
thickness. 
Since high rates are common for high permeability systems (small capillary 
pressures) and low rate are common for low permeability systems (high capillary 
pressures), the diffuse flow assumption reflects the physical considerations. 
The fractional of water at any point in the reservoir: 











Applying Darcy’s law for linear flow with gravity terms, after some mathematical 




























Inspecting this equation, the common fractional flow expression can be obtained 























Buckley Leverett (1942) has given the immiscible displacement equation in one 
dimens
as been proposed and later 
improved  
Average water  front is given by 
.1 -  Buckley Leverett Solution 
ion using the diffuse flow assumption and applying the conservation of mass. 
Recognizing the relationship between Buckley-Leverett one dimensional displacement 
equation and fractional flow equation, a very useful method h
by Welge (1958.) The following are the equations used in this method. 



















Swc is the connate water saturation 
Swf is Water saturation at the front 







is the derivative also evaluated for th
a significant value in the oil recovery calculations at water breakthrough. A typical 
fractional flow curve is presented in the Figure A.1 and the use of the Buckley-Leverett 
solution on this plot is explained.  
Equation A.5 implies tha
Sw = Swc and fw = 0 must have a point of tangency with coordinates Sw = Swf and fw = 
fw(Swf), and the extrapolated tangent must intercept the line fw = 1 at the point where 
e shock front saturation which has 
t the tangent to the fractional flow curve from the point 
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ww
ir (residual oil saturation.) The stable displacement condition is based on the 
angle between the flow direction and the interface between oil and water that whether it 
remains constant (stable) or not (instable.) 
SS = ; f = 1. (Dake, 1978) Thisw  method requires the fractional flow curve to be 
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Figure A.1 Fractional flow curve and graphical analysis 
Figure sic for the 
fractional flow analysis in dipping reservoirs, which is used for automated comparison of 
another analytica
(Dietz, 1953) and numerical simulation results.  
s that water is flowing alone in the flooded part of the 
reservo
 A.1 is generated using a program developed in Visual Ba
l approach for dipping systems assuming segregated flow conditions 
A.2 -  Stable and Unstable Displacement in Dipping Reservoirs 
The stability concept is based on the segregated flow conditions, the opposite of 
diffuse flow assumption. It assume
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A practical measure of stability is given by using the dimensionless groups: 
Gravity Number (G) and the End Point Mobility Ratio (M). Gravity number is given (in 





















The limiting case for stability is given by G > M – 1 where the concept of critical 
flow rate for by-passing oil is developed that is very important for the study presented 
here. By setting G = M-1 and inserting the open form of gravity term, the critical rate for 














This value indicates that for production rates maintained under this value, the 
gravity effects will stabilize the displacement process. Dake (1978) also presented the 
recovery estimations at water breakthrough and for maximum recovery. 
For horizontal displacement (G=0) under segregated flow conditions and 
unstable displacement (M>1), the dimensionless recovery factor NpD, is given in terms of 
number of movable oil volumes, MOV = PV (1-Swc-Sor),  
( )121 −−= WMWN …………
1− iDiDpD M
………………………………………(A.9) 











For unstable displacement in dipping reservoir (G > 0 and G < M-1), the recovery 

















































N iDiDiDpD ….(A.12) 











For stable displacement in 
max
WiD ..…………………………………………………………………..(A.14) 
a dipping reservoir, the recovery estimations are 
practically just based upon geometrical calculations. Depending on G and M terms, the 
angle (β) between the flow direction and the water-oil interface takes a certain value, 
given by, 
αβ tan1tan GM −−=− ………………………………………………………..(A.15) 
G
Knowing the angle - β, the recovery estimations are made by using geometrical 
relations (Figure 6.1) that is based on the reservoir thickness, the distance between the 
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