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ABSTRACT
Automated Quality Control for In-Situ Water Temperature Sensors
by
Leah S. Richardson, Master of Science
Utah State University, 2022
Major Professor: Mac McKee, PhD
Department: Civil and Environmental Engineering
The identification of bad data acquired from in-situ sensors is a topic that has been explored
in the past. Many developed tools have succeeded in providing an end-user with properly
identified incorrect data over 95% of the time. However, with the continuous increase in the use
of automated data collection, a simple identification of likely bad data may no longer provide the
end user with enough information to reduce their personnel time involved in quality control. The
purpose of this research was to devise and test a data classification technique capable of
determining when and why water quality data (provided by in-situ water temperature sensors
located at Curtis Creek near Hyrum, Utah) are incorrect in an environment that experiences
seasonal and daily temperature fluctuations. This should reduce or eliminate the need for manual
quality control (QC) in a large-volume data system where the range of good data is wide and
changes often. The objectives this project sought to achieve were: training a learning machine
that can identify local maximum and minimum values as well as dulled signals, and forming a
multi-class classifier that accurately places sensor temperature data into three categories; good,
bad (because of exposure to ambient air temperature), and bad (because the sensor is buried in
sediment). This involved the development of a model using a MultiClass Relevance Vector
Machine (MCRVM), and identification of its hyperparameters that would provide at least 90%
removal of false negatives for Classes 2 and 3 (the bad data) using only 100 data points from each
class for training. These objectives were addressed using the following methods: (1) manual QC
completion on water temperature sensors, (2) an iterative process that involved the selection of
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inputs for the model and then the optimization of these values based on the MCRVMs
performance, and (3) evaluation of the best performing machines by testing a small subset of
data and a full year of data; evaluation of performance was done by examining the overall
accuracy, confusion matrices, and receiver operating characteristic data.
(92 pages)
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PUBLIC ABSTRACT
Automated Quality Control for In-Situ Water Temperature Sensors
Leah S. Richardson
The identification of data not representative of the target subject for outdoor (in-situ)
environmental sensors (bad data) is a topic that has been explored in the past. Many tools (such
as data filters and computer models) have succeeded in providing an end user with properly
identified incorrect data over 95% of the time. However, with the continuous increase in the use
of automated data collection, a simple indication of the bad data may no longer provide the end
user with enough information to reduce the amount of time that must be spent for manual quality
control. The purpose of this research was to devise and test a data classification technique
capable of determining when and why water quality data are incorrect in an environment that
experiences seasonal and daily fluctuations. This should reduce or eliminate the need for manual
quality control (QC) in a large-volume data system where the range of good data is wide and
changes often. The objectives this project sought to achieve were; training a learning machine
that could identify local maximum and minimum values as well as dulled signals, and forming a
multi-class classifier that accurately placed sensor temperature data into three categories; good,
bad (because of exposure of the temperature probe to ambient air temperature), and bad
(because the sensor has become buried in sediment). This involved the development of a model
using a Multi-Class Relevance Vector Machine (MCRVM), and identification of its parameters that
would provide at least 90% removal of false negatives for Classes 2 and 3 (the bad data) using
only 100 data points from each class for purposes of training the learning machine. These
objectives were met using the following methods: (1) QC completion on water temperature
sensors manually, (2) an iterative process that involved the selection of inputs for the model and
then the optimization of these values based on the RVMs performance, and (3) evaluation of the
best performing machines testing a small group of data and then a full year.

vi

To my parents, Hattie and Kenneth Richardson. I can never express how lucky I am to have you
in my life. Thank you for your support and unconditional love.

vii
ACKNOWLEDGMENTS
I want to express my sincerest gratitude to my advisor, Dr. Mac McKee for his patience and
encouragement. The heartfelt talks and the faith he put in me was one of the main reasons I
stayed the course in completing my project.
I would like to thank my committee, Dr. Alfonso Torres Rua and Dr. Bushra Zaman for their
guidance through the technical portions of my research. Their advice was invaluable, allowing
me to save time and produce better results. Special thanks to the Utah Water Research
Laboratory staff for the logistic and financial support. Without them, this research would not be
possible.
I sincerely appreciate Milada Majerova for all of her help and support during the initial stages
of this project. I’d also like to thank Dr. Beth Nelson for giving me a better understanding of how
to conduct research.
Last, I give a special thanks to my family and friends for loving and supporting me through
the ups and downs during my time at Utah State University.

Leah S. Richardson

viii
CONTENTS

Page
Abstract .............................................................................................................................................................................. iii
Public Abstract .................................................................................................................................................................. v
Dedication……………………………………………………………………………………………………………………………vi
Acknowledgments......................................................................................................................................................... vii
List of Tables ...................................................................................................................................................................... x
List of Figures................................................................................................................................................................... xi
Introduction....................................................................................................................................................................... 1
1.1 Background ..................................................................................................................................................... 1
1.1.1 Cyberinfrastructure and In-Situ Sensors ................................................................................ 1
1.1.2 Quality Assurance and Automated Quality Control ............................................................ 2
Literature Review............................................................................................................................................................ 4
2.1 Environmental Event Detection ............................................................................................................. 4
2.2 Sensor Failure Detection ........................................................................................................................... 6
2.3 Machine Learning: Overview ................................................................................................................... 8
2.4 Multiclass Classification Methods: Artificial Neural Network and Support Vector
Machine .................................................................................................................................................................... 8
2.4.1 Artificial Neural Networks ............................................................................................................ 9
2.4.2 Support Vector Machines ............................................................................................................ 11
2.5.1 Regression ......................................................................................................................................... 12
2.5.2 Classification ..................................................................................................................................... 14
2.6 Comparing RVMs to SVMs and ANNs ................................................................................................. 15
Objectives ......................................................................................................................................................................... 17
3.1 Research Question ..................................................................................................................................... 17
3.2 Research Hypothesis ................................................................................................................................. 18
Methodology.................................................................................................................................................................... 19
4.1 Summary of Data and Site Information ............................................................................................. 19
4.1.1 Study Area .......................................................................................................................................... 19

ix
4.1.2 Curtis Creek Stream Temperature Data ................................................................................ 20
4.1.3 Curtis Creek Air Temperature Data......................................................................................... 22
4.1.4 A Closer Look at Data .................................................................................................................... 22
4.2 Procedure ...................................................................................................................................................... 24
4.2.1 Manual Inspection of Raw Data ................................................................................................ 24
4.2.2 Determining Inputs and Parameters for the Model ......................................................... 25
4.2.3 Evaluation of the Machine’s Performance ............................................................................ 30
Results and Discussion................................................................................................................................................ 34
5.1 Best Performing Input Combinations Based on Accuracy......................................................... 36
5.1.1 Factorial Selection .......................................................................................................................... 36
5.1.2 Forward Variable Selection FVS ............................................................................................... 40
5.1.3 Input Comparisons ......................................................................................................................... 47
5.2 Confusion Matrices .................................................................................................................................... 47
5.2.1 Gaussian Kernel Type.................................................................................................................... 48
5.2.2 Cauchy Kernel Type ....................................................................................................................... 51
5.2.3 Distance Kernel Type .................................................................................................................... 52
5.2.4 Thin-Plate Spline Kernel Type ................................................................................................... 53
5.2.5 Evaluating the Confusion Matrices .......................................................................................... 54
5.3 ROC Curves.................................................................................................................................................... 56
5.3.1 Gaussian Kernel Type.................................................................................................................... 56
5.3.2 Cauchy Kernel Type ....................................................................................................................... 57
5.3.3 Distance (R) Kernel Type............................................................................................................. 63
5.3.4 Thin-Plate Spline (TPS) Kernel Type ...................................................................................... 63
5.4 Bootstrapping .............................................................................................................................................. 66
5.5 Performance Against 2014 Data .......................................................................................................... 69
Summary, Conclusions, and Recommendations ............................................................................................... 73
6.1 Summary and Conclusions ..................................................................................................................... 73
6.2 Recommendations ..................................................................................................................................... 75
References ........................................................................................................................................................................ 77

x
LIST OF TABLES
Page
Table 4.1 Collection and deployment dates of water temperature sensors……………………………..20
Table 4.2 Temperature sensors grouped according to location in stream ……………………………...24
Table 5.1 Example of MCRVM output and resulting classification…………………………………………..36
Table 5.2 Input combinations that perform with 85% accuracy or better for the Gaussian
kernel…………………………………………………………………………………………………………………..38
Table 5.3 Input combinations that perform with 85% accuracy or better for the Cauchy
kernel…………………………………………………………………………………………………………………..39
Table 5.4 Forward variable selection for Distance kernel type……………………………………………….42
Table 5.5 Forward variable selection for Thin-Plate Spline kernel type………………………………….45
Table 5.6 Forward variable selection for Bubble kernel type…………………………………………………46
Table 5.7 Order of importance for data inputs based on kernel type………………………………………48
Table 5.8 Misclassification, precision, recall, and false positive rates for best performing
input/parameter combinations…...………………………………………………………………………...55
Table 5.9 Summary of bootstrapping results…………………………………………………………………………68

xi
LIST OF FIGURES
Page
Figure 2.1 A visual representation of a neural network [Conde, 2011]…………………………………...10
Figure 2.2 A visual representation of a single neuron in a neural network where xi are
the input values, wi are the associated weights, and g is a function that sums
the weights and routes them to results in an output (y) [Frontline Systems,
2018]…………………………………………………………………………………………………………………..10
Figure 2.3 Example of a simple linear SVM [Tong and Koller, 2001]……………………………………….11
Figure 4.1 Map of section of Curtis Creek. Area of interest is boxed in red [Google Maps,
2017]…………………………………………………………………………………………………….…………….20
Figure 4.2 Upper section water temperature sensor placement at Curtis Creek……………………...21
Figure 4.3 Lower section water temperature sensor placement at Curtis Creek……………………...21
Figure 4.4 Visual representation of a water sensor buried in sediment…………………………………..23
Figure 4.5 Visual representation of a water sensor exposed to air………………………………………….23
Figure 4.6 Sensors used in the testing and training sets…………………………………………………………27
Figure 4.7 An example of a confusion matrix with 3 classes…………………………………………………...30
Figure 4.8 A ROC Curve highlighting 95%, and 85% accuracy for a three class scenario………..33
Figure 5.1 Flow chart showing process used to select parameters and inputs for model…………35
Figure 5.2 Kernel widths 1:10000 versus the accuracy for best performing combination
for Distance kernel type.......………………………………………………………………………………….41
Figure 5.3 Kernel widths 1:10000 versus the accuracy for best performing combination
for Thin-Plate Spline kernel type....……………………………………………………………………….43
Figure 5.4 Kernel widths 1:50 verses the accuracy for best performing combination for
Bubble kernel type…………….…………………………………………………………………………………44
Figure 5.5 Confusion matrix for Combination 238 for Gaussian kernel type (kernel width
50)…………………………………..………………………………………………………………………………….49
Figure 5.6 Confusion matrix for Combination 113 for Gaussian kernel type (kernel width
46)………………………………………………………………………………………………………………………50

xii
Figure 5.7 Confusion matrix for Combination 114 for Gaussian kernel type (kernel width
25)……………………………………………………………………………………………………………………….50
Figure 5.8 Confusion matrix for Combination 165 for Gaussian kernel type (kernel width
40)……………………………………………………………………………………………………………………….51
Figure 5.9 Confusion matrix for Combination 96 for Gaussian kernel type (kernel width
36)……………………………………………………………………………………………………………………….52
Figure 5.10 Confusion matrix for Combination 170 for Distance kernel type (kernel width
56)……………………………………………………………………………………………………………………….53
Figure 5.11 Confusion matrix for Combination 172 for Thin-Plate Spline kernel type 54
(kernel width 67).……………………………………………………………………………………………..54
Figure 5.12 ROC curves for all combinations with Gaussian kernel type and kernel width
of 50. Combination 238 highlighted……………………………………………………………………58
Figure 5.13 ROC curves for all combinations with Gaussian kernel type and kernel width
of 46. Combination 113 highlighted……………………………………………………………………59
Figure 5.14 ROC curves for all combinations with Gaussian kernel type and kernel width
of 25. Combination 114 highlighted……………………………………………………………………60
Figure 5.15 ROC curves for all combinations with Cauchy kernel type and kernel width
of 40. Combination 165 highlighted……………………………………………………………………61
Figure 5.16 ROC curves for all combinations with Cauchy kernel type and kernel width
of 36. Combination 96 highlighted ……………………………………………………………………..62
Figure 5.17 ROC curve of top performing combinations based on FVS shown in Table 5.4……. ..64
Figure 5.18 ROC curve of top performing combinations based on FVS shown in Table 5.5………65
Figure 5.19 Bootstrapping analysis results for uncertainty in the overall accuracy for
MCRVM model: Gaussian kernel, Combination 238 (Table 5.2), and kernel
width 50…………………………………………………………………………………………………………...66
Figure 5.20 Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Gaussian kernel, Combination 113 (Table 5.2), and kernel
width 46……………………………………………………………………………………………………………66

xiii
Figure 5.21 Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Gaussian kernel, Combination 114 (Table 5.2), and kernel
width 25…………………………………………………………………………………………………………..67
Figure 5.22 Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Cauchy kernel, Combination 165 (Table 5.3), and kernel
width 40……………………………………………………………………………………………………………67
Figure 5.23 Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Cauchy kernel, Combination 96 (Table 5.3), and kernel
width 36…………………………………………………………………………………………………………...67
Figure 5.24 Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Distance kernel, Combination 170 (Table 5.4), and kernel
width 56……………………………………………………………………………………………………………68
Figure 5.25 Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Thin-plate spline kernel, Combination 172 (Table 5.5), and
kernel width 67…………………………………………………………………………………………………68
Figure 5.26 Confusion matrix of best performer in the Gaussian kernel, Combination 238……...70
Figure 5.27 Confusion matrix of best performer in the Gaussian kernel, Combination 114……...70
Figure 5.28 Confusion matrix of best performer in the Gaussian kernel, Combination 113……...71
Figure 5.29 Confusion matrix of best performer in the Cauchy kernel, Combination 96…………..71
Figure 5.30 Confusion matrix of best performer in the Thin-Plate Spline kernel, Combination 172…………………………………………………………………………………………………………72

CHAPTER 1
INTRODUCTION
The identification of bad data from in-situ sensors is a topic that has been explored in
the past (e.g., Moatar et al., 2001; Hill et al., 2009; Fiebrich et al., 2010; White et al., 2010;
Dereszynski and Dietterich, 2012). Many tools developed in these studies have succeeded in
providing an end user with correctly identified outliers over 95% of the time. However, with
the continuous increase in the use of automated data collection, a simple indication of which
data are likely bad may no longer be enough. According to [Horsburgh et al., 2015] “While
these techniques (machine learning regression) can be quite good at identifying and flagging
potentially erroneous values, they do not excel at choosing and applying appropriate data
corrections to resolve the error for which the data were flagged, steps that generally require
the attention and expertise of field or data technicians.”

1.1

Background

1.1.1

Cyberinfrastructure and In-Situ Sensors

Advances in computing and related information technology, through exponential
hardware performance growth and development of machine learning and artificial
intelligence computing methods, have made it possible to collect and analyze very large
amounts of data for a rapidly decreasing commitment of resources. Researchers are now
capable of answering exceedingly complex questions due to this technology, which
“...integrates hardware for computing, data and networks, digitally-enabled sensors,
observatories and experimental facilities, and an interoperable suite of software and
middleware services and tools.” [National Science Foundation, 2007].
The increased ability to collect data via in-situ environmental sensors has allowed
environmental research and education to become increasingly data intensive. This is because
the sensors are capable of collecting continuous data for long periods of time, tracking nearly
real-time field conditions, and reducing the number of person-hours required for acquiring
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observations from the field. These sorts of data have become the base of cyberinfrastructures
integrated into networks such as Hydrologic Information Systems (http://his.cuahsi. org).
Although these systems provide many benefits, the sensors remain susceptible to
environmental variability and sensor failures that result in poor quality data. Generally, this
problem is resolved through some form of quality control (QC) and quality assurance (QA)
that is largely conducted by a human.

1.1.2

Quality Assurance and Automated Quality Control

According to [Campbell et al., 2013], QA “ ...is a set of processes or steps taken to ensure
that the sensor network and protocols are developed and adhered to in a way that minimizes
inaccuracies in the data produced ...”, while QC “...occurs after the data are generated and tests
whether they meet the necessary requirements for quality outlined by the end users.” In
other words, QA encompasses all preventative measures used to create good quality data and
QC involves all processes that flag or filter out all bad data after they are generated.
With these definitions in mind, it seems that most, if not all, QA must still be completed
by hand through different procedures. One options is to install replicate sensors on different
data loggers with independent power supplies. The National Oceanic and Atmospheric
Administration practices a form of this through their US Climate Reference Network. This
network uses three separate groups to measure the air temperature, precipitation, soil
moisture, and soil temperature at 114 unique sites [Diamond et al., 2013]. Another possibility
is to physically visit the site periodically to ensure the sensors are still properly placed,
cleaned, etc. Field notes on such visits could prove useful later when performing the QC part
of this process because they would describe the origin of the bad data.
Before the practice of large volume data collection became commonplace, QC was often
completed manually by researchers. However, as sensor networks are becoming mainstream
and scientific data quality is more heavily criticized [Committee on Science and Policy, 2009],
the need for automated QC is a necessity. Very simple approaches, such as an algorithm that
flags when the sensors miss collecting a data point, or, at some time or other, maintenance
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related problems occur (like low battery or calibration expiration), can provide a relatively
easy form of QC [Campbell et al., 2013]. Creating an upper and lower bound for acceptable
values is also an easy way to rule out bad data in many cases. Unfortunately, these methods
are not adequate for dynamic systems where the range of acceptable values is constantly
changing. In these situations, an algorithm capable of changing with the data is necessary.
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CHAPTER 2
Literature Review

2.1

Environmental Event Detection
Many approaches have been formulated to detect outliers in continuous water quality

data sets. These methods have been moved into a category known as environmental event
detection, where some sort of algorithm is used to determine outliers in in-situ sensor data.
[Oliker and Ostfeld, 2014] used the minimal volume ellipsoid (MVE) method to
distinguish outlier water quality measurements in a water distribution system. This classifier
encapsulates a group of multidimensional data (known as vectors) within an ellipsoid. The
ellipsoid typically covers about 95% of vectors in the database. A measurement that falls
outside these bounds could produce false negatives while anything inside could produce false
positives. This model excels at understanding relationships between multiple parameters,
detecting outliers over 90% of the time. However, it fails to recognize conditions when a large
portion of data is affected or if the parameters change significantly throughout the
year.
In 2002, the US Congress added a drinking water component to the Public Health
Security and Bioterrorism Preparedness and Response Act, which gave birth to
Contamination Warning Systems (CWS). The goal of a CWS is to monitor water quality
parameters and detect any anomalies before they affect the users within the water
distribution system. In 2005, the American Water Works Association concluded that the EPA,
DHS, and water sector made significant strides in improving drinking water security.
Unfortunately, they still lacked a universal system for things like water quality sensor
placement and statistical techniques used to analyze incoming data from these sensors.
Although the question of sensor placement and quality are still somewhat debated, [Hart et
al., 2007] created an open-source event detection system tool called CANARY to be used for
water distribution systems. This data analysis tool can distinguish between normal variations
in water quality (e.g. fluctuations in demand and natural daily/seasonal changes in the
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source) by taking water quality data, provided by in-situ water sensors, and using statistical
algorithms to identify the onset of strange behavior, thereby decreasing the number of false
alarms. Uses of this software have been met with good success, but, due to the high sensitivity
of the freeware, false alarms continue to be a problem [Housh and Ohar, 2017]. Further, this
sort of software assumes that the sensor readings are correct, which is not the case in many
scenarios involving environmental sensors.
[Liu et al., 2013] proposed using the ensemble empirical mode decomposition (EEMD),
developed by [Wu and Huang, 2005], to improve detection accuracy and decrease false
positives in water quality time series data. EEMD is a continuation of the empirical mode
decomposition method which is implemented through a sifting process. Here, all maxima and
minima in the data are separately connected to create envelopes. The mean of these
envelopes is determined and then subtracted from the rest of the data to get what is called
the proto-intrinsic mode function (IMF). This process is repeated until the proto-IMF meets
the criterion to become an IMF. This process is repeated for the residue (the difference
between the data and the IMF component) until there is no more than one extremum.
Simplified, noise (or local extrema) are removed at every iteration until a general pattern can
be developed. The process is complete when all but one of the extrema have been removed
[Wang et al., 2010]. EEMD adds additional noise to the data with the goal of separating signal
scales naturally instead of having to include the proto-IMF step, required in EMD. [Liu et al.,
2013] completed this process, in conjunction with Gaussian fuzzy logic, using example data
provided by the CANARY software. The first 5000 samples were used as the background data
set for an offline statistical analysis, and the last 5000 samples, merged with simulated events,
were used as the testing set. Simulated contamination events were added at the 200th sample
point of the testing data set, with a spacing of 600 time steps between each subsequent event,
for a total of 8 events. The first set of data was decomposed into a series of IMFs using the
EEMD method. Once the data sets were reconstructed, the outliers were much easier to
detect. Liu concluded that the final results were more accurate than approaches such as
multivariate nearest neighbor, linear prediction coefficient filter, and time-series increments.
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Another algorithm for anomaly detection in water quality was proposed by [He et al.,
2013]. They used a multi-parameters fusion algorithm that was based on an autoregressive
(AR) model and fuzzy C-means clustering algorithm (FCM). The deviations produced from
predictions determined by the AR model were calculated and classified into two clusters
within the FCM. To differentiate between normal and anomalous data, the distance between
the AR model‘s predicted point and the anomalous cluster center was measured and
compared to a user-defined threshold. The results indicated that the FCM produced a lower
false positive rate and higher detection rate than methods using a Euclidean distance based
algorithm (i.e., an algorithm that calculates the distance of a straight line between two points
instead of the center of the cluster used here).
Although these approaches vary significantly for environmental event detection, the
methods all have one thing in common: they assume the sensors are taking an accurate
measurement. This is good for sites that have a constant and reliable ability to perform some
form of QA, but it is not a possibility for all areas. In these instances, a form of failure detection
outside of basic filtering (like the ones discussed in the QA/QC section, above) may be
necessary.

2.2

Sensor Failure Detection
Within the context of the research proposed here, “sensor failure” will refer to instances

when a sensor fails to correctly make the intended measurements in an environment. For
example, if a water temperature sensor emerges above the water surface and starts to collect
air temperature data, the sensor is no longer being used for its intended purpose and has
therefore failed. QA plays less of a role in many projects due to the necessary person-hours
required to maintain a remote site regularly. This leads to more instances where a sensor is
displaced due to the environment. As the cost of purchasing and operating in-situ sensors
continues to decrease, these problems will continue to arise.
QC for in-situ water quality measurements was explored by [Moatar et al., 2001]. She
proposed a strategy for critically examining and validating measurement consistency in
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order to distinguish failures from environmental changes. The method consisted of three
stages: modeling, statistical analysis of model residual and detection, and diagnostics and
correction. Specifically looking at dissolved oxygen, [Moatar et al., 2001] assessed five
models: autoregressive relation, inter carriable relation, inter-site relation, external variables
relation, and deterministic model. After running these models, an expert on the data would
determine which data was good and bad based on how well it fit with the model. All of these
models were geared towards environmental forecasting, not quality control, but the author
suggested that coupling the model’s statistical tests (RMSE, R2) would allow errors to be
automatically detected.
[Hill et al., 2009] continued to build on these ideas by developing and evaluating three
autonomous anomaly detection methods using dynamic Bayesian networks, a Kalman filter
[Kalman, 1960], the robust Kalman

ilter [Pen˜a and Guttman, 1988], and the

RaoBlackwellized particle filter. All of these methods were capable of handling multiple
sensor data streams and were robust to missing values in sensor data (a common occurrence
in environmental data). [Hill et al., 2009] ultimately found that applying simple data
transformations (e.g. in this paper the cosine and sine of the wind direction were used instead
of the raw data) in conjunction with one of the filtering algorithms could successfully aid in
anomaly detection. Using robust Kalman filtering or Rao-Blackwellized particle filtering
algorithms yielded false positive/negative rates of less than 2%. However, they suggested
that a more complex, dynamic Bayesian network should be used for instances where the
measurements do not vary smoothly.
Even with the great performance of some of these methods, significant amounts of
human interaction is required to receive the best possible results. [Fiebrich et al., 2010]
concludes that “A set of core, automated algorithms can act as a useful tool for identifying
suspicious observations. It is important to recognize, however, that general automated tests
must always be complimented with sensor-specific algorithms and manual analysis in order
to ensure high quality data.”
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2.3

Machine Learning: Overview
Machine learning gives “...computers the ability to learn without being explicitly

programmed” [Samuel, 1959]. The components of this technology come from pattern
recognition and computational or statistical learning theory. In other words, it focuses on
regularities and patterns found in data, and it designs an algorithm that can learn from, and
ultimately make predictions about, the system about which the data were collected.
There are three types of machine learning approaches. Supervised learning is when the
computer is given a list of inputs and a list of corresponding observed outputs with which to
train. After the expectations are extrapolated by the machine, it creates an algorithm that
predicts what it “thinks” the outputs should be for other, previously unseen data about the
same system. Unsupervised learning relies on the computer to find patterns and desired
outputs without the guidance used in supervised learning. The machine is responsible for
determining its own structure for inputs and corresponding outputs. Lastly, reinforcement
learning requires that the program interact in a changing environment working towards a
specific goal. It receives feedback in the form of rewards and punishment as it travels through
the problem space [Russell and Norvig, 2009].
Statistical classification is used to identify which category to which a new observation
belongs based on a model created from a training set of data. This is different from a
regression whose output is a numeric prediction of future or unknown/unmeasured outputs.
It instead focuses on labeling each actual data point based on its relationship with the
predicted value. Classification methodologies are sometimes categorized into two types:
binary classification and multiclass classification [Alpaydin, 2010].

2.4 Multiclass Classification Methods: Artificial Neural Network and Support Vector Machine
Multinomial classification or multiclass classification is when each training point is
classified into one of three or more classes. There are three categories of multi-class
classification techniques: transformation to binary, extension from binary, and hierarchical
classification [Aly, 2005]. Transformation to binary reduces the multiclass problem to
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multiple binary classification problems via a One vs Rest or One vs One technique. Extension
from binary (also known as a multinomial classifier) uses existing binary classifiers to solve
multiclass problems. Some of these classifiers include neural networks, support vector
machines, and relevance vector machines. Hierarchical classification divides the output space
into a tree where there is a root value that is divided into subtrees containing children with
parent nodes. In the case of quality control scenarios, each data point should only be assigned
to one class. Multinomial classifiers generally are the best choice for these situations because
it choses one class as the best possible choice. Some of these classifiers will be discussed
below.

2.4.1

Artificial Neural Networks

Dr. Robert Hecht-Nielsen defines a neural network as “...a computing system made up of
a number of simple, highly interconnected processing elements, which process information
by their dynamic state response to external inputs.” [Caudill, 1987] The artificial neural
network (ANN) algorithm is loosely based on a mammalian cerebral cortex where layers of
simple computing nodes operate as nonlinear summing devices. Patterns are given to this
network through an input layer that then communicates to one or more hidden layers where
the actual processing is done through weighted connections (Figure 2.1). Generally, ANNs
have a “learning rule” that can modify the weights of the connections based on the input
patterns it was presented [University of Wisconsin, 2007]. See Figure 2.2.
When working with a multiclass problem, instead of having one neuron in an output
layer, multiple (N) binary neurons are used. Here each output neuron identifies a given class.
The output code for that class should be 1 at a specified neuron, and 0 for the others.
Therefore, N = K neurons are used for the output layer, where K is the number of classes.
When testing an input that is unknown, the neuron providing the maximum output is
considered the class label for that input.
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Fig. 2.1: A visual representation of a neural network [Conde, 2011]

Fig. 2.2: A visual representation of a single neuron in a neural network where xi are the input
values, wi are the associated weights, and g is a function that sums the weights and routes
them to results in an output (y) [Frontline Systems, 2018]
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2.4.2

Support Vector Machines

Support vector machines (SVM) take a training set divided into categories and builds a
model that assigns new inputs to one of the specified categories. This is done by creating a
hyperplane or set of hyperplanes. Ideally, a model should have a good separation which is
achieved by the hyperplane that has the largest distance to the nearest training-data point of
any class. Generally, the larger the margin the lower the error of the classifier [Cortes and
Vapnik, 1995]. See Figure 2.3.

Fig. 2.3: Example of a simple linear SVM [Tong and Koller, 2001]

For multiclass classification, SVMs try to maximize the margin or the minimum distance
from the separating hyperplane to the nearest example. The basic SVM supports only binary
classification, but extensions like discussed by [Tong and Koller, 2001] and others have been
proposed to handle multiclass classification tasks as well. Here, additional parameters and
constraints are added to the optimization problem to handle the separation of the different
classes.

2.5

Multiclass Classification Methods: Relevance Vector Machine
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The relevance vector machine (RVM), created by [Tipping, 2001], is a machine learning
technique that deduces properties of an underlying distribution using Bayes Theorem (i.e.,
Bayesian Inference). This allows it to update the probability for a hypothesis as more
information becomes available. From here, it obtains the solutions with the fewest
assumptions for regression or probabilistic classification.

2.5.1

Regression
For the basic regression setup, a data set is given a set of input and output target pairs,
. It is assumed that the targets are from the selected model with some added

noise, creating the following equation:

(2.1)
where n are independent samples from some noise process, assumed to be mean-zero Gaussian with variance σ2, so
tion over tn with mean

which is a specified Gaussian distribuand variance σ2. With this, the likelihood of the complete data set is

written as:

(2.2)
where

and Φ is an

design matrix with Φ =

where,

,

. The Gaussian kernel,
where r, is the kernel width and

(i.e. the weight)

are adjustable parameters, is used to help form Equation 2.2. To avoid over-fitting and overly
complex functions, the parameters are constrained by defining an explicit prior probability
distribution over them via hyperparameters. In this case a preference for a smoother (less
complex) solution is encoded by making a zero-mean Gaussian prior distribution over w:

(2.3)
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where α is a vector of N + 1 hyperparameters. Hyperpriors are defined over α and the noise
variance, σ2, to complete the specifications of the equation seen above. Subsequently, Bayes
inference continues by computing the following over all unknowns given the data:

(2.4)
The prior equation cannot be analytically solved in full so an approximation is necessary.
is instead defined as:

(2.5)
to compute the normalizing integral on the right side of Equation 2.4. The first part
of Equation 2.5 can be expressed as
, where
equation,
σ2MP.

, where µ = βΣΦTt and
and σ2 = 1/β. The second part of the

, is represented by a delta function at its most-probable values, αMP and

Since an approximation of

is all that is necessary for

an effective result, relevance vector learning becomes the search for the maximization of
with respect to α and σ2 (i.e., hyperparameter posterior
mode). When hyperpriors are uniform, only the term

needs to be maximized via:

This quantity is known as marginal likelihood in Bayesian models and its maximization
is known as type-II maximum likelihood method [Berger, 1985]. The learning algorithm
concurrently optimizes the hyperparameters, α and σ, and updates the statistics µ and Σ from
their respective equations until some convergence criteria are satisfied. As α approaches
infinity, w will have few non-zero weights resulting in sparsity of the model where the
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remaining weights become the relevance vectors (RV). The distribution for a new query xN+1
becomes,

(2.7)
which is readily computed giving the following equation:

(2.8)
where

is the mean and

is the

variance of the distribution.

2.5.2

Classification

Taking the basic framework from the regression learning problem, the target likelihood
function and link function are adapted to change the goal of the learning machine from a
numerical prediction to class prediction. To make this happen, an additional approximation
step is added in the algorithm.
For a two-class classification, the log likelihood is changed to:

(2.9)
where t describes the class labels, w is a set of adjustable weights,
function 1

is the logistic sigmoid link

, and xn is the set of training cases.

Next, an iterative process is used to find the weights that maximize the functions in which
the hyperparameters, α in the prior regression equations associated with each weight, are
updated. When this is completed, the set of non-zero weights define the relevance vectors.
This analysis can be extended to multi-class classification by generalizing Equation 2.9 to the
form:
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(2.10)
where K is the number of classes, tnk is the indicator variable for case n to be a member of
class k and yk is the predictor for class k. [Tipping, 2001], [Zhang et al., 2006]. Class division
is then determined using a one-against-all strategy. A problem with this approach is the
multi-class classification would require a series of binary classifications, thereby generating
longer run times as well as a more complicated model.
Another option, based on the principles of multi nominal logistic regression, is one where
yk is not considered independently for each class. The base equation looks like:

(2.11)
where the predictors for classes yk are coupled in the multi nominal logistic sigmoid link function,
creating the following equation:

(2.12)
[Zhang et al., 2006].

2.6

Comparing RVMs to SVMs and ANNs
Multiple papers have taken the time to compare the performance of relevance vector machines

to neural networks and support vector machines with similar results.
For example, [Zaman, 2010] used support vector machines and relevance vector
machines in conjunction with information acquired via remote sensing and field
measurements to estimate the soil moisture content at the surface and at a depth of 30 cm.
First, both the RVM and SVM were used to build independent models that retrieved the
surface soil moisture content. These served as boundary conditions for the second step of the
model; which would estimate the 30 cm soil moisture content. The accuracy of the RVM and
SVM results were compared and statistics showed that RVMs perform better (RMSE=0.014
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m3/m3) as compared to SVM (RMSE= 0.017 m3/m3) with less computational complexity and
more suitable real-time implementation. Further, bootstrapping and cross-validation
techniques showed better agreement with the actual SMC measurements using RVMs than
SVMs (RVM-R2=0.92; SVM-R2=0.88). Statistics also indicated a better model generalization
capability for RVMs (RVM-IoA=0.97; SVM-IoA=0.96).
[Conde, 2011] used relevance vector machines and artificial neural networks to assess
the real time detection of anomalous data points on turbidity readings from a site in the Little
Bear Basin in Utah. Regressive models were used for this study instead of classification but
the comparison results are still relevant. Here, the best RMSE result for ANNs was 5.54
NTU/NTU while the RSME for the RVM was 4.03 NTU/NTU. Conde concluded that Results
obtained with the RVM models displayed some improvements in comparison with its
analogous ANN models results. These improvements were observed in the number of time
steps correctly detected as anomalous and also in the level of confidence within which
anomalous measurements were detected.
Based on the results recorded by both [Conde, 2011] and [Zaman, 2010], RVMs seemed
to perform better with less computational complexity than its compared counterpart every
time. Because of this, a multiclass RVM classifier was chosen for this study.
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CHAPTER 3
Objectives
The purpose of this research is to devise and test a data assimilation technique capable
of determining when and why water quality data (provided by in-situ water temperature
sensors) are incorrect in an environment that experiences seasonal and daily fluctuations.
This should reduce or eliminate the need of manual quality control in a large volume data
system where the range of good data is wide and changes often. Further, this research
proposes that the addition of the classification component would help the end-user
determine how to correct anomalous data based on why it is identified as being bad. Based
on the previous research related to the topic of sensor error detection, the following topics
have not been explored and can be further expanded upon: sensor failure detection for
environmental data, multiple category data classification (more than simply the binary
classification of “good vs. bad“), and a system that can assess more than extreme outliers. This
area of study would greatly benefit from a learning machine that can identify sensor failures
in a highly environmentally variable system.

3.1

Research Question
Summarizing the above, this research seeks to answer the following: Can a learning

machine or other algorithm determine why an in-situ water sensor reading is incorrect? To
answer this question, a few more specific questions must be answered first such as:
• Is the machine capable of detecting bad data when the range of good data is wide and
changes seasonally?
• Can the machine recognize bad data that are not outliers?
To answer these questions, the objectives this project seeks to achieve are;
• Training a learning machine that can identify local extrema as well as dampened signals
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• Forming a multi-class classifier that accurately places sensor temperature data into three
categories: good, bad because of sensor exposure to air temperature, and bad because the
sensor is buried in sediment; this will involve the development of a learning machine and
identification of its hyperparameters that will provide a high accuracy for correctly
classified data but more importantly, at least 90% removal of false negatives for Classes
2 and 3 (the bad data)
• Exploring different model formulations that can achieve the desired classification
accuracy with the least amount of data possible
All of these, if met, will improve the performance of machine-based QC for many
environmental or otherwise highly varying sensor observations in real-time environmental
data collection systems.

3.2

Research Hypothesis
Based on the literature review, it seems that computer algorithms, filters, and models

can identify good and bad data, if significant amounts of human interaction are involved,
[Moatar et al., 2001]. Further research into this subject confirmed that autonomous anomaly
detection was possible via filters, [Hill et al., 2009], and learning machines, [Zaman, 2010]
and [Conde, 2011]; with learning machines requiring the least about of human interaction
overall. Multiple performance comparison papers indicate that a multiclass relevance vector
machine classifier will generally perform better with less computational complexity than is
counterparts (e.g. neural networks and support vector machines). Therefore, a multiclass
RVM classifier can classify in-situ sensor data into multiple (more than two) categories even
when the data varies seasonally and the data values are not all outliers.
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CHAPTER 4
Methodology
This chapter discusses the methodology used to classify data points from in-situ sensors
found in Curtis Creek, a stream located in Hyrum, Utah. This chapter discusses the procedures
used to select inputs and parameters for the learning machine and how the resulting outputs
from the RVM were evaluated. The data are described as being a part of one of three
categories. “Good” is for when the sensor is giving water temperature readings that are
believed to be accurate measurements of actual water temperature. “Air” is one of the bad
data categories. It describes when a sensor is exposed to the air due to a drop in water levels
and, because of that, is reading temperatures greater or less than the typical water
temperature range. “Sediment” is the other bad data category. It describes when the sensor
is buried in sediment, and therefore reading muted signals. These labels, “Good”, “Air”, and
“Sediment”, will be used to discuss the data accordingly.

4.1

Summary of Data and Site Information

4.1.1

Study Area
The study area for this project is along Curtis Creek, located in Blacksmith Fork

Canyon, about 15 miles from Hyrum, UT. It is a small stream maintained by Hardware Ranch
Wildlife Management Area and is approximately 1.25 km in length near the outlet of a 59.5
km2 watershed [Albano and Giddings, 2006] (see Figure 4.1). The watershed is comprised of
hard sedimentary rock and limestone bedrock. In the lower portion of the creek, the valley
floor broadens. Here, the gradually sloped floodplain surfaces and channels are both partly
confined by coarse-grained alluvial fan deposits with gravel, cobble, boulders and some soil
development. Curtis Creek is a first-order perennial mountain stream with ephemeral
tributaries. It is a branch that leads to the Blacksmith Fork River and then to the Little Bear
River, which flows into Cutler Reservoir, the Bear River, and eventually into the Great Salt
Lake [Schmadel et al., 2010].
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Fig. 4.1: Map of section of Curtis Creek. Area of interest is boxed in red [Google Maps, 2017]

4.1.2

Curtis Creek Stream Temperature Data

Stationary in-situ water temperature sensors were placed along the upper and lower portions
of Curtis Creek (placements shown in Figures 4.2 and 4.3) from October 2012 to
November 2016. Data were collected at 10-minute intervals by HOBO TidbiT v2 Water
Temperature Data Loggers and HOBO Water Temperature Pro v2 Data Loggers - U22001,
which both have a resolution of 0.2C. The HOBO devices were collected, the data were
downloaded, and then the devices were re-deployed once or twice a year on the dates shown
in Table 4.1.
Table 4.1: Collection and deployment dates of water temperature sensors
Year

Date Deployed

Date Collected

Date Deployed

2012

06 October

2013

08 July

10 July

2014

01 May

14 May

2015

10 August

12 August

2016

12 April

28 April

Date Collected

Date Deployed

31 October

21 November

29 October
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Fig. 4.2: Upper section water temperature sensor placement at Curtis Creek

Fig. 4.3: Lower section water temperature sensor placement at Curtis Creek
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4.1.3

Curtis Creek Air Temperature Data

To create a robust model, all of the data collected near or at the site will be considered.
This includes air temperature data from a weather station (located at Hardware Ranch) and
data collected from three pressure transducers, located at the beginning, the middle, and the
end of the study area.
Air temperature was collected continuously at 15-minute intervals by a nearby weather
station maintained by Utah State University. These data were downloaded from http:
//twdef.usu.edu/curtiscreek/ periodically throughout the year, usually when the water sensor
data were downloaded.

4.1.4

A Closer Look at Data

Overall, this sites network has collected over 150,000 (almost continuous) data points
over the course of four years. It has not received continuous maintenance outside of when
the sensors were retrieved for data downloading. This resulted in many instances when the
sensors would collect erroneous data for extended periods of time. Figures 4 and 5 illustrate
the issues encountered by the sensors at this site. In Figure 4.4, Sensor 596 (shown in green)
is experiencing muted diel fluctuations from January to around July, when the sensors were
collected. Dampened signals have been identified as sensors covered in sediment based on
field observations conducted at the site. Figure 4.5 showcases Sensor 585 (orange), which is
out of water from June to September. This is concluded because the sensor is showing large
diel fluctuations compared to other sensors (gray) and matches the fluctuations shown by
the air temperature (blue).
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Fig. 4.4: Visual representation of a water sensor buried in sediment

Fig. 4.5: Visual representation of a water sensor exposed to air
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4.2

Procedure
The research intended to construct and evaluate a supervised multi-class classification

learning machine technique (M-RVM) that would not only flag sensor failures, but also
indicate why they were flagged. An output was assigned to one of many (three) categories.
Instead of only determining the most likely class, this classifier will predict a probability
distribution over all the predetermined classes, giving the end user a degree of certainty for
each output. The hope is to use this approach to further reduce the need for human lead QC.

4.2.1

Manual Inspection of Raw Data
Before the RVM could be used, a manual QC was performed on all data collected from

October 2012 to October 2016. All data manipulation and visualization was done using
Microsoft Excel. The sensor data were first divided into smaller groups based on sensor
location. The groupings are shown in Table 4.2

Table 4.2: Temperature sensors grouped according to location in stream
Group Number
Sensors
1
608,575,588,568
2
589,577,573,591
3
578,594,593
4
571,606,585,610
5
570,566,614
6
601,603,609,615
7
598,574,600
8
587,595,576,586
9
581,612,572
10
613,607,590
11
580,604,605,602,597
12
584,599,567,596,583
13
579,569,592,611
These groups were then plotted together, along with air temperature to visually identify
any anomalous data (Figures 4.4 and 4.5). From here, data collected during those times when
all of the sensors were taken out of the water were completely removed from the data.
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Patterns in how the water temperature varied according to the sensors were noted. Any
sensor readings that deviated from other sensors in the group were flagged for that section
of time. The period of bad data seen graphically was found in the data and highlighted in red
for later inspection. From here, notes taken during removal of the sensors were consulted. If
the bad data corresponded with the date in the notes, the data was classified as the notes
described; if not, the section of data was then compared to the air temperature. If the values
were close to the air temperature values, the sensor data was classified as an air temperature
reading even with no notes present.
Similarly, if the temperature of a sensor did not follow much of a diel pattern (i.e. fairly
flat for a period) the sensor was flagged and compared to other sensors in the group. If the
data did not match the other sensors patterns, the data was classified as a sediment reading.
Based on patterns observed by the researcher, the data could generally be described as good,
bad due to reading a sediment temperature, or bad due to reading an air temperature, thus
creating a three-class problem. All data that did not fall into these categories were not used
for the learning machine portion of this research. This included data indicating the sensors
were in shallow water and ice, as well as data that was bad for an unknown reason. This
accounted for about 10% of all anomalous data.

4.2.2

Determining Inputs and Parameters for the Model

Data Frame Information
Only consistent data available for this site and all of the years in the study were
considered. For example, pressure transducer data was collected at three locations along the
stream for all the study years, but an analysis converting these values into the depth of water
was not completed for each year. This information was imperative because the shape of the
stream changed every year, making a onetime conversion inappropriate.
Outside of the stream, only the air temperature was considered from the weather station
data. Based on results and methods of previous papers [Blum and Langley, 1997], it seemed
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that the addition of too many variables that were not directly related to data being classified
made the final results less accurate.
Bearing in mind the above information, only the air temperature and the water
temperature (from each sensor) data were used in this research. Initially, the reoccurrence
of this data for air temperature and water temperature were 15 minutes and 10 minutes
respectively. To create a data frame with the same number of records for both inputs, the
data was summarized via the maximum, minimum, standard deviation, and mean for a
specified time duration. Only after increasing to a 12-hour time interval could the RVM
consistently find a pattern in the data, so 12-hour time intervals were used for the remaining
testing.
Based on the summarized data mentioned above, there were eight possible inputs that
could be used in the model including; the sensor 12-hour maximum, the sensor 12-hour
minimum, the sensor 12-hour mean, the sensor 12-hour standard deviation, the air
temperature 12-hour maximum, the air temperature 12-hour minimum, the air temperature
12-hour mean and, the air temperature 12-hour standard deviation. This added up to 255
possible unique combinations of inputs.
For the Cauchy and Gaussian kernel types, factorial variable selection was used, meaning
all of the possible combinations were tested. In the interest of time, forward variable selection
was used for the other selected kernel widths. This is where the user starts with no inputs,
measuring the performance with the addition of each input. The input that gives the most
statistically significant improvement is kept. This process is repeated until there is no longer
a significant improvement.

Training and Testing Data Selection
As described above, the data from each sensor were classified into three categories:
Good, Air, and Sediment. Based on these results, there were a total of seven separate instances
of sediment temperature readings and 38 separate instances of air temperature readings
over the course of the 4-year period.

27

When selecting the training data set, the goal was to use the least amount of data possible
to produce good results. This was meant to emulate a situation where a user has manually
classified a small percentage of the overall data. Initially, two months were selected from
2014 that included all classes of data. Based on preliminary results, this group of data was
expanded to include a few sensor readings from 2013 and 2015.
The testing data was selected based on the variability of individual sensors. All of the
testing data encompassed at least two of the classes. This was done to see how long it would
take the classifier to recognize the change in class. The time period for each testing set
corresponded with at least one training sensor, with the exception of Sensor 599 in 2016.
This testing set was used to see if the classifier could still classify data properly for a year that
was not included in the training data. After this initial classification process, the combination
of parameters and data that performed the best was used to classify the full year of 2014.
Figure 4.6 shows the selected data. The brown cells represent sediment data, the green cells
represent good data, and the blue cells represent air data. The red boxes encapsulate all of
the testing data, and the pool of training data the model selected from.

Fig. 4.6: Sensors used in the testing and training sets
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While all of the testing data were used, only 100 points from each class were randomly
select for the training set (100 good points, 100 air points, 100 sediment points) to give a
total training set of 300 points. This was to limit the total amount of data the model would
have access to. One reason for this is too much data would cause overfitting (Tipping, 2001).
The other was to give the illusion of a limited amount of pre-classified data (which would be
the more likely case). To expand on the amount of data used in the training set, in the previous
section, it was revealed that the maximum number of inputs for the data frame was 8. If
combined with the 300 data points, this would create a matrix with the maximum dimensions
of 300x8 and minimum dimensions of 300x1, not including the classification column.
Changing Parameters within the Model
The maximum number of iterations, kernel width and kernel type were the three
parameters that could be changed to alter the performance of the model. The maximum
number of iterations selected was 100 because there was no significant difference in the
results with higher iteration values. (Appendix A)
The initial kernel width range used throughout this research was from 3-100. Three is
the lower bound because it was the first stable kernel width that did not crash on any of the
possible input combinations. 100 was originally arbitrarily selected as the upper bound.
Based on the results (Figure 5.3), this selection worked for a few of the kernel types (Cauchy
and Gaussian) but not for others (Distance, Thin-Plate Spline, Neighborhood Indicator). In
these cases, if the upper bound was too low, it would be raised until the classifier could no
longer find any pattern. This was indicated when the overall accuracy remained stagnate at
around 50% for many consecutive kernel widths (Figure 5.3). This indicated model
underfitting. If the lower bound was too high, it was lowered toward the absolute minimum,
zero, until the model crashed. In this case, model failure indicated that the kernel width was
too small, causing overfitting [Tipping, 2001].
There are ten kernel types that were built into the model for easy use. Based on the
possible selections and other factors that will be discussed later, the following kernel types
were used to train the classifier:
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Kernel Type: gauss, Full Name: Gaussian
• Also known as the normal distribution. Set of a data set where most of the values cluster
in the middle of the range while the other data taper off toward either extrema Kernel
Type: cauchy, Full Name: Cauchy (heavy tailed) in distance
• Derived from the Cauchy distribution, a continuous distribution that describes the
distribution of horizontal distances at which a line segment, tilted at a random angle,
cuts the x-axis
Kernel Type: cubic, Full Name: Cube of distance
• Follows the inverse-cube law. Similar to the inverse-square law, this operates on the
assumption that the physical quantity of a data point is inversely proportional to the
cube of the distance between a training data point and a testing data point
Kernel Type: r, Full Name: Distance
• The distance between the training data point and the testing data point
Kernel Type: tps, Full Name: ’Thin-plate’ spline
• Uses a weighted combination of piecewise polynomial functions centered about each
data point and provides the interpolation function that passes through each point with
the least amount of bending. There is only deflection in the Z direction
Kernel Type: bubble, Full Name: Neighborhood indicator
• A constant function in the defined neighborhood of a relevance vector (equivalent to
the peak of the Gaussian function). Every relevance vector in the neighborhood (size of
the neighborhood is based on kernel width) is updated the same proportion of the
difference between the relevance vector and the presented sample vector, creating a
box shaped function [Hollmen, 1996].
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4.2.3

Evaluation of the Machine’s Performance

Initial Classification
The initial output from the learning machine is a 2xN matrix (where N is number of data
points classified) that provides the probability that the classification is in Class 1 (Good) or 2
(Air). The probability of Class 3 (Sediment) would be calculated as:
Class3Probability = 1 − Class1Probability − Class2Probability

(4.1)

See Table 5.1 for an example of this. From here, the code was told to select the class with the
highest probability of the three classes. The following section compares this selection to the
correct class identified by the user.

Confusion Matrix and Overall Accuracy
When first evaluating each combination of inputs, a separate confusion matrix was
created for each kernel width/type. With three possible outputs (good, bad-air, badsediment), the confusion matrix looked as follows:

Fig. 4.7: An example of a confusion matrix with 3 classes
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where true positive refers to when the RVM correctly identified the target class. E x,y refers
to the RVMs guess (x) versus the target value (y). This matrix was recorded along with the
overall accuracy which was defined as:

(4.2)
This was done for every input matrix, kernel width, and kernel type combination available.

Evaluation of the Confusion Matrix
After the confusion matrix was created, its performance was measured by these
characteristics: misclassification, precision, recall, and specificity. Since this is a three-class
system, each group is treated as an individual problem where anything classified in the
specified group is positive and anything outside of the group is negative. Each of these
characteristics was calculated for all three classes. The equations shown are specific to Class
1, but can be modified for the other two classes.
Misclassification, also known as the error rate, describes how often the classifier is
wrong. For the whole classifier this would be equivalent to 1 − Accuracy. For Class 1, the
equation looks like:

(4.3)
where the E values correspond to Figure 4.7. Please refer to Figure 4.7 for the following
equations as well.
Precision measures the accuracy provided that a specific class has been predicted. For a
multi-class problem, the equation is;

(4.4)
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where tp1 is the true positives for Class 1, as seen in Figure 4.7. Recall, or sensitivity, measures the
ability of the model to select occurrences of a certain class from the data set.
It is defined by the formula;

(4.5)
This is also known as the True Positive Rate.
Last, the false positive rate was calculated. This is the probability that the machine will
incorrectly identify an input as a specific class. It is calculated as the ratio between the
number of negative events (not Class 1) wrongly categorized as positive (Class 1) and the
total number of actual negative events (all classes besides Class 1). For Class 1 it is defined
as;

(4.6)
Receiver Operating Characteristic (ROC) Curves
The receiver operating characteristic curve is a graphical plot that illustrates the
analytical ability of a binary classification system as some parameter is varied so, just like
above, anything identified in the specified group would be positive and anything outside of
that group would be negative. It is plotted as the false positive rate vs the true positive rate.
For this research, a ROC curve was created for two cases: 1) data frame information remains
the same, but the kernel width is varied, and 2) the kernel width remains the same while the
data frame information is varied.
Figure 4.8 shows a basic ROC curve. Perfect data would have a true positive rate of 1 and
a false positive rate of 0, indicated on the graph as a green circle. This would mean that the
classifier correctly identified every instance of a class without falsely attributing the wrong
data to the class. The red line represents a random guess, which would be the equivalent of
flipping a coin. Points above this line represent results that are better than random while
below the line indicate results that are worse than random. Generally, points below the
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random line should be avoided, but it is possible to invert an exceptionally poor preforming
predictor (violet color in graphic) to get a good one.

Fig. 4.8: A ROC Curve highlighting 95%, and 85% accuracy for a three class scenario
Bootstrapping
“The bootstrap is a computer-based method for assigning measures of accuracy to
statistical estimates.” [Efron and Tibshirani, 1993] It relies on random sampling with
replacement. For this research, the bootstrapping method was used on the best performing
models in each kernel type (unless otherwise noted). Originally, the same training data was
used for all of classifications. To check for overfitting and to evaluate the model’s
generalization capability, the process described in the section Training and Testing Data
Selection, where 100 points of each of the three classes was selected at random, was
performed 500 times. This provided the model with 500 unique training sets. The overall
accuracy verses the frequency divided by 500 was graphed as a histogram to acquire a visual
sense of the confidence interval of the accuracy.

34

CHAPTER 5
Results and Discussion
The purpose of this research was to determine if a learning machine could adequately
perform quality assurance on a set of data that fluctuated daily and seasonally. In addition to
identifying bad data, the classifier would indicate why the data were bad, lessening the need
for experts to look over flagged results. A multi-class RVM classifier was used to create this
model. This chapter discusses the selection of all parameters and inputs, and then provides a
deeper look at the performance of the best parameter/input combinations. The chapter
finishes with a discussion of the bootstrap analyses performed on the best combinations,
followed by a brief discussion of the results when the final models were used to classify all of
the data in 2014. The parameters and inputs are interconnected, so results for all of the
different options were collected at the same time.
The graphic Figure 5.1 shows a flow chart of the process used to select the different
parameters and inputs. For the Cauchy and Gaussian kernel types, all of the possible
combinations of inputs were explored (i=1:255). For the Nearest Neighbor, Distance,
ThinPlate Spline, and Cubic kernel types, the combination was selected based on the
performance of previous combinations (forward variable selection). This first section will
discuss the best combinations based on both methods. The next section describes the results
of the best performing options for each kernel type, including an analysis of the results using
ROC curves. From there, the bootstrapping results based on the best performing
combinations of kernel type, input combinations, and kernel width are discussed.
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Fig. 5.1: Flow chart showing process used to select parameters and inputs for model
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5.1

Best Performing Input Combinations Based on Accuracy
The MCRVM initially outputs the percent likelihood that each class is the correct class,

Table 5.1. From here, the class that has the highest percentage is selected as the final
classification. The machine selected class was then compared to the manually selected class
to obtain the overall accuracy.
Table 5.1: Example of MCRVM output and resulting classification
Percent Likelihood
Class 1
(Good)
0.17
0.33
0.19
0.25
0.22
0.24
0.26
0.28
0.24
0.26
0.31
0.31
0.27
0.29
0.51
0.57
0.50
0.20
0.27
5.1.1

Class 2 (Air)
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.04
0.16
0.28
0.00
0.00

Class 3
(Sediment)
0.83
0.67
0.81
0.75
0.78
0.76
0.74
0.72
0.76
0.74
0.69
0.69
0.73
0.71
0.45
0.27
0.22
0.80
0.73

Class Selected
3
3
3
3
3
3
3
3
3
3
3
3
3
3
1
1
1
3
3

Factorial Selection

Gaussian Kernel Type
Because of the large number of combinations of different inputs to the classification
model, only the ones that had an accuracy of 85% or higher for at least one kernel width were
further explored. The combination number, the names of the inputs, and the number
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of instances of 85% or higher accuracy are listed in Table 5.2.
This table shows that the most influential input for the Gaussian kernel type is the
Sensor Min, or the minimum temperature value within a 12-hour period, which is selected
in all 24 combinations seen above. The Sensor Mean and Sensor STDV, the mean
temperature value and standard deviation of the temperature in a 12-hour period
respectively, were the least significant, only appearing in nine of the 24 combinations. This
was surprising. Initially it was thought that the standard deviation of the water sensors
would be the best indicator for the model because, visually, this was the easiest difference
detected by humans looking at the data. Also, all of the air temperature variables proved to
provide more explanatory power to the model, overall. This was not expected, considering
that these variables were the same for every sensor.
Cauchy Kernel Type
Similar to the Gaussian kernel type, the combinations that had at least one kernel width
with an accuracy of 85% or higher were compiled, as shown in Table 5.3.

Table 5.2: Input combinations that perform with 85% accuracy or better for the Gaussian kernel

Table 5.3: Input combinations that perform with 85% accuracy or better for the Cauchy kernel

40
The Cauchy kernel type had two more combinations in this category, for a total of 26
combinations, than the Gaussian kernel type. Again, the Sensor Min proved to be the most
significant input, showing up in all 26 combinations. Similarly, the Sensor STDV and the
Sensor Mean performed the worst, only showing up in 9 out of the 26 combinations. The
number of kernel widths with a high accuracy improved for the combinations in this kernel
type.
5.1.2

Forward Variable Selection FVS

The procedure for forward variable selection (discussed in the previous chapter) was
used to determine the following results. The best overall accuracy was used as the deciding
factor for the best performing inputs. The best performer is highlighted in green in Tables
5.4, 5.5, and 5.6.
Distance (R) Kernel Type
The Distance kernel type had a kernel width range of 1 to 150. After testing kernel width
ranges from 1 to 10000, the largest spikes in accuracy were found to only occur within the
first 150 kernel widths. Figure 5.2 shows the ranges and accuracy graphically, with kernel
widths 1:150 enlarged in the smaller inset graphic. The largest spikes in the accuracy occur
at the lower kernel widths. Looking closer, the highest accuracies happen between 0 and 150
and then repeats its self between 300 and 400. Since the values between 300 and 400 never
exceeded the earlier values, a higher range was not necessary.
Using forward variable selection, the Sensor Min proved to be the most significant input,
followed by Sensor Max, Air Min, Sensor Mean, and then Air Mean. After that, the accuracy no
longer improved with the addition of variables. This is shown in Table 5.4. This shows an
increase in overall accuracy through 6 inputs. After completing all combinations with 6
inputs, it was discovered that the accuracy decreased.
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Fig. 5.2: Kernel widths 1:10000 versus the accuracy for best performing combination for
Distance kernel type

Table 5.4: Forward variable selection for Distance kernel type
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Thin-Plate Spline Kernel Type
The Distance kernel type had a kernel width range of 1 to 200. After testing kernel width
ranges from 1 to 10000, the largest accuracy values were found to occur within the first 200
kernel widths. See figure 5.3. Kernel width 67 is shown because it has the best accuracy
among the kernel widths for this combination.

Fig. 5.3: Kernel widths 1:10000 versus the accuracy for best performing combination for
Thin-Plate Spline kernel type
Similar to the Distance kernel type, the Sensor Min proved to be the most significant
input for the TPS kernel type. This was followed by Sensor Max, Air Min, Sensor Mean, and
then Air STDV. After that, the accuracy no longer improved with the addition of variables.
This is shown in Table 5.5. This shows an increase in overall accuracy through 6 inputs. After

44
completing all combinations with six inputs, it was discovered that the accuracy decreased,
so the process was ended.

Nearest Neighbor (Bubble) Kernel Type
Initially, kernel widths from 1 to 100 were used to test the Bubble kernel type. This
proved to be too wide of a range because the percent likelihood of each class became equal
around a kernel width of 50. This is the equivalent of the model randomly guessing a class.
Based on the nature of the Bubble kernel type, very small kernel widths (.1 to .9) were tested.
The results for these lower kernel widths were worse, or they did not converge on an answer.
Because of this, the kernel width range was revised to 1 to 50 (Figure 5.4).

Fig. 5.4: Kernel widths 1:50 verses the accuracy for best performing combination for Bubble
kernel type

Table 5.5: Forward variable selection for Thin-Plate Spline kernel type

Table 5.6: Forward variable selection for Bubble kernel type
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Using the FVS method, the Sensor Min proved to be the most significant input. Next was
the Sensor Max, Sensor STDV, and then Air STDV. These four inputs created the highest
accuracy of about 76%. The accuracy continued a downward trend after this addition. Based
on the low accuracy of the best performing input combination, the Bubble kernel type was
not further pursued

Cube of Distance Kernel Type
The Cube of the Distance failed to converge on an answer for many of the combination
types, so it was abandoned as a viable kernel type. Specifically, the hessian matrix would often
times fail. Looking at the nature of the Cube of Distance kernel type, (it is cubing the distance
between the training and testing matrices) this is not surprising because the feature space is
too large; making finding the maximums and minimums of this function too taxing for the
algorithm [West et al., 2006].

5.1.3

Input Comparisons
Based on the results of the factorial variable selection and forward variable selection,

Table 5.7 shows the order of significance of each data input for each kernel type. The Gaussian
and Cauchy kernel type input rankings are based on the number of times the input appears
in combinations performing with 85% accuracy or higher. The Distance and Thin-Plate Spline
kernel types are based on the order seen in the forward variable selection results, presented
in Tables 5.4 and 5.5.

5.2

Confusion Matrices
A confusion matrix (Figure 4.7) was created for every possible input/parameter

combination. However, only the best performing combinations (based on overall accuracy)
will be discussed below.
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5.2.1

Gaussian Kernel Type

The input/parameter that had the best overall accuracy within the Gaussian kernel type
Table 5.7: Order of importance for data inputs based on kernel type
Input Importance
Rank

1
2
3
4
5
6
7
8

Kernel Type
Gaussian

Cauchy

Distance

Thin-Plate Spline

Sensor Min
Air Min
Sensor Max
Air Max
Air Mean
Air STDV
Sensor STDV
Sensor Mean

Sensor Min
Air Min
Sensor Max
Sensor STDV
Air STDV
Sensor Mean
Air Max
Air Mean

Sensor Min
Sensor Max
Air Min
Sensor Mean
Air Mean
Air Max
Air STDV
Sensor STDV

Sensor Min
Sensor Max
Air Min
Sensor Mean
Air STDV
Sensor STDV
Air Max
Air Mean

was Combination 238 (which includes the Sensor Max, Sensor Min, Air Max, Air Mean, and
Air STDV) with a kernel width of 50 and an overall accuracy of 86.9%.
Figure 5.5 indicates that 348 out of 446 data points were correctly identified as Good,
189 out of 198 data points were correctly identified as Air, and 349 out of 376 data points
were correctly identified as Sediment. The biggest failure of the classifier seemed to be
incorrectly identifying good data as sediment data (a total of 92 points misclassified). On the
other hand, the classifier did a good job identifying the Air data.
The second-best performer was a tie between Combination 113 (Sensor Max, Sensor
Min, Air Max, and Air Min) with a kernel width of 46, and Combination 114 (Sensor Max,
Sensor Min, Air Max and Air STDV) with a kernel width of 25. Both had an overall accuracy of
86.8%.
Similar to Combination 238, the Combination 113 (Figure 5.6) classifier struggled to
identify a difference in good and sediment data points, with a total of 70 misclassifications
(33+37). This trend continues for Combination 114.
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Shown in Figure 5.6, the Air portion of the classifier did the best out of the group, but the
sediment/good classification did the worst (109 misclassifications). This seems to suggest
that the better the classifier was at selecting true outliers (air temperature data) the worse it
was at selecting the data that had low maximums and high minimums (sediment temperature
data).

Fig. 5.5: Confusion matrix for Combination 238 for Gaussian kernel type (kernel width 50)
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Fig. 5.6: Confusion matrix for Combination 113 for Gaussian kernel type (kernel width 46)

Fig. 5.7: Confusion matrix for Combination 114 for Gaussian kernel type (kernel width 25)
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5.2.2

Cauchy Kernel Type

The input/parameter that had the had the best overall accuracy within the Cauchy kernel
type was Combination 165 (which includes the Sensor Max, Sensor Min, Sensor
Mean, Sensor STDV, and Air Min) with a kernel width of 40 and overall accuracy of 90.9%.
Just like the Gaussian examples, this classifier (5.8) has the most difficulty differentiating
between Sediment and Good points (64 misclassified points). In fact, it performed very
similarly to Combination 114 for the Gaussian kernel type, the main difference being that it
faired a bit better in the E13 section (24 misclassifications verses 69).
The second-best performer using the Cauchy kernel type was Combination 96 with a
kernel width of 36. Its overall accuracy was 90.2%. Here, we still see a similar problem where
the classifier struggles to tell the difference between Sediment and Good data points (55
misclassified points). However, the misclassification of a Good points as Sediment (E13) is
much smaller here than in all of the Gaussian examples. Instead, more failures of Good data
were classified in the Air category (33 misclassified points).
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Fig. 5.8: Confusion matrix for Combination 165 for Gaussian kernel type (kernel width 40)

Fig. 5.9: Confusion matrix for Combination 96 for Gaussian kernel type (kernel width 36)
5.2.3

Distance Kernel Type

The input/parameter that had the best overall accuracy within the Distance kernel type
was Combination 170 (which includes the Sensor Min, Sensor Max, Air Min, Sensor Mean, and
Air Mean) with a kernel width of 56 and overall accuracy of 87.3%.
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Fig. 5.10: Confusion matrix for Combination 170 for Distance kernel type (kernel width 56)

The confusion matrix shows similar issues between this distance kernel type model and
the previous models. It struggles to determine the difference between the Sediment and Good
data class (82 data points). This model also mistook good values as air values more often than
most of the previous models.

5.2.4

Thin-Plate Spline Kernel Type
The best performing input/parameter combination for the TPS kernel type was 172

(which includes the Sensor Min, Sensor Max, Air Min, Sensor Mean, and Air STDV) with a
kernel width of 67. The accuracy was 87.3%. Like the other models, this one struggled to
determine the difference between sediment and good data (71 points). A second problem
was classifying good data as air temperature data (E12).
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Fig. 5.11: Confusion matrix for Combination 172 for Thin-Plate Spline kernel type (kernel
width 67)
5.2.5

Evaluating the Confusion Matrices

Table 5.8 shows the misclassification, precision recall, and false positive rates of the best
performing input combinations, separated by class. The recall, which calculates how many
relevant points were selected, was always highest for the air classification. Similarly, the false
positive rates for the air class is generally lower than the other two classes as well. Looking
back, the best performing input/parameter combination in terms of accuracy was the Cauchy
kernel for input combination 165. Here, the misclassification was the lowest in all classes.
However, the precision, which determines how many selected values (indicated as positives)
are relevant, was lower in all three classes to at least one other combination. This shows that
even with a lower misclassification rate, this grouping still struggled with false positives.

Table 5.8: Misclassification, precision, recall, and false positive rates for best performing input/parameter combinations
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5.3

ROC Curves
After all of the evaluation characteristics were calculated, they were displayed

graphically through ROC curves. This provided a great summary of the data, and aided in the
selection of the best performers. The selected values are highlighted in a special color in the
displayed graphics. Only a few graphs are showcased here, the rest can be found in Appendix
B. Recall from the previous chapter that the target area of a ROC curve is the upper left-hand
corner. This corresponds with a low false positive rate and a high true positive rate.

5.3.1

Gaussian Kernel Type

Figure 5.12 shows all possible input combinations plotted as a function of the kernel
width 50. Combination 238 (the best performer in the Gaussian kernel type category) is
highlighted in green for the sediment and good classifications and blue for the air class.
Combination 238 performs better than all other combinations for the correct classification of
Good data (indicated with a high true positive rate, and a low false positive rate). It is close
to, but does not perform the absolute best for the correct classification of Air data. For the
Sediment class, Combination 238 does not have the highest true positive rate or the lowest
false negative rate, but performs the best as a function of both attributes.
Continuing with the next best performer (Figure 5.13), all possible input combinations
plotted as a function of the kernel width 46 are shown below. Combination 113 is highlighted
in green for the Sediment and Good classes, classifications and blue for the Air class. For the
Good and Sediment groups, this combination performs the best. However, for the Air class, it
neither has the lowest false positive rate nor the highest true positive rate. This is one of the
ways this particular model must compromise to get the best overall results. For example,
Combination 96 performs the best in the air class, with a true positive rate of 0.96 and a false
positive rate of 0.04. Unfortunately, it also has an overall accuracy of 60%, meaning that it
does a poor job classifying the other two categories
Last, all possible input combinations are plotted for the kernel width 25 (Figure 5.14).
Combination 114 is highlighted in green for the Sediment and Good classifications and blue
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for the Air class. This combination performs the best out of all others for the good and air
classes. For the Sediment result, again the model must compromise. In this case, the good
class suffers a drop in accuracy by about 20% for the combination that performs better than
114.

5.3.2

Cauchy Kernel Type

Similar to the Gaussian section, shown below are all possible input combinations plotted
as a function of the kernel width 40 and 36, respectively. Combination 165 (the best
performer in the Cauchy kernel type category) is highlighted in green for the Sediment and
Good classifications and blue for the Air class in Figure 5.15 and Combination 96 (second best
performer) is highlighted the same way in Figure 5.16.
Combination 165 (Figure 5.15) performs the best out of all other combinations for a
kernel width of 40. Here, the Good class for Combination 165 has a true positive rate over 0.9,
which is better than all of the rates in the Gaussian category.
Figure 5.16 indicates that the best performing combination for a kernel width of 36
(Combination 96) performs the best in all classes. Something interesting about this kernel
width is how the data clusters based on the class. The Good class data seems to mostly cluster
around the random line while the air class data trends toward a high true positive rate and a
low false positive rate. The Sediment class seems a little more random here.

Fig. 5.12: ROC curves for all combinations with Gaussian kernel type and kernel width of 50. Combination 238 highlighted

Fig. 5.13: ROC curves for all combinations with Gaussian kernel type and kernel width of 46. Combination 113 highlighted

Fig. 5.14: ROC curves for all combinations with Gaussian kernel type and kernel width of 25. Combination 114 highlighted

Fig. 5.15: ROC curves for all combinations with Cauchy kernel type and kernel width of 40. Combination 165 highlighted

Fig. 5.16: ROC curves for all combinations with Cauchy kernel type and kernel width of 36. Combination 96 highlighted
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5.3.3

Distance (R) Kernel Type
For this kernel type, the best performing combinations (highlighted values in Table

5.4) are plotted together regardless of the kernel width. This included combinations 3, 10, 46,
96, 170, and 225. These graphics are meant to show how performance measurements,
outside of accuracy, vary with the addition of another input. Recall that combination 170 was
the overall best performer. Figure 5.17 shows that combination 170 performs the best in the
air and good categories, however, it performs a little worse in the sediment class. Here,
combination 46 performs the best, however, the higher false positive rate for the air data and
the lower true positive rate for the good data makes combination 46 a poor overall choice.

5.3.4

Thin-Plate Spline (TPS) Kernel Type

Similar to the Distance kernel type, the best performing combinations (highlighted
values in Table 5.5) are plotted together regardless of the kernel width for the TPS kernel.
This included combinations 3, 10, 46, 96, 172, and 224. Combination 172 performs the best
in the good category and also has the highest true positive rates in the other two classes.

Fig. 5.17: ROC curve of top performing combinations based on FVS shown in Table 5.4

Fig. 5.18: ROC curve of top performing combinations based on FVS shown in Table 5.5
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5.4

Bootstrapping
The bootstrapping results for the Gaussian, Cauchy, R, and TPS kernels are shown via

histograms. A nonparametric approach (no assumptions about the inputs were made), along
with repeated random and, uniform sampling with replacement was used to create 500
unique groups of training data. These were used to classify the same group of testing data.
Seventy-eight groups failed to converge on an answer for the Distance kernel and 54 groups
failed to converge on an answer for the TPS kernel. This is why their frequencies are not out
of 500 groups, but instead, 422 and 446, respectively.

Fig. 5.19: Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Gaussian kernel, Combination 238 (Table 5.2), and kernel width 50

Fig. 5.20: Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Gaussian kernel, Combination 113 (Table 5.2), and kernel width 46
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Fig. 5.21: Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Gaussian kernel, Combination 114 (Table 5.2), and kernel width 25

Fig. 5.22: Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Cauchy kernel, Combination 165 (Table 5.3), and kernel width 40

Fig. 5.23: Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Cauchy kernel, Combination 96 (Table 5.3), and kernel width 36
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Fig. 5.24: Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Distance kernel, Combination 170 (Table 5.4), and kernel width 56

Fig. 5.25: Bootstrapping analysis results for uncertainty in the overall accuracy for MCRVM
model: Thin-plate spline kernel, Combination 172 (Table 5.5), and kernel width 67

Table 5.9: Summary of bootstrapping results

Kernel Type/
Combination
Gauss 238
Gauss 114
Gauss 113
Cauchy 165
Cauchy 96
R 170
TPS 172

Maximum

Minimum

0.889
0.862
0.881
0.631
0.921
0.887
0.870

0.194
0.361
0.194
0.360
0.251
0.268
0.389

Standard
Deviation
0.179
0.067
0.142
0.024
0.251
0.115
0.088

Mean

Mode

0.652
0.697
0.709
0.375
0.683
0.692
0.753

0.194
0.645
0.194
0.369
0.793
0.769
0.781

Confidence Interval
95%, Range
Lower
Upper
Limit
Limit
0.637
0.668
0.691
0.703
0.697
0.722
0.373
0.377
0.667
0.699
0.682
0.702
0.746
0.761
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Figures 5.19 through 5.25 are further summarized in Table 5.9. Although this was
outside of the scope of this research, determining the robustness of the model provided a
better picture of what inputs mattered the most. For example, Cauchy 165 had an initial
accuracy of 90.9% with the original training data. The bootstrapping results for this
combination (Figure 5.22) proved that although the original training data did well at
classifying the testing set, no other group of the same inputs were able to repeat this accuracy.
Cauchy 96 ended this testing with the highest maximum accuracy, but also had the largest
standard deviation, indicating a large a significant range in the data. There was about a 30%
chance that the accuracy would be below 70%. The TPS 172 model had the best
generalization capabilities of all the other models, having the highest mean and best
confidence intervals. These models (with the exception of Cauchy 165) were tested one more
time against all of the 2014 data.

5.5

Performance Against 2014 Data
To test the limits of each model, all training combinations created for the bootstrapping

testing were used to classify all of the 2014 data. This included 12-hour data for 47 sensors,
equating to about 27,000 data points. For this section, due to the large number of good data
points, accuracy was not a good indicator of performance. Instead, minimizing false negatives
in the air and sediment categories was the primary objective. The confusion matrix of the
best performer, per these criteria, is shown for each model.
After completing this process, it became clear that all models struggled to properly
classify data in the later summer months (July, August, September). These three months saw
almost all of the misclassifications for the year. Most of these mistook good reading as
sediment or air readings instead. The addition of extra good data, during these months, to the
models did not improve the performance. Instead it caused the models to become biased
toward the good classification.
The best performer of all the models was the Thin-Plate Spline kernel with a kernel width
of 67 5.30, using input combination 172 when looking all of the false negatives in classes 2
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and 3. There were a total of 142 misclasses out of 1032 instances of bad data that year. This
shows about 86% removal of false negatives for bad classified data verses the 71% removal
of false negatives for the Good classified data.

Fig. 5.26: Confusion matrix of best performer in the Gaussian kernel, Combination 238
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Fig. 5.27: Confusion matrix of best performer in the Gaussian kernel, Combination 114

Fig. 5.28: Confusion matrix of best performer in the Gaussian kernel, Combination 113

Fig. 5.29: Confusion matrix of best performer in the Cauchy kernel, Combination 96
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Fig. 5.30: Confusion matrix of best performer in the Thin-Plate Spline kernel, Combination
172
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CHAPTER 6
Summary, Conclusions, and Recommendations

6.1

Summary and Conclusions
This research sought to find a data assimilation technique capable of determining when

and why in-situ water quality data were incorrect in an area that experiences seasonal and
daily fluctuations in data values. Based on previous research and comparisons to other
techniques, a statistical learning machine modeling approach, the multiclass Relevance
Vector Machine (RVM), was selected for the problem. A small branch of the Blacksmith Fork
River, named Curtis Creek, was chosen to demonstrate the performance of the developed
models. This site collected around four years of continuous water temperature data (with a
few interruptions) from 47 water temperature sensors, of which no quality assurance was
completed to insure only water temperatures were being read. Air temperature data was also
collected during this time via a weather station at the site. For the purposes of this research,
quality control was completed on all of the data by hand in order to compare the results to
the model predictions.
Preliminary testing of the water sensor and air temperature data indicated that the
original time intervals of 10 and 15 minutes, respectively, were too frequent for a learning
machine of the type used in the study to find any pattern. A 12-hour time interval summary
in the form of the maximum value, the minimum value, the mean value, and the standard
deviation created the best environment for the learning machine to formulate a relationship
between values. To simulate a more realistic scenario, small groups of data from six sensors
(two for each class) were selected based on the manual QC classification and grouped into
the training data pool for the machine. From here, 100 points from each category were
randomly selected to serve as the training data for each model. Initially, testing data were
selected during the same time periods as the training data, including a total of four sensors.
This was later extended to all 2014 data for all sensors.
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There were three main attributes of the model that were manipulated: the combination
of inputs, the kernel type, and the kernel width. Eight inputs were possible based on the 12interval summaries for the air temperature sensor and the water temperature sensors,
creating a total of 255 possible combinations. Factorial variable selection (testing all 255
possibilities) was completed on two kernel types and their appropriate range of kernel
widths, while forward variable selection was used on the remaining kernel types. Based on
the classification accuracy of the initial testing data set, the importance of each input was
ranked very similarly regardless of the variable selection type. Because of this, forward
variable selection seems adequate for determining the best input combination for the model.
Confusion matrices for the best performing input/kernel type/width were compared to get
an overview of the model results. Out of all of the kernel types, Cauchy with a kernel width of
40 and inputs of water sensor maximum, water sensor mean, water sensor minimum, water
sensor standard deviation, and air temperature minimum (Cauchy 165), performed best with
an overall accuracy of 90.9% and a total of 93 out of 1020 possible misclassifications. A
deeper look at this confusion matrix revealed good false positive rates and true positive rates
for each class (Good, Air, Sediment) at 0.09 and 0.91, 0.02 and 0.94, and 0.04 and 0.89,
respectively. These values are visually shown via ROC curves.
Bootstrapping revealed that Cauchy 165 was not robust at all (with over 80% of 500
samples tested performing at under 40% accuracy) and therefore not an appropriate model
for this data. The most robust model was the Thin-Plate Spline kernel with a kernel width of
67 and inputs of water sensor maximum, water sensor mean, water sensor minimum, air
temperature minimum, and air temperature standard deviation (TPS 172). This had the
highest mean value (75.3% accuracy) with the lowest standard deviation (excluding Cauchy
165). The Cauchy kernel with a kernel width of 36 and inputs of water sensor maximum,
water sensor mean, water sensor minimum, and air minimum (Cauchy 96) was able to
achieve the highest accuracy of all other models (92.1%).
For the 2014 data classification, overall accuracy was no longer the primary indicator
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of performance due to how much the good values outnumbered the sediment and air values.
Instead, the primary focus was on minimizing the false negatives for the sediment and air
data. This section indicated that the final models were not capable of properly classifying the
data from the hottest months of the year. During July, August and, September, each model
tended to classify good data as sediment data most of the time. It would also sometimes be
classified as air data. This was probably due to the similarities in temperature during this
time between the three classes. The water retains much of the heat during the day, so the
temperature fluctuation generally seen in the good data is muted. This could make it hard for
the model tell the difference between this and the sediment readings from other parts of the
year. The high temperatures also can make the water temperatures similar to air
temperatures, causing confusion between those two classes as well. Even with these
problems, TPS 172 had a false negative rate, between the two bad classes, of about 14% and
a false negative rate of about 29% for the good class.
Overall, the TPS 172 model was able to identify about 86% of all bad data in 2014. It
positively identified 416 out of 433 sediment readings for that year, proving that the machine
can recognize bad data that are not outliers. The model struggled with false negatives in the
good class during the summer months but did well the rest of the year, indicating that having
training data that is only during the first 6 months of a year is adequate for classifying 9
months of data. Although this is not ideal, it still reduces the time that a human must spend
on a manual quality control by reducing 27,000 unclassified data values to about 7500.

6.2

Recommendations
This work focused on using a very small sample of data to correctly identify nonwater

temperature readings for many sensors at once. One of the first additions to the best
performing models could be adding more bad data to the training set during the summer
months. Only adding good data from this time was not helpful to the model, so any additional
data should be balanced between the three classes. Although this is a possible solution, it
seems like splitting up the data might provide better results. For example, developing a
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separate model for the summer months would allow the model to focus on smaller variations
between data. Splitting this multi-class classifier into two binary classifiers might also
provide better overall results and require less computational effort.
This project also looked at data that were already readily available. It would be
interesting to see the results of a model only trained with older data and used to classify
incoming live data. The data would receive a preliminary QC of all data before it was ever
viewed by another human. It would also be interesting to know if adding some of the new
data to the training group and then re-training would increase the overall accuracy of the
model and if there is a maximum threshold.
Lastly, it is still unclear why the RVM selected certain inputs over others (namely, why
did the sensor standard deviation do so poorly as an input). More research into
understanding this reasoning would be helpful.
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