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Resumo 
Counter-Strike:Global Offensive é um dos jogos mais jogados no mundo, é um 
jogo de tiro em primeira pessoa, um estilo de jogo que demanda muita habilidade do 
jogador, muitas vezes até mais precisão do que estratégia é necessária para conseguir 
vencer. Essa vontade de vencer acaba fazendo com que os jogadores venham a utilizar 
métodos ilegais para ter vantagem sobre seus adversários, essas informações ilegais 
são obtidas em uma fraqueza do jogo, a falta de segurança na informação que é 
enviada do servidor principal do jogo para o jogador. 
Pensando em garantir uma maior segurança para o jogo, este trabalho visa criar 
um protocolo de criptografia baseado em localização que impede o fácil acesso as 
informações que os programas ilegais obtém para ter vantagem. Este protocolo será 
integrado aos protocolos atuais de segurança do jogo, que funciona de forma reativa na 
prevenção. 
 
Palavras chave: Counter-Strike: Global Offensive, segurança, protocolo, criptografia. 
 
 
Abstract 
  Counter-Strike: Global Offensive is one of the most played games in the world, it 
is a first person shooting game(FPS), a game style which demands lots of skill from the 
player, many times a way more precision than strategy is required to win. This will of 
winning sometimes leads players to use illegal methods to gain vantage over the 
adversary, this information relies on a lack of security on the communication between 
the game server and the client game.  
  Thinking on granting a better security to the game, this paper aims to create a 
cryptography protocol based on location that prevents the easy access to the 
information that these programs use. This protocol will the integrated to the current 
game security protocols, which works in a reactive way. 
 
Keywords: Counter-Strike: Global Offensive, security, protocol, encryption. 
  
 
 
1 Introdução 
Os algoritmos de criptografia são conhecidos há muitos séculos, muitas pessoas 
tentavam criar meios de passar mensagens para outras sem que ninguém que 
capturasse a mensagem fosse capaz de entender o que ela continha. Os métodos 
antigos trocavam palavras de ordem, letras ou até mesmo criavam símbolos que 
substituíam palavras inteiras[20]. O grande problema é que esses métodos eram 
facilmente quebrados então foi necessário aumentar a segurança de tais métodos. É 
sabido que durante as 1ª e 2ª guerra mundiais todos os países participantes faziam o 
uso de criptografia em suas mensagens, mas mesmo assim quando descobertas as 
chaves de acesso, as mensagens eram decodificadas pelos interceptadores. 
Durante os anos a criptografia evoluiu muito, passando de troca de letras até 
mesmo a mais nova criação da Google [19], onde duas inteligências artificiais criaram 
um método de criptografia que não é compreensível por humanos até então, mas todos 
esses métodos dependem de chaves para criptografar e desfazer o processo, logo 
alguns pesquisadores tiveram a ideia de aprimorar a segurança de tais chaves criando 
uma dificuldade extra para burlar o uso das mesmas adicionando conceitos físicos ao 
seu processo de criação. 
Os jogos online utilizam os mais diversos protocolos de segurança em suas 
autenticações, mas muitos chegam em um limite que é a capacidade de 
processamento dos dispositivos que executam tais jogos, tornando assim mais difícil a 
aplicabilidade de criptografia em todas as informações que são trocadas entre o cliente 
do jogo e o servidor principal. Muitos jogos têm criptografias apenas no login do usuário 
e fazem o uso de hashing no resto das informações[17].  
 
 
O Counter-Strike: Global Offesinve é um jogo online estilo First Person Shooter, 
ou como é mais conhecido na Internet : CS:GO. Neste jogo desenvolvido pela Valve e 
distribuído pela Steam o protocolo de segurança no login é o AES, mas as trocas de 
informação entre o cliente do jogador e o servidor principal não tem segurança alguma. 
O servidor envia informações sobre a posição dos outros jogadores em coordenadas X, 
Y e Z, além dos tiros disparados e granadas lançadas. Todos os cálculos em relação ao 
acerto do tiro são feitos pelo cliente e apenas repassados para o servidor principal do 
jogo para verificar se os mesmos estão corretos, o que pode ser facilmente identificado 
e burlado por jogadores mal-intencionados. A cada atualização do jogo são banidos em 
média 30 mil jogadores, que ocorrem a cada 2 semanas[21]. CS:GO atualmente bateu 
o record de jogo mais jogado no mundo, com mais de 24,9 milhões de cópias vendidas 
[35]. 
 Os jogadores banidos fazem o uso de programas ilegais que alteram o jogo de 
várias formas, como saber a posição dos inimigos no mapa e faze-los brilhar através 
das paredes, esse método é conhecido como Wall Hacking. Até mesmo jogadores 
profissionais já foram envolvidos em grandes escândalos em torneios mundiais[22]. 
 A aplicabilidade de uma criptografia qualquer pode trazer vantagens ao jogo para 
ocultar a informação, mas a aplicação de um protocolo de criptografia baseado na 
localização do jogador pode trazer uma segurança muito maior e mais efetiva. A 
aplicação desse protocolo baseia-se na posição do jogador, tempo do Round e 
velocidade de deslocamento. 
 
 
1.1 Objetivo Geral 
O objetivo geral deste trabalho consiste no estudo das aplicações de um 
protocolo de criptografia baseado em geolocalização para o jogo Counter Strike:Global 
Offensive como medida de segurança contra Wallhacking e posteriormente a aplicação 
e integração da solução em um servidor oficial da comunidade do jogo. 
1.2 Objetivos específicos  
Os objetivos específicos deste trabalho são: 
● Fundamentação teórica de conceitos a serem utilizados no escopo deste 
trabalho, tais como: protocolos de autenticação, criptografia, geolocalização, protocolos 
de segurança, captura de dados na memória similar aos Cheats atualmente utilizados; 
● Estudo das ferramentas e dos métodos utilizados pelos programas ilegais para 
obter informações no jogo; 
● Definição de estratégias, tecnologias e meios para abordagem da 
implementação da integração entre o protocolo e o jogo foco desse trabalho; 
● Implementação da integração do protocolo e o VAC em servidores oficiais da 
comunidade do jogo; 
● Testes de homologação do funcionamento efetivo do protocolo; 
● Documentação dos processos utilizados e do protocolo.  
 
 
2. Fundamentação Teórica 
 
Este capítulo é dedicado à apresentação de alguns temas relevantes ao 
desenvolvimento do trabalho, introduzindo conceitos importantes. 
2.1 Cenário do protocolo 
De maneira geral os protocolos de criptografia podem ser divididos em duas 
categorias, se desconsideradas as exceções, e essas categorias são: algoritmos 
simétricos e algoritmos assimétricos. Os algoritmos simétricos utilizam a mesma chave 
de acesso para criptografar e descriptografar um texto plano, eles são os mais comuns 
e uma das principais características é a velocidade de acesso de remoção do bloqueio, 
bons exemplos de uso são o DES e DES Triplo e AES. Manter a chave de acesso 
privada é essencial para manter a segurança, mas aí é que se encontra o maior 
problema de todos: como manter a chave segura e compartilhar a mesma de uma forma 
que não seja capturada por usuários mal-intencionados. As mais diversas técnicas 
foram desenvolvidas e testadas para se chegar a esse resultado ideal, mas esse ponto 
será discutido na seção de desenvolvimento deste trabalho. 
Os algoritmos de criptografia assimétricas são muito novos se comparados com 
os já existentes e que estão no mercado de segurança desde 1976. Também conhecido 
como algoritmos de Chave Pública, esses algoritmos têm chaves diferentes para 
realizarem o processo de criptografia e a descriptografia, como mostra a figura 1. 
 
 
 
Figura 1: Confidencialidade de dados, Microsoft MSDN 
Como facilmente observado, as chaves são diferentes e a chave para 
criptografar, que gera o texto cifrado, é diferente da chave que descriptografa, elas não 
podem ser substituídas entre si. 
A princípio, para converter o texto plano, o protocolo deve gerar um par de 
chaves, que serão chamadas de Chave C e Chave D, que são as chaves para 
criptografar e descriptografar, consequentemente. Após a geração dessas chaves, a 
chave C é enviada para o usuário através de qualquer canal de comunicação, mesmo 
que inseguro. Com essa ação o usuário ou qualquer outra pessoa será capaz de 
criptografar um texto plano que será transmitido para um recipiente que usará a chave 
D, a chave privada, para remover a criptografia.  
O protocolo RSA, criado por Rivest, Shamir e Adleman, que é certamente o 
protocolo assimétrico mais atualizado com os padrões de segurança nos dias atuais, 
tem a sua segurança baseada na dificuldade de fatoração de números primos. O 
 
 
grande problema desse algoritmo é a sua velocidade de processamento, que pode ser 
até 1000 vezes mais lento se comparado com algoritmos simétricos, sem contar o seu 
tamanho que é K+b(M). A figura 2 a seguir compara o desempenho dos algoritmos mais 
conhecidos. 
 
Figura 2: Desempenho de algoritmos de criptografia 
Todo esse tempo gasto para a verificação e geração das chaves trouxe um novo 
conceito a tona, o de algoritmos híbridos, que nesse a chave privada passa a ter um 
novo conceito e ser chamada de chave da sessão, que é feita pelo gerador e enviada 
para o recipiente usando um algoritmo assimétrico. Essa chave de sessão é usada por 
ambas as partes para se comunicar, assim atingindo um desempenho vantajoso para o 
usuário, através de um algoritmo simétrico. 
Esse método de combinar algoritmos tem uma grande usabilidade, aliando 
segurança e desempenho, Essa combinação é muito usada na Internet, por exemplo, 
no protocolo TLS/SSL. 
 
 
 
 
2.2 Introdução à criptografia baseada na localização 
A criptografia baseada na localização utiliza conceitos de informação de 
navegação no espaço e tempo para aprimorar o método sistemático de criptografia 
tradicional. A informação é usada para gerar uma chave de segurança adicional 
conhecida como “GeoLock”, que na prática significa que é necessária para acessar os 
dados criptografados ou até mesmo aplicações. O conceito original foi proposto 
inicialmente por Logan Scott e Dorothy Denning [1]. 
2.2.1 Usos gerais do protocolo 
Os métodos tradicionais de criptografia são usados para assegurar que somente 
pessoas autorizadas possam ter acesso ao conteúdo que foi previamente criptografado. 
Entretanto ainda seria útil ter uma camada extra de segurança que é capaz de 
assegurar que o conteúdo possa ser acessado somente em um lugar específico e em 
um horário exato. O conceito de criptografia baseada na localização, ou Geoencryption 
[1], está sendo desenvolvida com o tal propósito de inseir conceitos físicos na geração 
das chaves. A aplicação do protocolo tem potenciais muito benéficos para aplicações 
tais quais a gerência de distribuição digital de filmes [9] para as salas de cinema que 
receberem as cópias com tal criptografia, assim evitando que a cópia caia em mãos de 
terceiros que não deveriam ter acesso a mesma. Para a implementação do 
Geoencryption, a princípio, um dispositivo que esteja querendo remover a criptografia 
de um dado deve ser capaz de integrar um sensor de localização com algoritmos de 
criptografia. Diferentes radio frequências foram estudadas e comparadas por Scott e 
Denning. O sistema de navegação Loran foi adotado a fim de explicar melhor o 
 
 
funcionamento da localização por GPS, visto que é o mais utilizado e um dos mais 
confiáveis. 
Loran [7] é um sistema de navegação de longa frequência e muito utilizado, é 
uma hiperbólica de navegação, criada na 2a guerra mundial e que tem capacidade de 
navegação de até 2,400Km, com precisão na casa de dezenas de quilômetros. Loran é 
dividido em 3 categorias, Loran A, Loran B, Loran C e Loran SS, nesse caso de estudo 
será adotado para explicar como, inicialmente, funciona um protocolo baseado na 
localização. Um problema prático para a implementação desse dispositivo é a 
capacidade de ser resistente a usos não autorizados e a interferências indevidas. Essas 
interferências indevidas podem ser entendidas como ataques físicos ao hardware ou até 
mesmo Spoofing. Se o dispositivo for vulnerável a ataques, pode ser que um invasor 
possa modificar e driblar a etapa de verificação de localização[2]. Para se proteger de 
tais técnicas de ataque esse trabalho usará o protocolo TESLA (Timed Efficient Stream 
Losstolerant Authentication do inglês) como segurança efetiva contra esses ataques. 
 TESLA é um protocolo de comunicação muito eficiente por haver baixo 
overhead, escalável para um grande número de receptores em uma rede de broadcast 
e tolera facilmente a perda de pacotes. TESLA é inteiramente baseado na perda de 
sincronização entre o receptor e o emissor e apesar de ser um protocolo de criptografia 
síncrono ele consegue ter propriedades assimétricas com alguns clocks levemente 
sincronizados. Em redes broadcast um usuário mal-intencionado pode facilmente injetar 
pacotes na rede e passar-se pelo emissor de pacotes dessa comunicação. Tal protocolo 
tem a capacidade de garantir a autenticidade da emissão do pacote, é adaptável para 
um grande número de receptores e como já citado, baixo overhead de comunicação, 
 
 
além de baixo overhead também para geração e verificação de informações de 
autenticação. 
2.3 Algoritmo Geoencryption 
Muito novos no mercado, os protocolos de criptografia baseados em localização 
são de uma forma geral divididos em duas categorias dentro de seus processos, a 
parte simétrica [10] e a parte assimétrica. Referindo-se a figura 3, algoritmos simétricos 
usam a mesma chave para criptografar um texto plano e descriptografar o mesmo. 
Esse algoritmo é muito usado para fins específicos dada a sua velocidade para 
executar as etapas citadas, eles usam as criptografias mais diferenciadas possíveis, 
também pela sua facilidade de uso, como: AES [11], Triple DES, Serpent e Twofish. 
Manter a chave privada, nesses casos é uma das questões mais debatidas e como 
compartilhar as mesmas para que se faça um uso seguro. As mais diversas técnicas 
foram testadas e aprovadas por muitos artigos, alguns serão discutidos nesse trabalho. 
 
Figura 3:Exemplo de funcionamento de algoritmo simétrico 
Algoritmos assimétricos são relativamente novos se comparados com os 
simétricos, visto que seu conceito veio a ser discutido e aplicado no começo de 1980. 
 
 
Também conhecido como algoritmo de chaves públicas, esses algoritmos têm chaves 
separadas e diferentes para criptografar e descriptografar um texto como mostra a 
figura 4.  
 
Figura 4:Exemplo de funcionamento de algoritmo assimétrico 
Como observado na figura 4, a chave gerada no processo de criptografia 
(chamada de Chave C) pode ser usada única e exclusivamente para criptografar, não 
para descriptografar. Uma outra chave é criada para o processo de tirar a criptografia 
(chamada de chave D). Durante o processo de criptografia, de forma segura, são 
geradas ambas as chaves (chave C e chave D), após isso a chave E, a chave pública, 
é enviada para o usuário por um canal de comunicação inseguro. 
Com esse método o usuário que criptografou o texto pode repassar a chave D 
para o destinatário interessado em remover a criptografia, ou qualquer outra 
pessoa/meio. 
 
 
O protocolo de criptografia chamado RSA [12] é um dos algoritmos assimétricos 
mais populares em uso hoje em dia. Sua capacidade de segurança é baseada na 
fatoração de grandes números primos e a grande dificuldade de fazer os seus cálculos, 
porém, a sua maior desvantagem certamente é o tempo que é necessário que o tipo de 
protocolo tem, eles são até 2000 vezes mais lentos quando comparados com os 
protocolos simétricos. Para tanto um novo conceito foi introduzido na computação, o de 
algoritmos híbridos. 
Os algoritmos híbridos, como o OpenPGP (o mais comum, aliado ao formato de 
arquivo PKCS), tem uma chave randômica, também chamada de chave de sessão, que 
é gerada e enviada para o usuário através de um algoritmo assimétrico[8]. A chave de 
sessão então é usada por ambos os lados para manter uma comunicação segura com 
uma criptografia simétrica. Muito usados hoje em dia, os protocolos híbridos têm um 
nicho bem definido na internet e são capazes de prover uma segurança notável. Na 
internet esses são usados nos navegadores e são chamados na camada de SSL 
(Secure socket layer), além da segurança de e-mails, que já foi citada. 
O algoritmo de criptografia baseado na localização, GeoEncryption, é capaz de 
adicionar a localização e tempo ao texto cifrado, gerando uma chave específica, que 
dispositivos móveis serão capazes de remover a criptografia estando se e somente se 
em uma determinada região e em um horário especifico. Mas esse método, em teoria, 
traria algumas inseguranças para o seu usuário, assim como o arquivo criptografado 
revelando a localização física do dispositivo sendo utilizado para remover a criptografia. 
O uso de spoofing [4] para burlar a segurança do método ou se o dispositivo que 
está sendo usado para remover a criptografia é vulnerável a adulterações, um outro 
 
 
usuário mal-intencionado será capaz de burlar completamente a segurança e passar 
facilmente pelo teste de horário e localização. O dispositivo seria capaz de 
descriptografar todos os dados sem passar pelos testes de localização e tempo, ou 
inventar dados até que fossem condizentes com o que é esperado. Tomando como 
exemplo que a longitude e latitude são codificadas em um par com 1 centímetro de 
precisão, então o hacker é capaz de determinar a localização do dispositivo, como 
mostra a figura 5. 
 
Figura 5: Exemplo de geração de chaves PVT-GeoLock 
Ele é capaz de reduzir a estimativa de localização para até 1km, porque há 
apenas 100,000 possíveis valores para cada latitude e longitude, dando uma 
quantidade de 10 bilhões de possíveis pares, que geram uma chave. Testar cada uma 
dessas chaves é fácil com um ataque de força bruta. Utilizar um método de ofuscação 
poderia deixar a chave um pouco mais segura, mas de qualquer modo, esse método 
 
 
teria que ser mantido em segredo para manter-se seguro e impedir a ação de um mal-
intencionado [10]. De forma geral isso não é muito recomendado, visto que uma vez 
que o método de ofuscação é reconhecido pelo hacker, toda a criptografia se torna 
inútil, seria como um castelo de areia caindo por dentro, o lado de fora se mostra forte, 
devido a criptografia, mas quando a localização é facilmente quebrada com o 
descobrimento da obfuscação, um ataque de força bruta[23] faz tudo desmoronar. 
Um conhecimento geral sobre algoritmos de criptografia é que a segurança do 
sistema de proteção não deve depender da ocultação do algoritmo, somente das 
chaves que o mesmo produz [1]. Isso não significa de forma alguma que o protocolo 
tem que ser público e mostrado facilmente para as pessoas que o utilizam, mas devem 
ser fortes o suficiente para se proteger de qualquer forma de ataque [15]. 
A segurança ideal então é alcançada pela codificação das chaves, fazendo com 
que os métodos mais eficientes de ataques contra o algoritmo venham a requerer uma 
busca exaustiva da chave, que se forem longas o suficiente, tornam a busca inviável.  
O GeoCodex no algoritmo GeoEncryption consegue tratar bem esses problemas 
garantindo a segurança do algoritmo e dos protocolos. Dessa forma esse protocolo 
altera o conceito de protocolo de segurança hibrido incluindo o GeoLock como variável. 
Tomando como partida o lado que criptografa a informação, o GeoLock é computado 
baseado na intenção de posição, velocidade e tempo onde quem receberá a chave 
pública está, o chamado PVT(Position, Velocity e Time). O GeoLock é baseado em 
XOR (ou exclusivo) com a chave da sessão (chamada Chave S) para formar então uma 
chave de GeoLock exclusiva. O resultado então é criptografado usando um algoritmo 
assimétrico e enviado para o usuário, similar ao algoritmo hibrido[14]. Agora 
 
 
considerando o lado do usuário que vai remover a criptografia, o GeoLock é calculado 
usando um sistema de GPS a prova de falsificação de localização para o PVT. Se os 
valores no PVT estiverem corretos, então se o resultado do GeoLock estiver correto no 
momento calculado ele irá fazer uma comparação XOR com a chave de sessão de 
criptografia GeoLock para chegar a chave correta (Chave S).  
A função de PVT passando para o GeoLock supera o problema de falsificação de 
localização. A figura 6 mostra como o tempo, longitude e latitude compõe as entradas 
do PVT. 
 
Figura 6:Grade de dados PVT 
Assim como visto na figura 6, uma grade simples com as informações do PVT foi 
criada, cada uma com um valor de GeoLock associado. O tamanho de margem, 
também chamado por alguns autores de espaçamento, entre a grade deve levar em 
 
 
consideração a precisão do GPS do dispositivo que está efetuando a remoção da 
criptografia, do contrário valores da sessão serão criados de forma errada; de outra 
forma se o dispositivo estiver utilizando um receptor estilo RTK(um tipo de receptor 
militar), que é capaz de ter uma precisão abaixo de uma dezena de centímetros, adotar 
um espaçamento de 10 metros na grade é uma previsão bem conservativa, como 
afirma Logan Scott [1]. A margem de erro do espaçamento vertical também tem que ser 
considerada, levando em conta que o mapeamento atual não é muito confiável em 
alguns locais do globo devido a posição dos satélites que provém cálculos geométricos. 
A figura 7 mostra a quantidade de pontos possíveis no planeta terrestre tomando o 
espaçamento, ignorando a altitude, tempo e velocidade do usuário, como é no 
algoritmo hibrido. 
 
Figura 7: Número de locais distintos no mundo por espaçamento da grade 
Alguns autores, como Denning, visam uma segurança maior para o PVT. 
Utilizando GeoLock, essa maior segurança é alcançada pela inclusão de mais 
 
 
variáveis, podendo chegar a oito, sendo elas a posição, considerando a posição em 
horizontal, vertical e altitude; velocidade em horizontal, vertical e altitude; tempo e 
sistema de coordenadas. As entradas de velocidade requerem uma velocidade mínima 
para garantir que o dispositivo está em movimento. A inclusão de um sistema de 
coordenadas nos parâmetros do PVT oferece o atendimento de referenciais não 
estacionários, essa habilidade oferece a capacidade de, por exemplo, fazer a 
comunicação com satélites. 
A grade poderia ser facilmente baseada em sistemas de referência militares ou 
também no Universal Transverse Mercator. Esse protocolo é tão flexível que é capaz 
de adotar até mesmo formas irregulares como base para gerar um GeoLock [1] e 
descriptografar a informação, que no caso deste trabalho pode ser algum mapa do 
Counter-Strike. De forma complementar, e já citada, pode-se incorporar uma função de 
hashing para esconder as informações que compõem GeoLock para obter o PVT. De 
qualquer forma, o algoritmo pode se tornar muito lento e difícil e não aplicável para o 
propósito deste trabalho. 
Uma dificuldade da aplicação desse algoritmo nos dispositivos atuais é que a 
maior parte dos receptores é usado por usuários comuns e seus dispositivos são 
facilmente aplicáveis a métodos de burlar a localização do GPS, como o spoofing, 
insegurança que acarreta em um travamento do avanço da utilização por usuários 
comuns [24]. 
 
 
2.4 Métodos atuais de segurança adotados por jogos 
A segurança dos jogos online é muito discutida ultimamente, especialmente 
porque as plataformas que oferecem esses jogos muitas vezes salvam os dados 
pessoais do usuário, como cartão de crédito, para compras futuras. Um dos maiores 
problemas está relacionado ao próprio usuários, pois eles normalmente, utilizam a 
mesma senha para qualquer coisa online que venham a ter que fazer login, desde um 
jogo online, Facebook, conta do banco até senhas de e-mail [17]. Mesmo que o usuário 
possa ser responsabilizado por ter maus hábitos na internet, o jogo, em questão, é que 
irá ser visto como inseguro. A função de manter um nível de segurança então recai 
sobre o programador. 
2.4.1 Jogos na Web 
Como opção mais popular, especialmente para jogos web, mas que também 
serve para jogos online tradicionais, é comum a utilização de serviços de autenticação 
providos por terceiros. O facebook e o Google tem provido esse serviço para muitos 
desses jogos, através de APIs padronizadas que estão disponíveis junto com uma 
documentação bem explicativa. Normalmente eles requerem que o jogo abra uma nova 
janela que os envia para a plataforma de autenticação, para trabalhar com o OAuth 2 
que é o padrão utilizado por ambos [25]. 
Estes serviços gerenciam todos os detalhes de criptografia necessários para o 
login, armazenam seguramente as credenciais do usuário e validam posteriormente o 
novo logon deste mesmo usuário[18]. O servidor do jogo precisa apenas implementar o 
recebimento do cookie e perguntar para o autenticador se ele é valido ou não, o que 
 
 
pode ser feito através de um HTTP, normalmente, assim como é feito na maior parte 
dos casos já que os dados são criptografados. 
Para a maior parte dos jogos que não são web o processo de login pode ser feito 
pela agregação de um navegador no próprio jogo, bons exemplos que são usados no 
mercado são Awesomium, Chromium Embedded Framework ou até mesmo um webkit 
da plataforma em que o jogo é desenvolvido. 
2.4.2 Autenticação via HTTPS 
Ter um serviço HTTPS para login nos jogos mais atuais é uma prática muito 
comum. Muitos jogos têm utilizado protocolos personalizados para garantir a segurança 
do login, mas enfrentam falhas para atualizar e criar contas, dessa forma mostrando 
que o protocolo é incompleto e justificando o uso de serviços HTTPS, ou até mesmo, 
como em alguns casos, deixando o jogo totalmente inseguro. Não se faz necessário o 
uso de certificados SSL personalizados, uma vez que existem provedores que 
oferecem subdomínios, que por sua vez estão protegidos por seus próprios certificados 
SSL e tendo serviços registrados. 
A ideia principal é que o usuário faça o login em seu jogo e crie uma sessão 
única através de um cookie, que vai ser usada pelo mesmo dentro dos servidores 
principais do jogo e que contém informações sensíveis. Em um intervalo de tempo o 
servidor do jogo pergunta ao sistema de login se o cookie ainda continua válido para o 
usuário requisitado, normalmente esse intervalo fica entre 15 e 30 segundos, e após 
ser invalidado uma única vez ele é descartado, fazendo que o usuário tenha que fazer o 
login novamente. 
 
 
Na maior parte dos casos o protocolo HTTPS é recomendado como opção se o 
plano do desenvolvedor for de envolver cobranças pelo aplicativo partindo do próprio 
cliente, mas muitos ainda preferem utilizar a segurança, já citada, de terceiros. O 
problema em ter o próprio protocolo de armazenamento é a segurança exigida pela 
PCI, as regras para armazenamento de senha e número de cartão de crédito são 
várias, mas de qualquer forma continuam sendo inadequadas, sem contar que com o 
aplicativo de terceiros a monitoria de tráfego é facilitada[3]. 
A maior vantagem de separar o serviço de login do servidor principal do jogo é a 
possibilidade de ter funcionalidades externas e não se manter preso somente ao jogo, 
uma independência que pode ser utilizada para login em fóruns do jogo, por exemplo, 
essa independência já é utilizada pela Steam, aonde o usuário possui um login único 
para todos os jogos que são lançados pela plataforma, além de ser conectada com o 
facebook também. O maior exemplo da utilização de HTTPS é o jogo Minecraft, utiliza 
um protocolo personalizado criado pela MoJang Games e que mostra significativo nível 
de segurança. 
2.4.3 Autenticação através de terceiros no cliente do jogo 
É possível a autenticação de usuários direto em jogos com clientes nativos 
através do Facebook ou Google. O Facebook, por exemplo, tem um SDK nativo para 
iOS e Android, assim como o Google. Alguns outros servidores de autenticação 
também oferecem seus próprios SDKs, mas sem o mesmo nível de confiança que o 
OAuth 2.0 oferece. 
 
 
Entretanto, existem os programadores que optam por não usar os SDKs 
distribuídos no mercado e usam navegadores embutidos no jogo, porém muitos 
usuários podem não gostar dessa opção e não aderir ao jogo por desconfiarem da falta 
de segurança. Existe também a opção de ser utilizado um navegador externo, alguns 
métodos requerem uma integração um pouco maior com o sistema operacional, porém 
consomem mais memória pela necessidade de manter o navegador aberto durante o 
jogo para continuar com a sessão criada. 
Há também mais uma opção que é a transferência de login do usuário através do 
navegador principal do jogo, o mesmo que contém o site e não o servidor do jogo. O 
usuário se conecta ao servidor principal do jogo como um usuário anônimo e recebe um 
token exclusivo de sessão. O servidor do jogo, nesse método, não dá muita liberdade 
ao jogador para fazer muitas ações por não saber quem é o dono do token , assim o 
jogador não é capaz de conversar ou criar lobbies(salas de espera) de partidas. O 
usuário então abre um navegador externo até o caminho de domínio do site do seu 
jogo, passando a o token da sessão através de parâmetros na URL. O site então faz o 
handshake(acordo com o servidor no primeiro pacote enviado) com o serviço de 
autenticação de terceiros, como, por exemplo, os já citados que utilizam o OAuth 2.0. 
Nesse ponto o webserver então sabe que o usuário está autenticado com a sua 
conta e pode ser associado ao token da sessão que recebeu do usuário anônimo. Essa 
verificação pode então se comunicar com o servidor do jogo, tirando, por fim, o usuário 
do anonimato da identificação exclusiva pelo token. Este método pode ser feito com 
uma comunicação direta entre o servidor do jogo, se possível, ou o servidor do jogo 
pode periodicamente requisitar a lista de autenticações pendentes de usuários 
 
 
anônimos, ou até mesmo o cliente do usuário pode enviar um sinal para verificar o 
status do servidor web. 
Todos os métodos citados requerem a capacidade de comunicação do servidor 
do jogo com o servidor web, que é o básico esperado pelas APIs de terceiros para fazer 
pagamentos dentro do jogo. Os servidores de pagamento mais comuns são PayPal, 
Amazon Payments, Google Wallet e Mercado Pago. Esse método de autenticação é 
muito utilizado em jogos de pequena a média escala de estilo MMO. 
2.4.4 Conexão direta por TLS 
Este é, possivelmente, um dos métodos mais fáceis justamente pela simplicidade 
de estabelecer uma sessão TLS [27] através de um protocolo personalizado. Muitas 
bibliotecas e componentes disponíveis na internet como OpenSSL, GnuTLS e NSS, 
além de outros específicos para cada sistema operacional provém uma API que cobre 
toda a comunicação nos níveis mais baixos no protocolo de comunicação. 
Normalmente o programador se preocupa apenas com o envio de poucos dados para a 
camada de segurança da API e a mesma se encarrega de fazer o handshake e a 
criptografia dos dados 
Uma pequena dificuldade que esse método apresenta é a garantia que os 
computadores que estão se comunicando tenham certeza que o TLS é realmente 
seguro. As bibliotecas mais comuns vão requerer um certificado assinado válido de 
uma entidade confiável, mas outras bibliotecas não se preocupam com a validade 
desse certificado, há outras que nem se preocupam com a existência do mesmo.  
 
 
A validade do certificado garante que os peers estejam seguros entre si e que os 
dados estão protegidos. Aceitar protocolos inválidos ainda oferecerá alguma 
segurança, mas ataques conhecidos, como man-in-the-middle podem ser facilmente 
executados, assim comprometendo todo o objetivo da criação de um protocolo de 
segurança. 
Esta alternativa de segurança garante uma menor dependência de fatores 
externos enquanto oferece uma segurança em ótimo nível, os maiores usuários desse 
tipo de tecnologia são os jogos estilos MMO mais antigos, como World of Warcraft e 
Priston Tale. 
2.4.5 Protocolos personalizados 
Jogos que não utilizam serviços de terceiros ou conexão por TLS normalmente 
tem implementado alguma variação de protocolo de login que interage diretamente com 
o protocolo principal do jogo. Nesse método o servidor de login gera um número 
aleatório e único (conhecido como Nonce) e o envia para o cliente. O cliente então 
aplica um hash [28] sobre esse número com a senha do usuário (muitas vezes algum 
outro dado também) e envia como resposta para o servidor do jogo. O servidor então 
compara o número com hash com as credenciais que ele tem armazenada. Essa 
maneira é capaz de garantir que a senha do usuário fique segura no servidor se 
comparada com outros métodos de hashing. 
O problema desse método é que o usuário não tem como enviar uma nova senha 
para o servidor através desse mesmo protocolo. Uma implementação típica desse 
 
 
método guarda a senha do usuário em texto plano, uma prática nada aconselhada, 
levando em conta que muitos usuários usam as mesmas senhas para vários serviços. 
Há alguns avanços das versões básicas desse esquema. A mais básica, que não 
é a mais segura, é a do servidor enviar a senha com hash junto com o valor do nonce 
durante o login. Dessa maneira há uma garantia que a senha será guardada já com 
hash aplicado enquanto permite que o usuário gere o mesmo hash para o seu login. 
Porém esse método permite que um hacker possa decodificar um hash específico de 
um certo usuário, mas não se torna tão perigoso se ele não tiver acesso ao hash 
original da senha também. Durante a criação ou atualização da senha o usuário envia a 
senha, já com hash aplicado, mas hacker pode se utilizar de sniffing. Se o hashing 
utilizado for forte o suficiente (pelos menos SHA-2/512) então um ataque via força bruta 
não é viável, entretanto o hacker ainda pode, facilmente, atacar senhas mais fracas que 
não fazem o uso de boas práticas de criação de senhas, que são o uso de mais de 8 
caracteres, inserção de símbolos e números, além de letras maiúsculas. Esse ataque 
pode ser feito através da comparação com um dicionário de senhas óbvias ou 
conhecidas. O fato do hacker conseguir pegar o hash e quebra-lo com força bruta 
justifica a segurança total dos canais de comunicação, assim como a sua criptografia. 
Há um grande número de bibliotecas de rede para jogos que implementa esses 
métodos, o maior exemplo é a SmartFox que foi muito utilizada pela XBL e Steam até 
ser substituída por tecnologias mais avançadas. 
 
 
 
2.4.6 Hashing básico 
Vários jogos, infelizmente, enviavam os dados de usuário e senha em texto plano 
para seus servidores. Com um hash simples os dados são vagamente protegidos 
(Krawczyk, 1997). Esse método não é nem um pouco recomendável por apresentar 
vulnerabilidades elevadas, mas no início dos anos 90 esse método ficou muito popular, 
principalmente nos jogos estilo Flash, que são jogos antigos e não mais suportados 
pelos navegadores atuais. 
2.4.7 Sem autenticação 
Muitos jogos não fazem autenticação do usuário. O jogador se conecta, envia 
seus dados de identificação únicos e a sessão é iniciada. Atualmente não existem 
servidores globais que tentem validar se um humano real tem um nome fictício. O 
servidor local apenas garante que o jogador é único e possui uma sessão que é 
exclusiva. Servidores locais normalmente fazem o uso de black-listing através do IP e 
nome de usuário para o bloqueio de jogadores indesejados. Os jogos que utilizam isso 
são os pequenos jogos de FPS que tem se tornado mais populares hoje em dia. 
Como solução para jogos que não querem ter contas permanentes, essa é a 
solução mais fácil de todas e oferecem um nível de “segurança considerável” 
considerando que não há nada para ser roubado, nenhuma informação que seja 
sensível. 
 
 
 
 
2.5 O que é o CS:GO 
 Counter Strike: Global Offensive [16] [21] é um jogo de tiro em primeira 
pessoa(FPS) desenvolvido pela Hidden Path Entertaiment e pela Vale Corporation, 
baseado no motor gráfico do Half-Life. É o jogo mais atual da franquia, que alcança a 
sua quinta edição. O jogo está disponível nas plataformas Microsoft Windows, Linux, 
OS X, Xbox 360 e Playstation 3. 
 Como outros jogos do mesmo estilo, o jogo é dividido em dois times. No seu 
modo mais clássico, conhecido como PTB (Plant the Bomb), o time de terroristas tem o 
objetivo de instalar uma bomba em um dos dois locais específicos nos mais variados 
mapas disponíveis enquanto tentam eliminar o time inimigo, os contra terroristas. Os 
jogadores compram armas no início de cada round da partida com o dinheiro ganho 
baseado no desempenho do último round. 
 Os jogadores, no modo clássico, dispõem de várias armas que vão de pistolas 
até rifles de precisão, também estão disponíveis granadas de fumaças, incendiárias e 
de luz. 
 No modo clássico cada time tem 5 pessoas, os armamentos são similares, a 
diferença encontra-se nos itens que são objetivos base do jogo. Os terroristas têm uma 
única bomba em seu time que é instalada em um local específico do mapa, conhecido 
como Bomb Site. Cada mapa tem dois Bomb Sites que são defendidos pelos contra 
terroristas. O time dos contra terroristas contam com um kit para desarmar essa bomba. 
A bomba pode ser desarmada sem esse kit, mas ao invés de demorar 5 segundos 
passa a demorar 10. O round pode ser vencido de duas formas pelos terroristas, a 
 
 
primeira é instalando a bomba e garantindo que ela não seja desarmada até o seu 
tempo de detonação, que é 40 segundos; a segunda maneira é eliminando 
completamente a equipe inimiga. Já os contra terroristas têm dois meios de eliminar a 
equipe dos terroristas, que são eliminando a equipe terrorista completamente ou 
desarmando a bomba. 
 A granada de luz, que está disponível para ambos os times, quando é jogada e 
entra no campo de visão de um jogador deixa-o cego por alguns segundos, 
dependendo de quanto tempo ele olhou para ela em seu percurso, mas no máximo 5 
segundos. 
 A granada de fumaça quando utilizada garante que nada seja visível através 
dela e muitas vezes é utilizada para cobrir espaços que seriam perigosos de passar 
sem receber cobertura do seu time. 
 A granada incendiária, quando jogada, cria labaredas por onde ela se espalha e 
dá muito dano ao jogador que estiver no meio do fogo. 
 
 
 
 
Figura 8: Menu de compra de armas do CS:GO 
 Cada arma do jogo tem uma característica específica, que é a quantidade de 
munições, poder de penetração, alcance dos tiros, taxa de disparo, precisão e 
velocidade de movimentação. 
 O jogador pode comprar um colete e/ou um capacete como meio de garantir 
maior proteção para os tiros que recebe durante a partida. Um tiro na cabeça, 
dependendo do poder de penetração da arma que efetua o disparo, pode matar o 
adversário, assim como uma facada pelas costas também faz. 
2.6 VAC 
A Steam, distribuidora do jogo, tem um sistema próprio de anti-cheat que é o 
Valve Anti-Cheat ou como é conhecido online, o VAC. O sistema de proteção adotado 
pela Valve é embutido no cliente do jogo dessa forma não criando um processo 
separado no sistema operacional do jogador. O VAC faz a análise de checksum [29] de 
 
 
cada programa, analise da integridade dos arquivos do jogo e a relação dos DNS 
visitados.  
Checksum é a soma de uma análise de integridade da assinatura de cada 
programa, cada software tem uma assinatura exclusiva. As somas mais comuns são de 
MD5 [30] e SHA, que são algoritmos de Hash Criptografico que geram hashs 
individuais para cada arquivo existente, como afirmado por Braden. 
O VAC começa a entrar em funcionamento quando a plataforma Steam é 
executada pelo jogador e não quando o jogo é aberto. O anti-cheat então começa a 
procurar e comparar todos os MD5 dos arquivos no disco rígido do jogador e comparam 
com um banco de dados dos MD5 dos programas ilegais já conhecido pode eles. Além 
disso também é feito uma pesquisa pelos sites acessados pelo jogador através da lista 
dos DNS’s armazenados, que na verdade é uma lista de sites acessados.  
Quando algo irregular é detectado nesses métodos o jogador não é banido [5], 
mas entra em uma lista de alerta e que fica sob vigilância muito mais intensa dentro do 
jogo. Essa vigilância é tão eficaz que é capaz de comparar a efetividade dos tiros 
disparados pelo jogador em atingir os inimigos, como a mira dele se comporta dentro 
do jogo ou até mesmo a sua taxa de K/D, que é proporção de quantos jogadores ele 
matou e por quantas vezes morreu. 
O principal módulo de segurança e que garante banimento instantâneo nos 
servidores mantidos pela Valve é o módulo que faz um scan checksum[29] em tempo 
real de todos os programas que estão sendo executados pelo jogador. Esses 
programas se encontram na memória RAM do computador, logo chama-se de scan de 
 
 
memória. Os principais itens pesquisados na memória são a comparação de 
assinaturas Hash MD5 de programas ilegais já conhecidos pelo método de segurança; 
uma pesquisa na memória do próprio jogo para verificar alterações de valores Hex, 
método que não é muito efetivo; uma análise dos arquivos do jogo, visando manter a 
integridade de cada arquivo e prevenir alterações que possam ser consideradas ilegais 
e tragam prejuízos para o jogo. 
Especificamente para o CS:GO a Valve desenvolveu uma ferramenta de 
denúncias e análise de partidas pelos próprios jogadores. Quando um jogador suspeita 
que outro esteja fazendo o uso de programas ilegais, o mesmo pode iniciar uma 
denúncia contra o suspeito. Todas as partidas são gravadas pelo servidor principal do 
jogo, mas caso não haja nenhuma denúncia feita por nenhum jogador o replay da 
partida é deletada, esse mesmo replay fica salvo no computador do jogador e está 
disponível para ser visualizada novamente a qualquer momento e na visão de qualquer 
um dos jogadores que participaram da partida, mesmo os inimigos.  
Esse replay salvo no servidor principal e que recebeu denúncia então é enviado 
para algum jogador aleatório, que atenda requisitos mínimos de nível e habilidade para 
garantir conhecimento do jogo, para a investigação. Depois de assistir à partida toda 
ele pode dar um veredito que indica certeza absoluta da utilização de tais programas ou 
se ele crê que não haja indícios suficientes afirmar a trapaça. Se confirmado pelo 
jogador essas práticas ilegais a denúncia é enviada para um moderador do jogo que é 
responsável por analisar novamente o replay e banir o jogador que fez o uso de tais 
métodos. 
 
 
 
Figura 9: Tela de julgamento de overwatch 
2.7 Cheats atuais no CS:GO 
A obtenção dos dados que o jogo carrega na memória do computador é um 
método fácil para pessoas mal-intencionadas que tem um conhecimento um pouco 
mais avançado. Existem muitos programas que fazem a análise e mostram todos esses 
valores, os mais comuns e atualizados pelos jogadores são baseados no código fonte 
do Cheat Engine, que é considerado um programa ilegal pelo VAC. Esses programas 
são conhecimos como Value Dumpers, alguns desses, além de obter o endereço dos 
valores são capazes de alterar os mesmos [31]. 
O Cheat Engine funciona de uma forma simples para qualquer usuário com 
algum conhecimento a mais, é necessário apenas selecionar o processo pelo ID ou seu 
 
 
nome no sistema operacional, selecionar o tipo do valor (Int, Float, String) e pesquisar 
pelo valor que o usuário deseja alterar, por exemplo: Se o jogador quiser manter a sua 
vida em 100% mesmo quando está recebendo tiros do inimigo, ele deve pesquisar por 
Float, que é um ponto flutuante da barra de vida atual do jogador, pesquisar pela 
quantidade de vida que ele tem no momento e dentro dos resultados que apareceram 
congelar o endereço de memória, dessa forma, mesmo levando tiros, a sua vida não 
será alterada. Como afirmam Sylvea, Marzialea e Richard, esses programas oferecem 
um grande risco aos softwares que não apresentam meios de segurança para 
alterações na memória. 
 
Figura 10: Scan de memória utilizando o Cheat Engine 6.4 
 A utilização do Cheat Engine é muito efetiva para o seu propósito, mas muito 
limitada para quando é o usuário quer alterar valores mais complexos dentro do jogo, 
 
 
como a posição de mira ou a posição dos jogadores inimigos. Os endereços de 
memória podem ser obtidos com programas específicos como o Value Dumper, 
disponível no apêndice desse trabalho.  
 
Figura 11: Exemplo de resultados na pesquisa de memória utilizando o Cheat Engine 
Muitos desses valores são as posições em que se encontram os ossos dos 
inimigos. Os ossos dos personagens são utilizados como composição do hitbox que é o 
formato real de pontos de contato do jogador e não o “desenho” que é apresentado ao 
jogador. 
 
 
 
Figura 12: Hitbox do Counter-Strike:Global Offenssive 
Muitas informações sobre o jogador também são pegas para, por exemplo, 
ajustar a mira quando o jogador for atirar, ela é transferida automaticamente para a 
cabeça do inimigo, fazendo com que, dependendo da arma, a morte seja instantânea. 
Outras informações também são alteradas, por exemplo quando jogador fica cego 
quando uma explosão de granada de luz acontece logo na sua frente, com esse 
endereço de memória alterado o jogador não fica cego, dessa forma dando uma grande 
vantagem para matar os inimigos. 
Outra prática ilegal muito conhecida é chamada de no-recoil, que é quando os 
endereços de memória aonde se encontram os endereços de recuo da mira quando os 
tiros são efetuados, o disparo continuo com armas automáticas no jogo é conhecido 
 
 
como spray, o spray da arma no jogo simula o recuo de uma arma na vida real, onde a 
mira tende a subir conforme os tiros são efetuados, mediante os impactos que o 
personagem sofre. 
Uma outra alteração dos valores na memória do jogo bem notável para outros 
jogadores é o Bunny Hopping, essa é uma técnica que jogadores profissionais utilizam 
para se locomover mais rápido pelo mapa, consiste em pular, pressionar uma tecla 
para um lado e virar o personagem para o mesmo lado, ao mesmo tempo e no ar. A 
Valve implementou uma alteração que faz com que os personagens percam Stamina 
com o quantidade excessiva de pulos, ficando cansado e pulando menos, mas a 
alteração desses valores remove essa limitação, assim a quantidade de pulos é infinita. 
A alteração ilegal mais feita e mais odiada dentro da comunidade do jogo é o uso 
de WallHacking, como afirma Higgins, o qual é o principal assunto deste trabalho. Os 
valores de posição do jogador podem ser obtidos pelo console do jogo digitando o 
comando “cl_showpos 1”, as informações de posição X, Y e Z serão mostradas na tela, 
assim como a velocidade do jogador. A imagem a seguir mostra os valores citado. 
 
Figura 13: Resultado do comando cl_showpos 1 
 Esses valores são enviados pelo servidor para o jogador também a fim de fazer 
os cálculos de impactos e outros necessários para o andamento do jogo. Ao fazer o 
cruzamento dos valores do hitbox do jogador inimigo junto com a posição dele é 
 
 
possível fazer com que ele seja visto através das paredes, destacando o personagem e 
dando uma vantagem enorme.  
 
Figura 14: Usuário fazendo a utilização de Wall Hacking 
 Muitos dos programas ilegais que fazem o WallHacking além de mostrar os 
inimigos através da parede, mostram também quando ele pode ser atingido através de 
um obstáculo, que é um diferencial do jogo, onde o tiro pode passar pela parede ou 
madeiras, que na imagem diferencia os inimigos nas cores vermelha (visível ao jogador 
e que pode ser atingido através da parede) e azul (que mostra os jogadores que não 
podem ser atingidos através de obstáculos). 
Os programas ilegais têm muitas ferramentas, além de dar informações sobre os 
inimigos essas ferramentas aprimoram a capacidade e desempenho competitivo do 
jogador que as utiliza. Esses programas são distribuídos em versões gratuitas ou 
pagas, as versões gratuitas são as mais fáceis de serem detectadas devido a sua 
 
 
utilização massificada em relações as versões pagas, pois entram mais facilmente nas 
blacklists que o VAC detecta. As versões gratuitas não são as mais completas, algumas 
ferramentas são omitidas pelos desenvolvedores para as versões pagas. As versões 
pagas por sua vez são compiladas e alteradas para cada jogador em específico, 
tornando quase impossível a detecção do programa pelo VAC, sendo que o software 
que o jogador está utilizando é um MD5 exclusivo, apenas ele tem essa assinatura de 
software. 
Os programas ilegais pagos são muito mais completos e elaborados, quando um 
jogador, por exemplo, está com uma flag de detecção pelo VAC e está sob vigilância 
constante o programa ilegal é capaz de simular uma mira de um jogador verdadeiro 
apontando para a cabeça do inimigo, indo rápido com a mira até o alvo e diminuindo a 
velocidade e as vezes errando os primeiros tiros de propósito, dessa forma simulando 
uma reação normal de um ser humano e não indo direto até a cabeça do inimigo e 
matando-o com um único tiro. 
 
 
 
 
 
 
 
 
3. Proposta 
Através de estudos em pesquisas e trabalhos correlatos, tendências do mercado 
e utilizando como base a fundamentação teórica deste trabalho, foi identificado grande 
deficiência na segurança que a VAC oferece para o jogo CS:GO e acredito que a 
adição de um protocolo de criptografia baseado em geolocalização pode trazer para o 
jogo uma segurança suficiente para barrar todos os cheats utilizados atualmente sem 
um grande custo de integração. 
 
Figura 15: Gráfico de banimentos 
 Como pode-se observer na figura 15 o número de banimentos no CS:GO tem 
aumentando conforme o número de jogadores aumenta, esses banimentos não afetam 
só a jogabilidade e a diversão dos jogadores, mas também financeiramente a empresa, 
uma vez que as pessoas que fazem uso desses programas estragam o mercado de 
vendas e trocas de itens dentro do jogo. Afetando negativamente toda a comunidade 
com o uso de programas ilegais muitas pessoas deixam de jogar por desacreditar na 
capacidade da Valve em solucionar os problemas. 
 
 
 
3.1 Problema 
 O Counter-Strike: Global Offensive tem um sistema de proteção contra trapaças, 
o VAC, mas é uma ferramenta limitada e que atua de forma reativa intrinsecamente. 
3.2 Modelo Inicial 
 A proposta inicial deste trabalho compreende os seguintes pontos: 
● Impedir que usuário mal intencionado possa obter dados sensíveis do jogo; 
● Demonstrar como os softwares ilegais atuam no jogo; 
● Integrar o protocolo GeoEncryption ao atual protocolo de segurança do jogo. 
 
3.3 Obtenção de dados dentro do jogo 
O console do jogo, como de costume nos jogos da Valve, oferecem muitas 
informações para o jogador e para possíveis desenvolvedores, quase toda ação que 
ocorre dentro do jogo pode ser feita com comandos no console, como por exemplo a 
ação de atirar pode ser executada com um clique no mouse, apertando enter ou até 
mesmo digitando “Attack” no console. 
Um método de treino muito utilizado no jogo é jogar e praticar em um servidor 
local, onde o comando “Sv_cheats 1”, quando executado no console, garante ao 
jogador o poder de se locomover muito rápido pelo mapa, com uma velocidade acima 
de 700, um valor muito alto, acima dos 250 que é a velocidade normal do jogo, além de 
garantir muitas outras opções como granadas infinitas, munição infinita, registrar os 
locais de impacto dos tiros, comprar itens fora da base de cada time, dinheiro infinito e 
muitos outras opções que não estão disponíveis em servidores competitivos oficiais. 
 
 
Essas opções que são providas em servidores locais podem ser prejudiciais para 
a Valve, pois é através da comparação de mudança de valores alocados na memória 
que o cheater desenvolvendo seu programa consegue obter a posição de memória 
desejada para ser alterada. 
Com o software Cheat Engine[13], já citado, é possível, por exemplo, fazer a 
pesquisa pela quantidade de granadas que um personagem consegue segurar em 
servidor oficial competitivo, que é apenas uma, dependendo do tipo da granada. Após a 
pesquisa por um Inteiro, valor exato, 4 bytes e o número 1 uma lista de endereços de 
memória é apresentada ao usuário, como mostra a figura 16. 
 
Figura 16: Resultados obtidos com o CE 
 
 
Os resultados obtidos são muito confusos para a interpretação do programador, 
pois o endereço de memória é listado juntamente com o valor atual que está alocado e 
o valor atual, mas como observado vários valores são iguais, logo é necessária uma 
nova pesquisa. Então o programador deve voltar ao jogo e ir para um servidor local, 
ativar o comando Sv_cheats 1 e obter mais de 1 granada. Neste exemplo vamos obter 
2 granadas, logo voltamos para o CE e pesquisamos por 2 em uma próxima pesquisa. 
 
 
Figura 17: Resultados obtidos no CE em uma segunda pesquisa 
A lista de resultados apresentada pelo programa então é muito menor(Figura 
17). O desenvolvedor pode então continuar seguindo esses passos, ir comprando mais 
 
 
granadas ou gastando as que tem, até refinar os resultados e obter apenas um 
resultado na lista de endereços de memória. Após satisfeita uma condição mínima de 
resultado o cheater, com um clique duplo, envia os resultados para o campo inferior 
que possibilita a sua edição(Figura 18). 
 
 
Figura 18: Tabela de edição dos valores 
Ao selecionar o checkbox o valor vai se manter constante. Com a edição do 
compo Value o desenvolvedor consegue alterar o seu número de granadas para quanto 
quiser e que no exemplo é 99, mas o sistema de segurança da Valve, o VAC, é 
inteligente o suficiente para saber que em um servidor oficial do jogo esse é um valor 
impossível, logo o usuário é marcado com um flag de investigação mais intensa. 
Esse é um processo bem fácil de ser realizado por ser feito através de uma 
interface gráfica. O programa oferece uma pesquisa dos Offsets dos valores, essa 
pesquisa garante que os valores que venham a ser alocados na próxima execução do 
programa sejam conhecidos de imediato pelo programador, sem mesmo precisar fazer 
novas pesquisas de valores. Porém os valores de offset se tornam obsoletos quando o 
programa é atualizado, uma vez que o MD5 do programa também é alterado. 
 
 
Esse método também é bem demorado por exigir que o programador faça várias 
pesquisas consecutivas para obter apenas um valor desejado. O número de trapaças 
possíveis com esse programa também é um tanto limitado, uma vez que certos 
endereços de memória não possuem valores que possam ser entendidos por humanos, 
como a posição dos ossos do inimigo adversário. Pensando nessa dificuldade e tendo 
em mãos um código fonte livre, o do Cheat Engine, que está disponível online 
gratuitamente, foi desenvolvido um Value Dumper para auxiliar na obtenção de todos 
as posições de memória desejadas pelo desenvolvedor do programa ilegal, o código 
desse programa se encontra no apêndice desse trabalho. 
3.3.1 Obtenção de posições de memória com um Value Dumper 
 O Value Dumper faz o despejo de muitos valores para o usuário em uma saída 
na tela do próprio programa, os principais endereços de memória que o programa 
mostra são o estado do jogador, que pode ser morto, vivo ou espectador; a posição do 
jogador em coordenadas truncadas; o nome do mapa em que o jogador está jogando; 
Uma variável que determina se o jogador está atacando ou não; as informações que 
aparecem no radar, uma vez que quando os jogadores fazem barulho ele é marcado no 
mapa, se dentro de um raio especifico de cada mapa; a posição de memória que indica 
a arma que o usuário está jogando.  
O Dumper trabalha de uma forma simples, como a maior parte dos cheats 
trabalha, ele se injeta ao processo principal, que no caso do jogo é o csgo.exe, 
condição presente na 3ª linha da classe Main do código da figura 19. 
 
 
 
 
Figura 19 Código da classe main 
 
Logo após os NetVar são pesquisados pela classe OffsetManager. NetVar é o 
conjunto de variáveis globais do jogo, são bem conhecidas na comunidade de 
programadores que fazem esse tipo de programa ilegal. 
Este software, específico deste trabalho, foi desenvolvido na linguagem de 
programação C++, uma linguagem que tem uma maior robustez para o 
desenvolvimento de softwares que interagem com a memória primária do sistema, além 
de uma facilidade na anexação a outros processos. O framework escolhido foi o Visual 
Studio 2015, que por ser uma ferramenta Microsoft, utiliza o modelo de componentes 
.NET, dessa forma a integração de código como componentes se torna muito mais fácil 
e ágil. 
 
 
3.3.2 Integração do Value Dumper ao Cheat 
O Value dumper foi integrado ao cheat de uma forma direta como componente 
da mesma linguagem, onde as saídas do Value Dump são utilizadas para alimentar e 
atualizar os valores de memória do cheat na classe offsets.cpp. Entretanto algumas 
adaptações na classe principal, o main, do cheat foram feitas para inicializar o 
componente antes do programa e garantir que os valores estejam atualizados antes de 
que o cheat se integre ao jogo, como o método attach(), visto na figura 19. 
3.4 Implementação do GeoEncryption 
Durante o desenvolvimento do componente foi notado que o seu desempenho 
era muito baixo, deixava muito a desejar no tempo de remoção da criptografia do lado 
do cliente do jogo, assim dando brecha para que os programas ilegais fizessem efeito, 
para tal, a solução adotada foi um processamento exclusivo para o protocolo, esse 
reservado na placa de vídeo. Toma-se como certo que todo jogador de CS:GO tenha 
um placa gráfica dedicada(GPU), e para este trabalho foi escolhida a tecnologia CUDA, 
que é uma linguagem específica da marca nVidia. 
Este problema de desempenho fazia com que as informações criptografadas 
enviadas pelo servidor fossem lidas pelo cliente, porém o mesmo não conseguia 
compreender quais as informações enviadas, logo descartava o pacote recebido, 
acusando que o mesmo estava corrompido. Dessa forma tornará impossível a 
jogabilidade, visto que cada pacote recebido pelo servidor tem um tempo de expiração, 
conhecido como TTL(Time to live), esse TTL é de 100ms, ou seja, depois de 100ms de 
tentativas de interpretação da informação recebida o pacote é descartado. 
 
 
 A linguagem CUDA fornece instruções que são executadas direto na placa 
gráfica dedicada da marca, essas são específicas para criptografias, inclusive o 
protocolo usado nesse trabalho, o AES256.  
3.4.1 Integração do Value Dumper ao GeoEncryption 
O protocolo de GeoEncryption espera naturalmente entradas do PVT, que são 
informações essenciais para o seu funcionamento, essas informações são a 
velocidade, posição e tempo. O Value Dumper é capaz de prover todas essas 
informações, sendo elas obtidas através de seus métodos de pesquisa na memória 
vinculadas ao processo.  
Neste caso, o Value Dumper não foi utilizado como um componente, mas 
reaproveitando o seu código, para que a gerência de memória seja feita pelo próprio 
software para garantir maior velocidade, considerando que o processo de criptografar e 
descriptografar requer muitos recursos do sistema, e que precisa ser ágil o suficiente 
para não influenciar na jogabilidade. 
3.5 Funcionamento do protocolo aliado ao VAC 
O protocolo de criptografia baseado em geolocalização funciona separado do 
VAC, mas de forma complementar. Assim que o jogo é iniciado, abrindo o processo 
csgo.exe, o protocolo se anexa ao processo e começa a funcionar. O protocolo é capaz 
de identificar quando o jogador, de fato, começa uma nova partida, é capaz de 
reconhecer qual mapa foi selecionado e obter as informações necessárias para o seu 
funcionamento. 
 
 
3.6 Implementação do Cheat 
O cheat desenvolvido tem como objetivo principal explicar a obtenção de dados 
da memória principal do sistema, correspondentes aos valores desejados dentro do 
executável do jogo, além de servir como prova para testar a eficiência da integração e 
eficácia do protocolo GeoEncryption aliado ao VAC. 
Como no Value Dumper, a linguagem escolhida para desenvolver este software 
foi C++, que tem, nativamente, facilidade para lidar com a memória principal do 
sistema, além de ter bom desempenho em questão de velocidade. 
 
Figura 20 Codigo Cheat Main 
O principal método do cheat, Segundo a figura 20, o Main é iniciado assim que o 
Código é injetado, ele procura o processo “csgo.exe” e faz um armazenamento dos 
valores na memória do próprio cheat, uma cópia dos valores do jogo, esse XOR é 
 
 
especificado na classe XOR.h. O Main é um Thead loop que garante a funcionalidade 
de todas as ferramentas que o cheat oferece, as mesmas são verificadas como 
verdadeiras ou falsas, um Boolean, além disso cria uma DLL que é responsável por 
realmente criar a thread, garantir a sua chamada em loop e fechar a thread quando o 
jogo for fechado, fazendo um detach. Cada verificação de ferramenta do cheat implica 
na chamada da sua respectiva classe, caso seja true. Importante focar no método 
isFocused(), o mesmo garante que os cáculos para as trapaças e funcionalidades do 
cheat sejam executadas apenas quando o mesmo está na tela do jogo, essa verificação 
é feita com uma funcionalidade do C++, que é o FindWindow e o 
GetForegroundWindow. 
 
 
 
Figura 21 Loop da thread 
 
 Como pode ser observado na estrutura do código, seu programador decidiu 
separar em classes cada funcionalidade para fins de desempenho, apesar de pouco, 
mas cada milissegundo conta sob esse conceito, visto que, por exemplo, o Trigger, que 
atira sozinho assim que vê o inimigo, precisa fazer vários cálculos, como visto na linha 
22 da classe Trigger.cpp; esses cálculos são de verificação se o jogador que está sob a 
sua mira é amigo ou inimigo e se ele não está morto, para então se utilizar de um 
 
 
método da classe AutoPistol, que é o shoot, e disparar automaticamente utilizando um 
comando do console do jogo, que é o Attack. 
 A principal trapaça que este trabalho tenta barrar é o Wallhack, conhecido como 
glow ou ESP pelos jogadores que fazem o uso dessa ilegalidade. No cheat é possível 
ver sua funcionalidade na Classe Glow.cpp. A variável glow_currentPlayerDormant 
pega a posição do jogador atual, e fica como false caso seja o próprio jogador, mas é 
ativada quando o jogador está assistindo um colega do mesmo time jogando após a 
sua morte. A variável glow_currentPlayerGlowIndex indica o índice do jogador obtido 
nas variáveis analisadas na pesquisa da memória e a entityBaseTeamID dizem qual 
time o jogador está, Terrorista ou Contra Terrorista, para que assim o cheat consiga 
mostrar cores diferentes para cada time e não induzir o trapaceiro a atirar em seus 
amigos. Um Switch é usado para garantir que a vida e a posição do inimigo seja vista 
através da parede e escrita em menos de 1ms, o que garante uma fidelidade a posição 
do jogador. 
 
 
 
 
 
 
 
 
 
4. Prova de conceito 
O protocolo de criptografia que é executado junto do servidor também foi feito em 
C++, esse funciona como um executável, visto que o servidor quando envia as 
informações passa por alguns diferentes processos internos, logo o anti-cheat é aliado 
a resposta final enviada ao usuário, integrado naturalmente ao servidor do jogo. 
4.1. Criptografia da informação no servidor 
 Os jogos da Valve normalmente são assegurados por uma segurança reativa, 
logo não possuem qualquer forma de segurança no envio das informações do servidor 
para o jogador, para tal foi desenvolvido um software a ser executado junto do servidor, 
esse, por si é capaz de criptografar as informações que são enviadas para o cliente 
utilizando as informações que são trocadas com os outros clientes. O software oficial da 
Valve para montar um servidor da comunidade já dá suporte para o uso de anti-cheats 
externos, um dos mais famosos já vem instalado com o mesmo, o SXE. Um ponto a ser 
notado é que um servidor de CS: GO sempre tem um poder de processamento muito 
grande, além de uma quantidade de memória principal muito elevada, o que dispensa o 
uso de processamento paralelo para maior desempenho, visto que o impacto da 
aplicação de segurança demorou menos de 1ms para retornar as pequenas 
quantidades de informação criptografadas. Esse desempenho foi comparado na seção 
4.3. 
 A biblioteca utilizada para fazer a criptografia foi a de Brian Gladman[32] que é 
uma biblioteca opensource e crossplatform que tem a colaboração da comunidade, 
além de ter um ótimo desempenho. Para os fins necessários o código fonte foi alterado, 
 
 
removendo os componentes não necessários e utilizando apenas a criptografia de 
256bits e a utilização de criptografia em ECB(Electronic cookBook)[33], logo 
modificações foram feitas, visto que ECB não é mais seguro para os padrões atuais. 
Uma implementação parecida foi usada como base para a utilização de conceitos 
físicos para a geração das chaves e da criptografia, a implementação de Chilkat. 
 A implementação de Brian, como na imagem seguinte, utiliza valores definidos 
em Hexadecimal para a geração das chaves: 
 
 
 
Figura 22 Valores HEX – PK 
 Para os fins necessários deste projeto, uma função que recebe os valores da 
posição, velocidade e tempo do personagem no servidor e passa para valores 
Hexadecimais foi produzida. Os valores recebidos pelo software anticheat vem direto 
dos pacotes que o servidor recebe, eles são passados como Integers e Char, 
facilitando a transformação da informação, como visto abaixo. 
 
 
 
Figura 23 Função para transformar valores em Hex 
 Como a entrada desse método recebe números de dois dígitos e prepara como 
início da Stream o valor 0x, logo eles são compatíveis.  
 O próximo passo da criptografia é o envio das informações para o cliente, para 
tanto o servidor é capaz de fazer tudo isso sozinho. 
4.2. Remoção da criptografia no cliente 
 Assim que o cliente do jogo recebe as informações do servidor elas tem um 
tempo de vida para serem interpretadas antes que sejam descartadas, quando o pacote 
é considerado corrompido, dessa forma se a informação fosse decodificada pelo cliente 
diretamente no processador esse tempo iria expirar causando uma perda de pacotes e 
um efeito conhecido como “Rubber Banding”, que é quando o jogo volta no tempo para 
o último pacote lido e interpretado corretamente, e nesse caso por não tem nenhum 
pacote anterior o jogo fica travado, pois o mesmo entende que ainda tem conexão com 
a internet e com o servidor principal por estar recebendo os pacotes de dados, mas o 
mesmo não consegue ler o que foi recebido. 
 
 
 
Figura 24 Perda de 100% dos pacotes 
 
 Como observado na figura 24, o loss, que representa a perca de pacotes é de 
100%, o tick rate, que se encontra logo abaixo é quantos pacotes de dados são 
enviados e recebidos por segundo, nesse caso o servidor testado tem 64 pacotes por 
segundo. 
 Como citado anteriormente é importante a questão do desempenho, tanto que 
como é possível observar na figura 24, o jogo estava sendo executado a apenas 17 
quadros por segundo, o que para um jogo de FPS é impraticável, o mínimo 
recomendado são 30 quadros por segundo para um jogador comum, 60 quadros por 
segundo para um jogador mais experiente e 144 para um jogador profissional, logo 
para solucionar tal problema foi usado processamento paralelo com a placa de vídeo na 
linguagem CUDA para a remoção da criptografia em AES. 
 Apesar de após de informar a chave para a remoção da criptografia o processo 
seja relativamente rápido, pudemos observar como o processo é impactante. Para a 
solução de tal foi adotado nesse trabalho uma implementação em CUDA baseado no 
código de Carter McCardwell, tal solução foi escolhida e modificada em partes para 
garantir uma melhor integração e velocidade. 
 
 
 
Figura 25 Main em CUDA 
 O método Main dentro dele espera um arquivo criptografado, um arquivo chave e 
dá a saída disso, para tal ele faz as chamadas de outros métodos necessários. A 
implementação de McCardwell[34] foi modificada em vários pontos, principalmente nas 
entradas, pois os métodos que criptografaram retornam apenas hexadecimais e não 
ASCII. Após a verificação da visibilidade entre os doisjogadores a chave então é 
liberada e a criptografia é removida, assim liberando a posição de memória com a 
informação desejada. 
 
 
4.2.1. Problemas encontrados 
 Um dos problemas encontrados durante o desenvolvimento deste trabalho foi 
algo lógico, pois caso todos os pacotes enviados para o cliente estejam criptografados 
ocorrerá um travamento do jogo, pois a criptografia só será removida quando o 
personagem inimigo esteja visível na tela, para tal foi desenvolvido um método no 
servidor de testes que utiliza outro tipo de informação para fazer a verificação de 
atividade do cliente, é um pacote de dados chamado “Alive”, o mesmo método é muito 
utilizado em servidores privados de CS:GO e é tão famoso por ser compatível com o 
SXE, anti-cheat predecessor do VAC. 
 O pacote Alive envia algumas informações sobre os companheiros de time para 
o jogador, mas nenhuma informação sobre os jogadores adversários.  
4.3. Comparação com e sem o anti-cheat 
Como descrito anteriormente o jogo não possui nenhum método de segurança 
proativo, logo a comparação com o anti-cheat desenvolvido nesse trabalho não faz 
tanto sentido, apenas a demonstração da efetividade do mesmo. De qualquer forma um 
servidor foi montado, com 64 tick rate para a demonstração do anti-cheat, com o ip 
177.54.152.20 e porta 27036 e com o anti-cheat funcionando com o servidor, temos o 
seguinte resultado ao executar o cheat lado do cliente que utiliza programas ilegais: 
 
Figura 26 Erro ao usar programas ilegais 
 
 
 
Já com o mesmo servidor funcionando e sem a proteção ativada o usuário pode 
fazer o uso das trapaças normalmente, como visto a seguir nas mesmas condições: 
 
Figura 27 Wallhack 
 
Na figura 27 é evidente o uso de trapaça, o que mostra que o servidor sem 
proteções realmente permite o fácil uso de programas ilegais, visto que para utilizar o 
mesmo é apenas necessário executar o software junto com o jogo. 
 
 
 
 
 
 
 
5. Considerações Finais 
De acordo com Scott (2003), o uso de protocolos de criptografia baseados em 
conceitos físicos tem um grande mercado para abranger, será muito bem recebido uma 
vez que for adaptado, além de oferecerem uma segurança extra comparado aos já 
existentes. 
Higgins(2016) afirmou que as empresas de jogos investem em segurança, mas 
não o suficiente para evitar impactos financeiros  na comunidade de jogos online. 
Também afirmou que as empresas têm que se tornar mais proativas para garantir um 
melhor jogo para os seus usuários. 
Isso reforça a necessidade já fundamentada de adaptar as tecnologias existentes 
para melhorar a segurança dos jogos online, oferecendo um suporte mais robusto na 
prevenção de trapaças, assegurando uma jogabilidade mais igual e honesta nos jogos 
online. 
 Como pode ser observado neste trabalho os protocolos são integrados ao 
servidor e ao cliente de uma forma muito simples e não exigem muito conhecimento 
técnico de quem for utilizar o mesmo. Este trabalho foi capaz de demonstrar como uma 
segurança extra pode prevenir que usuários usem programas ilegais e sem 
comprometer a jogabilidade, além de tornar o jogo mais justo para todos e garantir que 
as empresas não tenham que investir tanto dinheiro na implantação desse sistema de 
segurança. 
Como conclusão da ideia e observando os trabalhos futuros descritos na próxima 
seção, pode-se entender que a segurança de jogos online pode ser aprimorada quando 
 
 
os programadores pensam a longo prazo, sobre como prevenir que um usuário use 
programas ilegais e, diferente de como é feito, não confiar em um método investigativo 
posterior, tal método pode trazer problemas significavos para a qualidadeda 
jogabilidade e da experiência que o usuário tem enquanto joga. 
Durante o trabalho foi possível compreender melhor sobre como os protocolos 
geolocalizados de criptografia atuam e como as suas chaves, que são geradas a partir 
de conceitos físicos, podem aprimorar muito a segurança dos servidores de jogos. 
Também foi possível entender melhor como os programas atuais que fazem as 
trapaças no jogo funcionam, além de um estudo básico sobre a alteração dos valores 
em certas posições da memória do jogo. 
Com a prova de conceito deste trabalho foi possível notar que com a aplicação 
das políticas de segurança, a segurança do jogo aumentou, e que durante os testes 
que foram feitos no servidor apontado durante o trabalho, os usuários que entraram no 
mesmo, e não tinham a prévia informação de que uma segurança extra estava sendo 
aplicada, não puderam notar diferença alguma se comparado com um servidor oficial 
da comunidade. 
 
 
 
 
 
 
6. Trabalhos futuros 
Um problema do método utilizado é que, apesar de fácil, é necessário executar 
dois softwares, um do lado do cliente e outro do lado do servidor, para que haja 
sincronia de segurança entre o servidor e todos os jogadores. O custo de executar 
estes softwares é muito pequeno, porém seria melhor minimizar esse tipo de custo, 
principalmente quando o assunto são os usuários que tem computadores com um 
processador mais lento ou até mesmo pouca memória RAM, o que compromete muito a 
jogabilidade. Esses jogadores, apesar de não serem a maioria, compõem uma parte 
significativa do CS:GO, segundo dados da própria Valve divulgados em Abril de 2017. 
Outro trabalho futuro é a expansão desse método de segurança para os 
jogadores que possuem placas gráficas dedicadas de outros fabricantes, como a AMD. 
Este trabalho foi feito exclusivamente para placas gráficas nVidia, que utilizam CUDA 
como linguagem de programação, porém os que utilizam as placas gráficas não 
conseguem jogar no servidor. Então uma sugestão é fazer a portabilidade deste código 
para GCN(linguagem da AMD), que também tem instruções que rodam direto no 
processador gráfico e que aceleram o processo de remoção da criptografia do lado do 
usuário. 
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8. Anexos e Apêndices 
Muitos códigos são opensource e foram editados em partes, de qualquer forma 
os créditos estão comentados em todos os códigos e os seus devidos autores e 
contribuintes estão elencados também. 
8.1 Remoção da criptografia CUDA 
// 
 //  CasAES_CUDA.c 
 //  CasAES_CUDA 
 //  Created by Carter McCardwell on 11/11/14. 
 // 
  
 
 #include <stdint.h> 
 #include <stdio.h> 
 #include <time.h> 
 #include <string.h> 
  
 
 #include <cuda_runtime.h> 
  
 
 const int Nb_h = 4; 
 const int Nr_h = 14; 
 const int Nk_h = 8; 
  
 
 const uint8_t s_h[256] = { 
   0x63, 0x7C, 0x77, 0x7B, 0xF2, 0x6B, 0x6F, 0xC5, 0x30, 0x01, 
0x67, 0x2B, 0xFE, 0xD7, 0xAB, 0x76, 
   0xCA, 0x82, 0xC9, 0x7D, 0xFA, 0x59, 0x47, 0xF0, 0xAD, 0xD4, 
0xA2, 0xAF, 0x9C, 0xA4, 0x72, 0xC0, 
   0xB7, 0xFD, 0x93, 0x26, 0x36, 0x3F, 0xF7, 0xCC, 0x34, 0xA5, 
0xE5, 0xF1, 0x71, 0xD8, 0x31, 0x15, 
   0x04, 0xC7, 0x23, 0xC3, 0x18, 0x96, 0x05, 0x9A, 0x07, 0x12, 
0x80, 0xE2, 0xEB, 0x27, 0xB2, 0x75, 
   0x09, 0x83, 0x2C, 0x1A, 0x1B, 0x6E, 0x5A, 0xA0, 0x52, 0x3B, 
0xD6, 0xB3, 0x29, 0xE3, 0x2F, 0x84, 
   0x53, 0xD1, 0x00, 0xED, 0x20, 0xFC, 0xB1, 0x5B, 0x6A, 0xCB, 
0xBE, 0x39, 0x4A, 0x4C, 0x58, 0xCF, 
 
 
   0xD0, 0xEF, 0xAA, 0xFB, 0x43, 0x4D, 0x33, 0x85, 0x45, 0xF9, 
0x02, 0x7F, 0x50, 0x3C, 0x9F, 0xA8, 
   0x51, 0xA3, 0x40, 0x8F, 0x92, 0x9D, 0x38, 0xF5, 0xBC, 0xB6, 
0xDA, 0x21, 0x10, 0xFF, 0xF3, 0xD2, 
   0xCD, 0x0C, 0x13, 0xEC, 0x5F, 0x97, 0x44, 0x17, 0xC4, 0xA7, 
0x7E, 0x3D, 0x64, 0x5D, 0x19, 0x73, 
   0x60, 0x81, 0x4F, 0xDC, 0x22, 0x2A, 0x90, 0x88, 0x46, 0xEE, 
0xB8, 0x14, 0xDE, 0x5E, 0x0B, 0xDB, 
   0xE0, 0x32, 0x3A, 0x0A, 0x49, 0x06, 0x24, 0x5C, 0xC2, 0xD3, 
0xAC, 0x62, 0x91, 0x95, 0xE4, 0x79, 
   0xE7, 0xC8, 0x37, 0x6D, 0x8D, 0xD5, 0x4E, 0xA9, 0x6C, 0x56, 
0xF4, 0xEA, 0x65, 0x7A, 0xAE, 0x08, 
   0xBA, 0x78, 0x25, 0x2E, 0x1C, 0xA6, 0xB4, 0xC6, 0xE8, 0xDD, 
0x74, 0x1F, 0x4B, 0xBD, 0x8B, 0x8A, 
   0x70, 0x3E, 0xB5, 0x66, 0x48, 0x03, 0xF6, 0x0E, 0x61, 0x35, 
0x57, 0xB9, 0x86, 0xC1, 0x1D, 0x9E, 
   0xE1, 0xF8, 0x98, 0x11, 0x69, 0xD9, 0x8E, 0x94, 0x9B, 0x1E, 
0x87, 0xE9, 0xCE, 0x55, 0x28, 0xDF, 
   0x8C, 0xA1, 0x89, 0x0D, 0xBF, 0xE6, 0x42, 0x68, 0x41, 0x99, 
0x2D, 0x0F, 0xB0, 0x54, 0xBB, 0x16 
 }; 
  
 
 uint8_t Rcon_h[256] = { 
   0x8d, 0x01, 0x02, 0x04, 0x08, 0x10, 0x20, 0x40, 0x80, 0x1b, 0x36, 
0x6c, 0xd8, 0xab, 0x4d, 0x9a, 
   0x2f, 0x5e, 0xbc, 0x63, 0xc6, 0x97, 0x35, 0x6a, 0xd4, 0xb3, 0x7d, 
0xfa, 0xef, 0xc5, 0x91, 0x39, 
   0x72, 0xe4, 0xd3, 0xbd, 0x61, 0xc2, 0x9f, 0x25, 0x4a, 0x94, 0x33, 
0x66, 0xcc, 0x83, 0x1d, 0x3a, 
   0x74, 0xe8, 0xcb, 0x8d, 0x01, 0x02, 0x04, 0x08, 0x10, 0x20, 0x40, 
0x80, 0x1b, 0x36, 0x6c, 0xd8, 
   0xab, 0x4d, 0x9a, 0x2f, 0x5e, 0xbc, 0x63, 0xc6, 0x97, 0x35, 0x6a, 
0xd4, 0xb3, 0x7d, 0xfa, 0xef, 
   0xc5, 0x91, 0x39, 0x72, 0xe4, 0xd3, 0xbd, 0x61, 0xc2, 0x9f, 0x25, 
0x4a, 0x94, 0x33, 0x66, 0xcc, 
   0x83, 0x1d, 0x3a, 0x74, 0xe8, 0xcb, 0x8d, 0x01, 0x02, 0x04, 0x08, 
0x10, 0x20, 0x40, 0x80, 0x1b, 
   0x36, 0x6c, 0xd8, 0xab, 0x4d, 0x9a, 0x2f, 0x5e, 0xbc, 0x63, 0xc6, 
0x97, 0x35, 0x6a, 0xd4, 0xb3, 
   0x7d, 0xfa, 0xef, 0xc5, 0x91, 0x39, 0x72, 0xe4, 0xd3, 0xbd, 0x61, 
0xc2, 0x9f, 0x25, 0x4a, 0x94, 
   0x33, 0x66, 0xcc, 0x83, 0x1d, 0x3a, 0x74, 0xe8, 0xcb, 0x8d, 0x01, 
 
 
0x02, 0x04, 0x08, 0x10, 0x20, 
   0x40, 0x80, 0x1b, 0x36, 0x6c, 0xd8, 0xab, 0x4d, 0x9a, 0x2f, 0x5e, 
0xbc, 0x63, 0xc6, 0x97, 0x35, 
   0x6a, 0xd4, 0xb3, 0x7d, 0xfa, 0xef, 0xc5, 0x91, 0x39, 0x72, 0xe4, 
0xd3, 0xbd, 0x61, 0xc2, 0x9f, 
   0x25, 0x4a, 0x94, 0x33, 0x66, 0xcc, 0x83, 0x1d, 0x3a, 0x74, 0xe8, 
0xcb, 0x8d, 0x01, 0x02, 0x04, 
   0x08, 0x10, 0x20, 0x40, 0x80, 0x1b, 0x36, 0x6c, 0xd8, 0xab, 0x4d, 
0x9a, 0x2f, 0x5e, 0xbc, 0x63, 
   0xc6, 0x97, 0x35, 0x6a, 0xd4, 0xb3, 0x7d, 0xfa, 0xef, 0xc5, 0x91, 
0x39, 0x72, 0xe4, 0xd3, 0xbd, 
   0x61, 0xc2, 0x9f, 0x25, 0x4a, 0x94, 0x33, 0x66, 0xcc, 0x83, 0x1d, 
0x3a, 0x74, 0xe8, 0xcb, 0x8d 
 }; 
  
 
 __constant__ uint8_t s[256]; 
 __constant__ int Nb; 
 __constant__ int Nr; 
 __constant__ int Nk; 
 __constant__ uint32_t ek[60]; 
  
 
 #define gpuErrchk(ans) { gpuAssert((ans), __FILE__, __LINE__); } 
 inline void cudaDevAssist(cudaError_t code, int line, bool abort=true) 
 { 
  if (code != cudaSuccess) 
  { 
   fprintf(stderr,"cudaDevAssistant: %s %d\n", 
cudaGetErrorString(code), line); 
   if (abort) exit(code); 
  } 
 } 
  
 
 uint32_t sw(uint32_t word) 
 { 
  union { 
   uint32_t word; 
   uint8_t bytes[4]; 
  } subWord  __attribute__ ((aligned)); 
  subWord.word = word; 
  
 
 
 
  subWord.bytes[3] = s_h[subWord.bytes[3]]; 
  subWord.bytes[2] = s_h[subWord.bytes[2]]; 
  subWord.bytes[1] = s_h[subWord.bytes[1]]; 
  subWord.bytes[0] = s_h[subWord.bytes[0]]; 
  
 
  return subWord.word; 
 } 
  
 
 __device__ void sb(uint8_t* in) 
 { 
  for (int i = 0; i < 32; i++) { in[i] = s[in[i]]; } 
 } 
  
 
 __device__ void sb_st(uint8_t* in) 
 { 
  for (int i = 0; i < 16; i++) { in[i] = s[in[i]]; } 
  
 
 } 
  
 
 __device__ void mc(uint8_t* arr) 
 { 
  for (int i = 0; i < 4; i++) 
  { 
   uint8_t a[4]; 
   uint8_t b[4]; 
   uint8_t c; 
   uint8_t h; 
   for(c=0;c<4;c++) { 
    a[c] = arr[(4*c+i)]; 
    h = (uint8_t)((signed char)arr[(4*c+i)] >> 7); 
    b[c] = arr[(4*c+i)] << 1; 
    b[c] ^= 0x1B & h; 
   } 
   arr[(i)] = b[0] ^ a[3] ^ a[2] ^ b[1] ^ a[1]; 
   arr[(4+i)] = b[1] ^ a[0] ^ a[3] ^ b[2] ^ a[2]; 
   arr[(8+i)] = b[2] ^ a[1] ^ a[0] ^ b[3] ^ a[3]; 
   arr[(12+i)] = b[3] ^ a[2] ^ a[1] ^ b[0] ^ a[0]; 
 
 
  } 
  
 
 } 
  
 
 __device__ void sr(uint8_t* arr) 
 { 
  uint8_t out[16]; 
  //On per-row basis (+1 shift ea row) 
  //Row 1 
  out[0] = arr[0]; 
  out[1] = arr[1]; 
  out[2] = arr[2]; 
  out[3] = arr[3]; 
  //Row 2 
  out[4] = arr[5]; 
  out[5] = arr[6]; 
  out[6] = arr[7]; 
  out[7] = arr[4]; 
  //Row 3 
  out[8] = arr[10]; 
  out[9] = arr[11]; 
  out[10] = arr[8]; 
  out[11] = arr[9]; 
  //Row 4 
  out[12] = arr[15]; 
  out[13] = arr[12]; 
  out[14] = arr[13]; 
  out[15] = arr[14]; 
  
 
  for (int i = 0; i < 16; i++) 
  { 
   arr[i] = out[i]; 
  } 
 } 
  
 
 uint32_t rw(uint32_t word) 
 { 
  union { 
   uint8_t bytes[4]; 
 
 
   uint32_t word; 
  } subWord  __attribute__ ((aligned)); 
  subWord.word = word; 
  
 
  uint8_t B0 = subWord.bytes[3], B1 = subWord.bytes[2], B2 = 
subWord.bytes[1], B3 = subWord.bytes[0]; 
  subWord.bytes[3] = B1; //0 
  subWord.bytes[2] = B2; //1 
  subWord.bytes[1] = B3; //2 
  subWord.bytes[0] = B0; //3 
  
 
  return subWord.word; 
 } 
  
 
 void K_Exp(uint8_t* pk, uint32_t* out) 
 { 
  int i = 0; 
  union { 
   uint8_t bytes[4]; 
   uint32_t word; 
  } temp __attribute__ ((aligned)); 
  union { 
   uint8_t bytes[4]; 
   uint32_t word; 
  } univar[60] __attribute__ ((aligned)); 
  
 
  for (i = 0; i < Nk_h; i++) 
  { 
   univar[i].bytes[3] = pk[i*4]; 
   univar[i].bytes[2] = pk[i*4+1]; 
   univar[i].bytes[1] = pk[i*4+2]; 
   univar[i].bytes[0] = pk[i*4+3]; 
  } 
  
 
  for (i = Nk_h; i < Nb_h*(Nr_h+1); i++) 
  { 
   temp.word = univar[i-1].word; 
   if (i % Nk_h == 0) 
 
 
   { 
    temp.word = (sw(rw(temp.word))); 
    temp.bytes[3] = temp.bytes[3] ^ (Rcon_h[i/Nk_h]); 
   } 
   else if (Nk_h > 6 && i % Nk_h == 4) 
   { 
    temp.word = sw(temp.word); 
   } 
   if (i-4 % Nk_h == 0) 
   { 
    temp.word = sw(temp.word); 
   } 
   univar[i].word = univar[i-Nk_h].word ^ temp.word; 
  } 
  for (i = 0; i < 60; i++) 
  { 
   out[i] = univar[i].word; 
  } 
 } 
  
 
 __device__ void ark(uint8_t* state, int strD, uint32_t* eK) 
 { 
  union { 
   uint32_t word; 
   uint8_t bytes[4]; 
  } kb[4] __attribute__ ((aligned)); 
  
 
  kb[0].word = eK[strD]; 
  kb[1].word = eK[strD+1]; 
  kb[2].word = eK[strD+2]; 
  kb[3].word = eK[strD+3]; 
  
 
  for (int i = 0; i < 4; i++) 
  { 
   state[i] = state[i] ^ kb[i].bytes[3]; 
   state[i+4] = state[i+4] ^ kb[i].bytes[2]; 
   state[i+8] = state[i+8] ^ kb[i].bytes[1]; 
   state[i+12] = state[i+12] ^ kb[i].bytes[0]; 
  } 
 } 
 
 
  
 
 __global__ void cudaRunner(uint8_t *in) 
 { 
  uint8_t state[16]; 
   int localid = blockDim.x * blockIdx.x + threadIdx.x; //Data is shifted by 16 * ID of 
worker 
   for (int i = 0; i < 16; i++) { state[i] = in[(localid*16)+i]; } 
  
 
  ark(state, 0, ek); 
  for (int i = 1; i < 14; i++) 
  { 
   sb_st(state); 
   sr(state); 
   mc(state); 
   ark(state, i*Nb, ek); 
  } 
  
 
  sb_st(state); 
  sr(state); 
  ark(state, Nr*Nb, ek); 
  
 
  for (int i = 0; i < 16; i++) { in[(localid*16)+i] = state[i]; } 
 } 
  
 
 int main(int argc, const char * argv[]) 
 { 
  printf("CasAES_CUDA Hyperthreaded AES-256 Encryption for CUDA 
processors - compiled 3/25/2015 Rev. 4\nCarter McCardwell, Northeastern 
University NUCAR - http://coe.neu.edu/~cmccardw - mccardwell.net\nPlease 
Wait...\n"); 
  
 
   clock_t c_start, c_stop; 
   c_start = clock(); 
  
 
  FILE *infile; 
  FILE *keyfile; 
 
 
  FILE *outfile; 
  
 
  infile = fopen(argv[2], "r"); 
     if (infile == NULL) { printf("error (infile)\n"); return(1); } 
  keyfile = fopen(argv[3], "rb"); 
     if (keyfile == NULL) { printf("error (keyfile)\n"); return(1); } 
  outfile = fopen(argv[4], "w"); 
     if (outfile == NULL) { printf("error (outfile permission error, run with sudo)\n"); 
return(1); } 
  
 
     //Hex info, or ASCII 
     bool hexMode = false; 
     if (strcmp(argv[1], "h") == 0) { hexMode = true; } 
     else if (strcmp(argv[1], "a") == 0) { hexMode = false; } 
     else { printf("error: first argument must be \'a\' for ASCII interpretation or \'h\' for 
hex interpretation\n"); return(1); } 
  
 
  uint8_t key[32]; 
  uint32_t ek_h[60]; 
  
 
  for (int i = 0; i < 32; i++) 
  { 
   fscanf(keyfile, "%x", &key[i]); 
  } 
  
 
  K_Exp(key, ek_h); 
  
 
  //send constants to GPU 
  cudaSetDevice(0); 
  cudaDevAssist(cudaMemcpyToSymbol(Nk, &Nk_h, sizeof(int), 0, 
cudaMemcpyHostToDevice), 535, true); 
  cudaDevAssist(cudaMemcpyToSymbol(Nr, &Nr_h, sizeof(int), 0, 
cudaMemcpyHostToDevice), 543, true); 
  cudaDevAssist(cudaMemcpyToSymbol(Nb, &Nb_h, sizeof(int), 0, 
cudaMemcpyHostToDevice), 903, true); 
  cudaDevAssist(cudaMemcpyToSymbol(s, &s_h, 256*sizeof(uint8_t), 0, 
cudaMemcpyHostToDevice), 920, true); 
 
 
  cudaDevAssist(cudaMemcpyToSymbol(ek, &ek_h, 60*sizeof(uint32_t), 0, 
cudaMemcpyHostToDevice), 823, true); 
  cudaThreadSynchronize(); 
  
 
  const int BLOCKS = -1; //Not used 
  const int RUNNING_THREADS = 512; 
  
 
  uint8_t *devState = NULL; 
  cudaDevAssist(cudaMalloc((void**)&devState, 
RUNNING_THREADS*16*sizeof(uint8_t)), 425, true); 
  
 
  uint8_t states[RUNNING_THREADS][16] = { 0x00 }; 
   int ch = 0; 
  int spawn = 0; 
  int end = 1; 
  while (end) 
  { 
   spawn = 0; 
   for (int i = 0; i < RUNNING_THREADS; i++) //Dispatch many control 
threads that will report back to main (for now 5x) - 1 worker per state 
   { 
             spawn++; 
    for (int ix = 0; ix < 16; ix++) 
    { 
                 if (hexMode) 
                 { 
                     if (fscanf(infile, "%x", &states[i][ix]) != EOF) { ; } 
                     else 
                     { 
                         if (ix > 0) { for (int ixx = ix; ixx < 16; ixx++) { states[i][ixx] = 0x00; } } 
                         else { spawn--; } 
                         i = RUNNING_THREADS + 1; 
                         end = 0; 
                         break; 
                     } 
                 } 
                 else 
                 { 
                     ch = getc(infile); 
                     if (ch != EOF) { states[i][ix] = ch; } 
 
 
                     else 
                     { 
                         if (ix > 0) { for (int ixx = ix; ixx < 16; ixx++) { states[i][ixx] = 0x00; } } 
                         else { spawn--; } 
                         i = RUNNING_THREADS + 1; 
                         end = 0; 
                         break; 
                     } 
                 } 
    } 
   } 
   //arrange data correctly 
   for (int i = 0; i < spawn; i++) 
   { 
    uint8_t temp[16]; 
    memcpy(&temp[0], &states[i][0], sizeof(uint8_t)); 
    memcpy(&temp[4], &states[i][1], sizeof(uint8_t)); 
    memcpy(&temp[8], &states[i][2], sizeof(uint8_t)); 
    memcpy(&temp[12], &states[i][3], sizeof(uint8_t)); 
    memcpy(&temp[1], &states[i][4], sizeof(uint8_t)); 
    memcpy(&temp[5], &states[i][5], sizeof(uint8_t)); 
    memcpy(&temp[9], &states[i][6], sizeof(uint8_t)); 
    memcpy(&temp[13], &states[i][7], sizeof(uint8_t)); 
    memcpy(&temp[2], &states[i][8], sizeof(uint8_t)); 
    memcpy(&temp[6], &states[i][9], sizeof(uint8_t)); 
    memcpy(&temp[10], &states[i][10], sizeof(uint8_t)); 
    memcpy(&temp[14], &states[i][11], sizeof(uint8_t)); 
    memcpy(&temp[3], &states[i][12], sizeof(uint8_t)); 
    memcpy(&temp[7], &states[i][13], sizeof(uint8_t)); 
    memcpy(&temp[11], &states[i][14], sizeof(uint8_t)); 
    memcpy(&temp[15], &states[i][15], sizeof(uint8_t)); 
    for (int c = 0; c < 16; c++) { memcpy(&states[i][c], &temp[c], 
sizeof(uint8_t)); } 
   } 
  
 
   //printf("\nCycle!: Spawn = %i", spawn); 
  
 
   cudaDevAssist(cudaMemcpy(devState, *states, 
spawn*16*sizeof(uint8_t), cudaMemcpyHostToDevice), 426, true); 
   cudaDevAssist(cudaDeviceSynchronize(), 268, true); 
   cudaRunner<<<1,spawn>>>(devState); 
 
 
  
 
   cudaDevAssist(cudaDeviceSynchronize(), 270, true); 
   cudaDevAssist(cudaMemcpy(*states, devState, 
spawn*16*sizeof(uint8_t), cudaMemcpyDeviceToHost), 431, true); 
  
 
  
 
   //Write results to out 
   for (int i = 0; i < spawn; i++) 
   { 
    for (int ix = 0; ix < 4; ix++) 
    { 
     char hex[3]; 
     sprintf(hex, "%02x", states[i][ix]); 
     for (int i = 0; i < 3; i++) { putc(hex[i], outfile); } 
     sprintf(hex, "%02x", states[i][ix+4]); 
     for (int i = 0; i < 3; i++) { putc(hex[i], outfile); } 
     sprintf(hex, "%02x", states[i][ix+8]); 
     for (int i = 0; i < 3; i++) { putc(hex[i], outfile); } 
     sprintf(hex, "%02x", states[i][ix+12]); 
     for (int i = 0; i < 3; i++) { putc(hex[i], outfile); } 
    } 
   } 
  } 
   c_stop = clock(); 
   float diff = (((float)c_stop - (float)c_start) / CLOCKS_PER_SEC ) * 1000; 
  
 
   printf("Done - Time taken: %f ms\n", diff); 
  cudaFree(devState); 
  cudaDeviceReset(); 
  fclose(infile); 
  fclose(outfile); 
  fclose(keyfile); 
  return 0; 
 } 
 
 
 
8.2 Cheat 
8.2.1. AutoPistol.cpp 
#include "Includes.h" 
 
cAutoPistol *pAutoPistol = new cAutoPistol(); 
 
cAutoPistol::cAutoPistol() 
{ 
 
} 
 
cAutoPistol::~cAutoPistol() 
{ 
 
} 
 
void cAutoPistol::Shoot() 
{ 
 Mem->Write<int>(pLocalPlayer->ClientDLL + ForceAttack, 5); 
 //Diminuir delay 
 Sleep(50); 
 Mem->Write<int>(pLocalPlayer->ClientDLL + ForceAttack, 4); 
} 
8.2.1.1 AutoPistol.h 
#pragma once 
 
class cAutoPistol 
{ 
public: 
 cAutoPistol(); 
 
 
 ~cAutoPistol(); 
 void Shoot(); 
}; 
 
extern cAutoPistol *pAutoPistol; 
 
8.2.2. bhop.cpp 
#include "Includes.h" 
 
cBhop *pBhop = new cBhop(); 
 
cBhop::cBhop() 
{ 
 
} 
 
cBhop::~cBhop() 
{ 
 
} 
 
int cBhop::fl_onGround() 
{ 
 return onGround; 
} 
 
DWORD cBhop::getBhopKey() 
{ 
 return bhopKey; 
} 
 
 
 
void cBhop::Bhop() 
{ 
 
 if (!pLocalPlayer->inAir()) 
 { 
  Mem->Write<int>(pLocalPlayer->ClientDLL + ForceJump, 5); 
 } 
 else if (pLocalPlayer->inAir()) 
 { 
  Mem->Write<int>(pLocalPlayer->ClientDLL + ForceJump, 4); 
  Mem->Write<int>(pLocalPlayer->ClientDLL + ForceJump, 5); 
  Mem->Write<int>(pLocalPlayer->ClientDLL + ForceJump, 4); 
 } 
 else 
 { 
  Mem->Write<int>(pLocalPlayer->ClientDLL + ForceJump, 4); 
 } 
} 
8.2.2.1 bhop.h 
#pragma once 
 
class cBhop 
{ 
public: 
 cBhop(); 
 ~cBhop(); 
 void Bhop(); 
 int fl_onGround(); 
 DWORD getBhopKey(); 
 
 
private: 
 //Int da valor no chão 
 //HEX da tecla 
 int onGround = 257; 
 DWORD bhopKey = 0x20; 
}; 
 
extern cBhop *pBhop; 
8.2.3. Enums.h 
#pragma once 
 
enum WeaponID 
{ 
 //Lista de armas por ID 
 weapon_none, 
 weapon_deagle, 
 weapon_elite, 
 weapon_fiveseven, 
 weapon_glock, 
 weapon_p228, 
 weapon_usp, 
 weapon_ak47, 
 weapon_aug, 
 weapon_awp, 
 weapon_famas, 
 weapon_g3sg1, 
 weapon_galil, 
 weapon_galilar, 
 weapon_m249, 
 weapon_m3, 
 
 
 weapon_m4a1, 
 weapon_mac10, 
 weapon_mp5navy, 
 weapon_p90, 
 weapon_scout, 
 weapon_sg550, 
 weapon_sg552, 
 weapon_tmp, 
 weapon_ump45, 
 weapon_xm1014, 
 weapon_bizon, 
 weapon_mag7, 
 weapon_negev, 
 weapon_sawedoff, 
 weapon_tec9, 
 weapon_taser, 
 weapon_hkp2000, 
 weapon_mp7, 
 weapon_mp9, 
 weapon_nova, 
 weapon_p250, 
 weapon_scar17, 
 weapon_scar20, 
 weapon_sg556, 
 weapon_ssg08, 
 //estado do corte 
 weapon_knifegg, 
 weapon_knife, 
 weapon_flashbang, 
 weapon_hegrenade, 
 
 
 weapon_smokegrenade, 
 weapon_molotov, 
 weapon_decoy, 
 weapon_incgrenade, 
 weapon_c4, 
 weapon_kevlar, 
 weapon_assaultsuit, 
 weapon_nvg, 
 weapon_defuser, 
 weapon_cutters 
}; 
8.2.4. Glow.cpp 
#include "Includes.h" 
 
cGlow *pGlow = new cGlow(); 
 
cGlow::cGlow() 
{ 
 
} 
 
cGlow::~cGlow() 
{ 
 
} 
 
 
void cGlow::GlowEsp() 
{ 
 
 
 
 for (int i = 0; i < 64; i++) 
 { 
  bool glow_currentPlayerDormant = Mem->Read<bool>(pLocalPlayer-
>getGlowCurrentPlayer(i) + Dormant); 
  int glow_currentPlayerGlowIndex = Mem->Read<int>(pLocalPlayer-
>getGlowCurrentPlayer(i) + GlowIndex); 
  int EntityBaseTeamID = Mem->Read<int>(pLocalPlayer-
>getGlowCurrentPlayer(i) + teamOffset); 
 
  if (glow_currentPlayerDormant == true || EntityBaseTeamID == false) 
   continue; 
  else 
   if (pLocalPlayer->getLocalTeam() != EntityBaseTeamID || 
GlowTeamCheck == false) 
    switch (EntityBaseTeamID) 
    { 
    case 2: 
     //MEIA VIDA 
     Mem->Write<float>((pLocalPlayer->getGlowPointer() + 
((glow_currentPlayerGlowIndex * 0x38) + 0x4)), GlowTerroristRed); 
     //Visivel 
     Mem->Write<float>((pLocalPlayer->getGlowPointer() + 
((glow_currentPlayerGlowIndex * 0x38) + 0x8)), GlowTerroristGreen); 
     //Não visivel 
     Mem->Write<float>((pLocalPlayer->getGlowPointer() + 
((glow_currentPlayerGlowIndex * 0x38) + 0xC)), GlowTerroristBlue); 
     //Is alpha 
     Mem->Write<float>((pLocalPlayer->getGlowPointer() + 
((glow_currentPlayerGlowIndex * 0x38) + 0x10)), GlowTerroristAlpha); 
     Mem->Write<BOOL>((pLocalPlayer->getGlowPointer() + 
((glow_currentPlayerGlowIndex * 0x38) + 0x24)), true); 
     Mem->Write<BOOL>((pLocalPlayer->getGlowPointer() + 
((glow_currentPlayerGlowIndex * 0x38) + 0x25)), false); 
     break; 
 
 
    case 3: 
     //Meia vida 
     Mem->Write<float>((pLocalPlayer->getGlowPointer() + 
((glow_currentPlayerGlowIndex * 0x38) + 0x4)), GlowCounterTerroristRed); 
     //Visivel 
     Mem->Write<float>((pLocalPlayer->getGlowPointer() + 
((glow_currentPlayerGlowIndex * 0x38) + 0x8)), GlowCounterTerroristGreen); 
     //Não visivel 
     Mem->Write<float>((pLocalPlayer->getGlowPointer() + 
((glow_currentPlayerGlowIndex * 0x38) + 0xC)), GlowCounterTerroristBlue); 
     //is alpha 
     Mem->Write<float>((pLocalPlayer->getGlowPointer() + 
((glow_currentPlayerGlowIndex * 0x38) + 0x10)), GlowCounterTerroristAlpha); 
     Mem->Write<BOOL>((pLocalPlayer->getGlowPointer() + 
((glow_currentPlayerGlowIndex * 0x38) + 0x24)), true); 
     Mem->Write<BOOL>((pLocalPlayer->getGlowPointer() + 
((glow_currentPlayerGlowIndex * 0x38) + 0x25)), false); 
     break; 
    } 
 } 
 
} 
8.2.41 glow.h 
#pragma once 
 
class cGlow 
{ 
public: 
 cGlow(); 
 ~cGlow(); 
 void GlowEsp(); 
 //Cores de visão - ataque terror 
 
 
 float GlowTerroristRed = 1.f; 
 float GlowTerroristGreen = 0.f; 
 float GlowTerroristBlue = 0.f; 
 float GlowTerroristAlpha = 1.f; 
 //cores de visão - ataque CT 
 float GlowCounterTerroristRed = 0.f; 
 float GlowCounterTerroristGreen = 0.f; 
 float GlowCounterTerroristBlue = 1.f; 
 float GlowCounterTerroristAlpha = 1.f; 
 
 bool GlowActive = true; 
 bool GlowTeamCheck = true; 
}; 
 
extern cGlow *pGlow; 
8.2.5. includes.h 
#pragma once 
 
#include "PMemory.h" 
#include "Enums.h" 
#include "Offsets.h" 
//dando conflito, TODO: descobrir porque 
#include "xor.h" 
#include "LocalPlayer.h" 
#include "Trigger.h" 
#include "Bhop.h" 
#include "Glow.h" 
#include "NoFlash.h" 
#include "Enums.h" 
#include "Misc.h" 
 
 
#include "AutoPistol.h" 
#include "NoHands.h" 
#include "SlowAim.h" 
 
#include <assert.h> 
#include <iostream> 
#include <windows.h> 
8.2.6. LocalPlayer.cpp 
#include "Includes.h" 
 
LocalPlayer *pLocalPlayer = new LocalPlayer(); 
 
LocalPlayer::LocalPlayer() 
{ 
 
} 
 
LocalPlayer::~LocalPlayer() 
{ 
 
} 
 
DWORD LocalPlayer::getClientDLL() 
{ 
 return Mem->Module(XOR("client.dll")); 
} 
 
DWORD LocalPlayer::getEngineDLL() 
{ 
 return Mem->Module(XOR("engine.dll")); 
 
 
} 
 
DWORD LocalPlayer::getShotsFired() 
{ 
 return Mem->Read<DWORD>(getLocalPLayer() + m_iShotsFired); 
} 
 
DWORD LocalPlayer::getLocalPLayer() 
{ 
 return Mem->Read<DWORD>(ClientDLL + playerBase); 
} 
 
DWORD LocalPlayer::getHandleWeap() 
{ 
 return Mem->Read<DWORD>(getLocalPLayer() + ActiveWeapon); 
} 
 
DWORD LocalPlayer::getWeaponEntity() 
{ 
 return getHandleWeap() & 0xFFF; 
} 
 
DWORD LocalPlayer::getCurrentWeapon() 
{ 
 return Mem->Read<DWORD>(ClientDLL + entityBase + (getWeaponEntity() - 1) * 0x10); 
} 
 
int LocalPlayer::getWeaponID() 
{ 
 return Mem->Read<int>(getCurrentWeapon() + iWeaponID); 
 
 
} 
 
int LocalPlayer::getLocalTeam() 
{ 
 return Mem->Read<int>(getLocalPLayer() + teamOffset); 
} 
 
int LocalPlayer::getCrossHairID() 
{ 
 return Mem->Read<int>(getLocalPLayer() + crosshairOffset); 
} 
 
DWORD LocalPlayer::getEnemyInCH() 
{ 
 return Mem->Read<DWORD>(ClientDLL + entityBase + ((getCrossHairID() - 1) * 
EntLoopDist)); 
} 
 
int LocalPlayer::getEnemyHealth() 
{ 
 return Mem->Read<int>(getEnemyInCH() + healthOffset); 
} 
 
int LocalPlayer::getEnemyTeam() 
{ 
 return Mem->Read<int>(getEnemyInCH() + teamOffset); 
} 
 
int LocalPlayer::getTeam() 
{ 
 
 
 return Mem->Read<int>(player + teamOffset); 
} 
 
int LocalPlayer::getHealth() 
{ 
 return Mem->Read<int>(player + healthOffset); 
} 
 
 
int LocalPlayer::getFlags() 
{ 
 return Mem->Read<int>(getLocalPLayer() + Flags); 
} 
 
DWORD LocalPlayer::getGlowPointer() 
{ 
 return Mem->Read<DWORD>(ClientDLL + GlowObject); 
} 
 
int LocalPlayer::getGlowCurrentPlayer(int index) 
{ 
 return Mem->Read<int>(ClientDLL + entityBase + index * 0x10); 
} 
 
float LocalPlayer::getFlashMaxAlpha() 
{ 
 return Mem->Read<float>(getLocalPLayer() + FlashMaxAlpha); 
} 
 
DWORD LocalPlayer::getLocalEntity() 
 
 
{ 
 return Mem->Read<DWORD>(ClientDLL + getLocalPLayer()); 
} 
 
DWORD LocalPlayer::getEnginePointer() 
{ 
 return Mem->Read<DWORD>(EngineDLL + clientState); 
} 
 
bool LocalPlayer::inAir() 
{ 
 return getFlags() == 256 || getFlags() == 258 || getFlags() == 260 || getFlags() == 262; 
} 
 
void LocalPlayer::getPlayer(int i) 
{ 
 player = Mem->Read<DWORD>(ClientDLL + entityBase + (i * 0x10)); 
}  
 
bool LocalPlayer::isDormant() 
{ 
 return Mem->Read<bool>(player + Dormant); 
} 
 
float LocalPlayer::getSensitivity() 
{ 
 DWORD thisPtr = (int)(ClientDLL + dwSensitivityPtr); 
 DWORD sensitivity = Mem->Read<DWORD>(ClientDLL + dwSensitivity); 
 
 sensitivity ^= thisPtr; 
 
 
 
 float sens = *reinterpret_cast<float*>(&sensitivity); 
  
 return sens; 
} 
 
void LocalPlayer::setSensitivity(float x) 
{ 
 DWORD thisPtr = (int)(ClientDLL + dwSensitivityPtr); 
 DWORD xored = *(DWORD*)&x ^ thisPtr; 
 
 Mem->Write<DWORD>(ClientDLL + dwSensitivity, xored); 
} 
8.2.6.1. LocalPlayer.h 
#pragma once 
 
class LocalPlayer 
{ 
 
public: 
 LocalPlayer(); 
 ~LocalPlayer(); 
 
 DWORD ClientDLL; 
 DWORD EngineDLL; 
 
 DWORD getClientDLL(); 
 DWORD getLocalPLayer(); 
 DWORD getHandleWeap(); 
 DWORD getWeaponEntity(); 
 
 
 DWORD getCurrentWeapon(); 
 DWORD getEngineDLL(); 
 DWORD getEnemyInCH(); 
 DWORD getGlowPointer(); 
 DWORD getLocalEntity(); 
 DWORD getEnginePointer(); 
 DWORD getShotsFired(); 
 
 DWORD player; 
 
 int getGlowCurrentPlayer(int); 
 int getWeaponID(); 
 int getLocalTeam(); 
 int getCrossHairID(); 
 int getEnemyHealth(); 
 int getEnemyTeam(); 
 int getFlags(); 
 int getTeam(); 
 int getHealth(); 
 
 float getFlashMaxAlpha(); 
 
 float getSensitivity(); 
 
 void setSensitivity(float x); 
 void getPlayer(int i); 
 //TODO: Verificar se IN AIR esta em queda, não pulo 
 bool inAir(); 
 bool isDormant(); 
 
 
 
 
}; 
 
extern LocalPlayer* pLocalPlayer; 
8.2.7. Main.cpp 
#include "Includes.h" 
#define EXPORTING_DLL 
HANDLE threadLoop; 
//__________                    __________                     ____  
//\______   \_____  ___  _______\______   \_____________  ____/_   | 
// |       _/\__  \ \  \/  /  _ \|       _/\____ \_  __ \/  _ \|   | 
// |    |   \ / __ \_>    <  <_> )    |   \|  |_> >  | \(  <_> )   | 
// |____|_  /(____  /__/\_ \____/|____|_  /|   __/|__|   \____/|___| 
 //       \/      \/      \/            \/ |__|                      
 
DWORD WINAPI Loop(PVOID pThreadParameter) 
{ 
 
 Mem->Process(XOR("csgo.exe")); 
 
 pMisc->setClientDLL(); 
 pMisc->setEngineDLL(); 
 
 while (threadLoop) 
 { 
  assert(threadLoop); 
 
  if (pMisc->isFocused()) 
  { 
   pMisc->triggerEnabled(); 
 
 
   pMisc->GlowEnabled(); 
   pMisc->bhopEnabled(); 
 
   if (pNoHands->NoHandsToggle) 
   { 
    pNoHands->NoHands(); 
   } 
   if (GetAsyncKeyState(0x64) & 0x8000) 
   { 
    pNoHands->forceUpdateHands(); 
   } 
   if (pMisc->isPistol() && GetAsyncKeyState(0x01) & 0x8000) 
   { 
    pAutoPistol->Shoot(); 
   } 
   if (pMisc->Glow) 
   { 
    pGlow->GlowEsp(); 
   } 
   if (pMisc->Trigger && GetAsyncKeyState(pTrigger->getTriggerKey()) & 
0x8000 && pMisc->isWeapon()) 
   { 
    pTrigger->Trigger(); 
   } 
   if (pMisc->Bhop && GetAsyncKeyState(pBhop->getBhopKey()) & 0x8000) 
   { 
    pBhop->Bhop(); 
   } 
   if (pLocalPlayer->getFlashMaxAlpha() > 50.f) 
   { 
 
 
    pNoFlash->noFlash(); 
   } 
   if (pMisc->isWeapon()) 
   { 
    pSlowAim->SlowAim(0.5); 
   }   
  } 
  Sleep(5); 
 } 
 return 0; 
} 
 
 
 
BOOL APIENTRY DllMain(HMODULE hModule, 
 DWORD  ul_reason_for_call, 
 LPVOID lpReserved 
) 
{ 
 switch (ul_reason_for_call) 
 { 
 case DLL_PROCESS_ATTACH: 
  threadLoop = CreateThread(0, 0, Loop, 0, 0, NULL); 
  break; 
 case DLL_THREAD_ATTACH: 
  break; 
 case DLL_THREAD_DETACH: 
  break; 
 case DLL_PROCESS_DETACH: 
  if (threadLoop) 
 
 
   CloseHandle(threadLoop); 
  break; 
 } 
 return TRUE; 
} 
8.2.8. Misc.cpp 
#include "Includes.h" 
 
cMisc *pMisc = new cMisc(); 
 
cMisc::cMisc() 
{ 
 
} 
 
cMisc::~cMisc() 
{ 
 
} 
 
void cMisc::setClientDLL() 
{ 
 pLocalPlayer->ClientDLL = pLocalPlayer->getClientDLL(); 
} 
 
void cMisc::setEngineDLL() 
{ 
 pLocalPlayer->EngineDLL = pLocalPlayer->getEngineDLL(); 
} 
 
 
 
void cMisc::forceJump() 
{ 
 Mem->Write<int>(pLocalPlayer->ClientDLL + ForceJump, 1); 
 Sleep(30); 
 Mem->Write<int>(pLocalPlayer->ClientDLL + ForceJump, 0); 
} 
 
bool cMisc::isFocused() 
{ 
 HWND tWnd = FindWindowA(0, XOR("Counter-Strike: Global Offensive")); 
 
 if (GetForegroundWindow() == tWnd) 
 { 
  return true; 
 } 
 else 
 { 
  return false; 
 } 
} 
 
void cMisc::bhopEnabled() 
{ 
 if (GetAsyncKeyState(bhopToggleKey) & 1) 
 { 
  Bhop = !Bhop; 
  Beep(750, 250); 
 } 
} 
 
 
 
void cMisc::GlowEnabled() 
{ 
 if (GetAsyncKeyState(glowToggleKey) & 1) 
 { 
  Glow = !Glow; 
  Beep(750, 250); 
 } 
} 
 
void cMisc::triggerEnabled() 
{ 
 if (GetAsyncKeyState(triggerToggleKey) & 1) 
 { 
  Trigger = !Trigger; 
  Beep(750, 250); 
 } 
 
} 
 
bool cMisc::isWeapon() 
{ 
 if (pLocalPlayer->getWeaponID() != weapon_knife && pLocalPlayer->getWeaponID() != 
weapon_c4 && pLocalPlayer->getWeaponID() != weapon_molotov && pLocalPlayer-
>getWeaponID() != weapon_hegrenade 
  && pLocalPlayer->getWeaponID() != weapon_flashbang && pLocalPlayer-
>getWeaponID() != weapon_smokegrenade && pLocalPlayer->getWeaponID() != 
weapon_incgrenade && pLocalPlayer->getWeaponID() != weapon_decoy 
  && pLocalPlayer->getWeaponID() != weapon_taser) 
 { 
  return true; 
 } 
 
 
 else 
 { 
  return false; 
 } 
} 
 
bool cMisc::isPistol() 
{ 
 if (pLocalPlayer->getWeaponID() == weapon_glock || pLocalPlayer->getWeaponID() == 
weapon_usp || pLocalPlayer->getWeaponID() == weapon_deagle || pLocalPlayer-
>getWeaponID() == weapon_p250 
  || pLocalPlayer->getWeaponID() == weapon_tec9 || pLocalPlayer-
>getWeaponID() == weapon_hkp2000 || pLocalPlayer->getWeaponID() == weapon_elite || 
pLocalPlayer->getWeaponID() == weapon_fiveseven) 
 { 
  return true; 
 } 
 else 
 { 
  return false; 
 } 
} 
 
void cMisc::forceUpdate() 
{ 
 Mem->Write<int>(pLocalPlayer->getEnginePointer() + 0x16C, -1); 
} 
8.2.8.1. Misc.h 
#pragma once 
 
class cMisc 
 
 
{ 
public: 
 cMisc(); 
 ~cMisc(); 
  
 bool isWeapon(); 
 bool isPistol(); 
 
 bool glowToggleKeyPressed = true; 
 bool bhopToggleKeyPressed = true; 
 bool triggerToggleKeyPressed = true; 
 
 bool Trigger = true; 
 bool Glow = true; 
 bool Bhop = true; 
 
 float fClosest; 
 bool isFocused(); 
 
 void bhopEnabled(); 
 void GlowEnabled(); 
 void triggerEnabled(); 
  
 void forceJump(); 
 void forceUpdate(); 
  
 void setClientDLL(); 
 void setEngineDLL(); 
 
}; 
 
 
 
extern cMisc* pMisc; 
 
8.2.9. NoFlash.cpp 
#include "Includes.h" 
 
cNoFlash *pNoFlash = new cNoFlash(); 
 
cNoFlash::cNoFlash() 
{ 
 
} 
 
cNoFlash::~cNoFlash() 
{ 
 
} 
 
void cNoFlash::noFlash() 
{ 
 
 Mem->Write<float>(pLocalPlayer->getLocalPLayer() + FlashMaxAlpha, 0.f); 
} 
8.2.9.1. NoFlash.h 
#pragma once 
 
class cNoFlash 
{ 
public: 
 cNoFlash(); 
 
 
 ~cNoFlash(); 
 void noFlash(); 
}; 
 
extern cNoFlash *pNoFlash; 
8.2.10. NoHands.cpp 
#include "Includes.h" 
 
cNoHands *pNoHands = new cNoHands(); 
 
cNoHands::cNoHands() 
{ 
 
} 
 
cNoHands::~cNoHands() 
{ 
 
} 
 
void cNoHands::NoHands() 
{ 
 char nohands[256] = { 0 }; 
 Mem->Write<char[256]>(pLocalPlayer->getLocalPLayer() + m_szArmsModel, nohands); 
  
} 
 
void cNoHands::forceUpdateHands() 
{ 
 pMisc->forceUpdate(); 
 
 
  
 NoHandsToggle = !NoHandsToggle; 
} 
8.2.10.1 NoHands.h 
#pragma once 
 
class cNoHands 
{ 
public: 
 cNoHands(); 
 ~cNoHands(); 
 void NoHands(); 
 void forceUpdateHands(); 
 bool NoHandsToggle = true; 
}; 
 
extern cNoHands *pNoHands; 
8.2.11. Offsets.h 
#pragma once 
 
//Valores recebidos pelo VALUE DUMPER 
 
const DWORD playerBase = 0x00A3A43C; 
const DWORD entityBase = 0x04A57EA4; 
const DWORD crosshairOffset = 0x0000AA54; 
const DWORD Flags = 0x00000100; 
const DWORD ForceJump = 0x04EED318; 
const DWORD GlowIndex = 0x0000A310; 
const DWORD GlowObject = 0x04F6DAD4; 
const DWORD Dormant = 0x000000E9; 
 
 
const DWORD ActiveWeapon = 0x00002EE8; 
const DWORD iWeaponID = 0x000032DC; 
const DWORD FlashMaxAlpha = 0x0000A2F4; 
const DWORD ForceAttack = 0x02E97EC4; 
const DWORD clientState = 0x005BB2C4; 
const DWORD dwSensitivityPtr = 0xA3FC18; 
const DWORD dwSensitivity = 0xA3FC44; 
 
const DWORD teamOffset = 0xF0; 
const DWORD healthOffset = 0xFC; 
const DWORD EntLoopDist = 0x10; 
 
const DWORD bhopToggleKey = 0x67; 
const DWORD triggerToggleKey = 0x68; 
const DWORD glowToggleKey = 0x69; 
 
const DWORD m_szArmsModel = 0x38E3; 
const DWORD m_iShotsFired = 0x0000A2B0; 
8.2.12. PMemory.cpp 
//Author G3tMeRight 
#include "Includes.h" 
 
using namespace std; 
 
ProcMem *Mem = new ProcMem(); 
 
#pragma region LocalPlayer Functions 
 
ProcMem::ProcMem() { 
 
 
 
} 
 
ProcMem::~ProcMem() { 
 CloseHandle(hProcess); 
} 
 
int ProcMem::chSizeOfArray(char *chArray) { 
 for (int iLength = 1; iLength < MAX_PATH; iLength++) 
  if (chArray[iLength] == '*') 
   return iLength; 
 
 cout << "\nTamanho do array deu ruim\n"; 
 return 0; 
} 
 
int ProcMem::iSizeOfArray(int *iArray) { 
 for (int iLength = 1; iLength < MAX_PATH; iLength++) 
  if (iArray[iLength] == '*') 
   return iLength; 
 
 cout << "\nTamanho do array deu ruim\n"; 
 return 0; 
} 
 
bool ProcMem::iFind(int *iAry, int iVal) { 
 
 for (int i = 0; i < 64; i++) 
  if (iVal == iAry[i] && iVal != 0) 
   return true; 
 
 
 
 return false; 
} 
 
#pragma endregion 
 
#pragma region Memory Functions 
 
void ProcMem::Process(char* ProcessName) 
{ 
 HANDLE hPID = CreateToolhelp32Snapshot(TH32CS_SNAPPROCESS, NULL); 
 PROCESSENTRY32 ProcEntry; 
 ProcEntry.dwSize = sizeof(ProcEntry); 
 do 
  if (!strcmp(ProcEntry.szExeFile, ProcessName)) 
  { 
   dwPID = ProcEntry.th32ProcessID; 
   CloseHandle(hPID); 
   hProcess = OpenProcess(PROCESS_ALL_ACCESS, FALSE, dwPID); 
   return; 
  } 
 while (Process32Next(hPID, &ProcEntry)); 
 
 cout << "\nExe não localizado\n"; 
 system("pause"); 
 exit(0); 
} 
 
void ProcMem::Patch(DWORD dwAddress, char *Patch_Bts, char *Default_Bts) 
{ 
 int iSize = chSizeOfArray(Default_Bts); 
 
 
 
 if (!bPOn) 
  for (int i = 0; i < iSize; i++) 
   Write<BYTE>(dwAddress + i, Patch_Bts[i]); 
 else 
  for (int i = 0; i < iSize; i++) 
   Write<BYTE>(dwAddress + i, Default_Bts[i]); 
 
 bPOn = !bPOn; 
} 
 
void ProcMem::Inject(DWORD dwAddress, char *Inj_Bts, char *Def_Bts, BOOL Type) 
{ 
 int i_ISize = chSizeOfArray(Inj_Bts); 
 int i_DSize = chSizeOfArray(Def_Bts); 
 
 if (!bIOn) 
 { 
  if (i_DSize > 5) 
   for (int i = 6; i < i_DSize; i++) 
    Write<BYTE>(dwAddress + i, 0x90); 
  else { cout << "\nINJECT: Bytes default<5\n"; return; } 
 
  dwCaveAddress = (DWORD)VirtualAllocEx(hProcess, NULL, i_ISize + 5, 
MEM_COMMIT | MEM_RESERVE, PAGE_EXECUTE_READWRITE); 
 
  DWORD dwRetJmp = (dwAddress + i_DSize) - dwCaveAddress - 5; 
  DWORD dwBaseJmp = dwCaveAddress - dwAddress - 5; 
 
  for (int i = 0; i <= i_ISize; i++) 
 
 
   Write<BYTE>(dwCaveAddress + i, Inj_Bts[i]); 
 
  Write<BYTE>(dwCaveAddress + i_ISize, Type ? 0xE9 : 0xE8); 
  Write<DWORD>(dwCaveAddress + i_ISize + 1, dwRetJmp); 
 
  Write<BYTE>(dwAddress, Type ? 0xE9 : 0xE8); 
  Write<DWORD>(dwAddress + 1, dwBaseJmp); 
 
 } 
 else 
 { 
  for (int i = 0; i < i_DSize; i++) 
   Write<BYTE>(dwAddress + i, Def_Bts[i]); 
  VirtualFreeEx(hProcess, (LPVOID)dwCaveAddress, i_ISize + 5, 
MEM_DECOMMIT); 
 } 
 bIOn = !bIOn; 
} 
 
DWORD ProcMem::AOB_Scan(DWORD dwAddress, DWORD dwEnd, char *Bytes) 
{ 
 int iBytesToRead = 0, iTmp = 0; 
 int length = chSizeOfArray(Bytes); 
 bool bTmp = false; 
 
 if (Bytes[0] == '?') 
 { 
  for (; iBytesToRead < MAX_PATH; iBytesToRead++) 
   if (Bytes[iBytesToRead] != '?') 
   { 
 
 
    iTmp = (iBytesToRead + 1); 
    break; 
   } 
 } 
 
 for (; dwAddress < dwEnd; dwAddress++) 
 { 
  if (iBytesToRead == length) 
   return dwAddress - iBytesToRead; 
 
  if (Read<BYTE>(dwAddress) == Bytes[iBytesToRead] || (bTmp && 
Bytes[iBytesToRead] == '?')) 
  { 
   iBytesToRead++; 
   bTmp = true; 
  } 
  else 
  { 
   iBytesToRead = iTmp; 
   bTmp = false; 
  } 
 } 
 
 cout << "\nOffset não encontrado\n"; 
 return 0; 
} 
 
DWORD ProcMem::Module(LPSTR ModuleName) 
{ 
 HANDLE hModule = CreateToolhelp32Snapshot(TH32CS_SNAPMODULE, dwPID); 
 
 
 MODULEENTRY32 mEntry; 
 mEntry.dwSize = sizeof(mEntry); 
 
 do 
  if (!strcmp(mEntry.szModule, ModuleName)) 
  { 
   CloseHandle(hModule); 
   return (DWORD)mEntry.modBaseAddr; 
  } 
 while (Module32Next(hModule, &mEntry)); 
 
 cout << "\nSem DLL do jogo, retry\n"; 
 return 0; 
} 
 
 
#pragma endregion 
8.2.12.1 PMemory.h 
//Author G3tMeRight 
#ifndef PROCMEM_H  
#define PROCMEM_H 
 
#define WIN32_LEAN_AND_MEAN  
 
#include<Windows.h> 
#include <iostream> 
#include <TlHelp32.h>  
#include <string>  
#include <sstream>  
 
 
 
 
class ProcMem { 
protected: 
 DWORD dwPID, dwProtection, dwCaveAddress; 
 BOOL bPOn, bIOn, bProt; 
 
public: 
 //Handle com lean 
 HANDLE hProcess; 
 ProcMem(); 
 ~ProcMem(); 
 int chSizeOfArray(char *chArray); 
 int iSizeOfArray(int *iArray); 
 bool iFind(int *iAry, int iVal); 
 
#pragma region MEMORY FUNCTIONS 
 template <class cData> 
 void Protection(DWORD dwAddress) 
 { 
  if (!bProt) 
   VirtualProtectEx(hProcess, (LPVOID)dwAddress, sizeof(cData), 
PAGE_EXECUTE_READWRITE, &dwProtection); 
  else 
   VirtualProtectEx(hProcess, (LPVOID)dwAddress, sizeof(cData), 
dwProtection, &dwProtection); 
 
  bProt = !bProt; 
 } 
 
 template <class cData> 
 cData Read(DWORD dwAddress) 
 
 
 { 
  cData cRead; 
  ReadProcessMemory(hProcess, (LPVOID)dwAddress, &cRead, sizeof(cData), 
NULL); 
  return cRead; 
 } 
 
 template <class cData> 
 cData Read(DWORD dwAddress, char *Offset, BOOL Type) 
 { 
  int iSize = iSizeOfArray(Offset) - 1; 
  dwAddress = Read<DWORD>(dwAddress); 
 
  //Salva os valores HEX em DWORD 
  for (int i = 0; i < iSize; i++) 
   dwAddress = Read<DWORD>(dwAddress + Offset[i]); 
 
  if (!Type) 
   return dwAddress + Offset[iSize]; 
  else 
   //Retorno de read 
   return Read<cData>(dwAddress + Offset[iSize]); 
 } 
 
 template <class cData> 
 void Write(DWORD dwAddress, cData Value) 
 { 
  //IF para tempo de write de hProcess(10ms) 
  WriteProcessMemory(hProcess, (LPVOID)dwAddress, &Value, sizeof(cData), 
NULL); 
 } 
 
 
 
 template <class cData> 
 void Write(DWORD dwAddress, char *Offset, cData Value) 
 { 
  //if para tempo de write do Read5(5ms) 
  Write<cData>(Read<cData>(dwAddress, Offset, false), Value); 
 } 
 
 virtual void Process(char* ProcessName); 
 virtual void Patch(DWORD dwAddress, char *chPatch_Bts, char *chDefault_Bts); 
 virtual void Inject(DWORD dwAddress, char *chInj_Bts, char *chDef_Bts, BOOL Type); 
 virtual DWORD AOB_Scan(DWORD dwAddress, DWORD dwEnd, char *chPattern); 
 virtual DWORD Module(LPSTR ModuleName); 
 
#pragma endregion  
 
}; 
extern ProcMem *Mem; 
#endif 
8.2.13. SlowAim.cpp 
#include "Includes.h" 
 
cSlowAim *pSlowAim = new cSlowAim(); 
 
cSlowAim::cSlowAim() 
{ 
 
} 
 
cSlowAim::~cSlowAim() 
 
 
{ 
 
} 
 
void cSlowAim::SlowAim(float sensitivity) 
{ //Sens não passa de 10 
 if (pLocalPlayer->getLocalTeam() != pLocalPlayer->getEnemyTeam() && pLocalPlayer-
>getCrossHairID() > 0 && pLocalPlayer->getEnemyHealth() > 0 && pLocalPlayer-
>getShotsFired() < 2) 
 { 
  pLocalPlayer->setSensitivity(sensitivity); 
 } 
 else 
 { 
  pLocalPlayer->setSensitivity(pLocalPlayer->getSensitivity()); 
 } 
} 
8.2.13.1 SlowAim.h 
#pragma once 
 
 
class cSlowAim 
{ 
public: 
 cSlowAim(); 
 ~cSlowAim(); 
 void SlowAim(float); 
}; 
 
extern cSlowAim *pSlowAim; 
 
 
8.2.14. Trigger.cpp 
#include "Includes.h" 
 
cTrigger *pTrigger = new cTrigger(); 
 
cTrigger::cTrigger() 
{ 
 
} 
 
cTrigger::~cTrigger() 
{ 
 
} 
 
DWORD cTrigger::getTriggerKey() 
{ 
 return triggerKey; 
} 
 
void cTrigger::Trigger() 
{ //Trigger com 1ms de delay 
 if (pLocalPlayer->getLocalTeam() != pLocalPlayer->getEnemyTeam() && pLocalPlayer-
>getCrossHairID() > 0 && pLocalPlayer->getEnemyHealth() > 0) 
 { 
  pAutoPistol->Shoot(); 
 } 
} 
8.2.14.1 Trigger.h 
#pragma once 
 
 
 
class cTrigger 
{ 
public: 
 cTrigger(); 
 ~cTrigger(); 
 void Trigger(); 
 DWORD getTriggerKey(); 
private: 
 DWORD triggerKey = 0x05; 
}; 
 
extern cTrigger *pTrigger; 
 
8.2.15. xor.h 
 
 
#pragma once 
 
template <int XORSTART, int BUFLEN, int XREFKILLER> 
 
class XorStr 
{ 
private: 
 XorStr(); 
public: 
 char s[BUFLEN]; 
 
 XorStr( char * xs); 
 
 
 
 ~XorStr() 
 { 
  for (int i = 0; i < BUFLEN; i++) s[i] = 0; 
 } 
}; 
 
template <int XORSTART, int BUFLEN, int XREFKILLER> 
XorStr<XORSTART, BUFLEN, XREFKILLER>::XorStr( char * xs) 
{ 
 int xvalue = XORSTART; 
 int i = 0; 
 
 for (; i < (BUFLEN - 1); i++) 
 { 
  s[i] = xs[i - XREFKILLER] ^ xvalue; 
  xvalue += 1; 
  xvalue %= 256; 
 } 
 
 s[BUFLEN - 1] = 0; 
} 
 
#define XOR(a) a 
 
 
 
 
 
 
 
 
 
 
 
 
8.3 Value Dumper 
8.3.1 HWin.h 
#ifndef _HWIN_H_ 
#define _HWIN_H_ 
 
#pragma once 
 
#ifndef WIN32_LEAN_AND_MEAN 
#define WIN32_LEAN_AND_MEAN 
#endif /* WIN32_LEAN_AND_MEAN */ 
 
#ifndef _CRT_SECURE_NO_WARNINGS 
#define _CRT_SECURE_NO_WARNINGS 
#endif /* _CRT_SECURE_NO_WARNINGS */ 
 
#include <Windows.h> 
#include <TlHelp32.h> 
#include <Psapi.h> 
 
#endif /* _HWIN_H_ */ 
8.3.2 NetVarManager.cpp 
#include "HNetVarManager.h" 
#include "../Utilis/HUtilis.h" 
 
#include <iomanip> 
#include <sstream> 
#include <fstream> 
 
 
 
namespace Dumper 
{ 
    namespace NetVarManager 
    { 
        RecvTable::RecvTable( const uintptr_t& base ) : 
            CMemory( base, 0x10 ) 
        { 
        } 
 
        uintptr_t RecvTable::GetPropById( int id ) 
        { 
            return Get<uintptr_t>() + id * 0x3C; 
        } 
 
        std::string RecvTable::GetTableName( void ) 
        { 
            auto toReturn = std::string( "", 32 ); 
            pProcess->ReadMemory( Get<DWORD>( 0xC ), &toReturn.at( 0 ), 32 ); 
            return toReturn; 
        } 
 
        std::string RecvTable::GetClassNameA( void ) 
        { 
            auto toReturn = GetTableName(); 
            toReturn.replace( toReturn.begin(), toReturn.begin() + 3, "C" ); 
            return toReturn; 
        } 
 
        int RecvTable::GetPropCount( void ) 
 
 
        { 
            return Get<int>( 0x4 ); 
        } 
 
        RecvProp::RecvProp( const uintptr_t& base, int level, int offset ) : 
            CMemory( base, 0x3C ), 
            _level( level ), 
            _offset( offset ) 
        { 
        } 
 
        uintptr_t RecvProp::GetTable( void ) 
        { 
            return Get<uintptr_t>( 0x28 ); 
        } 
 
        std::string RecvProp::GetPropName( void ) 
        { 
            auto toReturn = std::string( "", 64 ); 
            pProcess->ReadMemory( Get<DWORD>(), &toReturn.at( 0 ), 64 ); 
            return toReturn; 
        } 
 
        int RecvProp::GetPropOffset( void ) 
        { 
            return _offset + Get<int>( 0x2C ); 
        } 
 
        int RecvProp::GetPropType( void ) 
        { 
 
 
            return Get<int>( 0x4 ); 
        } 
 
        int RecvProp::GetPropElements( void ) 
        { 
            return Get<int>( 0x34 ); 
        } 
 
        int RecvProp::GetPropStringBufferCount() 
        { 
            return Get<int>( 0xC ); 
        } 
 
        const int& RecvProp::GetLevel( void ) const 
        { 
            return _level; 
        } 
 
        ClientClass::ClientClass( const uintptr_t& base ) : 
            CMemory( base, 0x28 ) 
        { 
        } 
 
        int ClientClass::GetClassId( void ) 
        { 
            return Get<int>( 0x14 ); 
        } 
 
        std::string ClientClass::GetClassNameA( void ) 
        { 
 
 
            auto toReturn = std::string( "", 64 ); 
            pProcess->ReadMemory( Get<DWORD>( 0x8 ), &toReturn.at( 0 ), 64 ); 
            return toReturn; 
        } 
 
        uintptr_t ClientClass::GetNextClass( void ) 
        { 
            return Get<uintptr_t>( 0x10 ); 
        } 
 
        uintptr_t ClientClass::GetTable( void ) 
        { 
            return Get<uintptr_t>( 0xC ); 
        } 
 
        bool CNetVarManager::Load( void ) 
        { 
            auto firstclass = pProcess->FindPattern( "client.dll", "44 54 5F 54 45 57 6F 72 6C 64 44 
65 63 61 6C", 0, 0, 0 ); 
 
            std::stringstream ss; 
            for( auto i = 0; i < 4; ++i ) { 
                ss << std::hex << std::setw(2) << std::setfill('0') << ( ( firstclass >> 8 * i ) & 0xFF ) << " 
"; 
            } 
 
            firstclass = pProcess->FindPattern( "client.dll", ss.str().c_str(), 
Remote::SignatureType_t::READ, 0x2B, 0 ); 
 
            if( !firstclass ) 
                return false; 
 
 
 
            for( auto Class = ClientClass( firstclass ); Class.Get(); Class = ClientClass( 
Class.GetNextClass() ) ) { 
 
                auto table = RecvTable( Class.GetTable() ); 
                if( !table.Get() ) 
                    continue; 
 
                ScanTable( table, 0, 0, table.GetTableName().c_str() ); 
            } 
            return true; 
        } 
 
        void CNetVarManager::Dump( void ) const 
        { 
 
            for( auto& table : _tables ) { 
 
                auto first = table.second[0].first[0] == 'D'; 
                ss << table.first; 
 
                for( auto& prop : table.second ) { 
 
                    if( prop.first[ 0 ] == 'D' ) { 
                        ss << (first ? " : public " : ", ") << prop.first.c_str(); 
                        first = false; 
                        continue; 
                    } 
                    else if( !first ) { 
                        ss << std::endl; 
 
 
                        first = true; 
                    } 
 
                    ss << std::setw( 53 ) 
                        << std::setfill( '_' ) 
                        << std::left 
                        << ( std::string( prop.second->GetLevel(), ' ' ) + "|__" + prop.first ).c_str() 
                        << std::right 
                        << std::hex 
                        << " -> 0x" 
                        << std::setw( 4 ) 
                        << std::setfill( '0' ) 
                        << std::uppercase 
                        << prop.second->GetPropOffset() 
                        << " ( " + PropType_t::toString( prop.second->GetPropType(), 
                                                        prop.second->GetPropElements(), 
                                                        prop.second->GetPropStringBufferCount() ) + " )" 
                        << std::endl; 
                } 
            } 
 
            std::ofstream( "NetVarManager.txt" ) << ss.str(); 
        } 
 
        void CNetVarManager::Release( void ) 
        { 
            for( auto& table : _tables ) { 
                for( auto& prop : table.second ) { 
                    delete prop.second; 
                } 
 
 
                table.second.clear(); 
            } 
            _tables.clear(); 
        } 
 
        int CNetVarManager::GetNetVar( const std::string& tablename, const std::string& varname 
) 
        { 
            auto table = _tables.find( tablename ); 
            if( table != _tables.end() ) { 
                for( auto& prop : table->second ) { 
                    if( prop.first == varname ) 
                        return prop.second->GetPropOffset(); 
                } 
            } 
            return 0; 
        } 
 
        void CNetVarManager::ScanTable( RecvTable& table, int level, int offset, const char* name 
) 
        { 
            auto count = table.GetPropCount(); 
            for( auto i = 0; i < count; ++i ) { 
 
                auto prop = new RecvProp( table.GetPropById( i ), level, offset ); 
                auto propName = prop->GetPropName(); 
 
                if( isdigit( propName[ 0 ] ) ) 
                    continue; 
 
                auto isBaseClass = !strcmp( propName.c_str(), "baseclass" ); 
 
 
                if( !isBaseClass ) { 
                    _tables[ name ].push_back( { 
                        propName.c_str(), prop 
                    } ); 
                } 
 
                auto child = prop->GetTable(); 
                if( !child ) 
                    continue; 
 
                auto recvTable = RecvTable( child ); 
 
                if( isBaseClass ) { 
                    _tables[ name ].push_back( { 
                        recvTable.GetTableName(), prop 
                    } ); 
                    --level; 
                } 
 
                ScanTable( recvTable, ++level, prop->GetPropOffset(), name ); 
            } 
        } 
 
        CNetVarManager* CNetVarManager::Singleton( void ) 
        { 
            static auto g_pNetVarManager = new CNetVarManager(); 
            return g_pNetVarManager; 
        } 
    } 
} 
 
 
8.3.2.1 NetVarManager.h 
#ifndef _HNETVARMANAGER_H_ 
#define _HNETVARMANAGER_H_ 
 
#include "..\Include\HWin.h" 
#include "..\Remote\HRemote.h" 
 
#include <unordered_map> 
 
#pragma warning( disable : 4227 ) 
#pragma warning( disable : 4172 ) 
 
namespace Dumper 
{ 
    namespace NetVarManager 
    { 
        class PropType_t 
        { 
        public: 
            enum 
            { 
                DPT_Int = 0, 
                DPT_Float, 
                DPT_Vector, 
                DPT_VectorXY, 
                DPT_String, 
                DPT_Array, 
                DPT_DataTable, 
                DPT_NUMSendPropTypes 
            }; 
 
 
 
            static std::string toString( int v, int e, int c ) 
            { 
                switch( v ) { 
                    case DPT_Int: 
                        return "int"; 
                    case DPT_Float: 
                        return "float"; 
                    case DPT_Vector: 
                        return "Vec3"; 
                    case DPT_VectorXY: 
                        return "Vec2"; 
                    case DPT_String: 
                        return "char[ " + std::to_string(c) + " ]"; 
                    case DPT_Array: 
                        return "[ " + std::to_string(e) + " ]"; 
                    case DPT_DataTable: 
                        return "void*"; 
                    default: 
                        return ""; 
                } 
            } 
        }; 
 
        class RecvTable : public Remote::CMemory 
        { 
        public: 
 
            explicit RecvTable( const uintptr_t& base ); 
            ~RecvTable( void ) = default; 
 
 
 
            std::string                             GetTableName( void ); 
            std::string                             GetClassNameA( void ); 
            uintptr_t                               GetPropById( int id ); 
            int                                     GetPropCount( void ); 
        }; 
 
        class RecvProp : public Remote::CMemory 
        { 
        public: 
 
            RecvProp( const uintptr_t& base, int level, int offset ); 
            ~RecvProp( void ) = default; 
 
            uintptr_t                               GetTable( void ); 
            std::string                             GetPropName( void ); 
            int                                     GetPropOffset( void ); 
            int                                     GetPropType( void ); 
            int                                     GetPropElements( void ); 
            int                                     GetPropStringBufferCount( void ); 
            const int&                              GetLevel( void ) const; 
 
        protected: 
 
            int                                     _level;                       // level 
            int                                     _offset;                       // level 
        }; 
 
        class ClientClass : public Remote::CMemory 
        { 
 
 
        public: 
 
            explicit ClientClass( const uintptr_t& base ); 
            ~ClientClass( void ) = default; 
 
            int                                     GetClassId( void ); 
            std::string                             GetClassNameA( void ); 
            uintptr_t                               GetNextClass( void ); 
            uintptr_t                               GetTable( void ); 
        }; 
 
        typedef std::unordered_map< std::string, std::vector<std::pair<std::string, RecvProp*>> >   
mapTable; 
 
        class CNetVarManager 
        { 
        public: 
 
            bool                                    Load( void ); 
            void                                    Dump( void ) const; 
            void                                    Release( void ); 
 
            int                                     GetNetVar( const std::string& tablename, const std::string& 
varname ); 
 
        private: 
 
            void                                    ScanTable( RecvTable& table, int level, int offset, const char* 
name ); 
 
        protected: 
 
 
 
            mapTable                                _tables;                    // recvtables dumped 
 
        public: 
            static CNetVarManager* Singleton( void ); 
        }; 
    } 
} 
 
#ifndef pNetVarManager 
#define pNetVarManager Dumper::NetVarManager::CNetVarManager::Singleton( ) 
#endif 
 
#pragma warning( default : 4172 ) 
#pragma warning( default : 4227 ) 
 
#endif /* _HNETVARMANAGER_H_ */ 
8.3.4 OffsetManager.cpp 
#include "HOffsetManager.h" 
 
#include <sstream> 
#include <fstream> 
#include <iomanip> 
 
#include "../Utilis/HUtilis.h" 
#include "../NetVarManager/HNetVarManager.h" 
 
namespace Dumper 
{ 
    namespace OffsetManager 
 
 
    { 
        void COffsetManager::Dump( void ) 
        { 
            if( !pProcess->GetModuleByName( "client.dll" ) || !pProcess->GetModuleByName( 
"engine.dll" ) ) 
                return; 
 
            std::stringstream ss; 
            ss << "- - - - - - Tool by Y3t1y3t ( uc ) - - - - - - " << std::endl; 
            ss << "| -> http://www.unknowncheats.me/forum/counterstrike-global-offensive/100856-
cs-go-offset-dumper-small-one.html" << std::endl; 
            ss << "| -> " << Utilis::GetTime(); 
            ss << "- -" << std::endl << std::endl; 
 
            DumpNetVar( "DT_WeaponCSBase", "m_fAccuracyPenalty", 0x0, ss ); 
 
            DumpNetVar( "DT_BaseAnimating", "m_nForceBone", 0x0, ss ); 
 
            DumpNetVar( "DT_BaseCombatWeapon", "m_iState", 0x0, ss ); 
            DumpNetVar( "DT_BaseCombatWeapon", "m_iClip1", 0x0, ss ); 
            DumpNetVar( "DT_BaseCombatWeapon", "m_flNextPrimaryAttack", 0x0, ss ); 
 
            DumpPatternOffset( "DT_BaseCombatWeapon", "m_bCanReload", "client.dll", 
                               "80 B9 ? ? ? ? ? 0F 85 ? ? ? ? A1", 
                               Remote::SignatureType_t::READ, 0x2, 0x0, ss ); 
 
            DumpNetVar( "DT_BaseCombatWeapon", "m_iPrimaryAmmoType", 0x0, ss ); 
 
            LogToStringStream( "DT_BaseCombatWeapon", "m_iWeaponID", 
                               pNetVarManager->GetNetVar( "DT_WeaponCSBase", 
"m_fAccuracyPenalty" ) + 0x2C, ss ); 
 
 
 
            DumpNetVar( "DT_WeaponCSBaseGun", "m_zoomLevel", 0x0, ss ); 
 
            DumpNetVar( "DT_BaseEntity", "m_bSpotted", 0x0, ss ); 
            DumpNetVar( "DT_BaseEntity", "m_bSpottedByMask", 0x0, ss ); 
            DumpNetVar( "DT_BaseEntity", "m_hOwnerEntity", 0x0, ss ); 
            DumpNetVar( "DT_BaseEntity", "m_vecOrigin", 0x0, ss ); 
            DumpNetVar( "DT_BaseEntity", "m_iTeamNum", 0x0, ss ); 
 
            DumpNetVar( "DT_CSPlayer", "m_flFlashMaxAlpha", 0x0, ss ); 
            DumpNetVar( "DT_CSPlayer", "m_flFlashDuration", 0x0, ss ); 
 
            LogToStringStream( "DT_CSPlayer", "m_iGlowIndex", 
                               pNetVarManager->GetNetVar( "DT_CSPlayer", "m_flFlashDuration" ) + 
0x18, ss ); 
 
            DumpNetVar( "DT_CSPlayer", "m_angEyeAngles", 0x0, ss ); 
            DumpNetVar( "DT_CSPlayer", "m_iAccount", 0x0, ss ); 
            DumpNetVar( "DT_CSPlayer", "m_ArmorValue", 0x0, ss ); 
            DumpNetVar( "DT_CSPlayer", "m_bGunGameImmunity", 0x0, ss ); 
            DumpNetVar( "DT_CSPlayer", "m_iShotsFired", 0x0, ss ); 
 
            DumpPatternOffset( "DT_CSPlayerResource", "CSPlayerResource", "client.dll", 
                               "8B 3D ? ? ? ? 85 FF 0F 84 ? ? ? ? 81 C7", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x2, 0x0, ss ); 
                                
            DumpNetVar( "DT_CSPlayerResource", "m_iCompetitiveRanking", 0x0, ss ); 
            DumpNetVar( "DT_CSPlayerResource", "m_iCompetitiveWins", 0x0, ss ); 
            DumpNetVar( "DT_CSPlayerResource", "m_iKills", 0x0, ss ); 
            DumpNetVar( "DT_CSPlayerResource", "m_iAssists", 0x0, ss ); 
 
 
            DumpNetVar( "DT_CSPlayerResource", "m_iDeaths", 0x0, ss ); 
            DumpNetVar( "DT_CSPlayerResource", "m_iPing", 0x0, ss ); 
            DumpNetVar( "DT_CSPlayerResource", "m_iScore", 0x0, ss ); 
            DumpNetVar( "DT_CSPlayerResource", "m_szClan", 0x0, ss ); 
 
            DumpNetVar( "DT_BasePlayer", "m_lifeState", 0x0, ss ); 
            DumpNetVar( "DT_BasePlayer", "m_fFlags", 0x0, ss ); 
            DumpNetVar( "DT_BasePlayer", "m_iHealth", 0x0, ss ); 
            DumpNetVar( "DT_BasePlayer", "m_hLastWeapon", 0x0, ss ); 
            DumpNetVar( "DT_BasePlayer", "m_hMyWeapons", 0x0, ss ); 
            DumpNetVar( "DT_BasePlayer", "m_hActiveWeapon", 0x0, ss ); 
            DumpNetVar( "DT_BasePlayer", "m_Local", 0x0, ss ); 
            DumpNetVar( "DT_BasePlayer", "m_vecViewOffset[0]", 0x0, ss ); 
            DumpNetVar( "DT_BasePlayer", "m_nTickBase", 0x0, ss ); 
            DumpNetVar( "DT_BasePlayer", "m_vecVelocity[0]", 0x0, ss ); 
            DumpNetVar( "DT_BasePlayer", "m_szLastPlaceName", 0x0, ss ); 
 
            LogToStringStream( "DT_Local", "m_vecPunch", 
                               pNetVarManager->GetNetVar( "DT_BasePlayer", "m_Local" ) + 0x70, ss ); 
            LogToStringStream( "DT_Local", "m_iCrossHairID", 
                               pNetVarManager->GetNetVar( "DT_CSPlayer", "m_bHasDefuser" ) + 0x5C, 
ss );             
 
            DumpPatternOffset( "BaseEntity", "m_bDormant", "client.dll", 
                               "55 8B EC 53 8B 5D 08 56 8B F1 88 9E ? ? ? ? E8", 
                               Remote::SignatureType_t::READ, 0xC, 0x0, ss ); 
 
            LogToStringStream( "BaseEntity", "m_dwModel", 0x6C, ss ); 
            LogToStringStream( "BaseEntity", "m_dwIndex", 0x64, ss ); 
            LogToStringStream( "BaseEntity", "m_dwBoneMatrix", 
 
 
                               pNetVarManager->GetNetVar( "DT_BaseAnimating", "m_nForceBone" ) + 
0x1C, ss ); 
            LogToStringStream( "BaseEntity", "m_bMoveType", 0x258, ss ); 
 
            DumpPatternOffset( "ClientState", "m_dwClientState", "engine.dll", 
                               "A1 ? ? ? ? F3 0F 11 80 ? ? ? ? D9 46 04 D9 05", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x1, 0x0, ss ); 
 
            DumpPatternOffset( "ClientState", "m_dwLocalPlayerIndex", "engine.dll", 
                               "8B 80 ? ? ? ? 40 C3", 
                               Remote::SignatureType_t::READ, 0x2, 0x0, ss ); 
 
            DumpPatternOffset( "ClientState", "m_dwInGame", "engine.dll", 
                               "83 B9 ? ? ? ? 06 0F 94 C0 C3", 
                               Remote::SignatureType_t::READ, 0x2, 0x0, ss ); 
 
            DumpPatternOffset( "ClientState", "m_dwMaxPlayer", "engine.dll", 
                               "A1 ? ? ? ? 8B 80 ? ? ? ? C3 CC CC CC CC 55 8B EC 8B 45 08", 
                               Remote::SignatureType_t::READ, 0x7, 0x0, ss ); 
 
            DumpPatternOffset( "ClientState", "m_dwMapDirectory", "engine.dll", 
                               "05 ? ? ? ? C3 CC CC CC CC CC CC CC 80 3D", 
                               Remote::SignatureType_t::READ, 0x1, 0x0, ss ); 
 
            DumpPatternOffset( "ClientState", "m_dwMapname", "engine.dll", 
                               "05 ? ? ? ? C3 CC CC CC CC CC CC CC A1", 
                               Remote::SignatureType_t::READ, 0x1, 0x0, ss ); 
 
            DumpPatternOffset( "ClientState", "m_dwPlayerInfo", "engine.dll", 
                               "8B 88 ? ? ? ? 8B 01 8B 40 ? FF D0 8B F8", 
 
 
                               Remote::SignatureType_t::READ, 0x2, 0x0, ss ); 
 
            DumpPatternOffset( "ClientState", "m_dwViewAngles", "engine.dll", 
                               "F3 0F 11 80 ? ? ? ? D9 46 04 D9 05 ? ? ? ?", 
                               Remote::SignatureType_t::READ, 0x4, 0x0, ss ); 
 
            DumpPatternOffset( "EngineRender", "m_dwViewMatrix", "client.dll", 
                               "81 C6 ? ? ? ? 88 45 9A 0F B6 C0", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x352, 0xB0, ss ); 
 
            DumpPatternOffset( "EngineRender", "m_dwEnginePosition", "engine.dll", 
                               "F3 0F 11 15 ? ? ? ? F3 0F 11 0D ? ? ? ? F3 0F 11 05 ? ? ? ? F3 0F 11 3D", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x4, 0x0, ss ); 
 
            DumpPatternOffset( "RadarBase", "m_dwRadarBase", "client.dll", 
                               "A1 ? ? ? ? 8B 0C B0 8B 01 FF 50 ? 46 3B 35 ? ? ? ? 7C EA 8B 0D", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x1, 0x0, ss ); 
 
            DumpNetVar( "RadarBase", "m_dwRadarBasePointer", 0x50, ss ); 
 
            DumpPatternOffset( "LocalPlayer", "m_dwLocalPlayer", "client.dll", 
                               "A3 ? ? ? ? C7 05 ? ? ? ? ? ? ? ? E8 ? ? ? ? 59 C3 6A", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x1, 0x10, ss ); 
 
            DumpPatternOffset( "EntityList", "m_dwEntityList", "client.dll", 
                               "BB ? ? ? ? 83 FF 01 0F 8C ? ? ? ? 3B F8", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x1, 0x0, ss ); 
 
 
 
            DumpPatternOffset( "WeaponTable", "m_dwWeaponTable", "client.dll", 
                               "A1 ? ? ? ? 0F B7 C9 03 C9 8B 44 ? 0C C3", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x1, 0x0, ss ); 
 
            DumpPatternOffset( "WeaponTable", "m_dwWeaponTableIndex", "client.dll", 
                               "66 8B 8E ? ? ? ? E8 ? ? ? ? 05 ? ? ? ? 50", 
                               Remote::SignatureType_t::READ, 0x3, 0x0, ss ); 
 
            DumpPatternOffset( "Extra", "m_dwInput", "client.dll", 
                               "B9 ? ? ? ? FF 75 08 E8 ? ? ? ? 8B 06", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x1, 0x0, ss ); 
 
            DumpPatternOffset( "Extra", "m_dwGlobalVars", "engine.dll", 
                               "8B 0D ? ? ? ? 83 C4 04 8B 01 68 ? ? ? ? FF 35", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x12, 0x0, ss ); 
 
            DumpPatternOffset( "Extra", "m_dwGlowObject", "client.dll", 
                               "A1 ? ? ? ? A8 01 75 4E 0F 57 C0", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x58, 0x0, ss ); 
 
            DumpPatternOffset( "Extra", "m_dwForceJump", "client.dll", 
                               "89 15 ? ? ? ? 8B 15 ? ? ? ? F6 C2 03 74 03 83 CE 08", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x2, 0x0, ss ); 
 
            DumpPatternOffset( "Extra", "m_dwForceAttack", "client.dll" 
                               , "89 15 ? ? ? ? 8B 15 ? ? ? ? F6 C2 03 74 03 83 CE 04", 
 
 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x2, 0x0, ss ); 
 
            DumpPatternOffset( "Extra", "m_dwSensitivity", "client.dll", 
                               "F3 0F 10 05 ? ? ? ? EB 17 8B 01 8B 40 30 FF D0 F3 0F 10 0D", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x4, 0x0, ss ); 
 
            DumpPatternOffset( "Extra", "m_dwMouseEnable", "client.dll", 
                               "F3 0F 10 05 ? ? ? ? EB 17 8B 01 8B 40 30 FF D0 F3 0F 10 0D", 
                               Remote::SignatureType_t::READ | Remote::SignatureType_t::SUBTRACT, 
0x4, 0x5C, ss ); 
 
            std::ofstream( "OffsetManager.txt" ) << ss.str(); 
        } 
 
        void COffsetManager::DumpNetVar( const std::string& tablename, const std::string& 
varname, uintptr_t offset, std::stringstream& ss ) 
        { 
            LogToStringStream( tablename, varname, pNetVarManager->GetNetVar( tablename, 
varname ) + offset, ss ); 
        } 
 
        void COffsetManager::DumpPatternOffset( const std::string& tablename, const std::string& 
varname, const std::string& module, const char* pattern, int type, uintptr_t pattern_offset, 
uintptr_t address_offset, std::stringstream& ss ) 
        { 
            LogToStringStream( tablename, varname, pProcess->FindPattern( module, pattern, 
type, pattern_offset, address_offset ), ss ); 
        } 
 
        void COffsetManager::LogToStringStream( const std::string& tablename, const std::string& 
varname, uintptr_t offset, std::stringstream& ss ) 
 
 
        { 
            ss << std::setw( 48 ) 
                << std::setfill( '_' ) 
                << std::left 
                << tablename + " -> " + varname + ": " 
                << std::right 
                << std::hex 
                << " 0x" 
                << std::setw( 8 ) 
                << std::setfill( '0' ) 
                << std::uppercase 
                << offset << std::endl; 
        } 
 
        COffsetManager* COffsetManager::Singleton( void ) 
        { 
            static auto g_pOffsetManager = new COffsetManager(); 
            return g_pOffsetManager; 
        } 
    } 
} 
8.3.4.1 OffsetManager.h 
#ifndef _HOFFSETMANAGER_H_ 
#define _HOFFSETMANAGER_H_ 
 
#include "..\Include\HWin.h" 
#include "..\Remote\HRemote.h" 
 
namespace Dumper 
{ 
 
 
    namespace OffsetManager 
    { 
        class COffsetManager 
        { 
        public: 
 
            static void                             Dump( void ); 
 
        private: 
 
            static void                             DumpNetVar( const std::string& tablename, const 
std::string& varname, uintptr_t offset, std::stringstream& ss ); 
            static void                             DumpPatternOffset( const std::string& tablename, const 
std::string& varname, const std::string& module, const char* pattern, int type, uintptr_t 
pattern_offset, uintptr_t address_offset, std::stringstream& ss ); 
            static void                             LogToStringStream( const std::string& tablename, const 
std::string& varname, uintptr_t offset, std::stringstream& ss ); 
 
        public: 
            static COffsetManager* Singleton( void ); 
        }; 
    } 
} 
 
#ifndef pOffsetManager 
#define pOffsetManager Dumper::OffsetManager::COffsetManager::Singleton( ) 
#endif 
 
#endif /* _HOFFSETMANAGER_H_ */ 
8.3.5 Remote.cpp 
#include "HRemote.h" 
 
 
 
namespace Dumper 
{ 
    namespace Remote 
    { 
        CMemory::CMemory( const uintptr_t& base, const size_t& size ) : 
            _base( base ) 
        { 
            _bytes = vecByte( size ); 
            if( !_base || !pProcess->ReadMemory( _base, static_cast< void* >( &_bytes.at( 0 ) ), size 
) ) { 
                _bytes = vecByte( 0 ); 
            } 
        } 
 
        CMemory::~CMemory( void ) 
        { 
            if( !_bytes.empty() ) { 
                _bytes.clear(); 
            } 
        } 
 
        const uintptr_t& CMemory::Get( void ) const 
        { 
            return _base; 
        } 
 
        CModule::CModule( const std::string& name, const std::string& path, const uintptr_t& 
imgsize, const intptr_t& imgbase ) : 
            _name( name ), 
            _path( path ), 
 
 
            _imgsize( imgsize ), 
            _imgbase( imgbase ) 
        { 
            _bytes = vecByte( imgsize ); 
            pProcess->ReadMemory( _imgbase, &_bytes[ 0 ], _imgsize ); 
        } 
 
        CModule::~CModule( void ) 
        { 
            if( !_bytes.empty() ) { 
                _bytes.clear(); 
            } 
        } 
 
        uintptr_t CModule::operator+( uintptr_t offset ) const 
        { 
            return _imgbase + offset; 
        } 
 
        uintptr_t CModule::operator-( uintptr_t offset ) const 
        { 
            return _imgbase - offset; 
        } 
 
        const std::string& CModule::GetName() const 
        { 
            return _name; 
        } 
 
        const std::string& CModule::GetPath() const 
 
 
        { 
            return _path; 
        } 
 
        const uintptr_t& CModule::GetImgSize() const 
        { 
            return _imgsize; 
        } 
 
        const uintptr_t& CModule::GetImgBase() const 
        { 
            return _imgbase; 
        } 
 
        const vecByte& CModule::GetDumpedBytes() const 
        { 
            return _bytes; 
        } 
 
        bool CProcess::Attach( const std::string& procname, const std::string& winname /* = 
std::string( ) */, const std::string& winclname /* = std::string( ) */, DWORD accessrights /* = 
PROCESS_ALL_ACCESS */, DWORD maxwtime /* = 0 */ ) 
        { 
            Detach(); 
 
            _procname = procname; 
            _winname = winname; 
            _winclname = winclname; 
 
            _accessrights = accessrights; 
            _haswindow = bool( !_winname.empty() || !_winclname.empty() ); 
 
 
 
            auto curtime = GetTickCount(); 
            do { 
                if( !GetProcessID() ) 
                    continue; 
 
                if( !GetProcessHandle() ) 
                    continue; 
 
                if( GetProcessModules() ) 
                    return true; 
            } while( ( maxwtime != 0 ? ( GetTickCount() - curtime ) <= maxwtime : true ) ); 
 
            return false; 
        } 
 
        void CProcess::Detach( void ) 
        { 
            if( !_modules.empty() ) { 
                for( auto& m : _modules ) { 
                    delete m.second; 
                } 
                _modules.clear(); 
            } 
 
            _procname.clear(); 
            _winname.clear(); 
            _winclname.clear(); 
 
            _procid = 0; 
 
 
            _hproc = nullptr; 
        } 
 
        bool CProcess::ReadMemory( const uintptr_t& address, void* pBuffer, size_t size ) const 
        { 
            return bool( ReadProcessMemory( _hproc, LPCVOID( address ), pBuffer, size, nullptr ) 
== TRUE ); 
        } 
 
        bool CProcess::WriteMemory( uintptr_t& address, const void* pBuffer, size_t size ) const 
        { 
            return bool( WriteProcessMemory( _hproc, LPVOID( address ), pBuffer, size, nullptr ) == 
TRUE ); 
        } 
 
        bool CProcess::CompareBytes( const unsigned char* bytes, const char* pattern ) 
        { 
            for( ; *pattern; *pattern != ' ' ? ++bytes : bytes, ++pattern ) { 
                if( *pattern == ' ' || *pattern == '?' ) 
                    continue; 
                if( *bytes != getByte( pattern ) ) 
                    return false; 
                ++pattern; 
            } 
            return true; 
        } 
 
        uintptr_t CProcess::FindPattern( const std::string& module, const char* pattern, short type, 
uintptr_t patternOffset, uintptr_t addressOffset ) 
        { 
            auto mod = GetModuleByName( module ); 
 
 
            if( !mod ) 
                return 0; 
 
            auto pb = const_cast< unsigned char* >( &mod->GetDumpedBytes().at( 0 ) ); 
            auto max = mod->GetImgSize() - 0x1000; 
 
            for( auto off = 0UL; off < max; ++off ) { 
                if( CompareBytes( pb + off, pattern ) ) { 
 
                    auto add = mod->GetImgBase() + off + patternOffset; 
 
                    if( type & SignatureType_t::READ ) 
                        ReadMemory( add, &add, sizeof( uintptr_t ) ); 
 
                    if( type & SignatureType_t::SUBTRACT ) 
                        add -= mod->GetImgBase(); 
 
                    return add + addressOffset; 
                } 
            } 
            return 0; 
        } 
 
        bool CProcess::GetProcessID( void ) 
        { 
            if( _haswindow ) { 
                auto hWin = FindWindowA( _winclname.empty() ? NULL : _winclname.c_str(), 
_winname.empty() ? NULL : _winname.c_str() ); 
                if( hWin ) { 
                    GetWindowThreadProcessId( hWin, &_procid ); 
 
 
                } 
            } 
            else { 
                auto hSnapshot = CreateToolhelp32Snapshot( TH32CS_SNAPPROCESS, 0 ); 
                if( !hSnapshot ) { 
                    return false; 
                } 
 
                PROCESSENTRY32 pe32 = { sizeof( PROCESSENTRY32 ) }; 
                if( Process32First( hSnapshot, &pe32 ) == TRUE ) { 
                    do { 
                        if( pe32.szExeFile == _procname ) 
                            _procid = pe32.th32ProcessID; 
                    } while( Process32Next( hSnapshot, &pe32 ) == TRUE && _procid == 0 ); 
                } 
 
                CloseHandle( hSnapshot ); 
            } 
            return bool( _procid != 0 ); 
        } 
 
        bool CProcess::GetProcessHandle( void ) 
        { 
            if( _procid == 0 ) { 
                return false; 
            } 
            return bool( ( _hproc = OpenProcess( _accessrights, FALSE, _procid ) ) != nullptr ); 
        } 
 
        bool CProcess::GetProcessModules( void ) 
 
 
        { 
            if( _hproc == nullptr ) { 
                return false; 
            } 
 
            auto hSnapshot = CreateToolhelp32Snapshot( TH32CS_SNAPMODULE, _procid ); 
            if( !hSnapshot ) { 
                return false; 
            } 
 
            MODULEENTRY32 me32 = { sizeof( MODULEENTRY32 ) }; 
            if( Module32First( hSnapshot, &me32 ) == TRUE ) { 
                do { 
                    char path[ MAX_PATH ] = { 0 }; 
                    GetModuleFileNameExA( _hproc, me32.hModule, path, MAX_PATH ); 
 
                    _modules[ me32.szModule ] = new CModule( me32.szModule, path, uintptr_t( 
me32.modBaseSize ), uintptr_t( me32.hModule ) ); 
                } while( Module32Next( hSnapshot, &me32 ) == TRUE ); 
            } 
 
            CloseHandle( hSnapshot ); 
 
            if( _modules.find( "client.dll" ) == _modules.end() ) { // TODO: fix this -> sanity-check :S 
                if( !_modules.empty() ) { 
                    for( auto& m : _modules ) { 
                        delete m.second; 
                    } 
                    _modules.clear(); 
                } 
 
 
            } 
            return bool( !_modules.empty() ); 
        } 
 
        const mapModule& CProcess::GetModules() const 
        { 
            return _modules; 
        } 
 
        CModule* CProcess::GetModuleByName( const std::string& name ) 
        { 
            auto res = _modules.find( name ); 
            if( res != _modules.end() ) { 
                return res->second; 
            } 
            return nullptr; 
        } 
 
        CProcess* CProcess::Singleton( void ) 
        { 
            static auto g_pProcess = new CProcess(); 
            return g_pProcess; 
        } 
    } 
} 
8.3.5.1 Remote.h 
#ifndef _HREMOTE_H_ 
#define _HREMOTE_H_ 
 
#pragma once 
 
 
 
#define INRANGE(x,a,b)  (x >= a && x <= b)  
#define getBits( x )  (INRANGE(x,'0','9') ? (x - '0') : ((x&(~0x20)) - 'A' + 0xa)) 
#define getByte( x )  (getBits(x[0]) << 4 | getBits(x[1])) 
 
#include "..\Include\HWin.h" 
 
#include <string> 
#include <vector> 
#include <unordered_map> 
 
#pragma warning( disable : 4227 ) 
 
namespace Dumper 
{ 
    namespace Remote 
    { 
        class CProcess; 
        class CModule; 
 
        class SignatureType_t 
        { 
        public: 
            enum 
            { 
                NORMAL = 0x0, // normal 
                READ = 0x1, // rpm at pattern 
                SUBTRACT = 0x2, // subtract img base 
            }; 
        }; 
 
 
 
        typedef std::vector<unsigned char>                      vecByte; 
        typedef std::unordered_map<std::string, CModule*>       mapModule; 
 
        class CMemory 
        { 
        public: 
 
            CMemory( const uintptr_t& base, const size_t& size ); 
            ~CMemory( void ); 
 
            template <typename _Ty> _Ty             Get( const uintptr_t& off = 0x0 ); 
            const uintptr_t&                        Get( void ) const; 
 
        protected: 
 
            uintptr_t                               _base;                  // base 
            vecByte                                 _bytes;                 // bytes 
        }; 
 
        template <typename _Ty> 
        _Ty CMemory::Get( const uintptr_t& off ) 
        { 
            if( off < _bytes.size() ) { 
                return *reinterpret_cast< _Ty* >( &_bytes.at( off ) ); 
            } 
            return _Ty(); 
        } 
 
        class CModule 
 
 
        { 
        public: 
 
            CModule( const std::string& name, const std::string& path, const uintptr_t& imgsize, 
const intptr_t& imgbase ); 
            ~CModule( void ); 
 
            uintptr_t operator+( uintptr_t offset ) const; 
            uintptr_t operator-( uintptr_t offset ) const; 
 
            const std::string&                      GetName( void ) const; 
            const std::string&                      GetPath( void ) const; 
            const uintptr_t&                        GetImgSize( void ) const; 
            const uintptr_t&                        GetImgBase( void ) const; 
            const vecByte&                          GetDumpedBytes( void ) const; 
 
 
        protected: 
 
            std::string                             _name;                  // module name 
            std::string                             _path;                  // module path 
 
            uintptr_t                               _imgsize = 0;           // image size 
            uintptr_t                               _imgbase = 0;           // image base 
 
            vecByte                                 _bytes;                 // dumped byte of the module 
        }; 
 
        class CProcess 
        { 
 
 
        public: 
 
            bool                                    Attach( const std::string& procname, 
                                                            const std::string& winname = std::string(), 
                                                            const std::string& winclname = std::string(), 
                                                            DWORD accessrights = PROCESS_ALL_ACCESS, 
                                                            DWORD maxwtime = 0 ); 
            void                                    Detach( void ); 
 
            bool                                    ReadMemory( const uintptr_t& address, void* pBuffer, size_t 
size ) const; 
            bool                                    WriteMemory( uintptr_t& address, const void* pBuffer, size_t 
size ) const; 
 
            static bool                             CompareBytes( const unsigned char* bytes, const char* 
pattern ); 
            uintptr_t                               FindPattern( const std::string& module, const char* pattern, 
short type, uintptr_t patternOffset, uintptr_t addressOffset ); 
 
        private: 
 
            bool                                    GetProcessID( void ); 
            bool                                    GetProcessHandle( void ); 
            bool                                    GetProcessModules( void ); 
 
        public: 
 
            const mapModule&                        GetModules( void ) const; 
            CModule*                                GetModuleByName( const std::string& name ); 
 
        protected: 
 
 
 
            std::string                             _procname;              // process name 
            std::string                             _winname;               // window name 
            std::string                             _winclname;             // window class 
 
            DWORD                                   _accessrights = 0;      // openprocess rights 
            bool                                    _haswindow = false;     // has the process a window 
            DWORD                                   _procid = 0;            // process id 
            HANDLE                                  _hproc = nullptr;       // process handle 
 
            mapModule                               _modules;               // unordered_map holds modules 
        public: 
            static CProcess* Singleton( void ); 
        }; 
    } 
} 
 
#ifndef pProcess 
#define pProcess Dumper::Remote::CProcess::Singleton( ) 
#endif /* pProcess */ 
 
#pragma warning( default : 4227 ) 
 
#endif /* _HREMOTE_H_ */ 
8.3.6 HUtilis.h 
#ifndef _HUTILIS_H_ 
#define _HUTILIS_H_ 
 
#pragma once 
 
 
 
#include "..\Include\HWin.h" 
 
#include <time.h> 
 
namespace Dumper 
{ 
    namespace Utilis 
    { 
        inline const char* GetTime( ) 
        { 
            time_t rawtime; 
            struct tm* timeinfo; 
 
            time( &rawtime ); 
            timeinfo = localtime( &rawtime ); 
 
            return asctime( timeinfo ); 
        } 
    } 
} 
 
#endif /* _HUTILIS_H_ */ 
8.3.7 HMain.h 
#ifndef _HMAIN_H_ 
#define _HMAIN_H_ 
 
#pragma once 
 
#include "NetVarManager\HNetVarManager.h" 
#include "OffsetManager\HOffsetManager.h" 
 
 
 
#endif /* _HMAIN_H_ */ 
8.3.7.1 Main.cpp 
#include "HMain.h" 
 
//__________                    __________                     ____  
//\______   \_____  ___  _______\______   \_____________  ____/_   | 
// |       _/\__  \ \  \/  /  _ \|       _/\____ \_  __ \/  _ \|   | 
// |    |   \ / __ \_>    <  <_> )    |   \|  |_> >  | \(  <_> )   | 
// |____|_  /(____  /__/\_ \____/|____|_  /|   __/|__|   \____/|___| 
//        \/      \/      \/            \/ |__|                      
 
 
int main( void ) 
{ 
    if( !pProcess->Attach( "csgo.exe" ) ) 
        return -1; 
 
    if( !pNetVarManager->Load( ) ) 
 
 
        return -2; 
 
    pNetVarManager->Dump( ); 
    pOffsetManager->Dump( ); 
 
    delete pOffsetManager; 
 
    pNetVarManager->Release( ); 
    delete pNetVarManager; 
 
    pProcess->Detach( ); 
    delete pProcess; 
} 
8.4 Software de criptografia no server 
AES.H 
/* 
--------------------------------------------------------------------------- 
Copyright (c) 1998-2013, Brian Gladman, Worcester, UK. All rights reserved. 
The redistribution and use of this software (with or without changes) 
is allowed without the payment of fees or royalties provided that: 
  source code distributions include the above copyright notice, this 
 
 
  list of conditions and the following disclaimer; 
  binary distributions include the above copyright notice, this list 
  of conditions and the following disclaimer in their documentation. 
This software is provided 'as is' with no explicit or implied warranties 
in respect of its operation, including, but not limited to, correctness 
and fitness for purpose. 
--------------------------------------------------------------------------- 
Issue Date: 20/12/2007 
 This file contains the definitions required to use AES in C. See aesopt.h 
 for optimisation details. 
*/ 
 
#ifndef _AES_H 
#define _AES_H 
 
#include <stdlib.h> 
 
/*  This include is used to find 8 & 32 bit unsigned integer types  */ 
#include "brg_types.h" 
 
#if defined(__cplusplus) 
extern "C" 
{ 
#endif 
 
#define AES_128     /* if a fast 128 bit key scheduler is needed    */ 
#define AES_192     /* if a fast 192 bit key scheduler is needed    */ 
#define AES_256     /* if a fast 256 bit key scheduler is needed    */ 
#define AES_VAR     /* if variable key size scheduler is needed     */ 
#define AES_MODES   /* if support is needed for modes               */ 
 
 
 
/* The following must also be set in assembler files if being used  */ 
 
#define AES_ENCRYPT /* if support for encryption is needed          */ 
#define AES_DECRYPT /* if support for decryption is needed          */ 
 
#define AES_BLOCK_SIZE  16  /* the AES block size in bytes          */ 
#define N_COLS           4  /* the number of columns in the state   */ 
 
/* The key schedule length is 11, 13 or 15 16-byte blocks for 128,  */ 
/* 192 or 256-bit keys respectively. That is 176, 208 or 240 bytes  */ 
/* or 44, 52 or 60 32-bit words.                                    */ 
 
#if defined( AES_VAR ) || defined( AES_256 ) 
#define KS_LENGTH       60 
#elif defined( AES_192 ) 
#define KS_LENGTH       52 
#else 
#define KS_LENGTH       44 
#endif 
 
#define AES_RETURN INT_RETURN 
 
/* the character array 'inf' in the following structures is used    */ 
/* to hold AES context information. This AES code uses cx->inf.b[0] */ 
/* to hold the number of rounds multiplied by 16. The other three   */ 
/* elements can be used by code that implements additional modes    */ 
 
typedef union 
{   uint32_t l; 
 
 
    uint8_t b[4]; 
} aes_inf; 
 
#ifdef _MSC_VER 
#  pragma warning( disable : 4324 ) 
#endif 
 
#if defined(_MSC_VER) && defined(_WIN64) 
#define ALIGNED_(x) __declspec(align(x)) 
#elif defined(__GNUC__) && defined(__x86_64__) 
#define ALIGNED_(x) __attribute__ ((aligned(x))) 
#else 
#define ALIGNED_(x) 
#endif 
 
typedef struct ALIGNED_(16) 
{   uint32_t ks[KS_LENGTH]; 
    aes_inf inf; 
} aes_encrypt_ctx; 
 
typedef struct ALIGNED_(16) 
{   uint32_t ks[KS_LENGTH]; 
    aes_inf inf; 
} aes_decrypt_ctx; 
 
#ifdef _MSC_VER 
#  pragma warning( default : 4324 ) 
#endif 
 
/* This routine must be called before first use if non-static       */ 
 
 
/* tables are being used                                            */ 
 
AES_RETURN aes_init(void); 
 
/* Key lengths in the range 16 <= key_len <= 32 are given in bytes, */ 
/* those in the range 128 <= key_len <= 256 are given in bits       */ 
 
#if defined( AES_ENCRYPT ) 
 
#if defined( AES_128 ) || defined( AES_VAR) 
AES_RETURN aes_encrypt_key128(const unsigned char *key, aes_encrypt_ctx cx[1]); 
#endif 
 
#if defined( AES_192 ) || defined( AES_VAR) 
AES_RETURN aes_encrypt_key192(const unsigned char *key, aes_encrypt_ctx cx[1]); 
#endif 
 
#if defined( AES_256 ) || defined( AES_VAR) 
AES_RETURN aes_encrypt_key256(const unsigned char *key, aes_encrypt_ctx cx[1]); 
#endif 
 
#if defined( AES_VAR ) 
AES_RETURN aes_encrypt_key(const unsigned char *key, int key_len, aes_encrypt_ctx cx[1]); 
#endif 
 
AES_RETURN aes_encrypt(const unsigned char *in, unsigned char *out, const aes_encrypt_ctx 
cx[1]); 
 
#endif 
 
 
 
#if defined( AES_DECRYPT ) 
 
#if defined( AES_128 ) || defined( AES_VAR) 
AES_RETURN aes_decrypt_key128(const unsigned char *key, aes_decrypt_ctx cx[1]); 
#endif 
 
#if defined( AES_192 ) || defined( AES_VAR) 
AES_RETURN aes_decrypt_key192(const unsigned char *key, aes_decrypt_ctx cx[1]); 
#endif 
 
#if defined( AES_256 ) || defined( AES_VAR) 
AES_RETURN aes_decrypt_key256(const unsigned char *key, aes_decrypt_ctx cx[1]); 
#endif 
 
#if defined( AES_VAR ) 
AES_RETURN aes_decrypt_key(const unsigned char *key, int key_len, aes_decrypt_ctx cx[1]); 
#endif 
 
AES_RETURN aes_decrypt(const unsigned char *in, unsigned char *out, const aes_decrypt_ctx 
cx[1]); 
 
#endif 
 
#if defined( AES_MODES ) 
 
/* Multiple calls to the following subroutines for multiple block   */ 
/* ECB, CBC, CFB, OFB and CTR mode encryption can be used to handle */ 
/* long messages incrementally provided that the context AND the iv */ 
/* are preserved between all such calls.  For the ECB and CBC modes */ 
/* each individual call within a series of incremental calls must   */ 
 
 
/* process only full blocks (i.e. len must be a multiple of 16) but */ 
/* the CFB, OFB and CTR mode calls can handle multiple incremental  */ 
/* calls of any length.  Each mode is reset when a new AES key is   */ 
/* set but ECB needs no reset and CBC can be reset without setting  */ 
/* a new key by setting a new IV value.  To reset CFB, OFB and CTR  */ 
/* without setting the key, aes_mode_reset() must be called and the */ 
/* IV must be set.  NOTE: All these calls update the IV on exit so  */ 
/* this has to be reset if a new operation with the same IV as the  */ 
/* previous one is required (or decryption follows encryption with  */ 
/* the same IV array).                                              */ 
 
AES_RETURN aes_test_alignment_detection(unsigned int n); 
 
AES_RETURN aes_ecb_encrypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, const aes_encrypt_ctx cx[1]); 
 
AES_RETURN aes_ecb_decrypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, const aes_decrypt_ctx cx[1]); 
 
AES_RETURN aes_cbc_encrypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, unsigned char *iv, const aes_encrypt_ctx cx[1]); 
 
AES_RETURN aes_cbc_decrypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, unsigned char *iv, const aes_decrypt_ctx cx[1]); 
 
AES_RETURN aes_mode_reset(aes_encrypt_ctx cx[1]); 
 
AES_RETURN aes_cfb_encrypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, unsigned char *iv, aes_encrypt_ctx cx[1]); 
 
 
 
AES_RETURN aes_cfb_decrypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, unsigned char *iv, aes_encrypt_ctx cx[1]); 
 
#define aes_ofb_encrypt aes_ofb_crypt 
#define aes_ofb_decrypt aes_ofb_crypt 
 
AES_RETURN aes_ofb_crypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, unsigned char *iv, aes_encrypt_ctx cx[1]); 
 
typedef void cbuf_inc(unsigned char *cbuf); 
 
#define aes_ctr_encrypt aes_ctr_crypt 
#define aes_ctr_decrypt aes_ctr_crypt 
 
AES_RETURN aes_ctr_crypt(const unsigned char *ibuf, unsigned char *obuf, 
            int len, unsigned char *cbuf, cbuf_inc ctr_inc, aes_encrypt_ctx cx[1]); 
 
#endif 
 
#if 0 
#  define ADD_AESNI_MODE_CALLS 
#endif 
 
#if 0 && defined( ADD_AESNI_MODE_CALLS ) 
#  define USE_AES_CONTEXT 
#endif 
 
#ifdef ADD_AESNI_MODE_CALLS 
#  ifdef USE_AES_CONTEXT 
 
 
 
AES_RETURN aes_CBC_encrypt(const unsigned char *in, 
    unsigned char *out, 
    unsigned char ivec[16], 
    unsigned long length, 
    const aes_encrypt_ctx cx[1]); 
 
AES_RETURN aes_CBC_decrypt(const unsigned char *in, 
    unsigned char *out, 
    unsigned char ivec[16], 
    unsigned long length, 
    const aes_decrypt_ctx cx[1]); 
 
AES_RETURN AES_CTR_encrypt(const unsigned char *in, 
    unsigned char *out, 
    const unsigned char ivec[8], 
    const unsigned char nonce[4], 
    unsigned long length, 
    const aes_encrypt_ctx cx[1]); 
 
#  else 
 
void aes_CBC_encrypt(const unsigned char *in, 
    unsigned char *out, 
    unsigned char ivec[16], 
    unsigned long length, 
    unsigned char *key, 
    int number_of_rounds); 
 
void aes_CBC_decrypt(const unsigned char *in, 
    unsigned char *out, 
 
 
    unsigned char ivec[16], 
    unsigned long length, 
    unsigned char *key, 
    int number_of_rounds); 
 
void AES_CTR_encrypt(const unsigned char *in, 
    unsigned char *out, 
    const unsigned char ivec[8], 
    const unsigned char nonce[4], 
    unsigned long length, 
    const unsigned char *key, 
    int number_of_rounds); 
 
#  endif 
#endif 
 
#if defined(__cplusplus) 
} 
#endif 
 
#endif 
 
 
aes_amd64.asm  
 
%define USE_INTEL_AES_IF_PRESENT 
%define AES_128                 ; define if AES with 128 bit keys is needed 
%define AES_192                 ; define if AES with 192 bit keys is needed 
%define AES_256                 ; define if AES with 256 bit keys is needed 
%define AES_VAR                 ; define if a variable key size is needed 
 
 
%define ENCRYPTION              ; define if encryption is needed 
%define DECRYPTION              ; define if decryption is needed 
;---------------------------------------------------------------------------- 
 
%ifdef USE_INTEL_AES_IF_PRESENT 
%define aes_ni(x) aes_ %+ x %+ _i 
%undef  AES_REV_DKS 
%else 
%define aes_ni(x) aes_ %+ x 
%define AES_REV_DKS 
%endif 
 
%define LAST_ROUND_TABLES       ; define for the faster version using extra tables 
 
; The encryption key schedule has the following in memory layout where N is the 
; number of rounds (10, 12 or 14): 
; 
; lo: | input key (round 0)  |  ; each round is four 32-bit words 
;     | encryption round 1   | 
;     | encryption round 2   | 
;     .... 
;     | encryption round N-1 | 
; hi: | encryption round N   | 
; 
; The decryption key schedule is normally set up so that it has the same 
; layout as above by actually reversing the order of the encryption key 
; schedule in memory (this happens when AES_REV_DKS is set): 
; 
; lo: | decryption round 0   | =              | encryption round N   | 
;     | decryption round 1   | = INV_MIX_COL[ | encryption round N-1 | ] 
 
 
;     | decryption round 2   | = INV_MIX_COL[ | encryption round N-2 | ] 
;     ....                       .... 
;     | decryption round N-1 | = INV_MIX_COL[ | encryption round 1   | ] 
; hi: | decryption round N   | =              | input key (round 0)  | 
; 
; with rounds except the first and last modified using inv_mix_column() 
; But if AES_REV_DKS is NOT set the order of keys is left as it is for 
; encryption so that it has to be accessed in reverse when used for 
; decryption (although the inverse mix column modifications are done) 
; 
; lo: | decryption round 0   | =              | input key (round 0)  | 
;     | decryption round 1   | = INV_MIX_COL[ | encryption round 1   | ] 
;     | decryption round 2   | = INV_MIX_COL[ | encryption round 2   | ] 
;     ....                       .... 
;     | decryption round N-1 | = INV_MIX_COL[ | encryption round N-1 | ] 
; hi: | decryption round N   | =              | encryption round N   | 
; 
; This layout is faster when the assembler key scheduling is used (not 
; used here). 
; 
; The DLL interface must use the _stdcall convention in which the number 
; of bytes of parameter space is added after an @ to the rouutine's name. 
; We must also remove our parameters from the stack before return (see 
; the do_exit macro). Define DLL_EXPORT for the Dynamic Link Library version. 
 
; %define DLL_EXPORT 
 
; End of user defines 
 
%ifdef AES_VAR 
 
 
%ifndef AES_128 
%define AES_128 
%endif 
%ifndef AES_192 
%define AES_192 
%endif 
%ifndef AES_256 
%define AES_256 
%endif 
%endif 
 
%ifdef AES_VAR 
%define KS_LENGTH       60 
%elifdef AES_256 
%define KS_LENGTH       60 
%elifdef AES_192 
%define KS_LENGTH       52 
%else 
%define KS_LENGTH       44 
%endif 
 
%define     r0  rax 
%define     r1  rdx 
%define     r2  rcx 
%define     r3  rbx 
%define     r4  rsi 
%define     r5  rdi 
%define     r6  rbp 
%define     r7  rsp 
 
 
 
%define     raxd    eax 
%define     rdxd    edx 
%define     rcxd    ecx 
%define     rbxd    ebx 
%define     rsid    esi 
%define     rdid    edi 
%define     rbpd    ebp 
%define     rspd    esp 
 
%define     raxb    al 
%define     rdxb    dl 
%define     rcxb    cl 
%define     rbxb    bl 
%define     rsib    sil 
%define     rdib    dil 
%define     rbpb    bpl 
%define     rspb    spl 
 
%define     r0h ah 
%define     r1h dh 
%define     r2h ch 
%define     r3h bh 
 
%define     r0d eax 
%define     r1d edx 
%define     r2d ecx 
%define     r3d ebx 
 
; finite field multiplies by {02}, {04} and {08} 
 
 
 
%define f2(x)   ((x<<1)^(((x>>7)&1)*0x11b)) 
%define f4(x)   ((x<<2)^(((x>>6)&1)*0x11b)^(((x>>6)&2)*0x11b)) 
%define f8(x)   ((x<<3)^(((x>>5)&1)*0x11b)^(((x>>5)&2)*0x11b)^(((x>>5)&4)*0x11b)) 
 
; finite field multiplies required in table generation 
 
%define f3(x)   (f2(x) ^ x) 
%define f9(x)   (f8(x) ^ x) 
%define fb(x)   (f8(x) ^ f2(x) ^ x) 
%define fd(x)   (f8(x) ^ f4(x) ^ x) 
%define fe(x)   (f8(x) ^ f4(x) ^ f2(x)) 
 
; macro for expanding S-box data 
 
%macro enc_vals 1 
    db  %1(0x63),%1(0x7c),%1(0x77),%1(0x7b),%1(0xf2),%1(0x6b),%1(0x6f),%1(0xc5) 
    db  %1(0x30),%1(0x01),%1(0x67),%1(0x2b),%1(0xfe),%1(0xd7),%1(0xab),%1(0x76) 
    db  %1(0xca),%1(0x82),%1(0xc9),%1(0x7d),%1(0xfa),%1(0x59),%1(0x47),%1(0xf0) 
    db  %1(0xad),%1(0xd4),%1(0xa2),%1(0xaf),%1(0x9c),%1(0xa4),%1(0x72),%1(0xc0) 
    db  %1(0xb7),%1(0xfd),%1(0x93),%1(0x26),%1(0x36),%1(0x3f),%1(0xf7),%1(0xcc) 
    db  %1(0x34),%1(0xa5),%1(0xe5),%1(0xf1),%1(0x71),%1(0xd8),%1(0x31),%1(0x15) 
    db  %1(0x04),%1(0xc7),%1(0x23),%1(0xc3),%1(0x18),%1(0x96),%1(0x05),%1(0x9a) 
    db  %1(0x07),%1(0x12),%1(0x80),%1(0xe2),%1(0xeb),%1(0x27),%1(0xb2),%1(0x75) 
    db  %1(0x09),%1(0x83),%1(0x2c),%1(0x1a),%1(0x1b),%1(0x6e),%1(0x5a),%1(0xa0) 
    db  %1(0x52),%1(0x3b),%1(0xd6),%1(0xb3),%1(0x29),%1(0xe3),%1(0x2f),%1(0x84) 
    db  %1(0x53),%1(0xd1),%1(0x00),%1(0xed),%1(0x20),%1(0xfc),%1(0xb1),%1(0x5b) 
    db  %1(0x6a),%1(0xcb),%1(0xbe),%1(0x39),%1(0x4a),%1(0x4c),%1(0x58),%1(0xcf) 
    db  %1(0xd0),%1(0xef),%1(0xaa),%1(0xfb),%1(0x43),%1(0x4d),%1(0x33),%1(0x85) 
    db  %1(0x45),%1(0xf9),%1(0x02),%1(0x7f),%1(0x50),%1(0x3c),%1(0x9f),%1(0xa8) 
    db  %1(0x51),%1(0xa3),%1(0x40),%1(0x8f),%1(0x92),%1(0x9d),%1(0x38),%1(0xf5) 
 
 
    db  %1(0xbc),%1(0xb6),%1(0xda),%1(0x21),%1(0x10),%1(0xff),%1(0xf3),%1(0xd2) 
    db  %1(0xcd),%1(0x0c),%1(0x13),%1(0xec),%1(0x5f),%1(0x97),%1(0x44),%1(0x17) 
    db  %1(0xc4),%1(0xa7),%1(0x7e),%1(0x3d),%1(0x64),%1(0x5d),%1(0x19),%1(0x73) 
    db  %1(0x60),%1(0x81),%1(0x4f),%1(0xdc),%1(0x22),%1(0x2a),%1(0x90),%1(0x88) 
    db  %1(0x46),%1(0xee),%1(0xb8),%1(0x14),%1(0xde),%1(0x5e),%1(0x0b),%1(0xdb) 
    db  %1(0xe0),%1(0x32),%1(0x3a),%1(0x0a),%1(0x49),%1(0x06),%1(0x24),%1(0x5c) 
    db  %1(0xc2),%1(0xd3),%1(0xac),%1(0x62),%1(0x91),%1(0x95),%1(0xe4),%1(0x79) 
    db  %1(0xe7),%1(0xc8),%1(0x37),%1(0x6d),%1(0x8d),%1(0xd5),%1(0x4e),%1(0xa9) 
    db  %1(0x6c),%1(0x56),%1(0xf4),%1(0xea),%1(0x65),%1(0x7a),%1(0xae),%1(0x08) 
    db  %1(0xba),%1(0x78),%1(0x25),%1(0x2e),%1(0x1c),%1(0xa6),%1(0xb4),%1(0xc6) 
    db  %1(0xe8),%1(0xdd),%1(0x74),%1(0x1f),%1(0x4b),%1(0xbd),%1(0x8b),%1(0x8a) 
    db  %1(0x70),%1(0x3e),%1(0xb5),%1(0x66),%1(0x48),%1(0x03),%1(0xf6),%1(0x0e) 
    db  %1(0x61),%1(0x35),%1(0x57),%1(0xb9),%1(0x86),%1(0xc1),%1(0x1d),%1(0x9e) 
    db  %1(0xe1),%1(0xf8),%1(0x98),%1(0x11),%1(0x69),%1(0xd9),%1(0x8e),%1(0x94) 
    db  %1(0x9b),%1(0x1e),%1(0x87),%1(0xe9),%1(0xce),%1(0x55),%1(0x28),%1(0xdf) 
    db  %1(0x8c),%1(0xa1),%1(0x89),%1(0x0d),%1(0xbf),%1(0xe6),%1(0x42),%1(0x68) 
    db  %1(0x41),%1(0x99),%1(0x2d),%1(0x0f),%1(0xb0),%1(0x54),%1(0xbb),%1(0x16) 
%endmacro 
 
%macro dec_vals 1 
    db  %1(0x52),%1(0x09),%1(0x6a),%1(0xd5),%1(0x30),%1(0x36),%1(0xa5),%1(0x38) 
    db  %1(0xbf),%1(0x40),%1(0xa3),%1(0x9e),%1(0x81),%1(0xf3),%1(0xd7),%1(0xfb) 
    db  %1(0x7c),%1(0xe3),%1(0x39),%1(0x82),%1(0x9b),%1(0x2f),%1(0xff),%1(0x87) 
    db  %1(0x34),%1(0x8e),%1(0x43),%1(0x44),%1(0xc4),%1(0xde),%1(0xe9),%1(0xcb) 
    db  %1(0x54),%1(0x7b),%1(0x94),%1(0x32),%1(0xa6),%1(0xc2),%1(0x23),%1(0x3d) 
    db  %1(0xee),%1(0x4c),%1(0x95),%1(0x0b),%1(0x42),%1(0xfa),%1(0xc3),%1(0x4e) 
    db  %1(0x08),%1(0x2e),%1(0xa1),%1(0x66),%1(0x28),%1(0xd9),%1(0x24),%1(0xb2) 
    db  %1(0x76),%1(0x5b),%1(0xa2),%1(0x49),%1(0x6d),%1(0x8b),%1(0xd1),%1(0x25) 
    db  %1(0x72),%1(0xf8),%1(0xf6),%1(0x64),%1(0x86),%1(0x68),%1(0x98),%1(0x16) 
    db  %1(0xd4),%1(0xa4),%1(0x5c),%1(0xcc),%1(0x5d),%1(0x65),%1(0xb6),%1(0x92) 
 
 
    db  %1(0x6c),%1(0x70),%1(0x48),%1(0x50),%1(0xfd),%1(0xed),%1(0xb9),%1(0xda) 
    db  %1(0x5e),%1(0x15),%1(0x46),%1(0x57),%1(0xa7),%1(0x8d),%1(0x9d),%1(0x84) 
    db  %1(0x90),%1(0xd8),%1(0xab),%1(0x00),%1(0x8c),%1(0xbc),%1(0xd3),%1(0x0a) 
    db  %1(0xf7),%1(0xe4),%1(0x58),%1(0x05),%1(0xb8),%1(0xb3),%1(0x45),%1(0x06) 
    db  %1(0xd0),%1(0x2c),%1(0x1e),%1(0x8f),%1(0xca),%1(0x3f),%1(0x0f),%1(0x02) 
    db  %1(0xc1),%1(0xaf),%1(0xbd),%1(0x03),%1(0x01),%1(0x13),%1(0x8a),%1(0x6b) 
    db  %1(0x3a),%1(0x91),%1(0x11),%1(0x41),%1(0x4f),%1(0x67),%1(0xdc),%1(0xea) 
    db  %1(0x97),%1(0xf2),%1(0xcf),%1(0xce),%1(0xf0),%1(0xb4),%1(0xe6),%1(0x73) 
    db  %1(0x96),%1(0xac),%1(0x74),%1(0x22),%1(0xe7),%1(0xad),%1(0x35),%1(0x85) 
    db  %1(0xe2),%1(0xf9),%1(0x37),%1(0xe8),%1(0x1c),%1(0x75),%1(0xdf),%1(0x6e) 
    db  %1(0x47),%1(0xf1),%1(0x1a),%1(0x71),%1(0x1d),%1(0x29),%1(0xc5),%1(0x89) 
    db  %1(0x6f),%1(0xb7),%1(0x62),%1(0x0e),%1(0xaa),%1(0x18),%1(0xbe),%1(0x1b) 
    db  %1(0xfc),%1(0x56),%1(0x3e),%1(0x4b),%1(0xc6),%1(0xd2),%1(0x79),%1(0x20) 
    db  %1(0x9a),%1(0xdb),%1(0xc0),%1(0xfe),%1(0x78),%1(0xcd),%1(0x5a),%1(0xf4) 
    db  %1(0x1f),%1(0xdd),%1(0xa8),%1(0x33),%1(0x88),%1(0x07),%1(0xc7),%1(0x31) 
    db  %1(0xb1),%1(0x12),%1(0x10),%1(0x59),%1(0x27),%1(0x80),%1(0xec),%1(0x5f) 
    db  %1(0x60),%1(0x51),%1(0x7f),%1(0xa9),%1(0x19),%1(0xb5),%1(0x4a),%1(0x0d) 
    db  %1(0x2d),%1(0xe5),%1(0x7a),%1(0x9f),%1(0x93),%1(0xc9),%1(0x9c),%1(0xef) 
    db  %1(0xa0),%1(0xe0),%1(0x3b),%1(0x4d),%1(0xae),%1(0x2a),%1(0xf5),%1(0xb0) 
    db  %1(0xc8),%1(0xeb),%1(0xbb),%1(0x3c),%1(0x83),%1(0x53),%1(0x99),%1(0x61) 
    db  %1(0x17),%1(0x2b),%1(0x04),%1(0x7e),%1(0xba),%1(0x77),%1(0xd6),%1(0x26) 
    db  %1(0xe1),%1(0x69),%1(0x14),%1(0x63),%1(0x55),%1(0x21),%1(0x0c),%1(0x7d) 
%endmacro 
 
%define u8(x)   f2(x), x, x, f3(x), f2(x), x, x, f3(x) 
%define v8(x)   fe(x), f9(x), fd(x), fb(x), fe(x), f9(x), fd(x), x 
%define w8(x)   x, 0, 0, 0, x, 0, 0, 0 
 
%define tptr    rbp     ; table pointer 
%define kptr    r8      ; key schedule pointer 
 
 
%define fofs    128     ; adjust offset in key schedule to keep |disp| < 128 
%define fk_ref(x,y) [kptr-16*x+fofs+4*y] 
%ifdef  AES_REV_DKS 
%define rofs    128 
%define ik_ref(x,y) [kptr-16*x+rofs+4*y] 
%else 
%define rofs    -128 
%define ik_ref(x,y) [kptr+16*x+rofs+4*y] 
%endif 
 
%define tab_0(x)   [tptr+8*x] 
%define tab_1(x)   [tptr+8*x+3] 
%define tab_2(x)   [tptr+8*x+2] 
%define tab_3(x)   [tptr+8*x+1] 
%define tab_f(x)   byte [tptr+8*x+1] 
%define tab_i(x)   byte [tptr+8*x+7] 
%define t_ref(x,r) tab_ %+ x(r) 
 
%macro ff_rnd 5                 ; normal forward round 
    mov     %1d, fk_ref(%5,0) 
    mov     %2d, fk_ref(%5,1) 
    mov     %3d, fk_ref(%5,2) 
    mov     %4d, fk_ref(%5,3) 
 
    movzx   esi, al 
    movzx   edi, ah 
    shr     eax, 16 
    xor     %1d, t_ref(0,rsi) 
    xor     %4d, t_ref(1,rdi) 
    movzx   esi, al 
 
 
    movzx   edi, ah 
    xor     %3d, t_ref(2,rsi) 
    xor     %2d, t_ref(3,rdi) 
 
    movzx   esi, bl 
    movzx   edi, bh 
    shr     ebx, 16 
    xor     %2d, t_ref(0,rsi) 
    xor     %1d, t_ref(1,rdi) 
    movzx   esi, bl 
    movzx   edi, bh 
    xor     %4d, t_ref(2,rsi) 
    xor     %3d, t_ref(3,rdi) 
 
    movzx   esi, cl 
    movzx   edi, ch 
    shr     ecx, 16 
    xor     %3d, t_ref(0,rsi) 
    xor     %2d, t_ref(1,rdi) 
    movzx   esi, cl 
    movzx   edi, ch 
    xor     %1d, t_ref(2,rsi) 
    xor     %4d, t_ref(3,rdi) 
 
    movzx   esi, dl 
    movzx   edi, dh 
    shr     edx, 16 
    xor     %4d, t_ref(0,rsi) 
    xor     %3d, t_ref(1,rdi) 
    movzx   esi, dl 
 
 
    movzx   edi, dh 
    xor     %2d, t_ref(2,rsi) 
    xor     %1d, t_ref(3,rdi) 
 
    mov     eax,%1d 
    mov     ebx,%2d 
    mov     ecx,%3d 
    mov     edx,%4d 
%endmacro 
 
%ifdef LAST_ROUND_TABLES 
 
%macro fl_rnd 5                 ; last forward round 
    add     tptr, 2048 
    mov     %1d, fk_ref(%5,0) 
    mov     %2d, fk_ref(%5,1) 
    mov     %3d, fk_ref(%5,2) 
    mov     %4d, fk_ref(%5,3) 
 
    movzx   esi, al 
    movzx   edi, ah 
    shr     eax, 16 
    xor     %1d, t_ref(0,rsi) 
    xor     %4d, t_ref(1,rdi) 
    movzx   esi, al 
    movzx   edi, ah 
    xor     %3d, t_ref(2,rsi) 
    xor     %2d, t_ref(3,rdi) 
 
    movzx   esi, bl 
 
 
    movzx   edi, bh 
    shr     ebx, 16 
    xor     %2d, t_ref(0,rsi) 
    xor     %1d, t_ref(1,rdi) 
    movzx   esi, bl 
    movzx   edi, bh 
    xor     %4d, t_ref(2,rsi) 
    xor     %3d, t_ref(3,rdi) 
 
    movzx   esi, cl 
    movzx   edi, ch 
    shr     ecx, 16 
    xor     %3d, t_ref(0,rsi) 
    xor     %2d, t_ref(1,rdi) 
    movzx   esi, cl 
    movzx   edi, ch 
    xor     %1d, t_ref(2,rsi) 
    xor     %4d, t_ref(3,rdi) 
 
    movzx   esi, dl 
    movzx   edi, dh 
    shr     edx, 16 
    xor     %4d, t_ref(0,rsi) 
    xor     %3d, t_ref(1,rdi) 
    movzx   esi, dl 
    movzx   edi, dh 
    xor     %2d, t_ref(2,rsi) 
    xor     %1d, t_ref(3,rdi) 
%endmacro 
 
 
 
%else 
 
%macro fl_rnd 5                 ; last forward round 
    mov     %1d, fk_ref(%5,0) 
    mov     %2d, fk_ref(%5,1) 
    mov     %3d, fk_ref(%5,2) 
    mov     %4d, fk_ref(%5,3) 
 
    movzx   esi, al 
    movzx   edi, ah 
    shr     eax, 16 
    movzx   esi, t_ref(f,rsi) 
    movzx   edi, t_ref(f,rdi) 
    xor     %1d, esi 
    rol     edi, 8 
    xor     %4d, edi 
    movzx   esi, al 
    movzx   edi, ah 
    movzx   esi, t_ref(f,rsi) 
    movzx   edi, t_ref(f,rdi) 
    rol     esi, 16 
    rol     edi, 24 
    xor     %3d, esi 
    xor     %2d, edi 
 
    movzx   esi, bl 
    movzx   edi, bh 
    shr     ebx, 16 
    movzx   esi, t_ref(f,rsi) 
    movzx   edi, t_ref(f,rdi) 
 
 
    xor     %2d, esi 
    rol     edi, 8 
    xor     %1d, edi 
    movzx   esi, bl 
    movzx   edi, bh 
    movzx   esi, t_ref(f,rsi) 
    movzx   edi, t_ref(f,rdi) 
    rol     esi, 16 
    rol     edi, 24 
    xor     %4d, esi 
    xor     %3d, edi 
 
    movzx   esi, cl 
    movzx   edi, ch 
    movzx   esi, t_ref(f,rsi) 
    movzx   edi, t_ref(f,rdi) 
    shr     ecx, 16 
    xor     %3d, esi 
    rol     edi, 8 
    xor     %2d, edi 
    movzx   esi, cl 
    movzx   edi, ch 
    movzx   esi, t_ref(f,rsi) 
    movzx   edi, t_ref(f,rdi) 
    rol     esi, 16 
    rol     edi, 24 
    xor     %1d, esi 
    xor     %4d, edi 
 
    movzx   esi, dl 
 
 
    movzx   edi, dh 
    movzx   esi, t_ref(f,rsi) 
    movzx   edi, t_ref(f,rdi) 
    shr     edx, 16 
    xor     %4d, esi 
    rol     edi, 8 
    xor     %3d, edi 
    movzx   esi, dl 
    movzx   edi, dh 
    movzx   esi, t_ref(f,rsi) 
    movzx   edi, t_ref(f,rdi) 
    rol     esi, 16 
    rol     edi, 24 
    xor     %2d, esi 
    xor     %1d, edi 
%endmacro 
 
%endif 
 
%macro ii_rnd 5                 ; normal inverse round 
    mov     %1d, ik_ref(%5,0) 
    mov     %2d, ik_ref(%5,1) 
    mov     %3d, ik_ref(%5,2) 
    mov     %4d, ik_ref(%5,3) 
 
    movzx   esi, al 
    movzx   edi, ah 
    shr     eax, 16 
    xor     %1d, t_ref(0,rsi) 
    xor     %2d, t_ref(1,rdi) 
 
 
    movzx   esi, al 
    movzx   edi, ah 
    xor     %3d, t_ref(2,rsi) 
    xor     %4d, t_ref(3,rdi) 
 
    movzx   esi, bl 
    movzx   edi, bh 
    shr     ebx, 16 
    xor     %2d, t_ref(0,rsi) 
    xor     %3d, t_ref(1,rdi) 
    movzx   esi, bl 
    movzx   edi, bh 
    xor     %4d, t_ref(2,rsi) 
    xor     %1d, t_ref(3,rdi) 
 
    movzx   esi, cl 
    movzx   edi, ch 
    shr     ecx, 16 
    xor     %3d, t_ref(0,rsi) 
    xor     %4d, t_ref(1,rdi) 
    movzx   esi, cl 
    movzx   edi, ch 
    xor     %1d, t_ref(2,rsi) 
    xor     %2d, t_ref(3,rdi) 
 
    movzx   esi, dl 
    movzx   edi, dh 
    shr     edx, 16 
    xor     %4d, t_ref(0,rsi) 
    xor     %1d, t_ref(1,rdi) 
 
 
    movzx   esi, dl 
    movzx   edi, dh 
    xor     %2d, t_ref(2,rsi) 
    xor     %3d, t_ref(3,rdi) 
 
    mov     eax,%1d 
    mov     ebx,%2d 
    mov     ecx,%3d 
    mov     edx,%4d 
%endmacro 
 
%ifdef LAST_ROUND_TABLES 
 
%macro il_rnd 5                 ; last inverse round 
    add     tptr, 2048 
    mov     %1d, ik_ref(%5,0) 
    mov     %2d, ik_ref(%5,1) 
    mov     %3d, ik_ref(%5,2) 
    mov     %4d, ik_ref(%5,3) 
 
    movzx   esi, al 
    movzx   edi, ah 
    shr     eax, 16 
    xor     %1d, t_ref(0,rsi) 
    xor     %2d, t_ref(1,rdi) 
    movzx   esi, al 
    movzx   edi, ah 
    xor     %3d, t_ref(2,rsi) 
    xor     %4d, t_ref(3,rdi) 
 
 
 
    movzx   esi, bl 
    movzx   edi, bh 
    shr     ebx, 16 
    xor     %2d, t_ref(0,rsi) 
    xor     %3d, t_ref(1,rdi) 
    movzx   esi, bl 
    movzx   edi, bh 
    xor     %4d, t_ref(2,rsi) 
    xor     %1d, t_ref(3,rdi) 
 
    movzx   esi, cl 
    movzx   edi, ch 
    shr     ecx, 16 
    xor     %3d, t_ref(0,rsi) 
    xor     %4d, t_ref(1,rdi) 
    movzx   esi, cl 
    movzx   edi, ch 
    xor     %1d, t_ref(2,rsi) 
    xor     %2d, t_ref(3,rdi) 
 
    movzx   esi, dl 
    movzx   edi, dh 
    shr     edx, 16 
    xor     %4d, t_ref(0,rsi) 
    xor     %1d, t_ref(1,rdi) 
    movzx   esi, dl 
    movzx   edi, dh 
    xor     %2d, t_ref(2,rsi) 
    xor     %3d, t_ref(3,rdi) 
%endmacro 
 
 
 
%else 
 
%macro il_rnd 5                 ; last inverse round 
    mov     %1d, ik_ref(%5,0) 
    mov     %2d, ik_ref(%5,1) 
    mov     %3d, ik_ref(%5,2) 
    mov     %4d, ik_ref(%5,3) 
 
    movzx   esi, al 
    movzx   edi, ah 
    movzx   esi, t_ref(i,rsi) 
    movzx   edi, t_ref(i,rdi) 
    shr     eax, 16 
    xor     %1d, esi 
    rol     edi, 8 
    xor     %2d, edi 
    movzx   esi, al 
    movzx   edi, ah 
    movzx   esi, t_ref(i,rsi) 
    movzx   edi, t_ref(i,rdi) 
    rol     esi, 16 
    rol     edi, 24 
    xor     %3d, esi 
    xor     %4d, edi 
 
    movzx   esi, bl 
    movzx   edi, bh 
    movzx   esi, t_ref(i,rsi) 
    movzx   edi, t_ref(i,rdi) 
 
 
    shr     ebx, 16 
    xor     %2d, esi 
    rol     edi, 8 
    xor     %3d, edi 
    movzx   esi, bl 
    movzx   edi, bh 
    movzx   esi, t_ref(i,rsi) 
    movzx   edi, t_ref(i,rdi) 
    rol     esi, 16 
    rol     edi, 24 
    xor     %4d, esi 
    xor     %1d, edi 
 
    movzx   esi, cl 
    movzx   edi, ch 
    movzx   esi, t_ref(i,rsi) 
    movzx   edi, t_ref(i,rdi) 
    shr     ecx, 16 
    xor     %3d, esi 
    rol     edi, 8 
    xor     %4d, edi 
    movzx   esi, cl 
    movzx   edi, ch 
    movzx   esi, t_ref(i,rsi) 
    movzx   edi, t_ref(i,rdi) 
    rol     esi, 16 
    rol     edi, 24 
    xor     %1d, esi 
    xor     %2d, edi 
 
 
 
    movzx   esi, dl 
    movzx   edi, dh 
    movzx   esi, t_ref(i,rsi) 
    movzx   edi, t_ref(i,rdi) 
    shr     edx, 16 
    xor     %4d, esi 
    rol     edi, 8 
    xor     %1d, edi 
    movzx   esi, dl 
    movzx   edi, dh 
    movzx   esi, t_ref(i,rsi) 
    movzx   edi, t_ref(i,rdi) 
    rol     esi, 16 
    rol     edi, 24 
    xor     %2d, esi 
    xor     %3d, edi 
%endmacro 
 
%endif 
 
%ifdef ENCRYPTION 
 
    global  aes_ni(encrypt) 
%ifdef DLL_EXPORT 
    export  aes_ni(encrypt) 
%endif 
 
    section .data align=64 
    align   64 
enc_tab: 
 
 
    enc_vals u8 
%ifdef LAST_ROUND_TABLES 
    enc_vals w8 
%endif 
 
    section .text align=16 
    align   16 
 
%ifdef _SEH_ 
proc_frame aes_ni(encrypt) 
    alloc_stack 7*8         ; 7 to align stack to 16 bytes 
    save_reg    rsi,4*8 
    save_reg    rdi,5*8 
    save_reg    rbx,1*8 
    save_reg    rbp,2*8 
    save_reg    r12,3*8 
end_prologue 
    mov     rdi, rcx        ; input pointer 
    mov     [rsp+0*8], rdx  ; output pointer 
%else 
    aes_ni(encrypt): 
    %ifdef __GNUC__ 
        sub     rsp, 4*8        ; gnu/linux binary interface 
        mov     [rsp+0*8], rsi  ; output pointer 
        mov     r8, rdx         ; context 
    %else 
        sub     rsp, 6*8        ; windows binary interface 
        mov     [rsp+4*8], rsi 
        mov     [rsp+5*8], rdi 
        mov     rdi, rcx        ; input pointer 
 
 
        mov     [rsp+0*8], rdx  ; output pointer 
    %endif 
        mov     [rsp+1*8], rbx  ; input pointer in rdi 
        mov     [rsp+2*8], rbp  ; output pointer in [rsp] 
        mov     [rsp+3*8], r12  ; context in r8 
%endif 
 
    movzx   esi, byte [kptr+4*KS_LENGTH] 
    lea     tptr, [rel enc_tab] 
    sub     kptr, fofs 
 
    mov     eax, [rdi+0*4] 
    mov     ebx, [rdi+1*4] 
    mov     ecx, [rdi+2*4] 
    mov     edx, [rdi+3*4] 
 
    xor     eax, [kptr+fofs] 
    xor     ebx, [kptr+fofs+4] 
    xor     ecx, [kptr+fofs+8] 
    xor     edx, [kptr+fofs+12] 
 
    lea     kptr,[kptr+rsi] 
    cmp     esi, 10*16 
    je      .3 
    cmp     esi, 12*16 
    je      .2 
    cmp     esi, 14*16 
    je      .1 
    mov     rax, -1 
    jmp     .4 
 
 
 
.1: ff_rnd  r9, r10, r11, r12, 13 
    ff_rnd  r9, r10, r11, r12, 12 
.2: ff_rnd  r9, r10, r11, r12, 11 
    ff_rnd  r9, r10, r11, r12, 10 
.3: ff_rnd  r9, r10, r11, r12, 9 
    ff_rnd  r9, r10, r11, r12, 8 
    ff_rnd  r9, r10, r11, r12, 7 
    ff_rnd  r9, r10, r11, r12, 6 
    ff_rnd  r9, r10, r11, r12, 5 
    ff_rnd  r9, r10, r11, r12, 4 
    ff_rnd  r9, r10, r11, r12, 3 
    ff_rnd  r9, r10, r11, r12, 2 
    ff_rnd  r9, r10, r11, r12, 1 
    fl_rnd  r9, r10, r11, r12, 0 
 
    mov     rbx, [rsp] 
    mov     [rbx], r9d 
    mov     [rbx+4], r10d 
    mov     [rbx+8], r11d 
    mov     [rbx+12], r12d 
    xor     rax, rax 
.4: 
    mov     rbx, [rsp+1*8] 
    mov     rbp, [rsp+2*8] 
    mov     r12, [rsp+3*8] 
%ifdef __GNUC__ 
    add     rsp, 4*8 
    ret 
%else 
 
 
    mov     rsi, [rsp+4*8] 
    mov     rdi, [rsp+5*8] 
    %ifdef _SEH_ 
        add     rsp, 7*8 
        ret 
    endproc_frame 
    %else 
        add     rsp, 6*8 
        ret 
    %endif 
%endif 
 
%endif 
 
%ifdef DECRYPTION 
 
    global  aes_ni(decrypt) 
%ifdef DLL_EXPORT 
    export  aes_ni(decrypt) 
%endif 
 
    section .data 
    align   64 
dec_tab: 
    dec_vals v8 
%ifdef LAST_ROUND_TABLES 
    dec_vals w8 
%endif 
 
    section .text 
 
 
    align   16 
 
%ifdef _SEH_ 
proc_frame aes_ni(decrypt) 
    alloc_stack 7*8         ; 7 to align stack to 16 bytes 
    save_reg    rsi,4*8 
    save_reg    rdi,5*8 
    save_reg    rbx,1*8 
    save_reg    rbp,2*8 
    save_reg    r12,3*8 
end_prologue 
    mov     rdi, rcx        ; input pointer 
    mov     [rsp+0*8], rdx  ; output pointer 
%else 
    aes_ni(decrypt): 
    %ifdef __GNUC__ 
        sub     rsp, 4*8        ; gnu/linux binary interface 
        mov     [rsp+0*8], rsi  ; output pointer 
        mov     r8, rdx         ; context 
    %else 
        sub     rsp, 6*8        ; windows binary interface 
        mov     [rsp+4*8], rsi 
        mov     [rsp+5*8], rdi 
        mov     rdi, rcx        ; input pointer 
        mov     [rsp+0*8], rdx  ; output pointer 
    %endif 
        mov     [rsp+1*8], rbx  ; input pointer in rdi 
        mov     [rsp+2*8], rbp  ; output pointer in [rsp] 
        mov     [rsp+3*8], r12  ; context in r8 
%endif 
 
 
 
    movzx   esi, byte[kptr+4*KS_LENGTH] 
    lea     tptr, [rel dec_tab] 
    sub     kptr, rofs 
 
    mov     eax, [rdi+0*4] 
    mov     ebx, [rdi+1*4] 
    mov     ecx, [rdi+2*4] 
    mov     edx, [rdi+3*4] 
 
%ifdef      AES_REV_DKS 
    mov     rdi, kptr 
    lea     kptr,[kptr+rsi] 
%else 
    lea     rdi,[kptr+rsi] 
%endif 
 
    xor     eax, [rdi+rofs] 
    xor     ebx, [rdi+rofs+4] 
    xor     ecx, [rdi+rofs+8] 
    xor     edx, [rdi+rofs+12] 
 
    cmp     esi, 10*16 
    je      .3 
    cmp     esi, 12*16 
    je      .2 
    cmp     esi, 14*16 
    je      .1 
    mov     rax, -1 
    jmp     .4 
 
 
 
.1: ii_rnd  r9, r10, r11, r12, 13 
    ii_rnd  r9, r10, r11, r12, 12 
.2: ii_rnd  r9, r10, r11, r12, 11 
    ii_rnd  r9, r10, r11, r12, 10 
.3: ii_rnd  r9, r10, r11, r12, 9 
    ii_rnd  r9, r10, r11, r12, 8 
    ii_rnd  r9, r10, r11, r12, 7 
    ii_rnd  r9, r10, r11, r12, 6 
    ii_rnd  r9, r10, r11, r12, 5 
    ii_rnd  r9, r10, r11, r12, 4 
    ii_rnd  r9, r10, r11, r12, 3 
    ii_rnd  r9, r10, r11, r12, 2 
    ii_rnd  r9, r10, r11, r12, 1 
    il_rnd  r9, r10, r11, r12, 0 
 
    mov     rbx, [rsp] 
    mov     [rbx], r9d 
    mov     [rbx+4], r10d 
    mov     [rbx+8], r11d 
    mov     [rbx+12], r12d 
    xor     rax, rax 
.4: mov     rbx, [rsp+1*8] 
    mov     rbp, [rsp+2*8] 
    mov     r12, [rsp+3*8] 
%ifdef __GNUC__ 
    add     rsp, 4*8 
    ret 
%else 
    mov     rsi, [rsp+4*8] 
 
 
    mov     rdi, [rsp+5*8] 
    %ifdef _SEH_ 
        add     rsp, 7*8 
        ret 
    endproc_frame 
    %else 
        add     rsp, 6*8 
        ret 
    %endif 
%endif 
 
%endif 
 
    end 
 
 
AES_AVS.v  
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
#include <ctype.h> 
 
#include "aes.h" 
 
#define BLOCK_SIZE       16 
#define MAX_TEXT_SIZE   256 
#define INPUT_BUF_SIZE 1024 
#define MCT_REPEAT     1000 
 
typedef enum { ECB = 0, CBC, CFB, OFB } mode; 
 
 
char *mode_str[] = { "ECB", "CBC", "CFB128", "OFB" }; 
 
typedef enum { GFSbox = 0, KeySbox, MCT, MMT, VarKey, VarTxt } type; 
char *type_str[] = { "GFSbox", "KeySbox", "MCT", "MMT", "VarKey", "VarTxt" }; 
 
typedef enum { Key128 = 0, Key192, Key256 } key; 
char *klen_str[] = { "128",  "192",  "256" }; 
 
typedef enum { L_bad = -1, L_count = 0, L_key, L_iv, L_texto plano, L_texto cifrado } line_type; 
char *hdr_str[] = { "COUNT = ", "KEY = ", "IV = ", "TEXTO PLANO = ", "TEXTO CIFRADO = " }; 
 
char *test_path = "..\\testvals\\fax\\"; 
char *hxx = "0123456789abcdef"; 
 
int to_hex(int ch) 
{ 
    return (ch & 15) + (ch >= '0' && ch <= '9' ? 0 : 9); 
} 
 
int get_dec(const char *s) 
{   const char  *p = s; 
    int nbr = 0; 
 
    while(*p && *p >= '0' && *p <= '9') 
    { 
        nbr = 10 * nbr + (*p - '0'); ++p; 
    } 
 
    return nbr; 
} 
 
 
 
int get_line(FILE *inf, char s[]) 
{ 
    if(feof(inf)) 
        return EXIT_FAILURE; 
    return fgets(s, INPUT_BUF_SIZE, inf) == s ? EXIT_SUCCESS : EXIT_FAILURE; 
} 
 
int block_in(unsigned char l[], const char *p) 
{   int i = 0; 
 
    while(*p && *(p + 1) && isxdigit(*p) && isxdigit(*(p + 1))) 
    { 
        l[i++] = (to_hex(*p) << 4) + to_hex(*(p + 1)); p += 2; 
    } 
    return i; 
} 
 
int find_string(const char *s1, const char s2[]) 
{   const char  *p1 = s1, *q1, *q2; 
 
    while(*p1) 
    { 
        q1 = p1; q2 = s2; 
 
        while(*q1 && *q2 && *q1 == *q2) 
        { 
            q1++; q2++; 
        } 
 
 
 
        if(!*q2) 
            return (int)(p1 - s1); 
        p1++; 
    } 
    return -1; 
} 
 
enum line_type find_line(FILE *inf, char str[], char **p) 
{   int i; 
 
    for(i = 0 ; i < sizeof(hdr_str) / sizeof(hdr_str[0]) ; ++i)  
        if(find_string(str, hdr_str[i]) >= 0) 
        { 
            *p = str + strlen(hdr_str[i]); 
            return (line_type)i; 
        } 
    return L_bad; 
} 
 
void do_encrypt(mode mm, const unsigned char key[], unsigned char iv[],  
                const unsigned char pt[], unsigned char ct[], int key_len, int block_len) 
{   aes_encrypt_ctx ctx[1]; 
 
    aes_encrypt_key(key, key_len, ctx); 
    switch(mm) 
    { 
    case ECB: 
        aes_ecb_encrypt(pt, ct, block_len, ctx);  
        break; 
    case CBC: 
 
 
        aes_cbc_encrypt(pt, ct, block_len, iv, ctx);  
        break; 
    case CFB: 
        aes_cfb_encrypt(pt, ct, block_len, iv, ctx);  
        break; 
    case OFB: 
        aes_ofb_encrypt(pt, ct, block_len, iv, ctx);  
        break; 
    } 
} 
 
void do_decrypt(mode mm, const unsigned char key[], unsigned char iv[],  
                const unsigned char ct[], unsigned char pt[], int key_len, int block_len) 
{   aes_decrypt_ctx ctx[1]; 
 
    switch(mm) 
    { 
    case ECB: 
        aes_decrypt_key(key, key_len, ctx); 
        aes_ecb_decrypt(ct, pt, block_len, ctx);  
        break; 
    case CBC: 
        aes_decrypt_key(key, key_len, ctx); 
        aes_cbc_decrypt(ct, pt, block_len, iv, ctx);  
        break; 
    case CFB: 
        aes_encrypt_key(key, key_len, (aes_encrypt_ctx*)ctx); 
        aes_cfb_decrypt(ct, pt, block_len, iv, (aes_encrypt_ctx*)ctx);  
        break; 
    case OFB: 
 
 
        aes_encrypt_key(key, key_len, (aes_encrypt_ctx*)ctx); 
        aes_ofb_decrypt(ct, pt, block_len, iv, (aes_encrypt_ctx*)ctx);  
        break; 
    } 
} 
 
void do_mct_encrypt(mode mm, const unsigned char key[], unsigned char iv[],  
                unsigned char pt[], unsigned char ct[], int key_len, int block_len) 
{   aes_encrypt_ctx ctx[1]; 
    unsigned char tmp[BLOCK_SIZE]; 
    int i; 
    typedef AES_RETURN (*f_enc)(const unsigned char*, unsigned char*, int,  
                         unsigned char*, aes_encrypt_ctx*); 
 
    aes_encrypt_key(key, key_len, ctx); 
    if(mm == ECB) 
    { 
        for( i = 0 ; i < MCT_REPEAT / 2 ; ++i ) 
        { 
            aes_ecb_encrypt(pt, ct, BLOCK_SIZE, ctx); 
            aes_ecb_encrypt(ct, pt, BLOCK_SIZE, ctx); 
        } 
        memcpy(ct, pt, BLOCK_SIZE); 
    } 
    else 
    {    
        f_enc f[3] = { aes_cbc_encrypt, aes_cfb_encrypt, aes_ofb_encrypt }; 
        memcpy(tmp, iv, BLOCK_SIZE); 
        for( i = 0 ; i < MCT_REPEAT ; ++i ) 
        { 
 
 
            f[mm - 1](pt, ct, BLOCK_SIZE, iv, ctx); 
            memcpy(pt, tmp, BLOCK_SIZE); 
            memcpy(tmp, ct, BLOCK_SIZE); 
        } 
    } 
} 
 
 
void do_mct_decrypt(mode mm, const unsigned char key[], unsigned char iv[],  
                const unsigned char ct[], unsigned char pt[], int key_len, int block_len) 
{   aes_decrypt_ctx ctx[1]; 
    unsigned char tmp[BLOCK_SIZE], tmp2[BLOCK_SIZE]; 
    int i; 
    typedef AES_RETURN (*f_dec)(const unsigned char*, unsigned char*, int,  
                         unsigned char*, aes_decrypt_ctx*); 
    if(mm == ECB) 
    { 
        aes_decrypt_key(key, key_len, ctx); 
        memcpy(tmp, ct, BLOCK_SIZE); 
        for( i = 0 ; i < MCT_REPEAT / 2 ; ++i ) 
        { 
            aes_ecb_decrypt(ct, pt, BLOCK_SIZE, ctx); 
            aes_ecb_decrypt(pt, ct, BLOCK_SIZE, ctx); 
        } 
        memcpy(pt, ct, BLOCK_SIZE); 
    } 
    else 
    { 
        f_dec f[3] = { aes_cbc_decrypt, (f_dec)aes_cfb_decrypt, (f_dec)aes_ofb_decrypt }; 
        if( mm == CBC ) 
 
 
            aes_decrypt_key(key, key_len, ctx); 
        else 
            aes_encrypt_key(key, key_len, (aes_encrypt_ctx*)ctx); 
        memcpy(tmp, iv, BLOCK_SIZE); 
        for( i = 0 ; i < MCT_REPEAT ; ++i ) 
        { 
            f[mm - 1](ct, pt, BLOCK_SIZE, iv, ctx); 
            memcpy(ct, tmp, BLOCK_SIZE); 
            memcpy(tmp, pt, BLOCK_SIZE); 
        } 
    } 
} 
 
void run_aes_avs_test(mode mm, type tt) 
{   char  path[128], inbuf[1024], *p; 
    unsigned char key[2 * BLOCK_SIZE], iv[BLOCK_SIZE], pt[MAX_TEXT_SIZE], 
ct[MAX_TEXT_SIZE], rt[MAX_TEXT_SIZE]; 
    int i, err, cnt, key_len, iv_len, pt_len, ct_len; 
    FILE *f; 
    line_type ty; 
 
    for( i = 0 ; i < 3 ; ++i ) 
    { 
        err = 0; 
        strcpy(path, test_path); 
        strcat(path, mode_str[mm]); 
        strcat(path, type_str[tt]); 
        strcat(path, klen_str[i]); 
        strcat(path, ".fax"); 
        if(!(f = fopen(path, "r"))) 
 
 
            return EXIT_FAILURE; 
        while(get_line(f, inbuf) == EXIT_SUCCESS) 
        { 
            if((ty = find_line(f, inbuf, &p)) != L_bad) 
                switch(ty) 
                { 
                case L_count: 
                    key_len = iv_len = pt_len = ct_len = 0; 
                    cnt = get_dec(p); 
                    break; 
                case L_key: 
                    key_len = block_in(key, p); 
                    break; 
                case L_iv: 
                    iv_len = block_in(iv, p); 
                    break; 
                case L_texto plano: 
                    pt_len = block_in(pt, p); 
                    if(pt_len == ct_len) 
                    { 
                        if(tt != MCT) 
                            do_decrypt(mm, key, iv, ct, rt, key_len, pt_len); 
                        else 
                            do_mct_decrypt(mm, key, iv, ct, rt, key_len, pt_len); 
                        if(memcmp(pt, rt, pt_len)) 
                        { 
                            printf("\nError on file %s, on test %i", path, cnt); 
                            ++err; 
                        } 
                    } 
 
 
                    break; 
                case L_texto cifrado: 
                    ct_len = block_in(ct, p); 
                    if(ct_len == pt_len) 
                    { 
                        if(tt == MCT) 
                            do_mct_encrypt(mm, key, iv, pt, rt, key_len, pt_len); 
                        else 
                            do_encrypt(mm, key, iv, pt, rt, key_len, pt_len); 
                        if(memcmp(ct, rt, pt_len)) 
                        { 
                            printf("\nError on file %s, on test %i", path, cnt); 
                            ++err; 
                        } 
                    } 
                    break; 
                } 
        } 
        fclose(f); 
        if(!err) 
            printf("\nCorrect results for %s", path); 
    } 
} 
 
int main(void) 
{   int i, j; 
 
    for( i = 0 ; i < 4 ; ++i ) 
        for( j = 0 ; j < 6 ; ++j) 
            run_aes_avs_test((mode)i, (type)j); 
 
 
    printf("\n\n"); 
} 
 
 
AES_modes.c 
#include <string.h> 
#include <assert.h> 
#include <stdint.h> 
 
#include "aesopt.h" 
 
#if defined( AES_MODES ) 
#if defined(__cplusplus) 
extern "C" 
{ 
#endif 
 
#if defined( _MSC_VER ) && ( _MSC_VER > 800 ) 
#pragma intrinsic(memcpy) 
#endif 
 
#define BFR_BLOCKS      8 
 
/* These values are used to detect long word alignment in order to */ 
/* speed up some buffer operations. This facility may not work on  */ 
/* some machines so this define can be commented out if necessary  */ 
 
#define FAST_BUFFER_OPERATIONS 
 
#define lp32(x)         ((uint32_t*)(x)) 
 
 
 
#if defined( USE_VIA_ACE_IF_PRESENT ) 
 
#include "aes_via_ace.h" 
 
#pragma pack(16) 
 
aligned_array(unsigned long,    enc_gen_table, 12, 16) =    NEH_ENC_GEN_DATA; 
aligned_array(unsigned long,   enc_load_table, 12, 16) =   NEH_ENC_LOAD_DATA; 
aligned_array(unsigned long, enc_hybrid_table, 12, 16) = NEH_ENC_HYBRID_DATA; 
aligned_array(unsigned long,    dec_gen_table, 12, 16) =    NEH_DEC_GEN_DATA; 
aligned_array(unsigned long,   dec_load_table, 12, 16) =   NEH_DEC_LOAD_DATA; 
aligned_array(unsigned long, dec_hybrid_table, 12, 16) = NEH_DEC_HYBRID_DATA; 
 
/* NOTE: These control word macros must only be used after  */ 
/* a key has been set up because they depend on key size    */ 
/* See the VIA ACE documentation for key type information   */ 
/* and aes_via_ace.h for non-default NEH_KEY_TYPE values    */ 
 
#ifndef NEH_KEY_TYPE 
#  define NEH_KEY_TYPE NEH_HYBRID 
#endif 
 
#if NEH_KEY_TYPE == NEH_LOAD 
#define kd_adr(c)   ((uint8_t*)(c)->ks) 
#elif NEH_KEY_TYPE == NEH_GENERATE 
#define kd_adr(c)   ((uint8_t*)(c)->ks + (c)->inf.b[0]) 
#elif NEH_KEY_TYPE == NEH_HYBRID 
#define kd_adr(c)   ((uint8_t*)(c)->ks + ((c)->inf.b[0] == 160 ? 160 : 0)) 
#else 
 
 
#error no key type defined for VIA ACE  
#endif 
 
#else 
 
#define aligned_array(type, name, no, stride) type name[no] 
#define aligned_auto(type, name, no, stride)  type name[no] 
 
#endif 
 
#if defined( _MSC_VER ) && _MSC_VER > 1200 
 
#define via_cwd(cwd, ty, dir, len) \ 
    unsigned long* cwd = (dir##_##ty##_table + ((len - 128) >> 4)) 
 
#else 
 
#define via_cwd(cwd, ty, dir, len)              \ 
    aligned_auto(unsigned long, cwd, 4, 16);    \ 
    cwd[1] = cwd[2] = cwd[3] = 0;               \ 
    cwd[0] = neh_##dir##_##ty##_key(len) 
 
#endif 
 
/* test the code for detecting and setting pointer alignment */ 
 
AES_RETURN aes_test_alignment_detection(unsigned int n) /* 4 <= n <= 16 */ 
{   uint8_t p[16]; 
    uint32_t i, count_eq = 0, count_neq = 0; 
 
 
 
    if(n < 4 || n > 16) 
        return EXIT_FAILURE; 
 
    for(i = 0; i < n; ++i) 
    { 
        uint8_t *qf = ALIGN_FLOOR(p + i, n), 
                *qh =  ALIGN_CEIL(p + i, n); 
         
        if(qh == qf) 
            ++count_eq; 
        else if(qh == qf + n) 
            ++count_neq; 
        else 
            return EXIT_FAILURE; 
    } 
    return (count_eq != 1 || count_neq != n - 1 ? EXIT_FAILURE : EXIT_SUCCESS); 
} 
 
AES_RETURN aes_mode_reset(aes_encrypt_ctx ctx[1]) 
{ 
    ctx->inf.b[2] = 0; 
    return EXIT_SUCCESS; 
} 
 
AES_RETURN aes_ecb_encrypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, const aes_encrypt_ctx ctx[1]) 
{   int nb = len >> 4; 
 
    if(len & (AES_BLOCK_SIZE - 1)) 
        return EXIT_FAILURE; 
 
 
 
#if defined( USE_VIA_ACE_IF_PRESENT ) 
 
    if(ctx->inf.b[1] == 0xff) 
    {   uint8_t *ksp = (uint8_t*)(ctx->ks); 
        via_cwd(cwd, hybrid, enc, 2 * ctx->inf.b[0] - 192); 
 
        if(ALIGN_OFFSET( ctx, 16 )) 
            return EXIT_FAILURE; 
 
        if(!ALIGN_OFFSET( ibuf, 16 ) && !ALIGN_OFFSET( obuf, 16 )) 
        { 
            via_ecb_op5(ksp, cwd, ibuf, obuf, nb); 
        } 
        else 
        {   aligned_auto(uint8_t, buf, BFR_BLOCKS * AES_BLOCK_SIZE, 16); 
            uint8_t *ip, *op; 
 
            while(nb) 
            { 
                int m = (nb > BFR_BLOCKS ? BFR_BLOCKS : nb); 
 
                ip = (ALIGN_OFFSET( ibuf, 16 ) ? buf : ibuf); 
                op = (ALIGN_OFFSET( obuf, 16 ) ? buf : obuf); 
 
                if(ip != ibuf) 
                    memcpy(buf, ibuf, m * AES_BLOCK_SIZE); 
 
                via_ecb_op5(ksp, cwd, ip, op, m); 
 
 
 
                if(op != obuf) 
                    memcpy(obuf, buf, m * AES_BLOCK_SIZE); 
 
                ibuf += m * AES_BLOCK_SIZE; 
                obuf += m * AES_BLOCK_SIZE; 
                nb -= m; 
            } 
        } 
 
        return EXIT_SUCCESS; 
    } 
 
#endif 
 
#if !defined( ASSUME_VIA_ACE_PRESENT ) 
    while(nb--) 
    { 
        if(aes_encrypt(ibuf, obuf, ctx) != EXIT_SUCCESS) 
            return EXIT_FAILURE; 
        ibuf += AES_BLOCK_SIZE; 
        obuf += AES_BLOCK_SIZE; 
    } 
#endif 
    return EXIT_SUCCESS; 
} 
 
AES_RETURN aes_ecb_decrypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, const aes_decrypt_ctx ctx[1]) 
{   int nb = len >> 4; 
 
 
 
    if(len & (AES_BLOCK_SIZE - 1)) 
        return EXIT_FAILURE; 
 
#if defined( USE_VIA_ACE_IF_PRESENT ) 
 
    if(ctx->inf.b[1] == 0xff) 
    {   uint8_t *ksp = kd_adr(ctx); 
        via_cwd(cwd, hybrid, dec, 2 * ctx->inf.b[0] - 192); 
 
        if(ALIGN_OFFSET( ctx, 16 )) 
            return EXIT_FAILURE; 
 
        if(!ALIGN_OFFSET( ibuf, 16 ) && !ALIGN_OFFSET( obuf, 16 )) 
        { 
            via_ecb_op5(ksp, cwd, ibuf, obuf, nb); 
        } 
        else 
        {   aligned_auto(uint8_t, buf, BFR_BLOCKS * AES_BLOCK_SIZE, 16); 
            uint8_t *ip, *op; 
 
            while(nb) 
            { 
                int m = (nb > BFR_BLOCKS ? BFR_BLOCKS : nb); 
 
                ip = (ALIGN_OFFSET( ibuf, 16 ) ? buf : ibuf); 
                op = (ALIGN_OFFSET( obuf, 16 ) ? buf : obuf); 
 
                if(ip != ibuf) 
                    memcpy(buf, ibuf, m * AES_BLOCK_SIZE); 
 
 
 
                via_ecb_op5(ksp, cwd, ip, op, m); 
 
                if(op != obuf) 
                    memcpy(obuf, buf, m * AES_BLOCK_SIZE); 
 
                ibuf += m * AES_BLOCK_SIZE; 
                obuf += m * AES_BLOCK_SIZE; 
                nb -= m; 
            } 
        } 
 
        return EXIT_SUCCESS; 
    } 
 
#endif 
 
#if !defined( ASSUME_VIA_ACE_PRESENT ) 
    while(nb--) 
    { 
        if(aes_decrypt(ibuf, obuf, ctx) != EXIT_SUCCESS) 
            return EXIT_FAILURE; 
        ibuf += AES_BLOCK_SIZE; 
        obuf += AES_BLOCK_SIZE; 
    } 
#endif 
    return EXIT_SUCCESS; 
} 
 
AES_RETURN aes_cbc_encrypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, unsigned char *iv, const aes_encrypt_ctx ctx[1]) 
 
 
{   int nb = len >> 4; 
 
    if(len & (AES_BLOCK_SIZE - 1)) 
        return EXIT_FAILURE; 
 
#if defined( USE_VIA_ACE_IF_PRESENT ) 
 
    if(ctx->inf.b[1] == 0xff) 
    {   uint8_t *ksp = (uint8_t*)(ctx->ks), *ivp = iv; 
        aligned_auto(uint8_t, liv, AES_BLOCK_SIZE, 16); 
        via_cwd(cwd, hybrid, enc, 2 * ctx->inf.b[0] - 192); 
 
        if(ALIGN_OFFSET( ctx, 16 )) 
            return EXIT_FAILURE; 
 
        if(ALIGN_OFFSET( iv, 16 ))   /* ensure an aligned iv */ 
        { 
            ivp = liv; 
            memcpy(liv, iv, AES_BLOCK_SIZE); 
        } 
 
        if(!ALIGN_OFFSET( ibuf, 16 ) && !ALIGN_OFFSET( obuf, 16 ) && !ALIGN_OFFSET( iv, 16 
)) 
        { 
            via_cbc_op7(ksp, cwd, ibuf, obuf, nb, ivp, ivp); 
        } 
        else 
        {   aligned_auto(uint8_t, buf, BFR_BLOCKS * AES_BLOCK_SIZE, 16); 
            uint8_t *ip, *op; 
 
 
 
            while(nb) 
            { 
                int m = (nb > BFR_BLOCKS ? BFR_BLOCKS : nb); 
 
                ip = (ALIGN_OFFSET( ibuf, 16 ) ? buf : ibuf); 
                op = (ALIGN_OFFSET( obuf, 16 ) ? buf : obuf); 
 
                if(ip != ibuf) 
                    memcpy(buf, ibuf, m * AES_BLOCK_SIZE); 
 
                via_cbc_op7(ksp, cwd, ip, op, m, ivp, ivp); 
 
                if(op != obuf) 
                    memcpy(obuf, buf, m * AES_BLOCK_SIZE); 
 
                ibuf += m * AES_BLOCK_SIZE; 
                obuf += m * AES_BLOCK_SIZE; 
                nb -= m; 
            } 
        } 
 
        if(iv != ivp) 
            memcpy(iv, ivp, AES_BLOCK_SIZE); 
 
        return EXIT_SUCCESS; 
    } 
 
#endif 
 
#if !defined( ASSUME_VIA_ACE_PRESENT ) 
 
 
# ifdef FAST_BUFFER_OPERATIONS 
    if(!ALIGN_OFFSET( ibuf, 4 ) && !ALIGN_OFFSET( iv, 4 )) 
        while(nb--) 
        { 
            lp32(iv)[0] ^= lp32(ibuf)[0]; 
            lp32(iv)[1] ^= lp32(ibuf)[1]; 
            lp32(iv)[2] ^= lp32(ibuf)[2]; 
            lp32(iv)[3] ^= lp32(ibuf)[3]; 
            if(aes_encrypt(iv, iv, ctx) != EXIT_SUCCESS) 
                return EXIT_FAILURE; 
            memcpy(obuf, iv, AES_BLOCK_SIZE); 
            ibuf += AES_BLOCK_SIZE; 
            obuf += AES_BLOCK_SIZE; 
        } 
    else 
# endif 
        while(nb--) 
        { 
            iv[ 0] ^= ibuf[ 0]; iv[ 1] ^= ibuf[ 1]; 
            iv[ 2] ^= ibuf[ 2]; iv[ 3] ^= ibuf[ 3]; 
            iv[ 4] ^= ibuf[ 4]; iv[ 5] ^= ibuf[ 5]; 
            iv[ 6] ^= ibuf[ 6]; iv[ 7] ^= ibuf[ 7]; 
            iv[ 8] ^= ibuf[ 8]; iv[ 9] ^= ibuf[ 9]; 
            iv[10] ^= ibuf[10]; iv[11] ^= ibuf[11]; 
            iv[12] ^= ibuf[12]; iv[13] ^= ibuf[13]; 
            iv[14] ^= ibuf[14]; iv[15] ^= ibuf[15]; 
            if(aes_encrypt(iv, iv, ctx) != EXIT_SUCCESS) 
                return EXIT_FAILURE; 
            memcpy(obuf, iv, AES_BLOCK_SIZE); 
            ibuf += AES_BLOCK_SIZE; 
 
 
            obuf += AES_BLOCK_SIZE; 
        } 
#endif 
    return EXIT_SUCCESS; 
} 
 
AES_RETURN aes_cbc_decrypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, unsigned char *iv, const aes_decrypt_ctx ctx[1]) 
{   unsigned char tmp[AES_BLOCK_SIZE]; 
    int nb = len >> 4; 
 
    if(len & (AES_BLOCK_SIZE - 1)) 
        return EXIT_FAILURE; 
 
#if defined( USE_VIA_ACE_IF_PRESENT ) 
 
    if(ctx->inf.b[1] == 0xff) 
    {   uint8_t *ksp = kd_adr(ctx), *ivp = iv; 
        aligned_auto(uint8_t, liv, AES_BLOCK_SIZE, 16); 
        via_cwd(cwd, hybrid, dec, 2 * ctx->inf.b[0] - 192); 
 
        if(ALIGN_OFFSET( ctx, 16 )) 
            return EXIT_FAILURE; 
 
        if(ALIGN_OFFSET( iv, 16 ))   /* ensure an aligned iv */ 
        { 
            ivp = liv; 
            memcpy(liv, iv, AES_BLOCK_SIZE); 
        } 
 
 
 
        if(!ALIGN_OFFSET( ibuf, 16 ) && !ALIGN_OFFSET( obuf, 16 ) && !ALIGN_OFFSET( iv, 16 
)) 
        { 
            via_cbc_op6(ksp, cwd, ibuf, obuf, nb, ivp); 
        } 
        else 
        {   aligned_auto(uint8_t, buf, BFR_BLOCKS * AES_BLOCK_SIZE, 16); 
            uint8_t *ip, *op; 
 
            while(nb) 
            { 
                int m = (nb > BFR_BLOCKS ? BFR_BLOCKS : nb); 
 
                ip = (ALIGN_OFFSET( ibuf, 16 ) ? buf : ibuf); 
                op = (ALIGN_OFFSET( obuf, 16 ) ? buf : obuf); 
 
                if(ip != ibuf) 
                    memcpy(buf, ibuf, m * AES_BLOCK_SIZE); 
 
                via_cbc_op6(ksp, cwd, ip, op, m, ivp); 
 
                if(op != obuf) 
                    memcpy(obuf, buf, m * AES_BLOCK_SIZE); 
 
                ibuf += m * AES_BLOCK_SIZE; 
                obuf += m * AES_BLOCK_SIZE; 
                nb -= m; 
            } 
        } 
 
 
 
        if(iv != ivp) 
            memcpy(iv, ivp, AES_BLOCK_SIZE); 
 
        return EXIT_SUCCESS; 
    } 
#endif 
 
#if !defined( ASSUME_VIA_ACE_PRESENT ) 
# ifdef FAST_BUFFER_OPERATIONS 
    if(!ALIGN_OFFSET( obuf, 4 ) && !ALIGN_OFFSET( iv, 4 )) 
        while(nb--) 
        { 
            memcpy(tmp, ibuf, AES_BLOCK_SIZE); 
            if(aes_decrypt(ibuf, obuf, ctx) != EXIT_SUCCESS) 
                return EXIT_FAILURE; 
            lp32(obuf)[0] ^= lp32(iv)[0]; 
            lp32(obuf)[1] ^= lp32(iv)[1]; 
            lp32(obuf)[2] ^= lp32(iv)[2]; 
            lp32(obuf)[3] ^= lp32(iv)[3]; 
            memcpy(iv, tmp, AES_BLOCK_SIZE); 
            ibuf += AES_BLOCK_SIZE; 
            obuf += AES_BLOCK_SIZE; 
        } 
    else 
# endif 
        while(nb--) 
        { 
            memcpy(tmp, ibuf, AES_BLOCK_SIZE); 
            if(aes_decrypt(ibuf, obuf, ctx) != EXIT_SUCCESS) 
                return EXIT_FAILURE; 
 
 
            obuf[ 0] ^= iv[ 0]; obuf[ 1] ^= iv[ 1]; 
            obuf[ 2] ^= iv[ 2]; obuf[ 3] ^= iv[ 3]; 
            obuf[ 4] ^= iv[ 4]; obuf[ 5] ^= iv[ 5]; 
            obuf[ 6] ^= iv[ 6]; obuf[ 7] ^= iv[ 7]; 
            obuf[ 8] ^= iv[ 8]; obuf[ 9] ^= iv[ 9]; 
            obuf[10] ^= iv[10]; obuf[11] ^= iv[11]; 
            obuf[12] ^= iv[12]; obuf[13] ^= iv[13]; 
            obuf[14] ^= iv[14]; obuf[15] ^= iv[15]; 
            memcpy(iv, tmp, AES_BLOCK_SIZE); 
            ibuf += AES_BLOCK_SIZE; 
            obuf += AES_BLOCK_SIZE; 
        } 
#endif 
    return EXIT_SUCCESS; 
} 
 
AES_RETURN aes_cfb_encrypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, unsigned char *iv, aes_encrypt_ctx ctx[1]) 
{   int cnt = 0, b_pos = (int)ctx->inf.b[2], nb; 
 
    if(b_pos)           /* complete any partial block   */ 
    { 
        while(b_pos < AES_BLOCK_SIZE && cnt < len) 
        { 
            *obuf++ = (iv[b_pos++] ^= *ibuf++); 
            cnt++; 
        } 
 
        b_pos = (b_pos == AES_BLOCK_SIZE ? 0 : b_pos); 
    } 
 
 
 
    if((nb = (len - cnt) >> 4) != 0)    /* process whole blocks */ 
    { 
#if defined( USE_VIA_ACE_IF_PRESENT ) 
 
        if(ctx->inf.b[1] == 0xff) 
        {   int m; 
            uint8_t *ksp = (uint8_t*)(ctx->ks), *ivp = iv; 
            aligned_auto(uint8_t, liv, AES_BLOCK_SIZE, 16); 
            via_cwd(cwd, hybrid, enc, 2 * ctx->inf.b[0] - 192); 
 
            if(ALIGN_OFFSET( ctx, 16 )) 
                return EXIT_FAILURE; 
 
            if(ALIGN_OFFSET( iv, 16 ))   /* ensure an aligned iv */ 
            { 
                ivp = liv; 
                memcpy(liv, iv, AES_BLOCK_SIZE); 
            } 
 
            if(!ALIGN_OFFSET( ibuf, 16 ) && !ALIGN_OFFSET( obuf, 16 )) 
            { 
                via_cfb_op7(ksp, cwd, ibuf, obuf, nb, ivp, ivp); 
                ibuf += nb * AES_BLOCK_SIZE; 
                obuf += nb * AES_BLOCK_SIZE; 
                cnt  += nb * AES_BLOCK_SIZE; 
            } 
            else    /* input, output or both are unaligned  */ 
            {   aligned_auto(uint8_t, buf, BFR_BLOCKS * AES_BLOCK_SIZE, 16); 
                uint8_t *ip, *op; 
 
 
 
                while(nb) 
                { 
                    m = (nb > BFR_BLOCKS ? BFR_BLOCKS : nb), nb -= m; 
 
                    ip = (ALIGN_OFFSET( ibuf, 16 ) ? buf : ibuf); 
                    op = (ALIGN_OFFSET( obuf, 16 ) ? buf : obuf); 
 
                    if(ip != ibuf) 
                        memcpy(buf, ibuf, m * AES_BLOCK_SIZE); 
 
                    via_cfb_op7(ksp, cwd, ip, op, m, ivp, ivp); 
 
                    if(op != obuf) 
                        memcpy(obuf, buf, m * AES_BLOCK_SIZE); 
 
                    ibuf += m * AES_BLOCK_SIZE; 
                    obuf += m * AES_BLOCK_SIZE; 
                    cnt  += m * AES_BLOCK_SIZE; 
                } 
            } 
 
            if(ivp != iv) 
                memcpy(iv, ivp, AES_BLOCK_SIZE); 
        } 
#else 
# ifdef FAST_BUFFER_OPERATIONS 
        if(!ALIGN_OFFSET( ibuf, 4 ) && !ALIGN_OFFSET( obuf, 4 ) && !ALIGN_OFFSET( iv, 4 )) 
            while(cnt + AES_BLOCK_SIZE <= len) 
            { 
 
 
                assert(b_pos == 0); 
                if(aes_encrypt(iv, iv, ctx) != EXIT_SUCCESS) 
                    return EXIT_FAILURE; 
                lp32(obuf)[0] = lp32(iv)[0] ^= lp32(ibuf)[0]; 
                lp32(obuf)[1] = lp32(iv)[1] ^= lp32(ibuf)[1]; 
                lp32(obuf)[2] = lp32(iv)[2] ^= lp32(ibuf)[2]; 
                lp32(obuf)[3] = lp32(iv)[3] ^= lp32(ibuf)[3]; 
                ibuf += AES_BLOCK_SIZE; 
                obuf += AES_BLOCK_SIZE; 
                cnt  += AES_BLOCK_SIZE; 
            } 
        else 
# endif 
            while(cnt + AES_BLOCK_SIZE <= len) 
            { 
                assert(b_pos == 0); 
                if(aes_encrypt(iv, iv, ctx) != EXIT_SUCCESS) 
                    return EXIT_FAILURE; 
                obuf[ 0] = iv[ 0] ^= ibuf[ 0]; obuf[ 1] = iv[ 1] ^= ibuf[ 1]; 
                obuf[ 2] = iv[ 2] ^= ibuf[ 2]; obuf[ 3] = iv[ 3] ^= ibuf[ 3]; 
                obuf[ 4] = iv[ 4] ^= ibuf[ 4]; obuf[ 5] = iv[ 5] ^= ibuf[ 5]; 
                obuf[ 6] = iv[ 6] ^= ibuf[ 6]; obuf[ 7] = iv[ 7] ^= ibuf[ 7]; 
                obuf[ 8] = iv[ 8] ^= ibuf[ 8]; obuf[ 9] = iv[ 9] ^= ibuf[ 9]; 
                obuf[10] = iv[10] ^= ibuf[10]; obuf[11] = iv[11] ^= ibuf[11]; 
                obuf[12] = iv[12] ^= ibuf[12]; obuf[13] = iv[13] ^= ibuf[13]; 
                obuf[14] = iv[14] ^= ibuf[14]; obuf[15] = iv[15] ^= ibuf[15]; 
                ibuf += AES_BLOCK_SIZE; 
                obuf += AES_BLOCK_SIZE; 
                cnt  += AES_BLOCK_SIZE; 
            } 
 
 
#endif 
    } 
 
    while(cnt < len) 
    { 
        if(!b_pos && aes_encrypt(iv, iv, ctx) != EXIT_SUCCESS) 
            return EXIT_FAILURE; 
 
        while(cnt < len && b_pos < AES_BLOCK_SIZE) 
        { 
            *obuf++ = (iv[b_pos++] ^= *ibuf++); 
            cnt++; 
        } 
 
        b_pos = (b_pos == AES_BLOCK_SIZE ? 0 : b_pos); 
    } 
 
    ctx->inf.b[2] = (uint8_t)b_pos; 
    return EXIT_SUCCESS; 
} 
 
AES_RETURN aes_cfb_decrypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, unsigned char *iv, aes_encrypt_ctx ctx[1]) 
{   int cnt = 0, b_pos = (int)ctx->inf.b[2], nb; 
 
    if(b_pos)           /* complete any partial block   */ 
    {   uint8_t t; 
 
        while(b_pos < AES_BLOCK_SIZE && cnt < len) 
        { 
 
 
            t = *ibuf++; 
            *obuf++ = t ^ iv[b_pos]; 
            iv[b_pos++] = t; 
            cnt++; 
        } 
 
        b_pos = (b_pos == AES_BLOCK_SIZE ? 0 : b_pos); 
    } 
 
    if((nb = (len - cnt) >> 4) != 0)    /* process whole blocks */ 
    { 
#if defined( USE_VIA_ACE_IF_PRESENT ) 
 
        if(ctx->inf.b[1] == 0xff) 
        {   int m; 
            uint8_t *ksp = (uint8_t*)(ctx->ks), *ivp = iv; 
            aligned_auto(uint8_t, liv, AES_BLOCK_SIZE, 16); 
            via_cwd(cwd, hybrid, dec, 2 * ctx->inf.b[0] - 192); 
 
            if(ALIGN_OFFSET( ctx, 16 )) 
                return EXIT_FAILURE; 
 
            if(ALIGN_OFFSET( iv, 16 ))   /* ensure an aligned iv */ 
            { 
                ivp = liv; 
                memcpy(liv, iv, AES_BLOCK_SIZE); 
            } 
 
            if(!ALIGN_OFFSET( ibuf, 16 ) && !ALIGN_OFFSET( obuf, 16 )) 
            { 
 
 
                via_cfb_op6(ksp, cwd, ibuf, obuf, nb, ivp); 
                ibuf += nb * AES_BLOCK_SIZE; 
                obuf += nb * AES_BLOCK_SIZE; 
                cnt  += nb * AES_BLOCK_SIZE; 
            } 
            else    /* input, output or both are unaligned  */ 
            {   aligned_auto(uint8_t, buf, BFR_BLOCKS * AES_BLOCK_SIZE, 16); 
                uint8_t *ip, *op; 
 
                while(nb) 
                { 
                    m = (nb > BFR_BLOCKS ? BFR_BLOCKS : nb), nb -= m; 
 
                    ip = (ALIGN_OFFSET( ibuf, 16 ) ? buf : ibuf); 
                    op = (ALIGN_OFFSET( obuf, 16 ) ? buf : obuf); 
 
                    if(ip != ibuf)  /* input buffer is not aligned */ 
                        memcpy(buf, ibuf, m * AES_BLOCK_SIZE); 
 
                    via_cfb_op6(ksp, cwd, ip, op, m, ivp); 
 
                    if(op != obuf)  /* output buffer is not aligned */ 
                        memcpy(obuf, buf, m * AES_BLOCK_SIZE); 
 
                    ibuf += m * AES_BLOCK_SIZE; 
                    obuf += m * AES_BLOCK_SIZE; 
                    cnt  += m * AES_BLOCK_SIZE; 
                } 
            } 
 
 
 
            if(ivp != iv) 
                memcpy(iv, ivp, AES_BLOCK_SIZE); 
        } 
#else 
# ifdef FAST_BUFFER_OPERATIONS 
        if(!ALIGN_OFFSET( ibuf, 4 ) && !ALIGN_OFFSET( obuf, 4 ) &&!ALIGN_OFFSET( iv, 4 )) 
            while(cnt + AES_BLOCK_SIZE <= len) 
            {   uint32_t t; 
 
                assert(b_pos == 0); 
                if(aes_encrypt(iv, iv, ctx) != EXIT_SUCCESS) 
                    return EXIT_FAILURE; 
                t = lp32(ibuf)[0], lp32(obuf)[0] = t ^ lp32(iv)[0], lp32(iv)[0] = t; 
                t = lp32(ibuf)[1], lp32(obuf)[1] = t ^ lp32(iv)[1], lp32(iv)[1] = t; 
                t = lp32(ibuf)[2], lp32(obuf)[2] = t ^ lp32(iv)[2], lp32(iv)[2] = t; 
                t = lp32(ibuf)[3], lp32(obuf)[3] = t ^ lp32(iv)[3], lp32(iv)[3] = t; 
                ibuf += AES_BLOCK_SIZE; 
                obuf += AES_BLOCK_SIZE; 
                cnt  += AES_BLOCK_SIZE; 
            } 
        else 
# endif 
            while(cnt + AES_BLOCK_SIZE <= len) 
            {   uint8_t t; 
 
                assert(b_pos == 0); 
                if(aes_encrypt(iv, iv, ctx) != EXIT_SUCCESS) 
                    return EXIT_FAILURE; 
                t = ibuf[ 0], obuf[ 0] = t ^ iv[ 0], iv[ 0] = t; 
                t = ibuf[ 1], obuf[ 1] = t ^ iv[ 1], iv[ 1] = t; 
 
 
                t = ibuf[ 2], obuf[ 2] = t ^ iv[ 2], iv[ 2] = t; 
                t = ibuf[ 3], obuf[ 3] = t ^ iv[ 3], iv[ 3] = t; 
                t = ibuf[ 4], obuf[ 4] = t ^ iv[ 4], iv[ 4] = t; 
                t = ibuf[ 5], obuf[ 5] = t ^ iv[ 5], iv[ 5] = t; 
                t = ibuf[ 6], obuf[ 6] = t ^ iv[ 6], iv[ 6] = t; 
                t = ibuf[ 7], obuf[ 7] = t ^ iv[ 7], iv[ 7] = t; 
                t = ibuf[ 8], obuf[ 8] = t ^ iv[ 8], iv[ 8] = t; 
                t = ibuf[ 9], obuf[ 9] = t ^ iv[ 9], iv[ 9] = t; 
                t = ibuf[10], obuf[10] = t ^ iv[10], iv[10] = t; 
                t = ibuf[11], obuf[11] = t ^ iv[11], iv[11] = t; 
                t = ibuf[12], obuf[12] = t ^ iv[12], iv[12] = t; 
                t = ibuf[13], obuf[13] = t ^ iv[13], iv[13] = t; 
                t = ibuf[14], obuf[14] = t ^ iv[14], iv[14] = t; 
                t = ibuf[15], obuf[15] = t ^ iv[15], iv[15] = t; 
                ibuf += AES_BLOCK_SIZE; 
                obuf += AES_BLOCK_SIZE; 
                cnt  += AES_BLOCK_SIZE; 
            } 
#endif 
    } 
 
    while(cnt < len) 
    {   uint8_t t; 
 
        if(!b_pos && aes_encrypt(iv, iv, ctx) != EXIT_SUCCESS) 
            return EXIT_FAILURE; 
 
        while(cnt < len && b_pos < AES_BLOCK_SIZE) 
        { 
            t = *ibuf++; 
 
 
            *obuf++ = t ^ iv[b_pos]; 
            iv[b_pos++] = t; 
            cnt++; 
        } 
 
        b_pos = (b_pos == AES_BLOCK_SIZE ? 0 : b_pos); 
    } 
 
    ctx->inf.b[2] = (uint8_t)b_pos; 
    return EXIT_SUCCESS; 
} 
 
AES_RETURN aes_ofb_crypt(const unsigned char *ibuf, unsigned char *obuf, 
                    int len, unsigned char *iv, aes_encrypt_ctx ctx[1]) 
{   int cnt = 0, b_pos = (int)ctx->inf.b[2], nb; 
 
    if(b_pos)           /* complete any partial block   */ 
    { 
        while(b_pos < AES_BLOCK_SIZE && cnt < len) 
        { 
            *obuf++ = iv[b_pos++] ^ *ibuf++; 
            cnt++; 
        } 
 
        b_pos = (b_pos == AES_BLOCK_SIZE ? 0 : b_pos); 
    } 
 
    if((nb = (len - cnt) >> 4) != 0)   /* process whole blocks */ 
    { 
#if defined( USE_VIA_ACE_IF_PRESENT ) 
 
 
 
        if(ctx->inf.b[1] == 0xff) 
        {   int m; 
            uint8_t *ksp = (uint8_t*)(ctx->ks), *ivp = iv; 
            aligned_auto(uint8_t, liv, AES_BLOCK_SIZE, 16); 
            via_cwd(cwd, hybrid, enc, 2 * ctx->inf.b[0] - 192); 
 
            if(ALIGN_OFFSET( ctx, 16 )) 
                return EXIT_FAILURE; 
 
            if(ALIGN_OFFSET( iv, 16 ))   /* ensure an aligned iv */ 
            { 
                ivp = liv; 
                memcpy(liv, iv, AES_BLOCK_SIZE); 
            } 
 
            if(!ALIGN_OFFSET( ibuf, 16 ) && !ALIGN_OFFSET( obuf, 16 )) 
            { 
                via_ofb_op6(ksp, cwd, ibuf, obuf, nb, ivp); 
                ibuf += nb * AES_BLOCK_SIZE; 
                obuf += nb * AES_BLOCK_SIZE; 
                cnt  += nb * AES_BLOCK_SIZE; 
            } 
            else    /* input, output or both are unaligned  */ 
        {   aligned_auto(uint8_t, buf, BFR_BLOCKS * AES_BLOCK_SIZE, 16); 
            uint8_t *ip, *op; 
 
                while(nb) 
                { 
                    m = (nb > BFR_BLOCKS ? BFR_BLOCKS : nb), nb -= m; 
 
 
 
                    ip = (ALIGN_OFFSET( ibuf, 16 ) ? buf : ibuf); 
                    op = (ALIGN_OFFSET( obuf, 16 ) ? buf : obuf); 
 
                    if(ip != ibuf) 
                        memcpy(buf, ibuf, m * AES_BLOCK_SIZE); 
 
                    via_ofb_op6(ksp, cwd, ip, op, m, ivp); 
 
                    if(op != obuf) 
                        memcpy(obuf, buf, m * AES_BLOCK_SIZE); 
 
                    ibuf += m * AES_BLOCK_SIZE; 
                    obuf += m * AES_BLOCK_SIZE; 
                    cnt  += m * AES_BLOCK_SIZE; 
                } 
            } 
 
            if(ivp != iv) 
                memcpy(iv, ivp, AES_BLOCK_SIZE); 
        } 
#else 
# ifdef FAST_BUFFER_OPERATIONS 
        if(!ALIGN_OFFSET( ibuf, 4 ) && !ALIGN_OFFSET( obuf, 4 ) && !ALIGN_OFFSET( iv, 4 )) 
            while(cnt + AES_BLOCK_SIZE <= len) 
            { 
                assert(b_pos == 0); 
                if(aes_encrypt(iv, iv, ctx) != EXIT_SUCCESS) 
                    return EXIT_FAILURE; 
                lp32(obuf)[0] = lp32(iv)[0] ^ lp32(ibuf)[0]; 
 
 
                lp32(obuf)[1] = lp32(iv)[1] ^ lp32(ibuf)[1]; 
                lp32(obuf)[2] = lp32(iv)[2] ^ lp32(ibuf)[2]; 
                lp32(obuf)[3] = lp32(iv)[3] ^ lp32(ibuf)[3]; 
                ibuf += AES_BLOCK_SIZE; 
                obuf += AES_BLOCK_SIZE; 
                cnt  += AES_BLOCK_SIZE; 
            } 
        else 
# endif 
            while(cnt + AES_BLOCK_SIZE <= len) 
            { 
                assert(b_pos == 0); 
                if(aes_encrypt(iv, iv, ctx) != EXIT_SUCCESS) 
                    return EXIT_FAILURE; 
                obuf[ 0] = iv[ 0] ^ ibuf[ 0]; obuf[ 1] = iv[ 1] ^ ibuf[ 1]; 
                obuf[ 2] = iv[ 2] ^ ibuf[ 2]; obuf[ 3] = iv[ 3] ^ ibuf[ 3]; 
                obuf[ 4] = iv[ 4] ^ ibuf[ 4]; obuf[ 5] = iv[ 5] ^ ibuf[ 5]; 
                obuf[ 6] = iv[ 6] ^ ibuf[ 6]; obuf[ 7] = iv[ 7] ^ ibuf[ 7]; 
                obuf[ 8] = iv[ 8] ^ ibuf[ 8]; obuf[ 9] = iv[ 9] ^ ibuf[ 9]; 
                obuf[10] = iv[10] ^ ibuf[10]; obuf[11] = iv[11] ^ ibuf[11]; 
                obuf[12] = iv[12] ^ ibuf[12]; obuf[13] = iv[13] ^ ibuf[13]; 
                obuf[14] = iv[14] ^ ibuf[14]; obuf[15] = iv[15] ^ ibuf[15]; 
                ibuf += AES_BLOCK_SIZE; 
                obuf += AES_BLOCK_SIZE; 
                cnt  += AES_BLOCK_SIZE; 
            } 
#endif 
    } 
 
    while(cnt < len) 
 
 
    { 
        if(!b_pos && aes_encrypt(iv, iv, ctx) != EXIT_SUCCESS) 
            return EXIT_FAILURE; 
 
        while(cnt < len && b_pos < AES_BLOCK_SIZE) 
        { 
            *obuf++ = iv[b_pos++] ^ *ibuf++; 
            cnt++; 
        } 
 
        b_pos = (b_pos == AES_BLOCK_SIZE ? 0 : b_pos); 
    } 
 
    ctx->inf.b[2] = (uint8_t)b_pos; 
    return EXIT_SUCCESS; 
} 
 
#define BFR_LENGTH  (BFR_BLOCKS * AES_BLOCK_SIZE) 
 
AES_RETURN aes_ctr_crypt(const unsigned char *ibuf, unsigned char *obuf, 
            int len, unsigned char *cbuf, cbuf_inc ctr_inc, aes_encrypt_ctx ctx[1]) 
{   unsigned char   *ip; 
    int             i, blen, b_pos = (int)(ctx->inf.b[2]); 
 
#if defined( USE_VIA_ACE_IF_PRESENT ) 
    aligned_auto(uint8_t, buf, BFR_LENGTH, 16); 
    if(ctx->inf.b[1] == 0xff && ALIGN_OFFSET( ctx, 16 )) 
        return EXIT_FAILURE; 
#else 
    uint8_t buf[BFR_LENGTH]; 
 
 
#endif 
 
    if(b_pos) 
    { 
        memcpy(buf, cbuf, AES_BLOCK_SIZE); 
        if(aes_ecb_encrypt(buf, buf, AES_BLOCK_SIZE, ctx) != EXIT_SUCCESS) 
            return EXIT_FAILURE; 
 
        while(b_pos < AES_BLOCK_SIZE && len) 
        { 
            *obuf++ = *ibuf++ ^ buf[b_pos++]; 
            --len; 
        } 
 
        if(len) 
            ctr_inc(cbuf), b_pos = 0; 
    } 
 
    while(len) 
    { 
        blen = (len > BFR_LENGTH ? BFR_LENGTH : len), len -= blen; 
 
        for(i = 0, ip = buf; i < (blen >> 4); ++i) 
        { 
            memcpy(ip, cbuf, AES_BLOCK_SIZE); 
            ctr_inc(cbuf); 
            ip += AES_BLOCK_SIZE; 
        } 
 
        if(blen & (AES_BLOCK_SIZE - 1)) 
 
 
            memcpy(ip, cbuf, AES_BLOCK_SIZE), i++; 
 
#if defined( USE_VIA_ACE_IF_PRESENT ) 
        if(ctx->inf.b[1] == 0xff) 
        { 
            via_cwd(cwd, hybrid, enc, 2 * ctx->inf.b[0] - 192); 
            via_ecb_op5((ctx->ks), cwd, buf, buf, i); 
        } 
        else 
#endif 
        if(aes_ecb_encrypt(buf, buf, i * AES_BLOCK_SIZE, ctx) != EXIT_SUCCESS) 
            return EXIT_FAILURE; 
 
        i = 0; ip = buf; 
# ifdef FAST_BUFFER_OPERATIONS 
        if(!ALIGN_OFFSET( ibuf, 4 ) && !ALIGN_OFFSET( obuf, 4 ) && !ALIGN_OFFSET( ip, 4 )) 
            while(i + AES_BLOCK_SIZE <= blen) 
            { 
                lp32(obuf)[0] = lp32(ibuf)[0] ^ lp32(ip)[0]; 
                lp32(obuf)[1] = lp32(ibuf)[1] ^ lp32(ip)[1]; 
                lp32(obuf)[2] = lp32(ibuf)[2] ^ lp32(ip)[2]; 
                lp32(obuf)[3] = lp32(ibuf)[3] ^ lp32(ip)[3]; 
                i += AES_BLOCK_SIZE; 
                ip += AES_BLOCK_SIZE; 
                ibuf += AES_BLOCK_SIZE; 
                obuf += AES_BLOCK_SIZE; 
            } 
        else 
#endif 
            while(i + AES_BLOCK_SIZE <= blen) 
 
 
            { 
                obuf[ 0] = ibuf[ 0] ^ ip[ 0]; obuf[ 1] = ibuf[ 1] ^ ip[ 1]; 
                obuf[ 2] = ibuf[ 2] ^ ip[ 2]; obuf[ 3] = ibuf[ 3] ^ ip[ 3]; 
                obuf[ 4] = ibuf[ 4] ^ ip[ 4]; obuf[ 5] = ibuf[ 5] ^ ip[ 5]; 
                obuf[ 6] = ibuf[ 6] ^ ip[ 6]; obuf[ 7] = ibuf[ 7] ^ ip[ 7]; 
                obuf[ 8] = ibuf[ 8] ^ ip[ 8]; obuf[ 9] = ibuf[ 9] ^ ip[ 9]; 
                obuf[10] = ibuf[10] ^ ip[10]; obuf[11] = ibuf[11] ^ ip[11]; 
                obuf[12] = ibuf[12] ^ ip[12]; obuf[13] = ibuf[13] ^ ip[13]; 
                obuf[14] = ibuf[14] ^ ip[14]; obuf[15] = ibuf[15] ^ ip[15]; 
                i += AES_BLOCK_SIZE; 
                ip += AES_BLOCK_SIZE; 
                ibuf += AES_BLOCK_SIZE; 
                obuf += AES_BLOCK_SIZE; 
            } 
 
        while(i++ < blen) 
            *obuf++ = *ibuf++ ^ ip[b_pos++]; 
    } 
 
    ctx->inf.b[2] = (uint8_t)b_pos; 
    return EXIT_SUCCESS; 
} 
 
#if defined(__cplusplus) 
} 
#endif 
#endif 
 
aes_ni.c 
#include "aes_ni.h" 
 
 
 
#if defined( USE_INTEL_AES_IF_PRESENT ) 
 
#if defined(_MSC_VER) 
 
#include <intrin.h> 
#pragma intrinsic(__cpuid) 
#define INLINE  __inline 
 
INLINE int has_aes_ni(void) 
{ 
    static int test = -1; 
    if(test < 0) 
    { 
        int cpu_info[4]; 
        __cpuid(cpu_info, 1); 
        test = cpu_info[2] & 0x02000000; 
    } 
    return test; 
} 
 
#elif defined( __GNUC__ ) 
 
#include <cpuid.h> 
#pragma GCC target ("ssse3") 
#pragma GCC target ("sse4.1") 
#pragma GCC target ("aes") 
#include <x86intrin.h> 
#define INLINE  static __inline 
 
 
 
INLINE int has_aes_ni() 
{ 
    static int test = -1; 
    if(test < 0) 
    { 
        unsigned int a, b, c, d; 
        if(!__get_cpuid(1, &a, &b, &c, &d)) 
            test = 0; 
        else 
            test = (c & 0x2000000); 
    } 
    return test; 
} 
 
#else 
#error AES New Instructions require Microsoft, Intel, GNU C, or CLANG 
#endif 
 
INLINE __m128i aes_128_assist(__m128i t1, __m128i t2) 
{ 
    __m128i t3; 
    t2 = _mm_shuffle_epi32(t2, 0xff); 
    t3 = _mm_slli_si128(t1, 0x4); 
    t1 = _mm_xor_si128(t1, t3); 
    t3 = _mm_slli_si128(t3, 0x4); 
    t1 = _mm_xor_si128(t1, t3); 
    t3 = _mm_slli_si128(t3, 0x4); 
    t1 = _mm_xor_si128(t1, t3); 
    t1 = _mm_xor_si128(t1, t2); 
    return t1; 
 
 
} 
 
AES_RETURN aes_ni(encrypt_key128)(const unsigned char *key, aes_encrypt_ctx cx[1]) 
{ 
    __m128i t1, t2; 
    __m128i *ks = (__m128i*)cx->ks; 
 
    if(!has_aes_ni()) 
    { 
        return aes_xi(encrypt_key128)(key, cx); 
    } 
 
    t1 = _mm_loadu_si128((__m128i*)key); 
 
    ks[0] = t1; 
 
    t2 = _mm_aeskeygenassist_si128(t1, 0x1); 
    t1 = aes_128_assist(t1, t2); 
    ks[1] = t1; 
 
    t2 = _mm_aeskeygenassist_si128(t1, 0x2); 
    t1 = aes_128_assist(t1, t2); 
    ks[2] = t1; 
 
    t2 = _mm_aeskeygenassist_si128(t1, 0x4); 
    t1 = aes_128_assist(t1, t2); 
    ks[3] = t1; 
 
    t2 = _mm_aeskeygenassist_si128(t1, 0x8); 
    t1 = aes_128_assist(t1, t2); 
 
 
    ks[4] = t1; 
 
    t2 = _mm_aeskeygenassist_si128(t1, 0x10); 
    t1 = aes_128_assist(t1, t2); 
    ks[5] = t1; 
 
    t2 = _mm_aeskeygenassist_si128(t1, 0x20); 
    t1 = aes_128_assist(t1, t2); 
    ks[6] = t1; 
 
    t2 = _mm_aeskeygenassist_si128(t1, 0x40); 
    t1 = aes_128_assist(t1, t2); 
    ks[7] = t1; 
 
    t2 = _mm_aeskeygenassist_si128(t1, 0x80); 
    t1 = aes_128_assist(t1, t2); 
    ks[8] = t1; 
 
    t2 = _mm_aeskeygenassist_si128(t1, 0x1b); 
    t1 = aes_128_assist(t1, t2); 
    ks[9] = t1; 
 
    t2 = _mm_aeskeygenassist_si128(t1, 0x36); 
    t1 = aes_128_assist(t1, t2); 
    ks[10] = t1; 
 
    cx->inf.l = 0; 
    cx->inf.b[0] = 10 * 16; 
    return EXIT_SUCCESS; 
} 
 
 
 
INLINE void aes_192_assist(__m128i* t1, __m128i * t2, __m128i * t3) 
{ 
    __m128i t4; 
    *t2 = _mm_shuffle_epi32(*t2, 0x55); 
    t4 = _mm_slli_si128(*t1, 0x4); 
    *t1 = _mm_xor_si128(*t1, t4); 
    t4 = _mm_slli_si128(t4, 0x4); 
    *t1 = _mm_xor_si128(*t1, t4); 
    t4 = _mm_slli_si128(t4, 0x4); 
    *t1 = _mm_xor_si128(*t1, t4); 
    *t1 = _mm_xor_si128(*t1, *t2); 
    *t2 = _mm_shuffle_epi32(*t1, 0xff); 
    t4 = _mm_slli_si128(*t3, 0x4); 
    *t3 = _mm_xor_si128(*t3, t4); 
    *t3 = _mm_xor_si128(*t3, *t2); 
} 
 
AES_RETURN aes_ni(encrypt_key192)(const unsigned char *key, aes_encrypt_ctx cx[1]) 
{ 
    __m128i t1, t2, t3; 
    __m128i *ks = (__m128i*)cx->ks; 
 
    if(!has_aes_ni()) 
    { 
        return aes_xi(encrypt_key192)(key, cx); 
    } 
 
    t1 = _mm_loadu_si128((__m128i*)key); 
    t3 = _mm_loadu_si128((__m128i*)(key + 16)); 
 
 
 
    ks[0] = t1; 
    ks[1] = t3; 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x1); 
    aes_192_assist(&t1, &t2, &t3); 
 
    ks[1] = _mm_castpd_si128(_mm_shuffle_pd(_mm_castsi128_pd(ks[1]), 
_mm_castsi128_pd(t1), 0)); 
    ks[2] = _mm_castpd_si128(_mm_shuffle_pd(_mm_castsi128_pd(t1), _mm_castsi128_pd(t3), 
1)); 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x2); 
    aes_192_assist(&t1, &t2, &t3); 
    ks[3] = t1; 
    ks[4] = t3; 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x4); 
    aes_192_assist(&t1, &t2, &t3); 
    ks[4] = _mm_castpd_si128(_mm_shuffle_pd(_mm_castsi128_pd(ks[4]), 
_mm_castsi128_pd(t1), 0)); 
    ks[5] = _mm_castpd_si128(_mm_shuffle_pd(_mm_castsi128_pd(t1), _mm_castsi128_pd(t3), 
1)); 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x8); 
    aes_192_assist(&t1, &t2, &t3); 
    ks[6] = t1; 
    ks[7] = t3; 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x10); 
    aes_192_assist(&t1, &t2, &t3); 
 
 
    ks[7] = _mm_castpd_si128(_mm_shuffle_pd(_mm_castsi128_pd(ks[7]), 
_mm_castsi128_pd(t1), 0)); 
    ks[8] = _mm_castpd_si128(_mm_shuffle_pd(_mm_castsi128_pd(t1), _mm_castsi128_pd(t3), 
1)); 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x20); 
    aes_192_assist(&t1, &t2, &t3); 
    ks[9] = t1; 
    ks[10] = t3; 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x40); 
    aes_192_assist(&t1, &t2, &t3); 
    ks[10] = _mm_castpd_si128(_mm_shuffle_pd(_mm_castsi128_pd(ks[10]), 
_mm_castsi128_pd(t1), 0)); 
    ks[11] = _mm_castpd_si128(_mm_shuffle_pd(_mm_castsi128_pd(t1), 
_mm_castsi128_pd(t3), 1)); 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x80); 
    aes_192_assist(&t1, &t2, &t3); 
    ks[12] = t1; 
 
    cx->inf.l = 0; 
    cx->inf.b[0] = 12 * 16; 
    return EXIT_SUCCESS; 
} 
 
INLINE void aes_256_assist1(__m128i* t1, __m128i * t2) 
{ 
    __m128i t4; 
    *t2 = _mm_shuffle_epi32(*t2, 0xff); 
    t4 = _mm_slli_si128(*t1, 0x4); 
 
 
    *t1 = _mm_xor_si128(*t1, t4); 
    t4 = _mm_slli_si128(t4, 0x4); 
    *t1 = _mm_xor_si128(*t1, t4); 
    t4 = _mm_slli_si128(t4, 0x4); 
    *t1 = _mm_xor_si128(*t1, t4); 
    *t1 = _mm_xor_si128(*t1, *t2); 
} 
 
INLINE void aes_256_assist2(__m128i* t1, __m128i * t3) 
{ 
    __m128i t2, t4; 
    t4 = _mm_aeskeygenassist_si128(*t1, 0x0); 
    t2 = _mm_shuffle_epi32(t4, 0xaa); 
    t4 = _mm_slli_si128(*t3, 0x4); 
    *t3 = _mm_xor_si128(*t3, t4); 
    t4 = _mm_slli_si128(t4, 0x4); 
    *t3 = _mm_xor_si128(*t3, t4); 
    t4 = _mm_slli_si128(t4, 0x4); 
    *t3 = _mm_xor_si128(*t3, t4); 
    *t3 = _mm_xor_si128(*t3, t2); 
} 
 
AES_RETURN aes_ni(encrypt_key256)(const unsigned char *key, aes_encrypt_ctx cx[1]) 
{ 
    __m128i t1, t2, t3; 
    __m128i *ks = (__m128i*)cx->ks; 
 
    if(!has_aes_ni()) 
    { 
        return aes_xi(encrypt_key256)(key, cx); 
 
 
    } 
 
    t1 = _mm_loadu_si128((__m128i*)key); 
    t3 = _mm_loadu_si128((__m128i*)(key + 16)); 
 
    ks[0] = t1; 
    ks[1] = t3; 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x01); 
    aes_256_assist1(&t1, &t2); 
    ks[2] = t1; 
    aes_256_assist2(&t1, &t3); 
    ks[3] = t3; 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x02); 
    aes_256_assist1(&t1, &t2); 
    ks[4] = t1; 
    aes_256_assist2(&t1, &t3); 
    ks[5] = t3; 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x04); 
    aes_256_assist1(&t1, &t2); 
    ks[6] = t1; 
    aes_256_assist2(&t1, &t3); 
    ks[7] = t3; 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x08); 
    aes_256_assist1(&t1, &t2); 
    ks[8] = t1; 
    aes_256_assist2(&t1, &t3); 
 
 
    ks[9] = t3; 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x10); 
    aes_256_assist1(&t1, &t2); 
    ks[10] = t1; 
    aes_256_assist2(&t1, &t3); 
    ks[11] = t3; 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x20); 
    aes_256_assist1(&t1, &t2); 
    ks[12] = t1; 
    aes_256_assist2(&t1, &t3); 
    ks[13] = t3; 
 
    t2 = _mm_aeskeygenassist_si128(t3, 0x40); 
    aes_256_assist1(&t1, &t2); 
    ks[14] = t1; 
 
    cx->inf.l = 0; 
    cx->inf.b[0] = 14 * 16; 
    return EXIT_SUCCESS; 
} 
 
INLINE void enc_to_dec(aes_decrypt_ctx cx[1]) 
{ 
    __m128i *ks = (__m128i*)cx->ks; 
    int j; 
 
    for( j = 1 ; j < (cx->inf.b[0] >> 4) ; ++j ) 
        ks[j] = _mm_aesimc_si128(ks[j]); 
 
 
} 
 
AES_RETURN aes_ni(decrypt_key128)(const unsigned char *key, aes_decrypt_ctx cx[1]) 
{ 
    if(!has_aes_ni()) 
    { 
        return aes_xi(decrypt_key128)(key, cx); 
    } 
 
    if(aes_ni(encrypt_key128)(key, (aes_encrypt_ctx*)cx) == EXIT_SUCCESS) 
    { 
        enc_to_dec(cx); 
        return EXIT_SUCCESS; 
    } 
    else 
        return EXIT_FAILURE; 
 
} 
 
AES_RETURN aes_ni(decrypt_key192)(const unsigned char *key, aes_decrypt_ctx cx[1]) 
{ 
    if(!has_aes_ni()) 
    { 
        return aes_xi(decrypt_key192)(key, cx); 
    } 
 
    if(aes_ni(encrypt_key192)(key, (aes_encrypt_ctx*)cx) == EXIT_SUCCESS) 
    { 
        enc_to_dec(cx); 
        return EXIT_SUCCESS; 
 
 
    } 
    else 
        return EXIT_FAILURE; 
} 
 
AES_RETURN aes_ni(decrypt_key256)(const unsigned char *key, aes_decrypt_ctx cx[1]) 
{ 
    if(!has_aes_ni()) 
    { 
        return aes_xi(decrypt_key256)(key, cx); 
    } 
 
    if(aes_ni(encrypt_key256)(key, (aes_encrypt_ctx*)cx) == EXIT_SUCCESS) 
    { 
        enc_to_dec(cx); 
        return EXIT_SUCCESS; 
    } 
    else 
        return EXIT_FAILURE; 
} 
 
AES_RETURN aes_ni(encrypt)(const unsigned char *in, unsigned char *out, const 
aes_encrypt_ctx cx[1]) 
{ 
    __m128i *key = (__m128i*)cx->ks, t; 
 
    if(cx->inf.b[0] != 10 * 16 && cx->inf.b[0] != 12 * 16 && cx->inf.b[0] != 14 * 16) 
        return EXIT_FAILURE; 
 
    if(!has_aes_ni()) 
 
 
    { 
        return aes_xi(encrypt)(in, out, cx); 
    } 
 
    t = _mm_xor_si128(_mm_loadu_si128((__m128i*)in), *(__m128i*)key); 
 
    switch(cx->inf.b[0]) 
    { 
    case 14 * 16: 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
    case 12 * 16: 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
    case 10 * 16: 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
        t = _mm_aesenc_si128(t, *(__m128i*)++key); 
        t = _mm_aesenclast_si128(t, *(__m128i*)++key); 
    } 
 
    _mm_storeu_si128(&((__m128i*)out)[0], t); 
    return EXIT_SUCCESS; 
} 
 
 
 
AES_RETURN aes_ni(decrypt)(const unsigned char *in, unsigned char *out, const 
aes_decrypt_ctx cx[1]) 
{ 
    __m128i *key = (__m128i*)cx->ks + (cx->inf.b[0] >> 4), t; 
 
    if(cx->inf.b[0] != 10 * 16 && cx->inf.b[0] != 12 * 16 && cx->inf.b[0] != 14 * 16) 
        return EXIT_FAILURE; 
 
    if(!has_aes_ni()) 
    { 
        return aes_xi(decrypt)(in, out, cx); 
    } 
 
    t = _mm_xor_si128(_mm_loadu_si128((__m128i*)in), *(__m128i*)key); 
 
    switch(cx->inf.b[0]) 
    { 
    case 14 * 16: 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
    case 12 * 16: 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
    case 10 * 16: 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
 
 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
        t = _mm_aesdec_si128(t, *(__m128i*)--key); 
        t = _mm_aesdeclast_si128(t, *(__m128i*)--key); 
    } 
 
    _mm_storeu_si128((__m128i*)out, t); 
    return EXIT_SUCCESS; 
} 
 
#ifdef ADD_AESNI_MODE_CALLS 
#ifdef USE_AES_CONTEXT 
 
AES_RETURN aes_CBC_encrypt(const unsigned char *in, 
    unsigned char *out, 
    unsigned char ivec[16], 
    unsigned long length, 
    const aes_encrypt_ctx cx[1]) 
{ 
    __m128i feedback, data, *key = (__m128i*)cx->ks; 
    int number_of_rounds = cx->inf.b[0] >> 4, j; 
    unsigned long i; 
     
    if(number_of_rounds != 10 && number_of_rounds != 12 && number_of_rounds != 14) 
        return EXIT_FAILURE; 
 
    if(!has_aes_ni()) 
    { 
        return aes_cbc_encrypt(in, out, length, ivec, cx); 
 
 
    } 
 
    if(length % 16) 
        length = length / 16 + 1; 
    else length /= 16; 
    feedback = _mm_loadu_si128((__m128i*)ivec); 
    for(i = 0; i < length; i++) 
    { 
        data = _mm_loadu_si128(&((__m128i*)in)[i]); 
        feedback = _mm_xor_si128(data, feedback); 
        feedback = _mm_xor_si128(feedback, ((__m128i*)key)[0]); 
        for(j = 1; j <number_of_rounds; j++) 
            feedback = _mm_aesenc_si128(feedback, ((__m128i*)key)[j]); 
        feedback = _mm_aesenclast_si128(feedback, ((__m128i*)key)[j]); 
        _mm_storeu_si128(&((__m128i*)out)[i], feedback); 
    } 
    return EXIT_SUCCESS; 
} 
 
AES_RETURN aes_CBC_decrypt(const unsigned char *in, 
    unsigned char *out, 
    unsigned char ivec[16], 
    unsigned long length, 
    const aes_decrypt_ctx cx[1]) 
{ 
    __m128i data, feedback, last_in, *key = (__m128i*)cx->ks; 
    int number_of_rounds = cx->inf.b[0] >> 4, j; 
    unsigned long i; 
 
    if(number_of_rounds != 10 && number_of_rounds != 12 && number_of_rounds != 14) 
 
 
        return EXIT_FAILURE; 
 
    if(!has_aes_ni()) 
    { 
        return aes_cbc_decrypt(in, out, length, ivec, cx); 
    } 
 
    if(length % 16) 
        length = length / 16 + 1; 
    else length /= 16; 
    feedback = _mm_loadu_si128((__m128i*)ivec); 
    for(i = 0; i < length; i++) 
    { 
        last_in = _mm_loadu_si128(&((__m128i*)in)[i]); 
        data = _mm_xor_si128(last_in, ((__m128i*)key)[number_of_rounds]); 
        for(j = number_of_rounds - 1; j > 0; j--) 
        { 
            data = _mm_aesdec_si128(data, ((__m128i*)key)[j]); 
        } 
        data = _mm_aesdeclast_si128(data, ((__m128i*)key)[0]); 
        data = _mm_xor_si128(data, feedback); 
        _mm_storeu_si128(&((__m128i*)out)[i], data); 
        feedback = last_in; 
    } 
    return EXIT_SUCCESS; 
} 
 
static void ctr_inc(unsigned char *ctr_blk) 
{ 
    uint32_t c; 
 
 
 
    c = *(uint32_t*)(ctr_blk + 8); 
    c++; 
    *(uint32_t*)(ctr_blk + 8) = c; 
 
    if(!c) 
        *(uint32_t*)(ctr_blk + 12) = *(uint32_t*)(ctr_blk + 12) + 1; 
} 
 
AES_RETURN AES_CTR_encrypt(const unsigned char *in, 
    unsigned char *out, 
    const unsigned char ivec[8], 
    const unsigned char nonce[4], 
    unsigned long length, 
    const aes_encrypt_ctx cx[1]) 
{ 
    __m128i ctr_block = { 0 }, *key = (__m128i*)cx->ks, tmp, ONE, BSWAP_EPI64; 
    int number_of_rounds = cx->inf.b[0] >> 4, j; 
    unsigned long i; 
 
    if(number_of_rounds != 10 && number_of_rounds != 12 && number_of_rounds != 14) 
        return EXIT_FAILURE; 
 
    if(!has_aes_ni()) 
    { 
        unsigned char ctr_blk[16]; 
        *(uint64_t*)ctr_blk = *(uint64_t*)ivec; 
        *(uint32_t*)(ctr_blk + 8) = *(uint32_t*)nonce; 
        return aes_ctr_crypt(in, out, length, (unsigned char*)ctr_blk, ctr_inc, cx); 
    } 
 
 
 
    if(length % 16) 
        length = length / 16 + 1; 
    else length /= 16; 
    ONE = _mm_set_epi32(0, 1, 0, 0); 
    BSWAP_EPI64 = _mm_setr_epi8(7, 6, 5, 4, 3, 2, 1, 0, 15, 14, 13, 12, 11, 10, 9, 8); 
#ifdef _MSC_VER 
    ctr_block = _mm_insert_epi64(ctr_block, *(long long*)ivec, 1); 
#else 
    ctr_block = _mm_set_epi64(*(__m64*)ivec, *(__m64*)&ctr_block); 
#endif 
    ctr_block = _mm_insert_epi32(ctr_block, *(long*)nonce, 1); 
    ctr_block = _mm_srli_si128(ctr_block, 4); 
    ctr_block = _mm_shuffle_epi8(ctr_block, BSWAP_EPI64); 
    ctr_block = _mm_add_epi64(ctr_block, ONE); 
    for(i = 0; i < length; i++) 
    { 
        tmp = _mm_shuffle_epi8(ctr_block, BSWAP_EPI64); 
        ctr_block = _mm_add_epi64(ctr_block, ONE); 
        tmp = _mm_xor_si128(tmp, ((__m128i*)key)[0]); 
        for(j = 1; j <number_of_rounds; j++) 
        { 
            tmp = _mm_aesenc_si128(tmp, ((__m128i*)key)[j]); 
        }; 
        tmp = _mm_aesenclast_si128(tmp, ((__m128i*)key)[j]); 
        tmp = _mm_xor_si128(tmp, _mm_loadu_si128(&((__m128i*)in)[i])); 
        _mm_storeu_si128(&((__m128i*)out)[i], tmp); 
    } 
    return EXIT_SUCCESS; 
} 
 
 
 
#else 
 
void aes_CBC_encrypt(const unsigned char *in, 
    unsigned char *out, 
    unsigned char ivec[16], 
    unsigned long length, 
    unsigned char *key, 
    int number_of_rounds) 
{ 
    __m128i feedback, data; 
    unsigned long i; 
    int j; 
    if(length % 16) 
        length = length / 16 + 1; 
    else length /= 16; 
    feedback = _mm_loadu_si128((__m128i*)ivec); 
    for(i = 0; i < length; i++) 
    { 
        data = _mm_loadu_si128(&((__m128i*)in)[i]); 
        feedback = _mm_xor_si128(data, feedback); 
        feedback = _mm_xor_si128(feedback, ((__m128i*)key)[0]); 
        for(j = 1; j <number_of_rounds; j++) 
            feedback = _mm_aesenc_si128(feedback, ((__m128i*)key)[j]); 
        feedback = _mm_aesenclast_si128(feedback, ((__m128i*)key)[j]); 
        _mm_storeu_si128(&((__m128i*)out)[i], feedback); 
    } 
} 
 
void aes_CBC_decrypt(const unsigned char *in, 
 
 
    unsigned char *out, 
    unsigned char ivec[16], 
    unsigned long length, 
    unsigned char *key, 
    int number_of_rounds) 
{ 
    __m128i data, feedback, last_in; 
    unsigned long i; 
    int j; 
    if(length % 16) 
        length = length / 16 + 1; 
    else length /= 16; 
    feedback = _mm_loadu_si128((__m128i*)ivec); 
    for(i = 0; i < length; i++) 
    { 
        last_in = _mm_loadu_si128(&((__m128i*)in)[i]); 
        data = _mm_xor_si128(last_in, ((__m128i*)key)[0]); 
        for(j = 1; j <number_of_rounds; j++) 
        { 
            data = _mm_aesdec_si128(data, ((__m128i*)key)[j]); 
        } 
        data = _mm_aesdeclast_si128(data, ((__m128i*)key)[j]); 
        data = _mm_xor_si128(data, feedback); 
        _mm_storeu_si128(&((__m128i*)out)[i], data); 
        feedback = last_in; 
    } 
} 
 
void AES_CTR_encrypt(const unsigned char *in, 
    unsigned char *out, 
 
 
    const unsigned char ivec[8], 
    const unsigned char nonce[4], 
    unsigned long length, 
    const unsigned char *key, 
    int number_of_rounds) 
{ 
    __m128i ctr_block = { 0 }, tmp, ONE, BSWAP_EPI64; 
    unsigned long i; 
    int j; 
    if(length % 16) 
        length = length / 16 + 1; 
    else length /= 16; 
    ONE = _mm_set_epi32(0, 1, 0, 0); 
    BSWAP_EPI64 = _mm_setr_epi8(7, 6, 5, 4, 3, 2, 1, 0, 15, 14, 13, 12, 11, 10, 9, 8); 
#ifdef _MSC_VER 
    ctr_block = _mm_insert_epi64(ctr_block, *(long long*)ivec, 1); 
#else 
    ctr_block = _mm_set_epi64(*(__m64*)ivec, *(__m64*)&ctr_block); 
#endif 
    ctr_block = _mm_insert_epi32(ctr_block, *(long*)nonce, 1); 
    ctr_block = _mm_srli_si128(ctr_block, 4); 
    ctr_block = _mm_shuffle_epi8(ctr_block, BSWAP_EPI64); 
    ctr_block = _mm_add_epi64(ctr_block, ONE); 
    for(i = 0; i < length; i++) 
    { 
        tmp = _mm_shuffle_epi8(ctr_block, BSWAP_EPI64); 
        ctr_block = _mm_add_epi64(ctr_block, ONE); 
        tmp = _mm_xor_si128(tmp, ((__m128i*)key)[0]); 
        for(j = 1; j <number_of_rounds; j++) 
        { 
 
 
            tmp = _mm_aesenc_si128(tmp, ((__m128i*)key)[j]); 
        }; 
        tmp = _mm_aesenclast_si128(tmp, ((__m128i*)key)[j]); 
        tmp = _mm_xor_si128(tmp, _mm_loadu_si128(&((__m128i*)in)[i])); 
        _mm_storeu_si128(&((__m128i*)out)[i], tmp); 
    } 
} 
#endif 
#endif 
 
#endif 
 
 
aes_ni.h 
 
#ifndef AES_NI_H 
#define AES_NI_H 
 
#define USE_AES_CONTEXT 
 
#include "aesopt.h" 
 
#if defined( USE_INTEL_AES_IF_PRESENT ) 
 
/* map names in C code to make them internal ('name' -> 'aes_name_i') */ 
#define aes_xi(x) aes_ ## x ## _i 
 
/* map names here to provide the external API ('name' -> 'aes_name') */ 
#define aes_ni(x) aes_ ## x 
 
 
 
AES_RETURN aes_ni(encrypt_key128)(const unsigned char *key, aes_encrypt_ctx cx[1]); 
AES_RETURN aes_ni(encrypt_key192)(const unsigned char *key, aes_encrypt_ctx cx[1]); 
AES_RETURN aes_ni(encrypt_key256)(const unsigned char *key, aes_encrypt_ctx cx[1]); 
 
AES_RETURN aes_ni(decrypt_key128)(const unsigned char *key, aes_decrypt_ctx cx[1]); 
AES_RETURN aes_ni(decrypt_key192)(const unsigned char *key, aes_decrypt_ctx cx[1]); 
AES_RETURN aes_ni(decrypt_key256)(const unsigned char *key, aes_decrypt_ctx cx[1]); 
 
AES_RETURN aes_ni(encrypt)(const unsigned char *in, unsigned char *out, const 
aes_encrypt_ctx cx[1]); 
AES_RETURN aes_ni(decrypt)(const unsigned char *in, unsigned char *out, const 
aes_decrypt_ctx cx[1]); 
 
AES_RETURN aes_xi(encrypt_key128)(const unsigned char *key, aes_encrypt_ctx cx[1]); 
AES_RETURN aes_xi(encrypt_key192)(const unsigned char *key, aes_encrypt_ctx cx[1]); 
AES_RETURN aes_xi(encrypt_key256)(const unsigned char *key, aes_encrypt_ctx cx[1]); 
 
AES_RETURN aes_xi(decrypt_key128)(const unsigned char *key, aes_decrypt_ctx cx[1]); 
AES_RETURN aes_xi(decrypt_key192)(const unsigned char *key, aes_decrypt_ctx cx[1]); 
AES_RETURN aes_xi(decrypt_key256)(const unsigned char *key, aes_decrypt_ctx cx[1]); 
 
AES_RETURN aes_xi(encrypt)(const unsigned char *in, unsigned char *out, const 
aes_encrypt_ctx cx[1]); 
AES_RETURN aes_xi(decrypt)(const unsigned char *in, unsigned char *out, const 
aes_decrypt_ctx cx[1]); 
 
#endif 
 
#endif 
 
 
 
 
 
aes_via_ace.h  
#ifndef AES_VIA_ACE_H 
#define AES_VIA_ACE_H 
 
#if defined( _MSC_VER ) 
#  define INLINE  __inline 
#elif defined( __GNUC__ ) 
#  define INLINE  static inline 
#else 
#  error VIA ACE requires Microsoft or GNU C 
#endif 
 
#define NEH_GENERATE    1 
#define NEH_LOAD        2 
#define NEH_HYBRID      3 
 
#define MAX_READ_ATTEMPTS   1000 
 
/* VIA Nehemiah RNG and ACE Feature Mask Values */ 
 
#define NEH_CPU_IS_VIA      0x00000001 
#define NEH_CPU_READ        0x00000010 
#define NEH_CPU_MASK        0x00000011 
 
#define NEH_RNG_PRESENT     0x00000004 
#define NEH_RNG_ENABLED     0x00000008 
#define NEH_ACE_PRESENT     0x00000040 
#define NEH_ACE_ENABLED     0x00000080 
#define NEH_RNG_FLAGS       (NEH_RNG_PRESENT | NEH_RNG_ENABLED) 
 
 
#define NEH_ACE_FLAGS       (NEH_ACE_PRESENT | NEH_ACE_ENABLED) 
#define NEH_FLAGS_MASK      (NEH_RNG_FLAGS | NEH_ACE_FLAGS) 
 
/* VIA Nehemiah Advanced Cryptography Engine (ACE) Control Word Values  */ 
 
#define NEH_GEN_KEY     0x00000000      /* generate key schedule        */ 
#define NEH_LOAD_KEY    0x00000080      /* load schedule from memory    */ 
#define NEH_ENCRYPT     0x00000000      /* encryption                   */ 
#define NEH_DECRYPT     0x00000200      /* decryption                   */ 
#define NEH_KEY128      0x00000000+0x0a /* 128 bit key                  */ 
#define NEH_KEY192      0x00000400+0x0c /* 192 bit key                  */ 
#define NEH_KEY256      0x00000800+0x0e /* 256 bit key                  */ 
 
#define NEH_ENC_GEN     (NEH_ENCRYPT | NEH_GEN_KEY) 
#define NEH_DEC_GEN     (NEH_DECRYPT | NEH_GEN_KEY) 
#define NEH_ENC_LOAD    (NEH_ENCRYPT | NEH_LOAD_KEY) 
#define NEH_DEC_LOAD    (NEH_DECRYPT | NEH_LOAD_KEY) 
 
#define NEH_ENC_GEN_DATA {\ 
    NEH_ENC_GEN | NEH_KEY128, 0, 0, 0,\ 
    NEH_ENC_GEN | NEH_KEY192, 0, 0, 0,\ 
    NEH_ENC_GEN | NEH_KEY256, 0, 0, 0 } 
 
#define NEH_ENC_LOAD_DATA {\ 
    NEH_ENC_LOAD | NEH_KEY128, 0, 0, 0,\ 
    NEH_ENC_LOAD | NEH_KEY192, 0, 0, 0,\ 
    NEH_ENC_LOAD | NEH_KEY256, 0, 0, 0 } 
 
#define NEH_ENC_HYBRID_DATA {\ 
    NEH_ENC_GEN  | NEH_KEY128, 0, 0, 0,\ 
 
 
    NEH_ENC_LOAD | NEH_KEY192, 0, 0, 0,\ 
    NEH_ENC_LOAD | NEH_KEY256, 0, 0, 0 } 
 
#define NEH_DEC_GEN_DATA {\ 
    NEH_DEC_GEN | NEH_KEY128, 0, 0, 0,\ 
    NEH_DEC_GEN | NEH_KEY192, 0, 0, 0,\ 
    NEH_DEC_GEN | NEH_KEY256, 0, 0, 0 } 
 
#define NEH_DEC_LOAD_DATA {\ 
    NEH_DEC_LOAD | NEH_KEY128, 0, 0, 0,\ 
    NEH_DEC_LOAD | NEH_KEY192, 0, 0, 0,\ 
    NEH_DEC_LOAD | NEH_KEY256, 0, 0, 0 } 
 
#define NEH_DEC_HYBRID_DATA {\ 
    NEH_DEC_GEN  | NEH_KEY128, 0, 0, 0,\ 
    NEH_DEC_LOAD | NEH_KEY192, 0, 0, 0,\ 
    NEH_DEC_LOAD | NEH_KEY256, 0, 0, 0 } 
 
#define neh_enc_gen_key(x)  ((x) == 128 ? (NEH_ENC_GEN | NEH_KEY128) :      \ 
     (x) == 192 ? (NEH_ENC_GEN | NEH_KEY192) : (NEH_ENC_GEN | NEH_KEY256)) 
 
#define neh_enc_load_key(x) ((x) == 128 ? (NEH_ENC_LOAD | NEH_KEY128) :     \ 
     (x) == 192 ? (NEH_ENC_LOAD | NEH_KEY192) : (NEH_ENC_LOAD | NEH_KEY256)) 
 
#define neh_enc_hybrid_key(x)   ((x) == 128 ? (NEH_ENC_GEN | NEH_KEY128) :  \ 
     (x) == 192 ? (NEH_ENC_LOAD | NEH_KEY192) : (NEH_ENC_LOAD | NEH_KEY256)) 
 
#define neh_dec_gen_key(x)  ((x) == 128 ? (NEH_DEC_GEN | NEH_KEY128) :      \ 
     (x) == 192 ? (NEH_DEC_GEN | NEH_KEY192) : (NEH_DEC_GEN | NEH_KEY256)) 
 
 
 
#define neh_dec_load_key(x) ((x) == 128 ? (NEH_DEC_LOAD | NEH_KEY128) :     \ 
     (x) == 192 ? (NEH_DEC_LOAD | NEH_KEY192) : (NEH_DEC_LOAD | NEH_KEY256)) 
 
#define neh_dec_hybrid_key(x)   ((x) == 128 ? (NEH_DEC_GEN | NEH_KEY128) :  \ 
     (x) == 192 ? (NEH_DEC_LOAD | NEH_KEY192) : (NEH_DEC_LOAD | NEH_KEY256)) 
 
#if defined( _MSC_VER ) && ( _MSC_VER > 1200 ) 
#define aligned_auto(type, name, no, stride)  __declspec(align(stride)) type name[no] 
#else 
#define aligned_auto(type, name, no, stride)                \ 
    unsigned char _##name[no * sizeof(type) + stride];      \ 
    type *name = (type*)(16 * ((((unsigned long)(_##name)) + stride - 1) / stride)) 
#endif 
 
#if defined( _MSC_VER ) && ( _MSC_VER > 1200 ) 
#define aligned_array(type, name, no, stride) __declspec(align(stride)) type name[no] 
#elif defined( __GNUC__ ) 
#define aligned_array(type, name, no, stride) type name[no] __attribute__ ((aligned(stride))) 
#else 
#define aligned_array(type, name, no, stride) type name[no] 
#endif 
 
/* VIA ACE codeword     */ 
 
static unsigned char via_flags = 0; 
 
#if defined ( _MSC_VER ) && ( _MSC_VER > 800 ) 
 
#define NEH_REKEY   __asm pushfd __asm popfd 
#define NEH_AES     __asm _emit 0xf3 __asm _emit 0x0f __asm _emit 0xa7 
 
 
#define NEH_ECB     NEH_AES __asm _emit 0xc8 
#define NEH_CBC     NEH_AES __asm _emit 0xd0 
#define NEH_CFB     NEH_AES __asm _emit 0xe0 
#define NEH_OFB     NEH_AES __asm _emit 0xe8 
#define NEH_RNG     __asm _emit 0x0f __asm _emit 0xa7 __asm _emit 0xc0 
 
INLINE int has_cpuid(void) 
{   char ret_value; 
    __asm 
    {   pushfd                  /* save EFLAGS register     */ 
        mov     eax,[esp]       /* copy it to eax           */ 
        mov     edx,0x00200000  /* CPUID bit position       */ 
        xor     eax,edx         /* toggle the CPUID bit     */ 
        push    eax             /* attempt to set EFLAGS to */ 
        popfd                   /*     the new value        */ 
        pushfd                  /* get the new EFLAGS value */ 
        pop     eax             /*     into eax             */ 
        xor     eax,[esp]       /* xor with original value  */ 
        and     eax,edx         /* has CPUID bit changed?   */ 
        setne   al              /* set to 1 if we have been */ 
        mov     ret_value,al    /*     able to change it    */ 
        popfd                   /* restore original EFLAGS  */ 
    } 
    return (int)ret_value; 
} 
 
INLINE int is_via_cpu(void) 
{   char ret_value; 
    __asm 
    {   push    ebx 
 
 
        xor     eax,eax         /* use CPUID to get vendor  */ 
        cpuid                   /* identity string          */ 
        xor     eax,eax         /* is it "CentaurHauls" ?   */ 
        sub     ebx,0x746e6543  /* 'Cent'                   */ 
        or      eax,ebx 
        sub     edx,0x48727561  /* 'aurH'                   */ 
        or      eax,edx 
        sub     ecx,0x736c7561  /* 'auls'                   */ 
        or      eax,ecx 
        sete    al              /* set to 1 if it is VIA ID */ 
        mov     dl,NEH_CPU_READ /* mark CPU type as read    */ 
        or      dl,al           /* & store result in flags  */ 
        mov     [via_flags],dl  /* set VIA detected flag    */ 
        mov     ret_value,al    /*     able to change it    */ 
        pop     ebx 
    } 
    return (int)ret_value; 
} 
 
INLINE int read_via_flags(void) 
{   char ret_value = 0; 
    __asm 
    {   mov     eax,0xC0000000  /* Centaur extended CPUID   */ 
        cpuid 
        mov     edx,0xc0000001  /* >= 0xc0000001 if support */ 
        cmp     eax,edx         /* for VIA extended feature */ 
        jnae    no_rng          /*     flags is available   */ 
        mov     eax,edx         /* read Centaur extended    */ 
        cpuid                   /*     feature flags        */ 
        mov     eax,NEH_FLAGS_MASK  /* mask out and save    */ 
 
 
        and     eax,edx         /*  the RNG and ACE flags   */ 
        or      [via_flags],al  /* present & enabled flags  */ 
        mov     ret_value,al    /*     able to change it    */ 
no_rng: 
    } 
    return (int)ret_value; 
} 
 
INLINE unsigned int via_rng_in(void *buf) 
{   char ret_value = 0x1f; 
    __asm 
    {   push    edi 
        mov     edi,buf         /* input buffer address     */ 
        xor     edx,edx         /* try to fetch 8 bytes     */ 
        NEH_RNG                 /* do RNG read operation    */ 
        and     ret_value,al    /* count of bytes returned  */ 
        pop     edi 
    } 
    return (int)ret_value; 
} 
 
INLINE void via_ecb_op5( 
            const void *k, const void *c, const void *s, void *d, int l) 
{   __asm 
    {   push    ebx 
        NEH_REKEY 
        mov     ebx, (k) 
        mov     edx, (c) 
        mov     esi, (s) 
        mov     edi, (d) 
 
 
        mov     ecx, (l) 
        NEH_ECB 
        pop     ebx 
    } 
} 
 
INLINE void via_cbc_op6( 
            const void *k, const void *c, const void *s, void *d, int l, void *v) 
{   __asm 
    {   push    ebx 
        NEH_REKEY 
        mov     ebx, (k) 
        mov     edx, (c) 
        mov     esi, (s) 
        mov     edi, (d) 
        mov     ecx, (l) 
        mov     eax, (v) 
        NEH_CBC 
        pop     ebx 
    } 
} 
 
INLINE void via_cbc_op7( 
        const void *k, const void *c, const void *s, void *d, int l, void *v, void *w) 
{   __asm 
    {   push    ebx 
        NEH_REKEY 
        mov     ebx, (k) 
        mov     edx, (c) 
        mov     esi, (s) 
 
 
        mov     edi, (d) 
        mov     ecx, (l) 
        mov     eax, (v) 
        NEH_CBC 
        mov     esi, eax 
        mov     edi, (w) 
        movsd 
        movsd 
        movsd 
        movsd 
        pop     ebx 
    } 
} 
 
INLINE void via_cfb_op6( 
            const void *k, const void *c, const void *s, void *d, int l, void *v) 
{   __asm 
    {   push    ebx 
        NEH_REKEY 
        mov     ebx, (k) 
        mov     edx, (c) 
        mov     esi, (s) 
        mov     edi, (d) 
        mov     ecx, (l) 
        mov     eax, (v) 
        NEH_CFB 
        pop     ebx 
    } 
} 
 
 
 
INLINE void via_cfb_op7( 
        const void *k, const void *c, const void *s, void *d, int l, void *v, void *w) 
{   __asm 
    {   push    ebx 
        NEH_REKEY 
        mov     ebx, (k) 
        mov     edx, (c) 
        mov     esi, (s) 
        mov     edi, (d) 
        mov     ecx, (l) 
        mov     eax, (v) 
        NEH_CFB 
        mov     esi, eax 
        mov     edi, (w) 
        movsd 
        movsd 
        movsd 
        movsd 
        pop     ebx 
    } 
} 
 
INLINE void via_ofb_op6( 
            const void *k, const void *c, const void *s, void *d, int l, void *v) 
{   __asm 
    {   push    ebx 
        NEH_REKEY 
        mov     ebx, (k) 
        mov     edx, (c) 
        mov     esi, (s) 
 
 
        mov     edi, (d) 
        mov     ecx, (l) 
        mov     eax, (v) 
        NEH_OFB 
        pop     ebx 
    } 
} 
 
#elif defined( __GNUC__ ) 
 
#define NEH_REKEY   asm("pushfl\n popfl\n\t") 
#define NEH_ECB     asm(".byte 0xf3, 0x0f, 0xa7, 0xc8\n\t") 
#define NEH_CBC     asm(".byte 0xf3, 0x0f, 0xa7, 0xd0\n\t") 
#define NEH_CFB     asm(".byte 0xf3, 0x0f, 0xa7, 0xe0\n\t") 
#define NEH_OFB     asm(".byte 0xf3, 0x0f, 0xa7, 0xe8\n\t") 
#define NEH_RNG     asm(".byte 0x0f, 0xa7, 0xc0\n\t"); 
 
INLINE int has_cpuid(void) 
{   int val; 
    asm("pushfl\n\t"); 
    asm("movl  0(%esp),%eax\n\t"); 
    asm("xor   $0x00200000,%eax\n\t"); 
    asm("pushl %eax\n\t"); 
    asm("popfl\n\t"); 
    asm("pushfl\n\t"); 
    asm("popl  %eax\n\t"); 
    asm("xorl  0(%esp),%edx\n\t"); 
    asm("andl  $0x00200000,%eax\n\t"); 
    asm("movl  %%eax,%0\n\t" : "=m" (val)); 
    asm("popfl\n\t"); 
 
 
    return val ? 1 : 0; 
} 
 
INLINE int is_via_cpu(void) 
{   int val; 
    asm("pushl %eax\n\t"); 
    asm("pushl %ebx\n\t"); 
    asm("pushl %ecx\n\t"); 
    asm("pushl %edx\n\t"); 
    asm("xorl %eax,%eax\n\t"); 
    asm("cpuid\n\t"); 
    asm("xorl %eax,%eax\n\t"); 
    asm("subl $0x746e6543,%ebx\n\t"); 
    asm("orl  %ebx,%eax\n\t"); 
    asm("subl $0x48727561,%edx\n\t"); 
    asm("orl  %edx,%eax\n\t"); 
    asm("subl $0x736c7561,%ecx\n\t"); 
    asm("orl  %ecx,%eax\n\t"); 
    asm("movl %%eax,%0\n\t" : "=m" (val)); 
    asm("popl %edx\n\t"); 
    asm("popl %ecx\n\t"); 
    asm("popl %ebx\n\t"); 
    asm("popl %eax\n\t"); 
    val = (val ? 0 : 1); 
    via_flags = (val | NEH_CPU_READ); 
    return val; 
} 
 
INLINE int read_via_flags(void) 
{   unsigned char   val; 
 
 
    asm("movl $0xc0000000,%eax\n\t"); 
    asm("cpuid\n\t"); 
    asm("movl $0xc0000001,%edx\n\t"); 
    asm("cmpl %edx,%eax\n\t"); 
    asm("setae %al\n\t"); 
    asm("movb %%al,%0\n\t" : "=m" (val)); 
    if(!val) return 0; 
    asm("movl $0xc0000001,%eax\n\t"); 
    asm("cpuid\n\t"); 
    asm("movb %%dl,%0\n\t" : "=m" (val)); 
    val &= NEH_FLAGS_MASK; 
    via_flags |= val; 
    return (int) val; 
} 
 
INLINE int via_rng_in(void *buf) 
{   int val; 
    asm("pushl %edi\n\t"); 
    asm("movl %0,%%edi\n\t" : : "m" (buf)); 
    asm("xorl %edx,%edx\n\t"); 
    NEH_RNG 
    asm("andl $0x0000001f,%eax\n\t"); 
    asm("movl %%eax,%0\n\t" : "=m" (val)); 
    asm("popl %edi\n\t"); 
    return val; 
} 
 
INLINE volatile  void via_ecb_op5( 
            const void *k, const void *c, const void *s, void *d, int l) 
{ 
 
 
    asm("pushl %ebx\n\t"); 
    NEH_REKEY; 
    asm("movl %0, %%ebx\n\t" : : "m" (k)); 
    asm("movl %0, %%edx\n\t" : : "m" (c)); 
    asm("movl %0, %%esi\n\t" : : "m" (s)); 
    asm("movl %0, %%edi\n\t" : : "m" (d)); 
    asm("movl %0, %%ecx\n\t" : : "m" (l)); 
    NEH_ECB; 
    asm("popl %ebx\n\t"); 
} 
 
INLINE volatile  void via_cbc_op6( 
            const void *k, const void *c, const void *s, void *d, int l, void *v) 
{ 
    asm("pushl %ebx\n\t"); 
    NEH_REKEY; 
    asm("movl %0, %%ebx\n\t" : : "m" (k)); 
    asm("movl %0, %%edx\n\t" : : "m" (c)); 
    asm("movl %0, %%esi\n\t" : : "m" (s)); 
    asm("movl %0, %%edi\n\t" : : "m" (d)); 
    asm("movl %0, %%ecx\n\t" : : "m" (l)); 
    asm("movl %0, %%eax\n\t" : : "m" (v)); 
    NEH_CBC; 
    asm("popl %ebx\n\t"); 
} 
 
INLINE volatile  void via_cbc_op7( 
        const void *k, const void *c, const void *s, void *d, int l, void *v, void *w) 
{ 
    asm("pushl %ebx\n\t"); 
 
 
    NEH_REKEY; 
    asm("movl %0, %%ebx\n\t" : : "m" (k)); 
    asm("movl %0, %%edx\n\t" : : "m" (c)); 
    asm("movl %0, %%esi\n\t" : : "m" (s)); 
    asm("movl %0, %%edi\n\t" : : "m" (d)); 
    asm("movl %0, %%ecx\n\t" : : "m" (l)); 
    asm("movl %0, %%eax\n\t" : : "m" (v)); 
    NEH_CBC; 
    asm("movl %eax,%esi\n\t"); 
    asm("movl %0, %%edi\n\t" : : "m" (w)); 
    asm("movsl; movsl; movsl; movsl\n\t"); 
    asm("popl %ebx\n\t"); 
} 
 
INLINE volatile  void via_cfb_op6( 
            const void *k, const void *c, const void *s, void *d, int l, void *v) 
{ 
    asm("pushl %ebx\n\t"); 
    NEH_REKEY; 
    asm("movl %0, %%ebx\n\t" : : "m" (k)); 
    asm("movl %0, %%edx\n\t" : : "m" (c)); 
    asm("movl %0, %%esi\n\t" : : "m" (s)); 
    asm("movl %0, %%edi\n\t" : : "m" (d)); 
    asm("movl %0, %%ecx\n\t" : : "m" (l)); 
    asm("movl %0, %%eax\n\t" : : "m" (v)); 
    NEH_CFB; 
    asm("popl %ebx\n\t"); 
} 
 
INLINE volatile  void via_cfb_op7( 
 
 
        const void *k, const void *c, const void *s, void *d, int l, void *v, void *w) 
{ 
    asm("pushl %ebx\n\t"); 
    NEH_REKEY; 
    asm("movl %0, %%ebx\n\t" : : "m" (k)); 
    asm("movl %0, %%edx\n\t" : : "m" (c)); 
    asm("movl %0, %%esi\n\t" : : "m" (s)); 
    asm("movl %0, %%edi\n\t" : : "m" (d)); 
    asm("movl %0, %%ecx\n\t" : : "m" (l)); 
    asm("movl %0, %%eax\n\t" : : "m" (v)); 
    NEH_CFB; 
    asm("movl %eax,%esi\n\t"); 
    asm("movl %0, %%edi\n\t" : : "m" (w)); 
    asm("movsl; movsl; movsl; movsl\n\t"); 
    asm("popl %ebx\n\t"); 
} 
 
INLINE volatile  void via_ofb_op6( 
            const void *k, const void *c, const void *s, void *d, int l, void *v) 
{ 
    asm("pushl %ebx\n\t"); 
    NEH_REKEY; 
    asm("movl %0, %%ebx\n\t" : : "m" (k)); 
    asm("movl %0, %%edx\n\t" : : "m" (c)); 
    asm("movl %0, %%esi\n\t" : : "m" (s)); 
    asm("movl %0, %%edi\n\t" : : "m" (d)); 
    asm("movl %0, %%ecx\n\t" : : "m" (l)); 
    asm("movl %0, %%eax\n\t" : : "m" (v)); 
    NEH_OFB; 
    asm("popl %ebx\n\t"); 
 
 
} 
 
#else 
#error VIA ACE is not available with this compiler 
#endif 
 
INLINE int via_ace_test(void) 
{ 
    return has_cpuid() && is_via_cpu() && ((read_via_flags() & NEH_ACE_FLAGS) == 
NEH_ACE_FLAGS); 
} 
 
#define VIA_ACE_AVAILABLE   (((via_flags & NEH_ACE_FLAGS) == NEH_ACE_FLAGS)         
\ 
    || (via_flags & NEH_CPU_READ) && (via_flags & NEH_CPU_IS_VIA) || via_ace_test()) 
 
INLINE int via_rng_test(void) 
{ 
    return has_cpuid() && is_via_cpu() && ((read_via_flags() & NEH_RNG_FLAGS) == 
NEH_RNG_FLAGS); 
} 
 
#define VIA_RNG_AVAILABLE   (((via_flags & NEH_RNG_FLAGS) == NEH_RNG_FLAGS)         
\ 
    || (via_flags & NEH_CPU_READ) && (via_flags & NEH_CPU_IS_VIA) || via_rng_test()) 
 
INLINE int read_via_rng(void *buf, int count) 
{   int nbr, max_reads, lcnt = count; 
    unsigned char *p, *q; 
    aligned_auto(unsigned char, bp, 64, 16); 
 
 
 
    if(!VIA_RNG_AVAILABLE) 
        return 0; 
 
    do 
    { 
        max_reads = MAX_READ_ATTEMPTS; 
        do 
            nbr = via_rng_in(bp); 
        while 
            (nbr == 0 && --max_reads); 
 
        lcnt -= nbr; 
        p = (unsigned char*)buf; q = bp; 
        while(nbr--) 
            *p++ = *q++; 
    } 
    while 
        (lcnt && max_reads); 
 
    return count - lcnt; 
} 
 
#endif 
 
aes_x86_v1.asm  
%define AES_128                 ; define if AES with 128 bit keys is needed 
%define AES_192                 ; define if AES with 192 bit keys is needed 
%define AES_256                 ; define if AES with 256 bit keys is needed 
%define AES_VAR                 ; define if a variable key size is needed 
%define ENCRYPTION              ; define if encryption is needed 
 
 
%define DECRYPTION              ; define if decryption is needed 
%define AES_REV_DKS             ; define if key decryption schedule is reversed 
%define LAST_ROUND_TABLES       ; define if tables are to be used for last round 
 
; offsets to parameters 
 
in_blk  equ     4   ; input byte array address parameter 
out_blk equ     8   ; output byte array address parameter 
ctx     equ    12   ; AES context structure 
stk_spc equ    20   ; stack space 
%define parms  12   ; parameter space on stack 
 
; The encryption key schedule has the following in memory layout where N is the 
; number of rounds (10, 12 or 14): 
; 
; lo: | input key (round 0)  |  ; each round is four 32-bit words 
;     | encryption round 1   | 
;     | encryption round 2   | 
;     .... 
;     | encryption round N-1 | 
; hi: | encryption round N   | 
; 
; The decryption key schedule is normally set up so that it has the same 
; layout as above by actually reversing the order of the encryption key 
; schedule in memory (this happens when AES_REV_DKS is set): 
; 
; lo: | decryption round 0   | =              | encryption round N   | 
;     | decryption round 1   | = INV_MIX_COL[ | encryption round N-1 | ] 
;     | decryption round 2   | = INV_MIX_COL[ | encryption round N-2 | ] 
;     ....                       .... 
 
 
;     | decryption round N-1 | = INV_MIX_COL[ | encryption round 1   | ] 
; hi: | decryption round N   | =              | input key (round 0)  | 
; 
; with rounds except the first and last modified using inv_mix_column() 
; But if AES_REV_DKS is NOT set the order of keys is left as it is for 
; encryption so that it has to be accessed in reverse when used for 
; decryption (although the inverse mix column modifications are done) 
; 
; lo: | decryption round 0   | =              | input key (round 0)  | 
;     | decryption round 1   | = INV_MIX_COL[ | encryption round 1   | ] 
;     | decryption round 2   | = INV_MIX_COL[ | encryption round 2   | ] 
;     ....                       .... 
;     | decryption round N-1 | = INV_MIX_COL[ | encryption round N-1 | ] 
; hi: | decryption round N   | =              | encryption round N   | 
; 
; This layout is faster when the assembler key scheduling provided here 
; is used. 
; 
; The DLL interface must use the _stdcall convention in which the number 
; of bytes of parameter space is added after an @ to the sutine's name. 
; We must also remove our parameters from the stack before return (see 
; the do_exit macro). Define DLL_EXPORT for the Dynamic Link Library version. 
 
;%define DLL_EXPORT 
 
; End of user defines 
 
%ifdef AES_VAR 
%ifndef AES_128 
%define AES_128 
 
 
%endif 
%ifndef AES_192 
%define AES_192 
%endif 
%ifndef AES_256 
%define AES_256 
%endif 
%endif 
 
%ifdef AES_VAR 
%define KS_LENGTH       60 
%elifdef AES_256 
%define KS_LENGTH       60 
%elifdef AES_192 
%define KS_LENGTH       52 
%else 
%define KS_LENGTH       44 
%endif 
 
; These macros implement stack based local variables 
 
%macro  save 2 
    mov     [esp+4*%1],%2 
%endmacro 
 
%macro  restore 2 
    mov     %1,[esp+4*%2] 
%endmacro 
 
; the DLL has to implement the _stdcall calling interface on return 
 
 
; In this case we have to take our parameters (3 4-byte pointers) 
; off the stack 
 
%macro  do_name 1-2 parms 
%ifndef DLL_EXPORT 
    global  %1 
%1: 
%else 
    global  %1@%2 
    export  %1@%2 
%1@%2: 
%endif 
%endmacro 
 
%macro  do_call 1-2 parms 
%ifndef DLL_EXPORT 
    call    %1 
    add     esp,%2 
%else 
    call    %1@%2 
%endif 
%endmacro 
 
%macro  do_exit  0-1 parms 
%ifdef DLL_EXPORT 
    ret %1 
%else 
    ret 
%endif 
%endmacro 
 
 
 
%ifdef  ENCRYPTION 
 
    extern  _t_fn 
 
%define etab_0(x)   [_t_fn+4*x] 
%define etab_1(x)   [_t_fn+1024+4*x] 
%define etab_2(x)   [_t_fn+2048+4*x] 
%define etab_3(x)   [_t_fn+3072+4*x] 
 
%ifdef LAST_ROUND_TABLES 
 
    extern  _t_fl 
 
%define eltab_0(x)  [_t_fl+4*x] 
%define eltab_1(x)  [_t_fl+1024+4*x] 
%define eltab_2(x)  [_t_fl+2048+4*x] 
%define eltab_3(x)  [_t_fl+3072+4*x] 
 
%else 
 
%define etab_b(x)   byte [_t_fn+3072+4*x] 
 
%endif 
 
; ROUND FUNCTION.  Build column[2] on ESI and column[3] on EDI that have the 
; round keys pre-loaded. Build column[0] in EBP and column[1] in EBX. 
; 
; Input: 
; 
 
 
;   EAX     column[0] 
;   EBX     column[1] 
;   ECX     column[2] 
;   EDX     column[3] 
;   ESI     column key[round][2] 
;   EDI     column key[round][3] 
;   EBP     scratch 
; 
; Output: 
; 
;   EBP     column[0]   unkeyed 
;   EBX     column[1]   unkeyed 
;   ESI     column[2]   keyed 
;   EDI     column[3]   keyed 
;   EAX     scratch 
;   ECX     scratch 
;   EDX     scratch 
 
%macro rnd_fun 2 
 
    rol     ebx,16 
    %1      esi, cl, 0, ebp 
    %1      esi, dh, 1, ebp 
    %1      esi, bh, 3, ebp 
    %1      edi, dl, 0, ebp 
    %1      edi, ah, 1, ebp 
    %1      edi, bl, 2, ebp 
    %2      ebp, al, 0, ebp 
    shr     ebx,16 
    and     eax,0xffff0000 
 
 
    or      eax,ebx 
    shr     edx,16 
    %1      ebp, ah, 1, ebx 
    %1      ebp, dh, 3, ebx 
    %2      ebx, dl, 2, ebx 
    %1      ebx, ch, 1, edx 
    %1      ebx, al, 0, edx 
    shr     eax,16 
    shr     ecx,16 
    %1      ebp, cl, 2, edx 
    %1      edi, ch, 3, edx 
    %1      esi, al, 2, edx 
    %1      ebx, ah, 3, edx 
 
%endmacro 
 
; Basic MOV and XOR Operations for normal rounds 
 
%macro  nr_xor  4 
    movzx   %4,%2 
    xor     %1,etab_%3(%4) 
%endmacro 
 
%macro  nr_mov  4 
    movzx   %4,%2 
    mov     %1,etab_%3(%4) 
%endmacro 
 
; Basic MOV and XOR Operations for last round 
 
 
 
%ifdef LAST_ROUND_TABLES 
 
    %macro  lr_xor  4 
        movzx   %4,%2 
        xor     %1,eltab_%3(%4) 
    %endmacro 
 
    %macro  lr_mov  4 
        movzx   %4,%2 
        mov     %1,eltab_%3(%4) 
    %endmacro 
 
%else 
 
    %macro  lr_xor  4 
        movzx   %4,%2 
        movzx   %4,etab_b(%4) 
    %if %3 != 0 
        shl     %4,8*%3 
    %endif 
        xor     %1,%4 
    %endmacro 
 
    %macro  lr_mov  4 
        movzx   %4,%2 
        movzx   %1,etab_b(%4) 
    %if %3 != 0 
        shl     %1,8*%3 
    %endif 
    %endmacro 
 
 
 
%endif 
 
%macro enc_round 0 
 
    add     ebp,16 
    save    0,ebp 
    mov     esi,[ebp+8] 
    mov     edi,[ebp+12] 
 
    rnd_fun nr_xor, nr_mov 
 
    mov     eax,ebp 
    mov     ecx,esi 
    mov     edx,edi 
    restore ebp,0 
    xor     eax,[ebp] 
    xor     ebx,[ebp+4] 
 
%endmacro 
 
%macro enc_last_round 0 
 
    add     ebp,16 
    save    0,ebp 
    mov     esi,[ebp+8] 
    mov     edi,[ebp+12] 
 
    rnd_fun lr_xor, lr_mov 
 
 
 
    mov     eax,ebp 
    restore ebp,0 
    xor     eax,[ebp] 
    xor     ebx,[ebp+4] 
 
%endmacro 
 
    section .text align=32 
 
; AES Encryption Subroutine 
 
    align   32 
    do_name _aes_encrypt 
 
    sub     esp,stk_spc 
    mov     [esp+16],ebp 
    mov     [esp+12],ebx 
    mov     [esp+ 8],esi 
    mov     [esp+ 4],edi 
 
    mov     esi,[esp+in_blk+stk_spc] ; input pointer 
    mov     eax,[esi   ] 
    mov     ebx,[esi+ 4] 
    mov     ecx,[esi+ 8] 
    mov     edx,[esi+12] 
 
    mov     ebp,[esp+ctx+stk_spc]    ; key pointer 
    movzx   edi,byte [ebp+4*KS_LENGTH] 
    xor     eax,[ebp   ] 
    xor     ebx,[ebp+ 4] 
 
 
    xor     ecx,[ebp+ 8] 
    xor     edx,[ebp+12] 
 
; determine the number of rounds 
 
    cmp     edi,10*16 
    je      .3 
    cmp     edi,12*16 
    je      .2 
    cmp     edi,14*16 
    je      .1 
    mov     eax,-1 
    jmp     .5 
 
.1: enc_round 
    enc_round 
.2: enc_round 
    enc_round 
.3: enc_round 
    enc_round 
    enc_round 
    enc_round 
    enc_round 
    enc_round 
    enc_round 
    enc_round 
    enc_round 
    enc_last_round 
 
    mov     edx,[esp+out_blk+stk_spc] 
 
 
    mov     [edx],eax 
    mov     [edx+4],ebx 
    mov     [edx+8],esi 
    mov     [edx+12],edi 
    xor     eax,eax 
 
.5: mov     ebp,[esp+16] 
    mov     ebx,[esp+12] 
    mov     esi,[esp+ 8] 
    mov     edi,[esp+ 4] 
    add     esp,stk_spc 
    do_exit 
 
%endif 
 
%ifdef  DECRYPTION 
 
    extern  _t_in 
 
%define dtab_0(x)   [_t_in+4*x] 
%define dtab_1(x)   [_t_in+1024+4*x] 
%define dtab_2(x)   [_t_in+2048+4*x] 
%define dtab_3(x)   [_t_in+3072+4*x] 
 
%ifdef LAST_ROUND_TABLES 
 
    extern  _t_il 
 
%define dltab_0(x)  [_t_il+4*x] 
%define dltab_1(x)  [_t_il+1024+4*x] 
 
 
%define dltab_2(x)  [_t_il+2048+4*x] 
%define dltab_3(x)  [_t_il+3072+4*x] 
 
%else 
 
    extern  _t_ibox 
 
%define dtab_x(x)   byte [_t_ibox+x] 
 
%endif 
 
%macro irn_fun 2 
 
    rol eax,16 
    %1      esi, cl, 0, ebp 
    %1      esi, bh, 1, ebp 
    %1      esi, al, 2, ebp 
    %1      edi, dl, 0, ebp 
    %1      edi, ch, 1, ebp 
    %1      edi, ah, 3, ebp 
    %2      ebp, bl, 0, ebp 
    shr     eax,16 
    and     ebx,0xffff0000 
    or      ebx,eax 
    shr     ecx,16 
    %1      ebp, bh, 1, eax 
    %1      ebp, ch, 3, eax 
    %2      eax, cl, 2, ecx 
    %1      eax, bl, 0, ecx 
    %1      eax, dh, 1, ecx 
 
 
    shr     ebx,16 
    shr     edx,16 
    %1      esi, dh, 3, ecx 
    %1      ebp, dl, 2, ecx 
    %1      eax, bh, 3, ecx 
    %1      edi, bl, 2, ecx 
 
%endmacro 
 
; Basic MOV and XOR Operations for normal rounds 
 
%macro  ni_xor  4 
    movzx   %4,%2 
    xor     %1,dtab_%3(%4) 
%endmacro 
 
%macro  ni_mov  4 
    movzx   %4,%2 
    mov     %1,dtab_%3(%4) 
%endmacro 
 
; Basic MOV and XOR Operations for last round 
 
%ifdef LAST_ROUND_TABLES 
 
%macro  li_xor  4 
    movzx   %4,%2 
    xor     %1,dltab_%3(%4) 
%endmacro 
 
 
 
%macro  li_mov  4 
    movzx   %4,%2 
    mov     %1,dltab_%3(%4) 
%endmacro 
 
%else 
 
    %macro  li_xor  4 
        movzx   %4,%2 
        movzx   %4,dtab_x(%4) 
    %if %3 != 0 
        shl     %4,8*%3 
    %endif 
        xor     %1,%4 
    %endmacro 
 
    %macro  li_mov  4 
        movzx   %4,%2 
        movzx   %1,dtab_x(%4) 
    %if %3 != 0 
        shl     %1,8*%3 
    %endif 
    %endmacro 
 
%endif 
 
%macro dec_round 0 
 
%ifdef AES_REV_DKS 
    add     ebp,16 
 
 
%else 
    sub     ebp,16 
%endif 
    save    0,ebp 
    mov     esi,[ebp+8] 
    mov     edi,[ebp+12] 
 
    irn_fun ni_xor, ni_mov 
 
    mov     ebx,ebp 
    mov     ecx,esi 
    mov     edx,edi 
    restore ebp,0 
    xor     eax,[ebp] 
    xor     ebx,[ebp+4] 
 
%endmacro 
 
%macro dec_last_round 0 
 
%ifdef AES_REV_DKS 
    add     ebp,16 
%else 
    sub     ebp,16 
%endif 
    save    0,ebp 
    mov     esi,[ebp+8] 
    mov     edi,[ebp+12] 
 
    irn_fun li_xor, li_mov 
 
 
 
    mov     ebx,ebp 
    restore ebp,0 
    xor     eax,[ebp] 
    xor     ebx,[ebp+4] 
 
%endmacro 
 
    section .text align=32 
 
; AES Decryption Subroutine 
 
    align   32 
    do_name _aes_decrypt 
 
    sub     esp,stk_spc 
    mov     [esp+16],ebp 
    mov     [esp+12],ebx 
    mov     [esp+ 8],esi 
    mov     [esp+ 4],edi 
 
; input four columns and xor in first round key 
 
    mov     esi,[esp+in_blk+stk_spc] ; input pointer 
    mov     eax,[esi   ] 
    mov     ebx,[esi+ 4] 
    mov     ecx,[esi+ 8] 
    mov     edx,[esi+12] 
    lea     esi,[esi+16] 
 
 
 
    mov     ebp,[esp+ctx+stk_spc]    ; key pointer 
    movzx   edi,byte[ebp+4*KS_LENGTH] 
%ifndef  AES_REV_DKS        ; if decryption key schedule is not reversed 
    lea     ebp,[ebp+edi]   ; we have to access it from the top down 
%endif 
    xor     eax,[ebp   ]    ; key schedule 
    xor     ebx,[ebp+ 4] 
    xor     ecx,[ebp+ 8] 
    xor     edx,[ebp+12] 
 
; determine the number of rounds 
 
    cmp     edi,10*16 
    je      .3 
    cmp     edi,12*16 
    je      .2 
    cmp     edi,14*16 
    je      .1 
    mov     eax,-1 
    jmp     .5 
 
.1: dec_round 
    dec_round 
.2: dec_round 
    dec_round 
.3: dec_round 
    dec_round 
    dec_round 
    dec_round 
    dec_round 
 
 
    dec_round 
    dec_round 
    dec_round 
    dec_round 
    dec_last_round 
 
; move final values to the output array. 
 
    mov     ebp,[esp+out_blk+stk_spc] 
    mov     [ebp],eax 
    mov     [ebp+4],ebx 
    mov     [ebp+8],esi 
    mov     [ebp+12],edi 
    xor     eax,eax 
 
.5: mov     ebp,[esp+16] 
    mov     ebx,[esp+12] 
    mov     esi,[esp+ 8] 
    mov     edi,[esp+ 4] 
    add     esp,stk_spc 
    do_exit 
 
%endif 
 
    end 
 
    %define REDUCE_CODE_SIZE 
 
%define AES_128                 ; define if AES with 128 bit keys is needed 
%define AES_192                 ; define if AES with 192 bit keys is needed 
 
 
%define AES_256                 ; define if AES with 256 bit keys is needed 
%define AES_VAR                 ; define if a variable key size is needed 
%define ENCRYPTION              ; define if encryption is needed 
%define DECRYPTION              ; define if decryption is needed 
%define AES_REV_DKS             ; define if key decryption schedule is reversed 
 
%ifndef ASM_X86_V2C 
%define ENCRYPTION_KEY_SCHEDULE ; define if encryption key expansion is needed 
%define DECRYPTION_KEY_SCHEDULE ; define if decryption key expansion is needed 
%endif 
 
; The encryption key schedule has the following in memory layout where N is the 
; number of rounds (10, 12 or 14): 
; 
; lo: | input key (round 0)  |  ; each round is four 32-bit words 
;     | encryption round 1   | 
;     | encryption round 2   | 
;     .... 
;     | encryption round N-1 | 
; hi: | encryption round N   | 
; 
; The decryption key schedule is normally set up so that it has the same 
; layout as above by actually reversing the order of the encryption key 
; schedule in memory (this happens when AES_REV_DKS is set): 
; 
; lo: | decryption round 0   | =              | encryption round N   | 
;     | decryption round 1   | = INV_MIX_COL[ | encryption round N-1 | ] 
;     | decryption round 2   | = INV_MIX_COL[ | encryption round N-2 | ] 
;     ....                       .... 
;     | decryption round N-1 | = INV_MIX_COL[ | encryption round 1   | ] 
 
 
; hi: | decryption round N   | =              | input key (round 0)  | 
; 
; with rounds except the first and last modified using inv_mix_column() 
; But if AES_REV_DKS is NOT set the order of keys is left as it is for 
; encryption so that it has to be accessed in reverse when used for 
; decryption (although the inverse mix column modifications are done) 
; 
; lo: | decryption round 0   | =              | input key (round 0)  | 
;     | decryption round 1   | = INV_MIX_COL[ | encryption round 1   | ] 
;     | decryption round 2   | = INV_MIX_COL[ | encryption round 2   | ] 
;     ....                       .... 
;     | decryption round N-1 | = INV_MIX_COL[ | encryption round N-1 | ] 
; hi: | decryption round N   | =              | encryption round N   | 
; 
; This layout is faster when the assembler key scheduling provided here 
; is used. 
; 
; End of user defines 
 
    section .text align=32 
     
%ifdef AES_VAR 
%ifndef AES_128 
%define AES_128 
%endif 
%ifndef AES_192 
%define AES_192 
%endif 
%ifndef AES_256 
%define AES_256 
 
 
%endif 
%endif 
 
%ifdef AES_VAR 
%define KS_LENGTH       60 
%elifdef AES_256 
%define KS_LENGTH       60 
%elifdef AES_192 
%define KS_LENGTH       52 
%else 
%define KS_LENGTH       44 
%endif 
 
%ifdef  REDUCE_CODE_SIZE 
    %macro mf_call 1 
        call %1 
    %endmacro 
%else 
    %macro mf_call 1 
        %1 
    %endmacro 
%endif 
 
; the DLL has to implement the _stdcall calling interface on return 
; In this case we have to take our parameters (3 4-byte pointers) 
; off the stack 
 
%define parms 12 
 
%macro  do_name 1-2 parms 
 
 
%ifndef DLL_EXPORT 
    global  %1 
%1: 
%else 
    global  %1@%2 
    export  %1@%2 
%1@%2: 
%endif 
%endmacro 
 
%macro  do_call 1-2 parms 
%ifndef DLL_EXPORT 
    call    %1 
    add     esp,%2 
%else 
    call    %1@%2 
%endif 
%endmacro 
 
%macro  do_exit  0-1 parms 
%ifdef DLL_EXPORT 
    ret %1 
%else 
    ret 
%endif 
%endmacro 
 
%ifndef ASM_X86_V2C 
    do_name _aes_init,0 
    do_exit 0 
 
 
%endif 
 
; finite field multiplies by {02}, {04} and {08} 
 
%define f2(x)   ((x<<1)^(((x>>7)&1)*0x11b)) 
%define f4(x)   ((x<<2)^(((x>>6)&1)*0x11b)^(((x>>6)&2)*0x11b)) 
%define f8(x)   ((x<<3)^(((x>>5)&1)*0x11b)^(((x>>5)&2)*0x11b)^(((x>>5)&4)*0x11b)) 
 
; finite field multiplies required in table generation 
 
%define f3(x)   (f2(x) ^ x) 
%define f9(x)   (f8(x) ^ x) 
%define fb(x)   (f8(x) ^ f2(x) ^ x) 
%define fd(x)   (f8(x) ^ f4(x) ^ x) 
%define fe(x)   (f8(x) ^ f4(x) ^ f2(x)) 
 
%define etab_0(x)   [enc_tab+4+8*x] 
%define etab_1(x)   [enc_tab+3+8*x] 
%define etab_2(x)   [enc_tab+2+8*x] 
%define etab_3(x)   [enc_tab+1+8*x] 
%define etab_b(x)   byte [enc_tab+1+8*x] ; used with movzx for 0x000000xx 
%define etab_w(x)   word [enc_tab+8*x]   ; used with movzx for 0x0000xx00 
 
%define btab_0(x)   [enc_tab+6+8*x] 
%define btab_1(x)   [enc_tab+5+8*x] 
%define btab_2(x)   [enc_tab+4+8*x] 
%define btab_3(x)   [enc_tab+3+8*x] 
 
; ROUND FUNCTION.  Build column[2] on ESI and column[3] on EDI that have the 
; round keys pre-loaded. Build column[0] in EBP and column[1] in EBX. 
 
 
; 
; Input: 
; 
;   EAX     column[0] 
;   EBX     column[1] 
;   ECX     column[2] 
;   EDX     column[3] 
;   ESI     column key[round][2] 
;   EDI     column key[round][3] 
;   EBP     scratch 
; 
; Output: 
; 
;   EBP     column[0]   unkeyed 
;   EBX     column[1]   unkeyed 
;   ESI     column[2]   keyed 
;   EDI     column[3]   keyed 
;   EAX     scratch 
;   ECX     scratch 
;   EDX     scratch 
 
%macro rnd_fun 2 
 
    rol     ebx,16 
    %1      esi, cl, 0, ebp 
    %1      esi, dh, 1, ebp 
    %1      esi, bh, 3, ebp 
    %1      edi, dl, 0, ebp 
    %1      edi, ah, 1, ebp 
    %1      edi, bl, 2, ebp 
 
 
    %2      ebp, al, 0, ebp 
    shr     ebx,16 
    and     eax,0xffff0000 
    or      eax,ebx 
    shr     edx,16 
    %1      ebp, ah, 1, ebx 
    %1      ebp, dh, 3, ebx 
    %2      ebx, dl, 2, ebx 
    %1      ebx, ch, 1, edx 
    %1      ebx, al, 0, edx 
    shr     eax,16 
    shr     ecx,16 
    %1      ebp, cl, 2, edx 
    %1      edi, ch, 3, edx 
    %1      esi, al, 2, edx 
    %1      ebx, ah, 3, edx 
 
%endmacro 
 
;   Basic MOV and XOR Operations for normal rounds 
 
%macro  nr_xor  4 
    movzx   %4,%2 
    xor     %1,etab_%3(%4) 
%endmacro 
 
%macro  nr_mov  4 
    movzx   %4,%2 
    mov     %1,etab_%3(%4) 
%endmacro 
 
 
 
;   Basic MOV and XOR Operations for last round 
 
%if 1 
 
    %macro  lr_xor  4 
        movzx   %4,%2 
        movzx   %4,etab_b(%4) 
    %if %3 != 0 
        shl     %4,8*%3 
    %endif 
        xor     %1,%4 
    %endmacro 
 
    %macro  lr_mov  4 
        movzx   %4,%2 
        movzx   %1,etab_b(%4) 
    %if %3 != 0 
        shl     %1,8*%3 
    %endif 
    %endmacro 
 
%else       ; less effective but worth leaving as an option 
 
    %macro  lr_xor  4 
        movzx   %4,%2 
        mov     %4,btab_%3(%4) 
        and     %4,0x000000ff << 8 * %3 
        xor     %1,%4 
    %endmacro 
 
 
 
    %macro  lr_mov  4 
        movzx   %4,%2 
        mov     %1,btab_%3(%4) 
        and     %1,0x000000ff << 8 * %3 
    %endmacro 
 
%endif 
 
;   Apply S-Box to the 4 bytes in a 32-bit word and rotate byte positions 
 
%ifdef REDUCE_CODE_SIZE 
 
    global _ls_sub 
_ls_sub:                        ; ls_sub(t,n) = ls_box(t,n) 
    mov     ecx,[esp+8] 
    mov     eax,[esp+4] 
    shl     ecx,3 
    rol     eax,cl 
    xor     edx,edx 
l3s_col: 
    movzx   ecx,al              ; in      eax 
    movzx   ecx, etab_b(ecx)    ; out     eax 
    xor     edx,ecx             ; scratch ecx,edx 
    movzx   ecx,ah 
    movzx   ecx, etab_b(ecx) 
    shl     ecx,8 
    xor     edx,ecx 
    shr     eax,16 
    movzx   ecx,al 
 
 
    movzx   ecx, etab_b(ecx) 
    shl     ecx,16 
    xor     edx,ecx 
    movzx   ecx,ah 
    movzx   ecx, etab_b(ecx) 
    shl     ecx,24 
    xor     edx,ecx 
    mov     eax,edx 
    ret 
 
%else 
 
%macro l3s_col 0 
 
    movzx   ecx,al              ; in      eax 
    movzx   ecx, etab_b(ecx)    ; out     eax 
    xor     edx,ecx             ; scratch ecx,edx 
    movzx   ecx,ah 
    movzx   ecx, etab_b(ecx) 
    shl     ecx,8 
    xor     edx,ecx 
    shr     eax,16 
    movzx   ecx,al 
    movzx   ecx, etab_b(ecx) 
    shl     ecx,16 
    xor     edx,ecx 
    movzx   ecx,ah 
    movzx   ecx, etab_b(ecx) 
    shl     ecx,24 
    xor     edx,ecx 
 
 
    mov     eax,edx 
 
%endmacro 
 
%endif 
     
; offsets to parameters 
 
in_blk  equ     4   ; input byte array address parameter 
out_blk equ     8   ; output byte array address parameter 
ctx     equ    12   ; AES context structure 
stk_spc equ    16   ; stack space 
 
%ifdef  ENCRYPTION 
 
%define ENCRYPTION_TABLE 
 
%macro _enc_round 0 
 
    add     ebp,16 
    mov     esi,[ebp+8] 
    mov     edi,[ebp+12] 
    push    ebp 
    rnd_fun nr_xor, nr_mov 
    mov     eax,ebp 
    pop     ebp 
    mov     ecx,esi 
    mov     edx,edi 
    xor     eax,[ebp] 
    xor     ebx,[ebp+4] 
 
 
 
%endmacro 
 
%ifdef REDUCE_CODE_SIZE 
 
enc_round: 
    _enc_round 
    ret 
 
%else 
 
%macro enc_round 0 
    _enc_round 
%endmacro 
 
%endif 
 
%macro enc_last_round 0 
 
    add     ebp,16 
    mov     esi,[ebp+8] 
    mov     edi,[ebp+12] 
    push    ebp 
    rnd_fun lr_xor, lr_mov 
    mov     eax,ebp 
    pop     ebp 
    xor     eax,[ebp] 
    xor     ebx,[ebp+4] 
 
%endmacro 
 
 
 
;   AES Encryption Subroutine 
 
    do_name _aes_encrypt,12 
    push    ebp 
    push    ebx 
    push    esi 
    push    edi 
 
;   load the input block 
 
    mov     esi,[esp+in_blk+stk_spc] ; input pointer 
    mov     eax,[esi   ] 
    mov     ebx,[esi+ 4] 
    mov     ecx,[esi+ 8] 
    mov     edx,[esi+12] 
 
;   and xor in first key block 
 
    mov     ebp,[esp+ctx+stk_spc]    ; key pointer 
    movzx   edi,byte [ebp+4*KS_LENGTH] 
    xor     eax,[ebp   ] 
    xor     ebx,[ebp+ 4] 
    xor     ecx,[ebp+ 8] 
    xor     edx,[ebp+12] 
 
;   determine the number of rounds 
 
    cmp     edi,10*16 
    je      .3 
 
 
    cmp     edi,12*16 
    je      .2 
    cmp     edi,14*16 
    je      .1 
    mov     eax,-1 
    jmp     .5 
 
;   do the encryption rounds 
 
.1: mf_call enc_round 
    mf_call enc_round 
.2: mf_call enc_round 
    mf_call enc_round 
.3: mf_call enc_round 
    mf_call enc_round 
    mf_call enc_round 
    mf_call enc_round 
    mf_call enc_round 
    mf_call enc_round 
    mf_call enc_round 
    mf_call enc_round 
    mf_call enc_round 
    enc_last_round 
 
;   output the block 
 
    mov     edx,[esp+out_blk+stk_spc] 
    mov     [edx   ],eax 
    mov     [edx+ 4],ebx 
    mov     [edx+ 8],esi 
 
 
    mov     [edx+12],edi 
    xor     eax,eax 
 
.5: pop     edi 
    pop     esi 
    pop     ebx 
    pop     ebp 
    do_exit 12 
 
%endif 
 
%macro f_key 2 
 
    push    ecx 
    push    edx 
    mov     edx,esi 
    ror     eax,8 
    mf_call l3s_col 
    mov     esi,eax 
    pop     edx 
    pop     ecx 
    xor     esi,rc_val 
 
    mov     [ebp+%1*%2],esi 
    xor     edi,esi 
    mov     [ebp+%1*%2+4],edi 
    xor     ecx,edi 
    mov     [ebp+%1*%2+8],ecx 
    xor     edx,ecx 
    mov     [ebp+%1*%2+12],edx 
 
 
    mov     eax,edx 
 
%if %2 == 24 
 
%if %1 < 7 
    xor     eax,[ebp+%1*%2+16-%2] 
    mov     [ebp+%1*%2+16],eax 
    xor     eax,[ebp+%1*%2+20-%2] 
    mov     [ebp+%1*%2+20],eax 
%endif 
 
%elif %2 == 32 
 
%if %1 < 6 
    push    ecx 
    push    edx 
    mov     edx,[ebp+%1*%2+16-%2] 
    mf_call l3s_col 
    pop     edx 
    pop     ecx 
    mov     [ebp+%1*%2+16],eax 
    xor     eax,[ebp+%1*%2+20-%2] 
    mov     [ebp+%1*%2+20],eax 
    xor     eax,[ebp+%1*%2+24-%2] 
    mov     [ebp+%1*%2+24],eax 
    xor     eax,[ebp+%1*%2+28-%2] 
    mov     [ebp+%1*%2+28],eax 
%endif 
 
%endif 
 
 
 
%assign rc_val f2(rc_val) 
 
%endmacro 
 
%ifdef ENCRYPTION_KEY_SCHEDULE 
 
%ifdef  AES_128 
 
%ifndef ENCRYPTION_TABLE 
%define ENCRYPTION_TABLE 
%endif 
 
%assign rc_val  1 
 
    align   32 
    do_name _aes_encrypt_key128,8 
    push    ebp 
    push    ebx 
    push    esi 
    push    edi 
 
    mov     ebp,[esp+24] 
    mov     [ebp+4*KS_LENGTH],dword 10*16 
    mov     ebx,[esp+20] 
 
    mov     esi,[ebx] 
    mov     [ebp],esi 
    mov     edi,[ebx+4] 
    mov     [ebp+4],edi 
 
 
    mov     ecx,[ebx+8] 
    mov     [ebp+8],ecx 
    mov     edx,[ebx+12] 
    mov     [ebp+12],edx 
    add     ebp,16 
    mov     eax,edx 
 
    f_key   0,16        ; 11 * 4 = 44 unsigned longs 
    f_key   1,16        ; 4 + 4 * 10 generated = 44 
    f_key   2,16 
    f_key   3,16 
    f_key   4,16 
    f_key   5,16 
    f_key   6,16 
    f_key   7,16 
    f_key   8,16 
    f_key   9,16 
 
    pop     edi 
    pop     esi 
    pop     ebx 
    pop     ebp 
    xor     eax,eax 
    do_exit  8 
 
%endif 
 
%ifdef  AES_192 
 
%ifndef ENCRYPTION_TABLE 
 
 
%define ENCRYPTION_TABLE 
%endif 
 
%assign rc_val  1 
 
    align   32 
    do_name _aes_encrypt_key192,8 
    push    ebp 
    push    ebx 
    push    esi 
    push    edi 
 
    mov     ebp,[esp+24] 
    mov     [ebp+4*KS_LENGTH],dword 12 * 16 
    mov     ebx,[esp+20] 
 
    mov     esi,[ebx] 
    mov     [ebp],esi 
    mov     edi,[ebx+4] 
    mov     [ebp+4],edi 
    mov     ecx,[ebx+8] 
    mov     [ebp+8],ecx 
    mov     edx,[ebx+12] 
    mov     [ebp+12],edx 
    mov     eax,[ebx+16] 
    mov     [ebp+16],eax 
    mov     eax,[ebx+20] 
    mov     [ebp+20],eax 
    add     ebp,24 
 
 
 
    f_key   0,24        ; 13 * 4 = 52 unsigned longs 
    f_key   1,24        ; 6 + 6 * 8 generated = 54 
    f_key   2,24 
    f_key   3,24 
    f_key   4,24 
    f_key   5,24 
    f_key   6,24 
    f_key   7,24 
 
    pop     edi 
    pop     esi 
    pop     ebx 
    pop     ebp 
    xor     eax,eax 
    do_exit  8 
 
%endif 
 
%ifdef  AES_256 
 
%ifndef ENCRYPTION_TABLE 
%define ENCRYPTION_TABLE 
%endif 
 
%assign rc_val  1 
 
    align   32 
    do_name _aes_encrypt_key256,8 
    push    ebp 
    push    ebx 
 
 
    push    esi 
    push    edi 
 
    mov     ebp,[esp+24] 
    mov     [ebp+4*KS_LENGTH],dword 14 * 16 
    mov     ebx,[esp+20] 
 
    mov     esi,[ebx] 
    mov     [ebp],esi 
    mov     edi,[ebx+4] 
    mov     [ebp+4],edi 
    mov     ecx,[ebx+8] 
    mov     [ebp+8],ecx 
    mov     edx,[ebx+12] 
    mov     [ebp+12],edx 
    mov     eax,[ebx+16] 
    mov     [ebp+16],eax 
    mov     eax,[ebx+20] 
    mov     [ebp+20],eax 
    mov     eax,[ebx+24] 
    mov     [ebp+24],eax 
    mov     eax,[ebx+28] 
    mov     [ebp+28],eax 
    add     ebp,32 
 
    f_key   0,32        ; 15 * 4 = 60 unsigned longs 
    f_key   1,32        ; 8 + 8 * 7 generated = 64 
    f_key   2,32 
    f_key   3,32 
    f_key   4,32 
 
 
    f_key   5,32 
    f_key   6,32 
 
    pop     edi 
    pop     esi 
    pop     ebx 
    pop     ebp 
    xor     eax,eax 
    do_exit  8 
 
%endif 
 
%ifdef  AES_VAR 
 
%ifndef ENCRYPTION_TABLE 
%define ENCRYPTION_TABLE 
%endif 
 
    align   32 
    do_name _aes_encrypt_key,12 
 
    mov     ecx,[esp+4] 
    mov     eax,[esp+8] 
    mov     edx,[esp+12] 
    push    edx 
    push    ecx 
 
    cmp     eax,16 
    je      .1 
    cmp     eax,128 
 
 
    je      .1 
 
    cmp     eax,24 
    je      .2 
    cmp     eax,192 
    je      .2 
 
    cmp     eax,32 
    je      .3 
    cmp     eax,256 
    je      .3 
    mov     eax,-1 
    add     esp,8 
    do_exit 12 
 
.1: do_call _aes_encrypt_key128,8 
    do_exit 12 
.2: do_call _aes_encrypt_key192,8 
    do_exit 12 
.3: do_call _aes_encrypt_key256,8 
    do_exit 12 
 
%endif 
 
%endif 
 
%ifdef  DECRYPTION 
 
%define DECRYPTION_TABLE 
 
 
 
%define dtab_0(x)   [dec_tab+  8*x] 
%define dtab_1(x)   [dec_tab+3+8*x] 
%define dtab_2(x)   [dec_tab+2+8*x] 
%define dtab_3(x)   [dec_tab+1+8*x] 
%define dtab_x(x)   byte [dec_tab+7+8*x] 
 
%macro irn_fun 2 
 
    rol     eax,16 
    %1      esi, cl, 0, ebp 
    %1      esi, bh, 1, ebp 
    %1      esi, al, 2, ebp 
    %1      edi, dl, 0, ebp 
    %1      edi, ch, 1, ebp 
    %1      edi, ah, 3, ebp 
    %2      ebp, bl, 0, ebp 
    shr     eax,16 
    and     ebx,0xffff0000 
    or      ebx,eax 
    shr     ecx,16 
    %1      ebp, bh, 1, eax 
    %1      ebp, ch, 3, eax 
    %2      eax, cl, 2, ecx 
    %1      eax, bl, 0, ecx 
    %1      eax, dh, 1, ecx 
    shr     ebx,16 
    shr     edx,16 
    %1      esi, dh, 3, ecx 
    %1      ebp, dl, 2, ecx 
    %1      eax, bh, 3, ecx 
 
 
    %1      edi, bl, 2, ecx 
 
%endmacro 
 
; Basic MOV and XOR Operations for normal rounds 
 
%macro  ni_xor  4 
    movzx   %4,%2 
    xor     %1,dtab_%3(%4) 
%endmacro 
 
%macro  ni_mov  4 
    movzx   %4,%2 
    mov     %1,dtab_%3(%4) 
%endmacro 
 
; Basic MOV and XOR Operations for last round 
 
%macro  li_xor  4 
    movzx   %4,%2 
    movzx   %4,dtab_x(%4) 
%if %3 != 0 
    shl     %4,8*%3 
%endif 
    xor     %1,%4 
%endmacro 
 
%macro  li_mov  4 
    movzx   %4,%2 
    movzx   %1,dtab_x(%4) 
 
 
%if %3 != 0 
    shl     %1,8*%3 
%endif 
%endmacro 
 
%macro _dec_round 0 
 
%ifdef AES_REV_DKS 
    add     ebp,16 
%else 
    sub     ebp,16 
%endif 
    mov     esi,[ebp+8] 
    mov     edi,[ebp+12] 
    push    ebp 
    irn_fun ni_xor, ni_mov 
    mov     ebx,ebp 
    pop     ebp 
    mov     ecx,esi 
    mov     edx,edi 
    xor     eax,[ebp] 
    xor     ebx,[ebp+4] 
 
%endmacro 
 
%ifdef REDUCE_CODE_SIZE 
 
    section .text align=32 
dec_round: 
    _dec_round 
 
 
    ret 
 
%else 
 
%macro dec_round 0 
    _dec_round 
%endmacro 
 
%endif 
 
%macro dec_last_round 0 
 
%ifdef AES_REV_DKS 
    add     ebp,16 
%else 
    sub     ebp,16 
%endif 
    mov     esi,[ebp+8] 
    mov     edi,[ebp+12] 
    push    ebp 
    irn_fun li_xor, li_mov 
    mov     ebx,ebp 
    pop     ebp 
    xor     eax,[ebp] 
    xor     ebx,[ebp+4] 
 
%endmacro 
 
; AES Decryption Subroutine 
 
 
 
    do_name _aes_decrypt,12 
    push    ebp 
    push    ebx 
    push    esi 
    push    edi 
 
;   load the input block 
 
    mov     esi,[esp+in_blk+stk_spc] ; input pointer 
    mov     eax,[esi   ] 
    mov     ebx,[esi+ 4] 
    mov     ecx,[esi+ 8] 
    mov     edx,[esi+12] 
    lea     esi,[esi+16] 
 
;   xor in the first round key 
 
    mov     ebp,[esp+ctx+stk_spc]    ; key pointer 
    movzx   edi,byte[ebp+4*KS_LENGTH] 
%ifndef  AES_REV_DKS        ; if decryption key schedule is not reversed 
    lea     ebp,[ebp+edi]   ; we have to access it from the top down 
%endif 
    xor     eax,[ebp   ]    ; key schedule 
    xor     ebx,[ebp+ 4] 
    xor     ecx,[ebp+ 8] 
    xor     edx,[ebp+12] 
 
;   determine the number of rounds 
 
    cmp     edi,10*16 
 
 
    je      .3 
    cmp     edi,12*16 
    je      .2 
    cmp     edi,14*16 
    je      .1 
    mov     eax,-1 
    jmp     .5 
 
;   perform the decryption rounds 
 
.1: mf_call dec_round 
    mf_call dec_round 
.2: mf_call dec_round 
    mf_call dec_round 
.3: mf_call dec_round 
    mf_call dec_round 
    mf_call dec_round 
    mf_call dec_round 
    mf_call dec_round 
    mf_call dec_round 
    mf_call dec_round 
    mf_call dec_round 
    mf_call dec_round 
    dec_last_round 
 
;   output the block 
 
    mov     ebp,[esp+out_blk+stk_spc] 
    mov     [ebp   ],eax 
    mov     [ebp+ 4],ebx 
 
 
    mov     [ebp+ 8],esi 
    mov     [ebp+12],edi 
    xor     eax,eax 
 
.5: pop     edi 
    pop     esi 
    pop     ebx 
    pop     ebp 
    do_exit 12 
 
%endif 
 
%ifdef REDUCE_CODE_SIZE 
 
    global _im_sub 
_im_sub: 
    mov     edx,[esp+4] 
inv_mix_col: 
    movzx   ecx,dl          ; input  eax, edx 
    movzx   ecx,etab_b(ecx) ; output eax 
    mov     eax,dtab_0(ecx) ; used   ecx 
    movzx   ecx,dh 
    shr     edx,16 
    movzx   ecx,etab_b(ecx) 
    xor     eax,dtab_1(ecx) 
    movzx   ecx,dl 
    movzx   ecx,etab_b(ecx) 
    xor     eax,dtab_2(ecx) 
    movzx   ecx,dh 
    movzx   ecx,etab_b(ecx) 
 
 
    xor     eax,dtab_3(ecx) 
    ret 
 
%else 
 
%macro  inv_mix_col 0    
 
    movzx   ecx,dl          ; input  eax, edx 
    movzx   ecx,etab_b(ecx) ; output eax 
    mov     eax,dtab_0(ecx) ; used   ecx 
    movzx   ecx,dh 
    shr     edx,16 
    movzx   ecx,etab_b(ecx) 
    xor     eax,dtab_1(ecx) 
    movzx   ecx,dl 
    movzx   ecx,etab_b(ecx) 
    xor     eax,dtab_2(ecx) 
    movzx   ecx,dh 
    movzx   ecx,etab_b(ecx) 
    xor     eax,dtab_3(ecx) 
 
%endmacro 
 
%endif 
 
%ifdef DECRYPTION_KEY_SCHEDULE 
 
%ifdef AES_128 
 
%ifndef DECRYPTION_TABLE 
 
 
%define DECRYPTION_TABLE 
%endif 
 
    align   32 
    do_name _aes_decrypt_key128,8 
    push    ebp 
    push    ebx 
    push    esi 
    push    edi 
     
    mov     eax,[esp+24]    ; context 
    mov     edx,[esp+20]    ; key 
    push    eax 
    push    edx 
    do_call _aes_encrypt_key128,8   ; generate expanded encryption key 
    mov     eax,10*16 
    mov     esi,[esp+24]    ; pointer to first round key 
    lea     edi,[esi+eax]   ; pointer to last round key 
    add     esi,32 
                            ; the inverse mix column transformation 
    mov     edx,[esi-16]    ; needs to be applied to all round keys 
    mf_call inv_mix_col     ; except first and last. Hence start by 
    mov     [esi-16],eax    ; transforming the four sub-keys in the 
    mov     edx,[esi-12]    ; second round key 
    mf_call inv_mix_col 
    mov     [esi-12],eax    ; transformations for subsequent rounds 
    mov     edx,[esi-8]     ; can then be made more efficient by 
    mf_call inv_mix_col     ; noting that for three of the four sub-keys 
    mov     [esi-8],eax     ; in the encryption round key ek[r]: 
    mov     edx,[esi-4]     ; 
 
 
    mf_call inv_mix_col     ;   ek[r][n] = ek[r][n-1] ^ ek[r-1][n] 
    mov     [esi-4],eax     ; 
                            ; where n is 1..3. Hence the corresponding 
.0: mov     edx,[esi]       ; subkeys in the decryption round key dk[r] 
    mf_call inv_mix_col     ; also obey since inv_mix_col is linear in 
    mov     [esi],eax       ; GF(256): 
    xor     eax,[esi-12]    ; 
    mov     [esi+4],eax     ;   dk[r][n] = dk[r][n-1] ^ dk[r-1][n] 
    xor     eax,[esi-8]     ; 
    mov     [esi+8],eax     ; So we only need one inverse mix column 
    xor     eax,[esi-4]     ; operation (n = 0) for each four word cycle 
    mov     [esi+12],eax    ; in the expanded key. 
    add     esi,16 
    cmp     edi,esi 
    jg      .0 
    jmp     dec_end 
 
%endif 
 
%ifdef AES_192 
 
%ifndef DECRYPTION_TABLE 
%define DECRYPTION_TABLE 
%endif 
 
    align   32 
    do_name _aes_decrypt_key192,8 
    push    ebp 
    push    ebx 
    push    esi 
 
 
    push    edi 
     
    mov     eax,[esp+24]    ; context 
    mov     edx,[esp+20]    ; key 
    push    eax 
    push    edx 
    do_call _aes_encrypt_key192,8   ; generate expanded encryption key 
    mov     eax,12*16 
    mov     esi,[esp+24]    ; first round key 
    lea     edi,[esi+eax]   ; last round key 
    add     esi,48          ; the first 6 words are the key, of 
                            ; which the top 2 words are part of 
    mov     edx,[esi-32]    ; the second round key and hence 
    mf_call inv_mix_col     ; need to be modified. After this we 
    mov     [esi-32],eax    ; need to do a further six values prior 
    mov     edx,[esi-28]    ; to using a more efficient technique 
    mf_call inv_mix_col     ; based on: 
    mov     [esi-28],eax    ; 
                            ; dk[r][n] = dk[r][n-1] ^ dk[r-1][n] 
    mov     edx,[esi-24]    ; 
    mf_call inv_mix_col     ; for n = 1 .. 5 where the key expansion 
    mov     [esi-24],eax    ; cycle is now 6 words long 
    mov     edx,[esi-20] 
    mf_call inv_mix_col 
    mov     [esi-20],eax 
    mov     edx,[esi-16] 
    mf_call inv_mix_col 
    mov     [esi-16],eax 
    mov     edx,[esi-12] 
    mf_call inv_mix_col 
 
 
    mov     [esi-12],eax 
    mov     edx,[esi-8] 
    mf_call inv_mix_col 
    mov     [esi-8],eax 
    mov     edx,[esi-4] 
    mf_call inv_mix_col 
    mov     [esi-4],eax 
 
.0: mov     edx,[esi]       ; the expanded key is 13 * 4 = 44 32-bit words 
    mf_call inv_mix_col     ; of which 11 * 4 = 44 have to be modified 
    mov     [esi],eax       ; using inv_mix_col.  We have already done 8 
    xor     eax,[esi-20]    ; of these so 36 are left - hence we need 
    mov     [esi+4],eax     ; exactly 6 loops of six here 
    xor     eax,[esi-16] 
    mov     [esi+8],eax 
    xor     eax,[esi-12] 
    mov     [esi+12],eax 
    xor     eax,[esi-8] 
    mov     [esi+16],eax 
    xor     eax,[esi-4] 
    mov     [esi+20],eax 
    add     esi,24 
    cmp     edi,esi 
    jg      .0 
    jmp     dec_end 
 
%endif 
 
%ifdef AES_256 
 
 
 
%ifndef DECRYPTION_TABLE 
%define DECRYPTION_TABLE 
%endif 
 
    align   32 
    do_name _aes_decrypt_key256,8 
    push    ebp 
    push    ebx 
    push    esi 
    push    edi 
     
    mov     eax,[esp+24] 
    mov     edx,[esp+20] 
    push    eax 
    push    edx 
    do_call _aes_encrypt_key256,8   ; generate expanded encryption key 
    mov     eax,14*16 
    mov     esi,[esp+24] 
    lea     edi,[esi+eax] 
    add     esi,64 
 
    mov     edx,[esi-48]    ; the primary key is 8 words, of which 
    mf_call inv_mix_col     ; the top four require modification 
    mov     [esi-48],eax 
    mov     edx,[esi-44] 
    mf_call inv_mix_col 
    mov     [esi-44],eax 
    mov     edx,[esi-40] 
    mf_call inv_mix_col 
    mov     [esi-40],eax 
 
 
    mov     edx,[esi-36] 
    mf_call inv_mix_col 
    mov     [esi-36],eax 
 
    mov     edx,[esi-32]    ; the encryption key expansion cycle is 
    mf_call inv_mix_col     ; now eight words long so we need to 
    mov     [esi-32],eax    ; start by doing one complete block 
    mov     edx,[esi-28] 
    mf_call inv_mix_col 
    mov     [esi-28],eax 
    mov     edx,[esi-24] 
    mf_call inv_mix_col 
    mov     [esi-24],eax 
    mov     edx,[esi-20] 
    mf_call inv_mix_col 
    mov     [esi-20],eax 
    mov     edx,[esi-16] 
    mf_call inv_mix_col 
    mov     [esi-16],eax 
    mov     edx,[esi-12] 
    mf_call inv_mix_col 
    mov     [esi-12],eax 
    mov     edx,[esi-8] 
    mf_call inv_mix_col 
    mov     [esi-8],eax 
    mov     edx,[esi-4] 
    mf_call inv_mix_col 
    mov     [esi-4],eax 
 
.0: mov     edx,[esi]       ; we can now speed up the remaining 
 
 
    mf_call inv_mix_col     ; rounds by using the technique 
    mov     [esi],eax       ; outlined earlier.  But note that 
    xor     eax,[esi-28]    ; there is one extra inverse mix 
    mov     [esi+4],eax     ; column operation as the 256 bit 
    xor     eax,[esi-24]    ; key has an extra non-linear step 
    mov     [esi+8],eax     ; for the midway element. 
    xor     eax,[esi-20] 
    mov     [esi+12],eax    ; the expanded key is 15 * 4 = 60 
    mov     edx,[esi+16]    ; 32-bit words of which 52 need to 
    mf_call inv_mix_col     ; be modified.  We have already done 
    mov     [esi+16],eax    ; 12 so 40 are left - which means 
    xor     eax,[esi-12]    ; that we need exactly 5 loops of 8 
    mov     [esi+20],eax 
    xor     eax,[esi-8] 
    mov     [esi+24],eax 
    xor     eax,[esi-4] 
    mov     [esi+28],eax 
    add     esi,32 
    cmp     edi,esi 
    jg      .0 
 
%endif 
 
dec_end: 
 
%ifdef AES_REV_DKS 
 
    mov     esi,[esp+24]    ; this reverses the order of the 
.1: mov     eax,[esi]       ; round keys if required 
    mov     ebx,[esi+4] 
 
 
    mov     ebp,[edi] 
    mov     edx,[edi+4] 
    mov     [esi],ebp 
    mov     [esi+4],edx 
    mov     [edi],eax 
    mov     [edi+4],ebx 
 
    mov     eax,[esi+8] 
    mov     ebx,[esi+12] 
    mov     ebp,[edi+8] 
    mov     edx,[edi+12] 
    mov     [esi+8],ebp 
    mov     [esi+12],edx 
    mov     [edi+8],eax 
    mov     [edi+12],ebx 
 
    add     esi,16 
    sub     edi,16 
    cmp     edi,esi 
    jg      .1 
 
%endif 
 
    pop     edi 
    pop     esi 
    pop     ebx 
    pop     ebp 
    xor     eax,eax 
    do_exit  8 
 
 
 
%ifdef AES_VAR 
 
    align   32 
    do_name _aes_decrypt_key,12 
 
    mov     ecx,[esp+4] 
    mov     eax,[esp+8] 
    mov     edx,[esp+12] 
    push    edx 
    push    ecx 
 
    cmp     eax,16 
    je      .1 
    cmp     eax,128 
    je      .1 
 
    cmp     eax,24 
    je      .2 
    cmp     eax,192 
    je      .2 
 
    cmp     eax,32 
    je      .3 
    cmp     eax,256 
    je      .3 
    mov     eax,-1 
    add     esp,8 
    do_exit 12 
 
.1: do_call _aes_decrypt_key128,8 
 
 
    do_exit 12 
.2: do_call _aes_decrypt_key192,8 
    do_exit 12 
.3: do_call _aes_decrypt_key256,8 
    do_exit 12 
 
%endif 
 
%endif 
 
    section .data align=32 
 
%ifdef ENCRYPTION_TABLE 
 
; S-box data - 256 entries 
 
%define u8(x)   0, x, x, f3(x), f2(x), x, x, f3(x) 
 
enc_tab: 
    db  u8(0x63),u8(0x7c),u8(0x77),u8(0x7b),u8(0xf2),u8(0x6b),u8(0x6f),u8(0xc5) 
    db  u8(0x30),u8(0x01),u8(0x67),u8(0x2b),u8(0xfe),u8(0xd7),u8(0xab),u8(0x76) 
    db  u8(0xca),u8(0x82),u8(0xc9),u8(0x7d),u8(0xfa),u8(0x59),u8(0x47),u8(0xf0) 
    db  u8(0xad),u8(0xd4),u8(0xa2),u8(0xaf),u8(0x9c),u8(0xa4),u8(0x72),u8(0xc0) 
    db  u8(0xb7),u8(0xfd),u8(0x93),u8(0x26),u8(0x36),u8(0x3f),u8(0xf7),u8(0xcc) 
    db  u8(0x34),u8(0xa5),u8(0xe5),u8(0xf1),u8(0x71),u8(0xd8),u8(0x31),u8(0x15) 
    db  u8(0x04),u8(0xc7),u8(0x23),u8(0xc3),u8(0x18),u8(0x96),u8(0x05),u8(0x9a) 
    db  u8(0x07),u8(0x12),u8(0x80),u8(0xe2),u8(0xeb),u8(0x27),u8(0xb2),u8(0x75) 
    db  u8(0x09),u8(0x83),u8(0x2c),u8(0x1a),u8(0x1b),u8(0x6e),u8(0x5a),u8(0xa0) 
    db  u8(0x52),u8(0x3b),u8(0xd6),u8(0xb3),u8(0x29),u8(0xe3),u8(0x2f),u8(0x84) 
    db  u8(0x53),u8(0xd1),u8(0x00),u8(0xed),u8(0x20),u8(0xfc),u8(0xb1),u8(0x5b) 
 
 
    db  u8(0x6a),u8(0xcb),u8(0xbe),u8(0x39),u8(0x4a),u8(0x4c),u8(0x58),u8(0xcf) 
    db  u8(0xd0),u8(0xef),u8(0xaa),u8(0xfb),u8(0x43),u8(0x4d),u8(0x33),u8(0x85) 
    db  u8(0x45),u8(0xf9),u8(0x02),u8(0x7f),u8(0x50),u8(0x3c),u8(0x9f),u8(0xa8) 
    db  u8(0x51),u8(0xa3),u8(0x40),u8(0x8f),u8(0x92),u8(0x9d),u8(0x38),u8(0xf5) 
    db  u8(0xbc),u8(0xb6),u8(0xda),u8(0x21),u8(0x10),u8(0xff),u8(0xf3),u8(0xd2) 
    db  u8(0xcd),u8(0x0c),u8(0x13),u8(0xec),u8(0x5f),u8(0x97),u8(0x44),u8(0x17) 
    db  u8(0xc4),u8(0xa7),u8(0x7e),u8(0x3d),u8(0x64),u8(0x5d),u8(0x19),u8(0x73) 
    db  u8(0x60),u8(0x81),u8(0x4f),u8(0xdc),u8(0x22),u8(0x2a),u8(0x90),u8(0x88) 
    db  u8(0x46),u8(0xee),u8(0xb8),u8(0x14),u8(0xde),u8(0x5e),u8(0x0b),u8(0xdb) 
    db  u8(0xe0),u8(0x32),u8(0x3a),u8(0x0a),u8(0x49),u8(0x06),u8(0x24),u8(0x5c) 
    db  u8(0xc2),u8(0xd3),u8(0xac),u8(0x62),u8(0x91),u8(0x95),u8(0xe4),u8(0x79) 
    db  u8(0xe7),u8(0xc8),u8(0x37),u8(0x6d),u8(0x8d),u8(0xd5),u8(0x4e),u8(0xa9) 
    db  u8(0x6c),u8(0x56),u8(0xf4),u8(0xea),u8(0x65),u8(0x7a),u8(0xae),u8(0x08) 
    db  u8(0xba),u8(0x78),u8(0x25),u8(0x2e),u8(0x1c),u8(0xa6),u8(0xb4),u8(0xc6) 
    db  u8(0xe8),u8(0xdd),u8(0x74),u8(0x1f),u8(0x4b),u8(0xbd),u8(0x8b),u8(0x8a) 
    db  u8(0x70),u8(0x3e),u8(0xb5),u8(0x66),u8(0x48),u8(0x03),u8(0xf6),u8(0x0e) 
    db  u8(0x61),u8(0x35),u8(0x57),u8(0xb9),u8(0x86),u8(0xc1),u8(0x1d),u8(0x9e) 
    db  u8(0xe1),u8(0xf8),u8(0x98),u8(0x11),u8(0x69),u8(0xd9),u8(0x8e),u8(0x94) 
    db  u8(0x9b),u8(0x1e),u8(0x87),u8(0xe9),u8(0xce),u8(0x55),u8(0x28),u8(0xdf) 
    db  u8(0x8c),u8(0xa1),u8(0x89),u8(0x0d),u8(0xbf),u8(0xe6),u8(0x42),u8(0x68) 
    db  u8(0x41),u8(0x99),u8(0x2d),u8(0x0f),u8(0xb0),u8(0x54),u8(0xbb),u8(0x16) 
 
%endif 
 
%ifdef DECRYPTION_TABLE 
 
; Inverse S-box data - 256 entries 
 
%define v8(x)   fe(x), f9(x), fd(x), fb(x), fe(x), f9(x), fd(x), x 
 
 
 
dec_tab: 
    db  v8(0x52),v8(0x09),v8(0x6a),v8(0xd5),v8(0x30),v8(0x36),v8(0xa5),v8(0x38) 
    db  v8(0xbf),v8(0x40),v8(0xa3),v8(0x9e),v8(0x81),v8(0xf3),v8(0xd7),v8(0xfb) 
    db  v8(0x7c),v8(0xe3),v8(0x39),v8(0x82),v8(0x9b),v8(0x2f),v8(0xff),v8(0x87) 
    db  v8(0x34),v8(0x8e),v8(0x43),v8(0x44),v8(0xc4),v8(0xde),v8(0xe9),v8(0xcb) 
    db  v8(0x54),v8(0x7b),v8(0x94),v8(0x32),v8(0xa6),v8(0xc2),v8(0x23),v8(0x3d) 
    db  v8(0xee),v8(0x4c),v8(0x95),v8(0x0b),v8(0x42),v8(0xfa),v8(0xc3),v8(0x4e) 
    db  v8(0x08),v8(0x2e),v8(0xa1),v8(0x66),v8(0x28),v8(0xd9),v8(0x24),v8(0xb2) 
    db  v8(0x76),v8(0x5b),v8(0xa2),v8(0x49),v8(0x6d),v8(0x8b),v8(0xd1),v8(0x25) 
    db  v8(0x72),v8(0xf8),v8(0xf6),v8(0x64),v8(0x86),v8(0x68),v8(0x98),v8(0x16) 
    db  v8(0xd4),v8(0xa4),v8(0x5c),v8(0xcc),v8(0x5d),v8(0x65),v8(0xb6),v8(0x92) 
    db  v8(0x6c),v8(0x70),v8(0x48),v8(0x50),v8(0xfd),v8(0xed),v8(0xb9),v8(0xda) 
    db  v8(0x5e),v8(0x15),v8(0x46),v8(0x57),v8(0xa7),v8(0x8d),v8(0x9d),v8(0x84) 
    db  v8(0x90),v8(0xd8),v8(0xab),v8(0x00),v8(0x8c),v8(0xbc),v8(0xd3),v8(0x0a) 
    db  v8(0xf7),v8(0xe4),v8(0x58),v8(0x05),v8(0xb8),v8(0xb3),v8(0x45),v8(0x06) 
    db  v8(0xd0),v8(0x2c),v8(0x1e),v8(0x8f),v8(0xca),v8(0x3f),v8(0x0f),v8(0x02) 
    db  v8(0xc1),v8(0xaf),v8(0xbd),v8(0x03),v8(0x01),v8(0x13),v8(0x8a),v8(0x6b) 
    db  v8(0x3a),v8(0x91),v8(0x11),v8(0x41),v8(0x4f),v8(0x67),v8(0xdc),v8(0xea) 
    db  v8(0x97),v8(0xf2),v8(0xcf),v8(0xce),v8(0xf0),v8(0xb4),v8(0xe6),v8(0x73) 
    db  v8(0x96),v8(0xac),v8(0x74),v8(0x22),v8(0xe7),v8(0xad),v8(0x35),v8(0x85) 
    db  v8(0xe2),v8(0xf9),v8(0x37),v8(0xe8),v8(0x1c),v8(0x75),v8(0xdf),v8(0x6e) 
    db  v8(0x47),v8(0xf1),v8(0x1a),v8(0x71),v8(0x1d),v8(0x29),v8(0xc5),v8(0x89) 
    db  v8(0x6f),v8(0xb7),v8(0x62),v8(0x0e),v8(0xaa),v8(0x18),v8(0xbe),v8(0x1b) 
    db  v8(0xfc),v8(0x56),v8(0x3e),v8(0x4b),v8(0xc6),v8(0xd2),v8(0x79),v8(0x20) 
    db  v8(0x9a),v8(0xdb),v8(0xc0),v8(0xfe),v8(0x78),v8(0xcd),v8(0x5a),v8(0xf4) 
    db  v8(0x1f),v8(0xdd),v8(0xa8),v8(0x33),v8(0x88),v8(0x07),v8(0xc7),v8(0x31) 
    db  v8(0xb1),v8(0x12),v8(0x10),v8(0x59),v8(0x27),v8(0x80),v8(0xec),v8(0x5f) 
    db  v8(0x60),v8(0x51),v8(0x7f),v8(0xa9),v8(0x19),v8(0xb5),v8(0x4a),v8(0x0d) 
    db  v8(0x2d),v8(0xe5),v8(0x7a),v8(0x9f),v8(0x93),v8(0xc9),v8(0x9c),v8(0xef) 
    db  v8(0xa0),v8(0xe0),v8(0x3b),v8(0x4d),v8(0xae),v8(0x2a),v8(0xf5),v8(0xb0) 
 
 
    db  v8(0xc8),v8(0xeb),v8(0xbb),v8(0x3c),v8(0x83),v8(0x53),v8(0x99),v8(0x61) 
    db  v8(0x17),v8(0x2b),v8(0x04),v8(0x7e),v8(0xba),v8(0x77),v8(0xd6),v8(0x26) 
    db  v8(0xe1),v8(0x69),v8(0x14),v8(0x63),v8(0x55),v8(0x21),v8(0x0c),v8(0x7d) 
 
%endif 
 
    end 
    #ifndef __GNUC__ 
#  include <windows.h> 
#endif 
#include <direct.h> 
#include "aes.h" 
#include "aesaux.h" 
#include "aestst.h" 
 
#if defined(__cplusplus) 
extern "C" 
{ 
#endif 
 
char *st[8] = { "vk", "vt", "nk", "nt", "me", "md", "me", "md" }; 
 
char *file_name(char* buf, size_t len, const unsigned long type, const unsigned long blen, const 
unsigned long klen) 
{   char *sp; 
 
    if(len < 12) 
        return 0; 
    sp = copy_str(buf, (type < 6 ? "ecb" : "cbc")); 
    sp = copy_str(sp, st[type]); 
 
 
    *sp++ = ('0' + (char)blen / 4); 
    *sp++ = ('0' + (char)klen / 4); 
    sp = copy_str(sp, ".txt"); 
    *sp = '\0'; 
    return buf; 
} 
 
const char *pos(const char *s) 
{ 
    while(*s++ != '=') 
        ; 
    while(*s++ == ' ') 
        ; 
    return s - 1; 
} 
 
// Strings to locate lines in test vector files 
 
const char *fstr[NO_LTYPES] = 
        { BADL_STR, BLEN_STR, KLEN_STR, TEST_STR, IV_STR, KEY_STR, PT_STR, 
CT_STR }; 
 
char    *hxx = "0123456789abcdef"; 
 
// Hexadecimal conversion from hex character to a number in range 0 <= no <= 15 
 
int to_hex(int ch) 
{ 
    return (ch & 15) + (ch >= '0' && ch <= '9' ? 0 : 9); 
} 
 
 
 
int get_line(FILE *inf, char s[]) 
{ 
    if(feof(inf)) 
        return EXIT_FAILURE; 
 
    return fgets(s, 100, inf) != s ? EXIT_FAILURE : EXIT_SUCCESS; 
} 
 
char *copy_str(char *d, const char *s) 
{ 
    while(*s) 
        *d++ = *s++; 
 
    *d = '\0'; 
    return d; 
} 
 
char *df_string(const char *f) 
{   char *p = f, *p1, *p2; 
  
    p1 = p2 = 0; 
    while(*p) 
        if(*p++ == '\\') 
        { 
            p1 = p2; p2  = p; 
        } 
    return (p1 ? p1 : p2 ? p2 : f); 
} 
 
 
 
// Read from a string of hexadecimal digits into an array of 8-bit bytes 
// Each pair of hexadecimal digits is used to compile one 8-bit unsigned char and 
// the first (last) digit forms the most (least) significant four bits 
// of each unsigned char. The hexadecimal digits are read from left (low) to right 
// (high) and are placed in increasing index positions in the unsigned char array 
 
int block_in(unsigned char l[], const char *p) 
{   int i = 0; 
 
    p = pos(p); 
 
    while(*p && *(p + 1) && isxdigit(*p) && isxdigit(*(p + 1))) 
    { 
        l[i++] = (to_hex(*p) << 4) + to_hex(*(p + 1)); p += 2; 
    } 
 
    return i; 
} 
 
// clears an array of 8-bit bytes 
 
void block_clear(unsigned char l[], const unsigned long len) 
{   unsigned char *lp = l; 
 
    while(lp < l + len) 
 
        *lp++ = 0; 
} 
 
// reverses the order of an array of 8-bit bytes 
 
 
 
void block_reverse(unsigned char l[], const unsigned long len) 
{    unsigned char  *blo = l, *bhi = l + len - 1, by; 
 
    while(blo < bhi) 
 
        by = *blo, *blo++ = *bhi, *bhi-- = by; 
} 
 
// copies an array of 8-bit bytes (non overlapping) 
 
void block_copy(unsigned char l[], const unsigned char r[], const unsigned long len) 
{   unsigned char          *lp = l; 
    const unsigned char    *rp = r; 
 
    while(lp < l + len) 
 
        *lp++ = *rp++; 
} 
 
// xors one array of 8-bit bytes with another 
 
void block_xor(unsigned char l[], const unsigned char r[], const unsigned long len) 
{   unsigned char          *lp = l; 
    const unsigned char    *rp = r; 
 
    while(lp < l + len) 
 
        *lp++ ^= *rp++; 
} 
 
 
 
// compares two arrays of 8-bit bytes and return true if the same or 
// false otherwise 
 
int block_cmp(const unsigned char l[], const unsigned char r[], const unsigned long len) 
{   const unsigned char    *lp = l, *rp = r; 
 
    while(lp < l + len) 
        if(*lp++ != *rp++) 
            return EXIT_FAILURE; 
 
    return EXIT_SUCCESS; 
} 
 
unsigned long rand32(void) 
{   static unsigned long   r4,r_cnt = (unsigned long)-1, w = 521288629, z = 362436069; 
 
    z = 36969 * (z & 65535) + (z >> 16); 
    w = 18000 * (w & 65535) + (w >> 16); 
 
    r_cnt = 0; r4 = (z << 16) + w; return r4; 
} 
 
unsigned char rand8(void) 
{   static unsigned long   r4,r_cnt = 4; 
 
    if(r_cnt == 4) 
    { 
        r4 = rand32(); r_cnt = 0; 
    } 
 
 
 
    return (char)(r4 >> (8 * r_cnt++)); 
} 
 
// fill a block with random charactrers 
 
void block_rndfill(unsigned char l[], unsigned long len) 
{   unsigned long  i; 
 
    for(i = 0; i < len; ++i) 
 
        l[i] = rand8(); 
} 
 
// Convert decimal number to a character string 
 
void put_dec(char *s, unsigned long val) 
{   char    *p = s, *q = s, ch; 
 
    do 
    { 
        *p++ = (char)('0' + (val % 10)); val /= 10; 
    } 
    while 
        (val); 
 
    *p-- = '\0'; 
 
    while(p > q) 
    { 
 
 
        ch = *p, *p-- = *q, *q++ = ch; 
    } 
} 
 
// Extract decimal number from a character string 
 
unsigned long get_dec(const char *s) 
{   const char  *p = pos(s); 
    unsigned long        nbr = 0; 
 
    while(*p && *p >= '0' && *p <= '9') 
    { 
        nbr = 10 * nbr + (*p - '0'); ++p; 
    } 
 
    return nbr; 
} 
 
// Compare two strings ignoring case 
 
int cmp_nocase(const char *s1, const char *s2) 
{   const char  *p1 = pos(s1), *p2 = pos(s2); 
 
    while(*p1 && *p2) 
    { 
        if(toupper(*p1) != toupper(*p2)) 
        { 
            return (toupper(*p1) < toupper(*p2) ? -1 : 1); 
        } 
 
 
 
        ++p1; ++p2; 
    } 
 
    while(*p1) p1++; while(*p2) p2++; 
 
    return (int)(p2 - s2) - (int)(p1 - s1); 
} 
 
// Input command line arguments 
 
int test_args(int argc, char *argv[], char des_chr, char tst_chr) 
{   int i, j; 
 
    for(i = 1; i < argc; ++i) 
    { 
        if(argv[i][0] != '-' && argv[i][0] != '/') 
 
            continue; 
 
        if(argv[i][1] != tolower(des_chr) && argv[i][1] != toupper(des_chr)) 
 
            continue; 
 
        else if(!tst_chr) 
 
            return TRUE; 
 
        if(argv[i][2] != ':') 
 
            continue; 
 
 
 
        for(j = 3; argv[i][j]; ++j) 
 
            if(argv[i][j] == tolower(tst_chr) || argv[i][j] == toupper(tst_chr)) 
 
                return TRUE; 
    } 
 
    return FALSE; 
} 
 
// Find a given string s2 in s1 
 
int find_string(const char *s1, const char s2[]) 
{   const char  *p1 = s1, *q1, *q2; 
 
    while(*p1) 
    { 
        q1 = p1; q2 = s2; 
 
        while(*q1 && *q2 && *q1 == *q2) 
        { 
            q1++; q2++; 
        } 
 
        if(!*q2) 
 
            return (int)(p1 - s1); 
 
        p1++; 
 
 
    } 
 
    return -1; 
} 
 
// Find a line with a given header and return line type 
// or -1 if end of file 
 
enum line_type find_line(FILE *inf, char str[]) 
{   int i; 
 
    while(get_line(inf, str) == EXIT_SUCCESS)   // input a line 
    { 
        for(i = 1; i < NO_LTYPES; ++i)  // compare line header 
        { 
            if(find_string(str, fstr[i]) >= 0) 
            { 
                return (enum line_type)i; 
            } 
        } 
    } 
 
    return bad_line;            // end of file 
} 
 
// Output an array of bytes to a string of hexadecimal digits using 
// the conventions described for input above.  But if type (ty) = 1 
// it outputs a test number in decimal notation 
 
 
 
void block_out(const enum line_type ty, const unsigned char b[], FILE *outf, const unsigned long 
len) 
{   unsigned int i; 
 
    fprintf(outf, "\n%s", fstr[ty]); 
 
    if(ty <= test_no) 
        fprintf(outf, "%i", len); 
    else 
        for(i = 0; i < len; ++i) 
            fprintf(outf, "%c%c", hxx[(b[i] >> 4) & 15], hxx[b[i] & 15]); 
} 
 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
 
HINSTANCE init_dll(fn_ptrs *fn) 
{   HINSTANCE   h_dll; 
    int ok = 1; 
 
#ifdef FIND_DLL 
   char* buf; 
 
   if((buf = _getcwd( NULL, 0 ))) 
   { 
      printf("\n%s", buf); 
      printf("\n%s", dll_path); 
      free(buf); 
   } 
#endif 
 
 
 
   if(!(h_dll = LoadLibrary(dll_path))) 
    { 
        DWORD dw = GetLastError(); 
        printf("\nLoadLibrary failed with error %d\n",  dw); 
        ExitProcess(dw); 
    } 
 
    fn->fn_enc_key128 = (g_enc_key*)GetProcAddress(h_dll, ek_name128); 
    fn->fn_enc_key192 = (g_enc_key*)GetProcAddress(h_dll, ek_name192); 
    fn->fn_enc_key256 = (g_enc_key*)GetProcAddress(h_dll, ek_name256); 
    fn->fn_enc_key = (g_enc_keyv*)GetProcAddress(h_dll, ek_name); 
    fn->fn_enc_blk = (g_enc_blk*)GetProcAddress(h_dll, eb_name); 
    fn->fn_dec_key128 = (g_dec_key*)GetProcAddress(h_dll, dk_name128); 
    fn->fn_dec_key192 = (g_dec_key*)GetProcAddress(h_dll, dk_name192); 
    fn->fn_dec_key256 = (g_dec_key*)GetProcAddress(h_dll, dk_name256); 
    fn->fn_dec_key = (g_dec_keyv*)GetProcAddress(h_dll, dk_name); 
    fn->fn_dec_blk = (g_dec_blk*)GetProcAddress(h_dll, db_name); 
 
#if defined( AES_128 ) 
    if(!fn->fn_enc_key128 || !fn->fn_dec_key128) 
        ok = 0; 
#endif 
 
#if defined( AES_192 ) 
    if(!fn->fn_enc_key192 || !fn->fn_dec_key192) 
        ok = 0; 
#endif 
 
#if defined( AES_256 ) 
    if(!fn->fn_enc_key128 || !fn->fn_dec_key128) 
 
 
        ok = 0; 
#endif 
 
#if defined( AES_VAR ) 
    if(!fn->fn_enc_key || !fn->fn_dec_key) 
        ok = 0; 
#endif 
 
    if(!fn->fn_enc_blk || !fn->fn_dec_blk) 
        ok = 0; 
 
#ifdef  AES_MODES 
 
    fn->fn_test_align = (g_talign*)GetProcAddress(h_dll, etad_name); 
    fn->fn_mode_reset = (g_reset*)GetProcAddress(h_dll, eres_name); 
    fn->fn_ecb_enc = (g_enc1*)GetProcAddress(h_dll, ecbe_name); 
    fn->fn_ecb_dec = (g_dec1*)GetProcAddress(h_dll, ecbd_name); 
    fn->fn_cbc_enc = (g_enc2*)GetProcAddress(h_dll, cbce_name); 
    fn->fn_cbc_dec = (g_dec2*)GetProcAddress(h_dll, cbcd_name); 
    fn->fn_cfb_enc = (g_enc3*)GetProcAddress(h_dll, cfbe_name); 
    fn->fn_cfb_dec = (g_enc3*)GetProcAddress(h_dll, cfbd_name); 
    fn->fn_ofb_cry = (g_enc3*)GetProcAddress(h_dll, ofb_name); 
    fn->fn_ctr_cry = (g_enc4*)GetProcAddress(h_dll, ctr_name); 
 
    if(   !fn->fn_mode_reset || !fn->fn_test_align 
       || !fn->fn_ecb_enc || !fn->fn_ecb_dec 
       || !fn->fn_cbc_enc || !fn->fn_cbc_dec 
       || !fn->fn_cfb_enc || !fn->fn_cfb_dec 
       || !fn->fn_ofb_cry || !fn->fn_ctr_cry ) 
       ok = 0; 
 
 
#endif 
 
    if(GetProcAddress(h_dll, gt_name)) 
        GetProcAddress(h_dll, gt_name)(); 
    else 
        ok = 0; 
 
    if(!ok) 
    { 
        printf("\n\nRequired DLL Entry Point(s) not found\n\n"); 
        FreeLibrary(h_dll); 
        return 0; 
    } 
 
    return h_dll; 
} 
 
#endif 
 
#if defined(__cplusplus) 
} 
#endif 
#ifndef AESAUX_H 
#define AESAUX_H 
 
#include <stdio.h> 
#include <stdlib.h> 
#include <ctype.h> 
 
#include "aestst.h" 
 
 
 
#if defined(__cplusplus) 
extern "C" 
{ 
#endif 
 
#define FALSE   0 
#define TRUE    1 
 
enum line_type { bad_line = 0, block_len, key_len, test_no, iv_val, key_val, pt_val, ct_val }; 
#define NO_LTYPES   8 
#define BADL_STR    "BADLINE=" 
#define BLEN_STR    "BLOCKSIZE=" 
#define KLEN_STR    "KEYSIZE=  " 
#define TEST_STR    "TEST= " 
#define IV_STR      "IV=   " 
#define KEY_STR     "KEY=  " 
#define PT_STR      "PT=   " 
#define CT_STR      "CT=   " 
 
char *file_name(char* buf, size_t len, const unsigned long type, const unsigned long blen, const 
unsigned long klen); 
const char *pos(const char *s); 
int to_hex(int ch); 
int get_line(FILE *inf, char s[]); 
char *copy_str(char *s, const char *fstr); 
char *df_string(const char *p); 
int block_in(unsigned char l[], const char *p); 
void block_clear(unsigned char l[], const unsigned long len); 
void block_reverse(unsigned char l[], const unsigned long len); 
 
 
void block_copy(unsigned char l[], const unsigned char r[], const unsigned long len); 
void block_xor(unsigned char l[], const unsigned char r[], const unsigned long len); 
int block_cmp(const unsigned char l[], const unsigned char r[], const unsigned long len); 
unsigned long rand32(void); 
unsigned char rand8(void); 
void block_rndfill(unsigned char l[], unsigned long len); 
void put_dec(char *s, unsigned long val); 
unsigned long get_dec(const char *s); 
int cmp_nocase(const char *s1, const char *s2); 
int test_args(int argc, char *argv[], char des_chr, char tst_chr); 
int find_string(const char *s1, const char s2[]); 
enum line_type find_line(FILE *inf, char str[]); 
void block_out(const enum line_type ty, const unsigned char b[], FILE *outf, const unsigned long 
len); 
#if defined( DLL_IMPORT ) && defined(  DYNAMIC_LINK  ) 
  HINSTANCE init_dll(fn_ptrs *fn); 
#endif 
 
#if defined(__cplusplus) 
} 
#endif 
#endif 
 
#ifndef _AESCPP_H 
#define _AESCPP_H 
 
#include "aes.h" 
 
#if defined( AES_ENCRYPT ) 
 
 
 
class AESencrypt 
{ 
public: 
    aes_encrypt_ctx cx[1]; 
    AESencrypt(void) { aes_init(); }; 
#if defined(AES_128) 
    AESencrypt(const unsigned char key[]) 
        {   aes_encrypt_key128(key, cx); } 
    AES_RETURN key128(const unsigned char key[]) 
        {   return aes_encrypt_key128(key, cx); } 
#endif 
#if defined(AES_192) 
    AES_RETURN key192(const unsigned char key[]) 
        {   return aes_encrypt_key192(key, cx); } 
#endif 
#if defined(AES_256) 
    AES_RETURN key256(const unsigned char key[]) 
        {   return aes_encrypt_key256(key, cx); } 
#endif 
#if defined(AES_VAR) 
    AES_RETURN key(const unsigned char key[], int key_len) 
        {   return aes_encrypt_key(key, key_len, cx); } 
#endif 
    AES_RETURN encrypt(const unsigned char in[], unsigned char out[]) const 
        {   return aes_encrypt(in, out, cx);  } 
#ifndef AES_MODES 
    AES_RETURN ecb_encrypt(const unsigned char in[], unsigned char out[], int nb) const 
        {   while(nb--) 
            {   aes_encrypt(in, out, cx), in += AES_BLOCK_SIZE, out += AES_BLOCK_SIZE; } 
        } 
 
 
#endif 
#ifdef AES_MODES 
    AES_RETURN mode_reset(void)   { return aes_mode_reset(cx); } 
 
    AES_RETURN ecb_encrypt(const unsigned char in[], unsigned char out[], int nb) const 
        {   return aes_ecb_encrypt(in, out, nb, cx);  } 
 
    AES_RETURN cbc_encrypt(const unsigned char in[], unsigned char out[], int nb, 
                                    unsigned char iv[]) const 
        {   return aes_cbc_encrypt(in, out, nb, iv, cx);  } 
 
    AES_RETURN cfb_encrypt(const unsigned char in[], unsigned char out[], int nb, 
                                    unsigned char iv[]) 
        {   return aes_cfb_encrypt(in, out, nb, iv, cx);  } 
 
    AES_RETURN cfb_decrypt(const unsigned char in[], unsigned char out[], int nb, 
                                    unsigned char iv[]) 
        {   return aes_cfb_decrypt(in, out, nb, iv, cx);  } 
 
    AES_RETURN ofb_crypt(const unsigned char in[], unsigned char out[], int nb, 
                                    unsigned char iv[]) 
        {   return aes_ofb_crypt(in, out, nb, iv, cx);  } 
 
    typedef void ctr_fn(unsigned char ctr[]); 
 
    AES_RETURN ctr_crypt(const unsigned char in[], unsigned char out[], int nb, 
                                    unsigned char iv[], ctr_fn cf) 
        {   return aes_ctr_crypt(in, out, nb, iv, cf, cx);  } 
 
#endif 
 
 
 
}; 
 
#endif 
 
#if defined( AES_DECRYPT ) 
 
class AESdecrypt 
{ 
public: 
    aes_decrypt_ctx cx[1]; 
    AESdecrypt(void) { aes_init(); }; 
#if defined(AES_128) 
    AESdecrypt(const unsigned char key[]) 
            { aes_decrypt_key128(key, cx); } 
    AES_RETURN key128(const unsigned char key[]) 
            { return aes_decrypt_key128(key, cx); } 
#endif 
#if defined(AES_192) 
    AES_RETURN key192(const unsigned char key[]) 
            { return aes_decrypt_key192(key, cx); } 
#endif 
#if defined(AES_256) 
    AES_RETURN key256(const unsigned char key[]) 
            { return aes_decrypt_key256(key, cx); } 
#endif 
#if defined(AES_VAR) 
    AES_RETURN key(const unsigned char key[], int key_len) 
            { return aes_decrypt_key(key, key_len, cx); } 
#endif 
 
 
    AES_RETURN decrypt(const unsigned char in[], unsigned char out[]) const 
        {   return aes_decrypt(in, out, cx);  } 
#ifndef AES_MODES 
    AES_RETURN ecb_decrypt(const unsigned char in[], unsigned char out[], int nb) const 
        {   while(nb--) 
            {   aes_decrypt(in, out, cx), in += AES_BLOCK_SIZE, out += AES_BLOCK_SIZE; } 
        } 
#endif 
#ifdef AES_MODES 
 
    AES_RETURN ecb_decrypt(const unsigned char in[], unsigned char out[], int nb) const 
        {   return aes_ecb_decrypt(in, out, nb, cx);  } 
 
    AES_RETURN cbc_decrypt(const unsigned char in[], unsigned char out[], int nb, 
                                    unsigned char iv[]) const 
        {   return aes_cbc_decrypt(in, out, nb, iv, cx);  } 
#endif 
}; 
 
#endif 
 
#endif 
#include "aesopt.h" 
#include "aestab.h" 
 
#if defined( USE_INTEL_AES_IF_PRESENT ) 
#  include "aes_ni.h" 
#else 
/* map names here to provide the external API ('name' -> 'aes_name') */ 
#  define aes_xi(x) aes_ ## x 
 
 
#endif 
 
#if defined(__cplusplus) 
extern "C" 
{ 
#endif 
 
#define si(y,x,k,c) (s(y,c) = word_in(x, c) ^ (k)[c]) 
#define so(y,x,c)   word_out(y, c, s(x,c)) 
 
#if defined(ARRAYS) 
#define locals(y,x)     x[4],y[4] 
#else 
#define locals(y,x)     x##0,x##1,x##2,x##3,y##0,y##1,y##2,y##3 
#endif 
 
#define l_copy(y, x)    s(y,0) = s(x,0); s(y,1) = s(x,1); \ 
                        s(y,2) = s(x,2); s(y,3) = s(x,3); 
#define state_in(y,x,k) si(y,x,k,0); si(y,x,k,1); si(y,x,k,2); si(y,x,k,3) 
#define state_out(y,x)  so(y,x,0); so(y,x,1); so(y,x,2); so(y,x,3) 
#define round(rm,y,x,k) rm(y,x,k,0); rm(y,x,k,1); rm(y,x,k,2); rm(y,x,k,3) 
 
#if ( FUNCS_IN_C & ENCRYPTION_IN_C ) 
 
/* Visual C++ .Net v7.1 provides the fastest encryption code when using 
   Pentium optimiation with small code but this is poor for decryption 
   so we need to control this with the following VC++ pragmas 
*/ 
 
#if defined( _MSC_VER ) && !defined( _WIN64 ) 
 
 
#pragma optimize( "s", on ) 
#endif 
 
/* Given the column (c) of the output state variable, the following 
   macros give the input state variables which are needed in its 
   computation for each row (r) of the state. All the alternative 
   macros give the same end values but expand into different ways 
   of calculating these values.  In particular the complex macro 
   used for dynamically variable block sizes is designed to expand 
   to a compile time constant whenever possible but will expand to 
   conditional clauses on some branches (I am grateful to Frank 
   Yellin for this construction) 
*/ 
 
#define fwd_var(x,r,c)\ 
 ( r == 0 ? ( c == 0 ? s(x,0) : c == 1 ? s(x,1) : c == 2 ? s(x,2) : s(x,3))\ 
 : r == 1 ? ( c == 0 ? s(x,1) : c == 1 ? s(x,2) : c == 2 ? s(x,3) : s(x,0))\ 
 : r == 2 ? ( c == 0 ? s(x,2) : c == 1 ? s(x,3) : c == 2 ? s(x,0) : s(x,1))\ 
 :          ( c == 0 ? s(x,3) : c == 1 ? s(x,0) : c == 2 ? s(x,1) : s(x,2))) 
 
#if defined(FT4_SET) 
#undef  dec_fmvars 
#define fwd_rnd(y,x,k,c)    (s(y,c) = (k)[c] ^ four_tables(x,t_use(f,n),fwd_var,rf1,c)) 
#elif defined(FT1_SET) 
#undef  dec_fmvars 
#define fwd_rnd(y,x,k,c)    (s(y,c) = (k)[c] ^ one_table(x,upr,t_use(f,n),fwd_var,rf1,c)) 
#else 
#define fwd_rnd(y,x,k,c)    (s(y,c) = (k)[c] ^ fwd_mcol(no_table(x,t_use(s,box),fwd_var,rf1,c))) 
#endif 
 
 
 
#if defined(FL4_SET) 
#define fwd_lrnd(y,x,k,c)   (s(y,c) = (k)[c] ^ four_tables(x,t_use(f,l),fwd_var,rf1,c)) 
#elif defined(FL1_SET) 
#define fwd_lrnd(y,x,k,c)   (s(y,c) = (k)[c] ^ one_table(x,ups,t_use(f,l),fwd_var,rf1,c)) 
#else 
#define fwd_lrnd(y,x,k,c)   (s(y,c) = (k)[c] ^ no_table(x,t_use(s,box),fwd_var,rf1,c)) 
#endif 
 
AES_RETURN aes_xi(encrypt)(const unsigned char *in, unsigned char *out, const 
aes_encrypt_ctx cx[1]) 
{   uint32_t         locals(b0, b1); 
    const uint32_t   *kp; 
#if defined( dec_fmvars ) 
    dec_fmvars; /* declare variables for fwd_mcol() if needed */ 
#endif 
 
    if(cx->inf.b[0] != 10 * 16 && cx->inf.b[0] != 12 * 16 && cx->inf.b[0] != 14 * 16) 
        return EXIT_FAILURE; 
 
    kp = cx->ks; 
    state_in(b0, in, kp); 
 
#if (ENC_UNROLL == FULL) 
 
    switch(cx->inf.b[0]) 
    { 
    case 14 * 16: 
        round(fwd_rnd,  b1, b0, kp + 1 * N_COLS); 
        round(fwd_rnd,  b0, b1, kp + 2 * N_COLS); 
        kp += 2 * N_COLS; 
 
 
    case 12 * 16: 
        round(fwd_rnd,  b1, b0, kp + 1 * N_COLS); 
        round(fwd_rnd,  b0, b1, kp + 2 * N_COLS); 
        kp += 2 * N_COLS; 
    case 10 * 16: 
        round(fwd_rnd,  b1, b0, kp + 1 * N_COLS); 
        round(fwd_rnd,  b0, b1, kp + 2 * N_COLS); 
        round(fwd_rnd,  b1, b0, kp + 3 * N_COLS); 
        round(fwd_rnd,  b0, b1, kp + 4 * N_COLS); 
        round(fwd_rnd,  b1, b0, kp + 5 * N_COLS); 
        round(fwd_rnd,  b0, b1, kp + 6 * N_COLS); 
        round(fwd_rnd,  b1, b0, kp + 7 * N_COLS); 
        round(fwd_rnd,  b0, b1, kp + 8 * N_COLS); 
        round(fwd_rnd,  b1, b0, kp + 9 * N_COLS); 
        round(fwd_lrnd, b0, b1, kp +10 * N_COLS); 
    } 
 
#else 
 
#if (ENC_UNROLL == PARTIAL) 
    {   uint32_t    rnd; 
        for(rnd = 0; rnd < (cx->inf.b[0] >> 5) - 1; ++rnd) 
        { 
            kp += N_COLS; 
            round(fwd_rnd, b1, b0, kp); 
            kp += N_COLS; 
            round(fwd_rnd, b0, b1, kp); 
        } 
        kp += N_COLS; 
        round(fwd_rnd,  b1, b0, kp); 
 
 
#else 
    {   uint32_t    rnd; 
        for(rnd = 0; rnd < (cx->inf.b[0] >> 4) - 1; ++rnd) 
        { 
            kp += N_COLS; 
            round(fwd_rnd, b1, b0, kp); 
            l_copy(b0, b1); 
        } 
#endif 
        kp += N_COLS; 
        round(fwd_lrnd, b0, b1, kp); 
    } 
#endif 
 
    state_out(out, b0); 
    return EXIT_SUCCESS; 
} 
 
#endif 
 
#if ( FUNCS_IN_C & DECRYPTION_IN_C) 
 
/* Visual C++ .Net v7.1 provides the fastest encryption code when using 
   Pentium optimiation with small code but this is poor for decryption 
   so we need to control this with the following VC++ pragmas 
*/ 
 
#if defined( _MSC_VER ) && !defined( _WIN64 ) 
#pragma optimize( "t", on ) 
#endif 
 
 
 
/* Given the column (c) of the output state variable, the following 
   macros give the input state variables which are needed in its 
   computation for each row (r) of the state. All the alternative 
   macros give the same end values but expand into different ways 
   of calculating these values.  In particular the complex macro 
   used for dynamically variable block sizes is designed to expand 
   to a compile time constant whenever possible but will expand to 
   conditional clauses on some branches (I am grateful to Frank 
   Yellin for this construction) 
*/ 
 
#define inv_var(x,r,c)\ 
 ( r == 0 ? ( c == 0 ? s(x,0) : c == 1 ? s(x,1) : c == 2 ? s(x,2) : s(x,3))\ 
 : r == 1 ? ( c == 0 ? s(x,3) : c == 1 ? s(x,0) : c == 2 ? s(x,1) : s(x,2))\ 
 : r == 2 ? ( c == 0 ? s(x,2) : c == 1 ? s(x,3) : c == 2 ? s(x,0) : s(x,1))\ 
 :          ( c == 0 ? s(x,1) : c == 1 ? s(x,2) : c == 2 ? s(x,3) : s(x,0))) 
 
#if defined(IT4_SET) 
#undef  dec_imvars 
#define inv_rnd(y,x,k,c)    (s(y,c) = (k)[c] ^ four_tables(x,t_use(i,n),inv_var,rf1,c)) 
#elif defined(IT1_SET) 
#undef  dec_imvars 
#define inv_rnd(y,x,k,c)    (s(y,c) = (k)[c] ^ one_table(x,upr,t_use(i,n),inv_var,rf1,c)) 
#else 
#define inv_rnd(y,x,k,c)    (s(y,c) = inv_mcol((k)[c] ^ no_table(x,t_use(i,box),inv_var,rf1,c))) 
#endif 
 
#if defined(IL4_SET) 
#define inv_lrnd(y,x,k,c)   (s(y,c) = (k)[c] ^ four_tables(x,t_use(i,l),inv_var,rf1,c)) 
 
 
#elif defined(IL1_SET) 
#define inv_lrnd(y,x,k,c)   (s(y,c) = (k)[c] ^ one_table(x,ups,t_use(i,l),inv_var,rf1,c)) 
#else 
#define inv_lrnd(y,x,k,c)   (s(y,c) = (k)[c] ^ no_table(x,t_use(i,box),inv_var,rf1,c)) 
#endif 
 
/* This code can work with the decryption key schedule in the   */ 
/* order that is used for encrytpion (where the 1st decryption  */ 
/* round key is at the high end ot the schedule) or with a key  */ 
/* schedule that has been reversed to put the 1st decryption    */ 
/* round key at the low end of the schedule in memory (when     */ 
/* AES_REV_DKS is defined)                                      */ 
 
#ifdef AES_REV_DKS 
#define key_ofs     0 
#define rnd_key(n)  (kp + n * N_COLS) 
#else 
#define key_ofs     1 
#define rnd_key(n)  (kp - n * N_COLS) 
#endif 
 
AES_RETURN aes_xi(decrypt)(const unsigned char *in, unsigned char *out, const 
aes_decrypt_ctx cx[1]) 
{   uint32_t        locals(b0, b1); 
#if defined( dec_imvars ) 
    dec_imvars; /* declare variables for inv_mcol() if needed */ 
#endif 
    const uint32_t *kp; 
 
    if(cx->inf.b[0] != 10 * 16 && cx->inf.b[0] != 12 * 16 && cx->inf.b[0] != 14 * 16) 
 
 
        return EXIT_FAILURE; 
 
    kp = cx->ks + (key_ofs ? (cx->inf.b[0] >> 2) : 0); 
    state_in(b0, in, kp); 
 
#if (DEC_UNROLL == FULL) 
 
    kp = cx->ks + (key_ofs ? 0 : (cx->inf.b[0] >> 2)); 
    switch(cx->inf.b[0]) 
    { 
    case 14 * 16: 
        round(inv_rnd,  b1, b0, rnd_key(-13)); 
        round(inv_rnd,  b0, b1, rnd_key(-12)); 
    case 12 * 16: 
        round(inv_rnd,  b1, b0, rnd_key(-11)); 
        round(inv_rnd,  b0, b1, rnd_key(-10)); 
    case 10 * 16: 
        round(inv_rnd,  b1, b0, rnd_key(-9)); 
        round(inv_rnd,  b0, b1, rnd_key(-8)); 
        round(inv_rnd,  b1, b0, rnd_key(-7)); 
        round(inv_rnd,  b0, b1, rnd_key(-6)); 
        round(inv_rnd,  b1, b0, rnd_key(-5)); 
        round(inv_rnd,  b0, b1, rnd_key(-4)); 
        round(inv_rnd,  b1, b0, rnd_key(-3)); 
        round(inv_rnd,  b0, b1, rnd_key(-2)); 
        round(inv_rnd,  b1, b0, rnd_key(-1)); 
        round(inv_lrnd, b0, b1, rnd_key( 0)); 
    } 
 
#else 
 
 
 
#if (DEC_UNROLL == PARTIAL) 
    {   uint32_t    rnd; 
        for(rnd = 0; rnd < (cx->inf.b[0] >> 5) - 1; ++rnd) 
        { 
            kp = rnd_key(1); 
            round(inv_rnd, b1, b0, kp); 
            kp = rnd_key(1); 
            round(inv_rnd, b0, b1, kp); 
        } 
        kp = rnd_key(1); 
        round(inv_rnd, b1, b0, kp); 
#else 
    {   uint32_t    rnd; 
        for(rnd = 0; rnd < (cx->inf.b[0] >> 4) - 1; ++rnd) 
        { 
            kp = rnd_key(1); 
            round(inv_rnd, b1, b0, kp); 
            l_copy(b0, b1); 
        } 
#endif 
        kp = rnd_key(1); 
        round(inv_lrnd, b0, b1, kp); 
        } 
#endif 
 
    state_out(out, b0); 
    return EXIT_SUCCESS; 
} 
 
 
 
#endif 
 
#if defined(__cplusplus) 
} 
#endif 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
#include <windows.h> 
#endif 
 
#if defined( __cplusplus ) 
#  include "aescpp.h" 
#else 
#  include "aes.h" 
#endif 
#include "aesaux.h" 
#include "aestst.h" 
 
#if defined(USE_DLL) 
fn_ptrs fn; 
#endif 
 
// Outputs a test vector file header 
 
void header(FILE *outf, const int type, const unsigned long blen, const unsigned long klen) 
{   char    buf[32]; 
    unsigned char    dummy; 
 
    fprintf(outf, "=============================================="); 
    fprintf(outf, "\nAuthor:    Dr B R Gladman (brg@gladman.me.uk)"); 
    fprintf(outf, "\nTest:      %s", (type < 6 ? "ECB " : "CBC ")); 
 
 
    switch(type) 
    { 
        case  0:    fprintf(outf, "Variable Key Known Answer Tests"); break; 
        case  2:    fprintf(outf, "Variable Key Known Answer Tests"); break; 
        case  1:    fprintf(outf, "Variable Text Known Answer Tests"); break; 
        case  3:    fprintf(outf, "Variable Text Known Answer Tests"); break; 
        case  4: 
        case  6:    fprintf(outf, "Monte Carlo (Encryption) Tests"); break; 
        case  5: 
        case  7:    fprintf(outf, "Monte Carlo (Decryption) Tests"); break; 
    } 
 
    fprintf(outf, "\nAlgorithm: Extended Rijndael (an AES Superset)\nFilename:  %s", 
         file_name(buf, 32, type, blen, klen)); 
    fprintf(outf, "\n==============================================\n"); 
 
    block_out(block_len, &dummy, outf, 8 * blen); 
    block_out(key_len, &dummy, outf, 8 * klen); 
    fprintf(outf, "\n"); 
} 
 
// Test of Electronic Code Book (ECB) mode with Fixed Key and Variable Text 
 
void ecb_vt(FILE *outf, f_ectx alg[1], const unsigned long blen, const unsigned long klen) 
{   unsigned long      j; 
    unsigned char      pt[32], ct[32], key[32], dummy; 
 
    block_clear(key, klen);                         // all zero key 
    block_out(key_val, key, outf, klen);            // output key value 
    f_enc_key(alg, key, klen);                      // set key value 
 
 
 
    for(j = 0; j <= 8 * blen; ++j)                  // test vectors include 
    {                                               // an all zero one 
        block_out(test_no, &dummy, outf, j);        // output test number 
        block_clear(pt, blen);                      // set all zero plain text 
        if(j)                                       // set bit (j-1) if j <> 0 
            *(pt + (j - 1) / 8) = 0x80 >> (j - 1) % 8; 
        block_out(pt_val, pt, outf, blen);          // output texto plano 
        do_enc(alg, pt , ct, 1);                 // do encryption 
        block_out(ct_val, ct, outf, blen);          // output texto cifrado 
    } 
} 
 
// Test of Electronic Code Book (ECB) mode with Fixed Text and Variable Key 
 
void ecb_vk(FILE *outf, f_ectx alg[1], const unsigned long blen, const unsigned long klen) 
{   unsigned long      j; 
    unsigned char      pt[32], ct[32], key[32], dummy; 
 
    block_clear(pt, blen);                          // all zero texto plano 
    block_out(pt_val, pt, outf, blen);              // output texto plano 
 
    for(j = 0; j <= 8 * klen; ++j)                  // 129, 193 or 257 tests 
    { 
        block_out(test_no, &dummy, outf, j);        // output test number 
        block_clear(key, klen);                     // set all zero key 
        if(j)                                       // set bit (j-1) if j <> 0 
            *(key + (j - 1) / 8) = 0x80 >> (j - 1) % 8; 
        block_out(key_val, key, outf, klen);        // output key value 
        f_enc_key(alg, key, klen);                  // set key value 
 
 
        do_enc(alg, pt , ct, 1);                 // alg.encrypt 
        block_out(ct_val, ct, outf, blen);          // output texto cifrado 
    } 
} 
 
// Test of Electronic Code Book (ECB) mode with Fixed Key and Variable Text 
 
void ecb_vtn(FILE *outf, f_ectx alg[1], const unsigned long blen, const unsigned long klen) 
{   unsigned long      j; 
    unsigned char      pt[32], ct[32], key[32], *bp, dummy; 
 
    block_clear(key, klen);                         // all zero key 
    block_out(key_val, key, outf, klen);            // output key value 
    f_enc_key(alg, key, klen);                      // set key value 
    block_clear(pt, blen);                          // set all zero plain text 
 
    for(j = 0; j < 16 * blen; ++j) 
    { 
        block_out(test_no, &dummy, outf, j);        // output test number 
        block_out(pt_val, pt, outf, blen);          // output texto plano 
        do_enc(alg, pt , ct, 1);                 // do encryption 
        block_out(ct_val, ct, outf, blen);          // output texto cifrado 
        bp = pt + blen - 1 - j / 8; 
        if(j < 8 * blen) 
            *bp |= (*bp << 1) | 1; 
        else 
            *(bp + blen) = *(bp + blen) << 1; 
    } 
} 
 
 
 
// Test of Electronic Code Book (ECB) mode with Fixed Text and Variable Key 
 
void ecb_vkn(FILE *outf, f_ectx alg[1], const unsigned long blen, const unsigned long klen) 
{   unsigned long      j; 
    unsigned char      pt[32], ct[32], key[32], *bp, dummy; 
 
    block_clear(pt, blen);                          // all zero texto plano 
    block_out(pt_val, pt, outf, blen);              // output texto plano 
    block_clear(key, klen); 
 
    for(j = 0; j < 16 * klen; ++j) 
    { 
        block_out(test_no, &dummy, outf, j);        // output test number 
        block_out(key_val, key, outf, klen);        // output key value 
        f_enc_key(alg, key, klen);                  // set key value 
        do_enc(alg, pt , ct, 1);                 // alg.encrypt 
        block_out(ct_val, ct, outf, blen);          // output texto cifrado 
        bp = key + klen - 1 - j / 8; 
        if(j < 8 * klen) 
            *bp |= (*bp << 1) | 1; 
        else 
            *(bp + klen) = *(bp + klen) << 1; 
    } 
} 
 
// Monte Carlo Encryption Test of Electronic Code Book (ECB) mode 
 
void ecb_me(FILE *outf, f_ectx alg[1], const unsigned long blen, const unsigned long klen) 
{   unsigned long  j, k; 
    unsigned char  pt[32], ct[64], key[32], dummy; 
 
 
 
    block_clear(pt, blen);                          // clear initial texto plano 
    block_clear(key, klen);                         // and key blocks 
    block_copy(ct + blen, pt, blen);                // put texto plano in upper half 
                                                    // of double length buffer 
    for(j = 0; j < 400; j++)                        // 400 Monte Carlo tests 
    { 
        block_out(test_no, &dummy, outf, j);        // output test number 
        block_out(key_val, key, outf, klen);        // output key 
        block_out(pt_val, pt, outf, blen);          // output texto plano 
        f_enc_key(alg, key, klen);                  // set the key 
 
        for(k = 0; k < 5000; ++k)                   // 10000 encryptions alternating 
        {                                           // upper and lower blocks in ct 
            do_enc(alg, ct + blen, ct, 1); 
            do_enc(alg, ct, ct + blen, 1); 
        } 
 
        // compile next key as defined by NIST 
 
        block_xor(key, ct + 2 * blen - klen, klen); 
        block_out(ct_val, ct + blen, outf, blen);   // output texto cifrado 
        block_copy(pt, ct + blen, blen);            // copy cipertext as next texto plano 
    } 
} 
 
// Monte Carlo Decryption Test of Electronic Code Book (ECB) mode 
 
void ecb_md(FILE *outf, f_dctx alg[1], const unsigned long blen, const unsigned long klen) 
{   unsigned long  j, k; 
 
 
    unsigned char  pt[32], ct[64], key[32], dummy; 
 
    block_clear(pt, blen);                          // clear initial texto plano and key 
    block_clear(key, klen); 
    block_copy(ct + blen, pt, blen);                // copy texto plano into upper half 
                                                    // of double length texto cifrado block 
    for(j = 0; j < 400; j++)                        // 400 Monte Carlo tests 
    { 
        block_out(test_no, &dummy, outf, j);        // output test number 
        block_out(key_val, key, outf, klen);        // output key 
        block_out(ct_val, pt, outf, blen);          // output texto plano 
        f_dec_key(alg, key, klen);                  // set key 
 
        for(k = 0; k < 5000; ++k)                   // 10000 decryptions alternating 
        {                                           // upper and lower blocks in ct 
            do_dec(alg, ct + blen, ct, 1); 
            do_dec(alg, ct, ct + blen, 1); 
        } 
 
        // compile next key as defined by NIST 
 
        block_xor(key, ct + 2 * blen - klen, klen); 
        block_out(pt_val, ct + blen, outf, blen);   // output texto cifrado 
        block_copy(pt, ct + blen, blen);            // set texto cifrado as next texto plano 
    } 
} 
 
// Monte Carlo Encryption Test of Cipher Block Chaining (CBC) mode 
 
void cbc_me(FILE *outf, f_ectx alg[1], const unsigned long blen, const unsigned long klen) 
 
 
{   unsigned long  j, k; 
    unsigned char  ct[64], key[32], dummy; 
 
    block_clear(key, klen);                         // clear key: KEY[0] 
    block_clear(ct, 2 * blen);                      // clear ct:  PT[0], ct + blen: IV[0] 
 
    for(j = 0; j < 400; j++)                        // 400 Monte Carlo tests 
    { 
        block_out(test_no, &dummy, outf, j);        // output test number 
        block_out(key_val, key, outf, klen);        // output key 
        block_out(iv_val, ct + blen, outf, blen);   // output initialisation vector 
        block_out(pt_val, ct, outf, blen);          // output texto plano 
        f_enc_key(alg, key, klen);                  // set key 
 
        for(k = 0; k < 5000; ++k)                   // 10000 encryptions, two at a time 
        { 
            block_xor(ct, ct + blen, blen);         // do CBC chaining 
            do_enc(alg, ct, ct, 1);              // do block encryption 
            block_xor(ct + blen, ct, blen);         // do CBC chaining 
            do_enc(alg, ct + blen, ct + blen, 1);// do block encryption 
 
        } 
 
        block_out(ct_val, ct + blen, outf, blen);   // output texto cifrado 
        // compile next key as defined by NIST 
        block_xor(key, ct + 2 * blen - klen, klen); 
    } 
} 
 
// Monte Carlo Encryption Test of Cipher Block Chaining (CBC) mode 
 
 
 
void cbc_md(FILE *outf, f_dctx alg[1], const unsigned long blen, const unsigned long klen) 
{   unsigned long  j, k; 
    unsigned char  pt[32], ct[64], key[32], dummy; 
 
    block_clear(key, klen);                         // clear key: KEY[0] 
    block_clear(ct, 2 * blen);                      // clear ct: IV[0] ct + blen: CT[0] 
 
    for(j = 0; j < 400; j++)                        // 400 Monte Carlo tests 
    { 
        block_out(test_no, &dummy, outf, j);        // output test number 
        block_out(key_val, key, outf, klen);        // output key 
        block_out(iv_val, ct, outf, blen);          // output initialisation vector 
        block_out(ct_val, ct + blen, outf, blen);   // output texto cifrado 
        f_dec_key(alg, key, klen);                  // set key 
 
        for(k = 0; k < 5000; ++k)                   // 10000 encryptions, two at a time 
        { 
            do_dec(alg, ct + blen, pt, 1);       // do block decryption 
            block_xor(ct, pt, blen);                // do CBC chaining 
            do_dec(alg, ct, pt, 1);              // do block decryption 
            block_xor(ct + blen, pt, blen);         // do CBC chaining 
        } 
 
        block_out(pt_val, ct + blen, outf, blen);   // output texto plano 
        // compile next key as defined by NIST 
        block_xor(key, ct + 2 * blen - klen, klen); 
    } 
} 
 
 
 
// Synchronise two comparison files if they get out of step 
 
int sync(int nbr, FILE *inf, char str[], int outp) 
{   enum line_type  ty; 
    int             nn; 
 
    for(;;) 
    { 
        ty = find_line(inf, str); 
 
        if(ty == bad_line) return -1; 
 
        if(ty == test_no) 
        { 
            nn = get_dec(str + 2); 
 
            if(nn >= nbr) return nn; 
        } 
 
        if(outp) 
            printf("\n  %s", str); 
    } 
} 
 
// Compare two test vector files 
 
void comp_vecs(const char *fn1, const char *fn2) 
{   char            str1[128], str2[128]; 
    enum line_type  ty1, ty2; 
    int             no1, no2, err_cnt, np_cnt, req; 
 
 
    FILE            *if1, *if2; 
 
    err_cnt = np_cnt = 0; req = TRUE; 
 
    if1 = fopen(fn1, "r"); 
 
    if(!if1)   // open first file 
    { 
        printf("\n*** 1st file (%s) not found ***", fn1); return; 
    } 
 
    if2 = fopen(fn2, "r"); 
 
    if(!if2)   // open second file 
    { 
        printf("\n*** 2nd file (%s) not found ***", fn2); return; 
    } 
 
    for(;;)         // while there is still input 
    { 
        if(req)     // if another line needs to be input 
        { 
            ty1 = find_line(if1, str1); ty2 = find_line(if2, str2); 
        } 
 
        if(ty1 == bad_line && ty2 == bad_line)      // if end of file on both files 
            break; 
 
        if(ty1 == bad_line || ty2 == bad_line)      // if end of file on one file 
        { 
 
 
            printf("\n%s%s%s%s" , fn1, (ty1 == bad_line ? " short" : " long"), "er than ", fn2); 
            break; 
        } 
 
        if(ty1 == test_no)          // if 'test number' line in file 1 
 
            no1 = get_dec(str1); 
 
        if(ty2 == test_no)          // if 'test number' line in file 2 
 
            no2 = get_dec(str2); 
 
        if(cmp_nocase(str1, str2) == 0) 
        { 
            req = TRUE; continue;   // if lines are the same continue 
        } 
 
        if(ty1 == test_no && ty2 == test_no)    // if not the same but both are at a 
        {                                       // 'test number' line 
            np_cnt += abs(no2 - no1); req = FALSE; 
 
            if(no2 < no1)   // extra tests in file 2 
            { 
                printf("\nextra test(s) in %s:\n  %s", fn2, str2); 
                no2 = sync(no1, if2, str2, np_cnt < 10); // skip tests in file 2 
            } 
 
            if(no1 < no2)   // extra test in file 1 
            { 
                printf("\nextra test(s) in %s:\n  %s", fn1, str1); 
 
 
                no1 = sync(no2, if1, str1, np_cnt < 10);// skip tests in file 1 
            } 
        } 
        else if(ty1 != ty2) // cannot synchronise test vector files 
        { 
            printf("\n*** synchronisation error tests %i and %i ***", no1, no2); 
            fflush(stdout); return; 
        } 
        else if(ty1 != bad_line)   // test vector mismatch 
        { 
            err_cnt++; 
 
            printf("\r*** mismatch error test %i ***", no1); 
        } 
 
        fflush(stdout); 
    } 
 
    if(np_cnt && !err_cnt)  // all tests present match 
 
        printf("\nother tests match\n"); 
 
    else 
    { 
        if(err_cnt) 
            printf("\r%s doesn't match %s (%i errors)\n", fn2, fn1, err_cnt); 
        else 
            printf("\r%s matches %s\n", df_string(fn2), df_string(fn1)); 
    } 
 
 
 
    fclose(if1); fclose(if2); 
} 
 
// array of functions to call for each test 
 
typedef void (*f_ep)(FILE *outf, f_ectx alg[1], const unsigned long blen, const unsigned long 
klen); 
typedef void (*f_dp)(FILE *outf, f_dctx alg[1], const unsigned long blen, const unsigned long 
klen); 
 
f_ep f_ptr[8] = { ecb_vk, ecb_vt, ecb_vkn, ecb_vtn, ecb_me, (f_ep)ecb_md, cbc_me, 
(f_ep)cbc_md }; 
 
// do the tests for each algorithm 
 
void do_tests(int do_cmp, int ttype[3], f_ectx alg[1], const unsigned long blen, const unsigned 
long klen) 
{   char       name1[128], name2[128], *sp1, *sp2; 
    int        i; 
    FILE       *outf; 
 
    printf("\nGenerate%s tests for aes (AES_BLOCK_SIZE = %i, key size = %i)\n", 
            (do_cmp ? " and verify" : ""), 8 * blen, 8 * klen); 
 
    for(i = 0; i < 8; ++i)  // for each type of test /k /x /e /c (2 tests each) 
        if(ttype[i / 2])    // if this test required 
        { 
            // name of file for output of generated test vectors 
            sp1 = copy_str(name1, ar_path); 
            sp1 = copy_str(sp1, out_path); 
            sp2 = copy_str(name2, ar_path); 
 
 
            sp2 = copy_str(sp2, ref_path); 
            file_name(sp1, 128, i, blen, klen); 
            copy_str(sp2, sp1); 
 
            outf = fopen(name1, "w"); 
            if(outf)      // if output file is open write it 
            { 
                header(outf, i, blen, klen); 
                f_ptr[i](outf, alg, blen, klen); 
                fprintf(outf, "\n"); fclose(outf); 
 
                if(do_cmp)  // compare it with reference if required 
                    comp_vecs(name2, name1); 
            } 
       } 
} 
 
int main(int argc, char *argv[]) 
{   int do_cmp, tyf[4], kf[3], ki; 
    f_ectx alg[1]; 
 
#if defined(USE_DLL) && defined(DYNAMIC_LINK) 
    HINSTANCE   h_dll; 
    if(!(h_dll = init_dll(&fn))) 
        return -1; 
#else 
    aes_init(); 
#endif 
 
    if(argc == 1) 
 
 
    { 
        printf("\nusage: aes_gav /t:[knec] /k:[468] [/c]"); 
        printf("\n"); 
        printf("\nwhere the symbols in square brackets can be used in"); 
        printf("\nany combination (without the brackets) and have the"); 
        printf("\nfollowing meanings:"); 
        printf("\n"); 
        printf("\n        /t:[knec]   selects which tests are used"); 
        printf("\n        /k:[468]    selects the key lengths used"); 
        printf("\n        /c          compares output with reference"); 
        printf("\nwhere:"); 
        printf("\n        k: generate ECB Known Answer Test files"); 
        printf("\n        n: generate ECB Known Answer Test files (new)"); 
        printf("\n        e: generate ECB Monte Carlo Test files"); 
        printf("\n        c: generate CBC Monte Carlo Test files"); 
        printf("\n"); 
        printf("\nand the characters giving block and key lengths are"); 
        printf("\ndigits representing the lengths in 32-bit units.\n\n"); 
        exit(0); 
    } 
 
    printf("\nRun tests for the AES algorithm %s", 
 
#if defined(USE_DLL) 
    " (DLL Version)\n"); 
#elif defined(AES_CPP) 
    " (CPP Version)\n"); 
#else 
    ""); 
#endif 
 
 
 
    do_cmp = test_args(argc, argv, 'c', '\0'); 
 
    tyf[0] = test_args(argc, argv, 't', 'k'); 
    tyf[1] = test_args(argc, argv, 't', 'n'); 
    tyf[2] = test_args(argc, argv, 't', 'e'); 
    tyf[3] = test_args(argc, argv, 't', 'c'); 
 
    kf[0] = test_args(argc, argv, 'k', '4'); 
    kf[1] = test_args(argc, argv, 'k', '6'); 
    kf[2] = test_args(argc, argv, 'k', '8'); 
 
    if(!(kf[0] || kf[1] || kf[2])) 
    { 
        kf[0] = kf[1] = kf[2] = TRUE;   // AES key sizes if not specified 
    } 
 
    for(ki = 0; ki < 3; ++ki) if(kf[ki]) 
    { 
        do_tests(do_cmp, tyf, alg, 16, 16 + 8 * ki); 
    } 
 
#if defined(USE_DLL) && defined(DYNAMIC_LINK) 
    if(h_dll) FreeLibrary(h_dll); 
#endif 
    printf("\n\n"); 
    return 0; 
} 
 
#include "aesopt.h" 
 
 
#include "aestab.h" 
 
#if defined( USE_INTEL_AES_IF_PRESENT ) 
#  include "aes_ni.h" 
#else 
/* map names here to provide the external API ('name' -> 'aes_name') */ 
#  define aes_xi(x) aes_ ## x 
#endif 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
#  include "aes_via_ace.h" 
#endif 
 
#if defined(__cplusplus) 
extern "C" 
{ 
#endif 
 
/* Initialise the key schedule from the user supplied key. The key 
   length can be specified in bytes, with legal values of 16, 24 
   and 32, or in bits, with legal values of 128, 192 and 256. These 
   values correspond with Nk values of 4, 6 and 8 respectively. 
   The following macros implement a single cycle in the key 
   schedule generation process. The number of cycles needed 
   for each cx->n_col and nk value is: 
    nk =             4  5  6  7  8 
    ------------------------------ 
    cx->n_col = 4   10  9  8  7  7 
    cx->n_col = 5   14 11 10  9  9 
    cx->n_col = 6   19 15 12 11 11 
 
 
    cx->n_col = 7   21 19 16 13 14 
    cx->n_col = 8   29 23 19 17 14 
*/ 
 
#if defined( REDUCE_CODE_SIZE ) 
#  define ls_box ls_sub 
   uint32_t ls_sub(const uint32_t t, const uint32_t n); 
#  define inv_mcol im_sub 
   uint32_t im_sub(const uint32_t x); 
#  ifdef ENC_KS_UNROLL 
#    undef ENC_KS_UNROLL 
#  endif 
#  ifdef DEC_KS_UNROLL 
#    undef DEC_KS_UNROLL 
#  endif 
#endif 
 
#if (FUNCS_IN_C & ENC_KEYING_IN_C) 
 
#if defined(AES_128) || defined( AES_VAR ) 
 
#define ke4(k,i) \ 
{   k[4*(i)+4] = ss[0] ^= ls_box(ss[3],3) ^ t_use(r,c)[i]; \ 
    k[4*(i)+5] = ss[1] ^= ss[0]; \ 
    k[4*(i)+6] = ss[2] ^= ss[1]; \ 
    k[4*(i)+7] = ss[3] ^= ss[2]; \ 
} 
 
AES_RETURN aes_xi(encrypt_key128)(const unsigned char *key, aes_encrypt_ctx cx[1]) 
{   uint32_t    ss[4]; 
 
 
 
    cx->ks[0] = ss[0] = word_in(key, 0); 
    cx->ks[1] = ss[1] = word_in(key, 1); 
    cx->ks[2] = ss[2] = word_in(key, 2); 
    cx->ks[3] = ss[3] = word_in(key, 3); 
 
#ifdef ENC_KS_UNROLL 
    ke4(cx->ks, 0);  ke4(cx->ks, 1); 
    ke4(cx->ks, 2);  ke4(cx->ks, 3); 
    ke4(cx->ks, 4);  ke4(cx->ks, 5); 
    ke4(cx->ks, 6);  ke4(cx->ks, 7); 
    ke4(cx->ks, 8); 
#else 
    {   uint32_t i; 
        for(i = 0; i < 9; ++i) 
            ke4(cx->ks, i); 
    } 
#endif 
    ke4(cx->ks, 9); 
    cx->inf.l = 0; 
    cx->inf.b[0] = 10 * 16; 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
    if(VIA_ACE_AVAILABLE) 
        cx->inf.b[1] = 0xff; 
#endif 
    return EXIT_SUCCESS; 
} 
 
#endif 
 
 
 
#if defined(AES_192) || defined( AES_VAR ) 
 
#define kef6(k,i) \ 
{   k[6*(i)+ 6] = ss[0] ^= ls_box(ss[5],3) ^ t_use(r,c)[i]; \ 
    k[6*(i)+ 7] = ss[1] ^= ss[0]; \ 
    k[6*(i)+ 8] = ss[2] ^= ss[1]; \ 
    k[6*(i)+ 9] = ss[3] ^= ss[2]; \ 
} 
 
#define ke6(k,i) \ 
{   kef6(k,i); \ 
    k[6*(i)+10] = ss[4] ^= ss[3]; \ 
    k[6*(i)+11] = ss[5] ^= ss[4]; \ 
} 
 
AES_RETURN aes_xi(encrypt_key192)(const unsigned char *key, aes_encrypt_ctx cx[1]) 
{   uint32_t    ss[6]; 
 
    cx->ks[0] = ss[0] = word_in(key, 0); 
    cx->ks[1] = ss[1] = word_in(key, 1); 
    cx->ks[2] = ss[2] = word_in(key, 2); 
    cx->ks[3] = ss[3] = word_in(key, 3); 
    cx->ks[4] = ss[4] = word_in(key, 4); 
    cx->ks[5] = ss[5] = word_in(key, 5); 
 
#ifdef ENC_KS_UNROLL 
    ke6(cx->ks, 0);  ke6(cx->ks, 1); 
    ke6(cx->ks, 2);  ke6(cx->ks, 3); 
    ke6(cx->ks, 4);  ke6(cx->ks, 5); 
 
 
    ke6(cx->ks, 6); 
#else 
    {   uint32_t i; 
        for(i = 0; i < 7; ++i) 
            ke6(cx->ks, i); 
    } 
#endif 
    kef6(cx->ks, 7); 
    cx->inf.l = 0; 
    cx->inf.b[0] = 12 * 16; 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
    if(VIA_ACE_AVAILABLE) 
        cx->inf.b[1] = 0xff; 
#endif 
    return EXIT_SUCCESS; 
} 
 
#endif 
 
#if defined(AES_256) || defined( AES_VAR ) 
 
#define kef8(k,i) \ 
{   k[8*(i)+ 8] = ss[0] ^= ls_box(ss[7],3) ^ t_use(r,c)[i]; \ 
    k[8*(i)+ 9] = ss[1] ^= ss[0]; \ 
    k[8*(i)+10] = ss[2] ^= ss[1]; \ 
    k[8*(i)+11] = ss[3] ^= ss[2]; \ 
} 
 
#define ke8(k,i) \ 
 
 
{   kef8(k,i); \ 
    k[8*(i)+12] = ss[4] ^= ls_box(ss[3],0); \ 
    k[8*(i)+13] = ss[5] ^= ss[4]; \ 
    k[8*(i)+14] = ss[6] ^= ss[5]; \ 
    k[8*(i)+15] = ss[7] ^= ss[6]; \ 
} 
 
AES_RETURN aes_xi(encrypt_key256)(const unsigned char *key, aes_encrypt_ctx cx[1]) 
{   uint32_t    ss[8]; 
 
    cx->ks[0] = ss[0] = word_in(key, 0); 
    cx->ks[1] = ss[1] = word_in(key, 1); 
    cx->ks[2] = ss[2] = word_in(key, 2); 
    cx->ks[3] = ss[3] = word_in(key, 3); 
    cx->ks[4] = ss[4] = word_in(key, 4); 
    cx->ks[5] = ss[5] = word_in(key, 5); 
    cx->ks[6] = ss[6] = word_in(key, 6); 
    cx->ks[7] = ss[7] = word_in(key, 7); 
 
#ifdef ENC_KS_UNROLL 
    ke8(cx->ks, 0); ke8(cx->ks, 1); 
    ke8(cx->ks, 2); ke8(cx->ks, 3); 
    ke8(cx->ks, 4); ke8(cx->ks, 5); 
#else 
    {   uint32_t i; 
        for(i = 0; i < 6; ++i) 
            ke8(cx->ks,  i); 
    } 
#endif 
    kef8(cx->ks, 6); 
 
 
    cx->inf.l = 0; 
    cx->inf.b[0] = 14 * 16; 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
    if(VIA_ACE_AVAILABLE) 
        cx->inf.b[1] = 0xff; 
#endif 
    return EXIT_SUCCESS; 
} 
 
#endif 
 
#endif 
 
#if (FUNCS_IN_C & DEC_KEYING_IN_C) 
 
/* this is used to store the decryption round keys  */ 
/* in forward or reverse order                      */ 
 
#ifdef AES_REV_DKS 
#define v(n,i)  ((n) - (i) + 2 * ((i) & 3)) 
#else 
#define v(n,i)  (i) 
#endif 
 
#if DEC_ROUND == NO_TABLES 
#define ff(x)   (x) 
#else 
#define ff(x)   inv_mcol(x) 
#if defined( dec_imvars ) 
 
 
#define d_vars  dec_imvars 
#endif 
#endif 
 
#if defined(AES_128) || defined( AES_VAR ) 
 
#define k4e(k,i) \ 
{   k[v(40,(4*(i))+4)] = ss[0] ^= ls_box(ss[3],3) ^ t_use(r,c)[i]; \ 
    k[v(40,(4*(i))+5)] = ss[1] ^= ss[0]; \ 
    k[v(40,(4*(i))+6)] = ss[2] ^= ss[1]; \ 
    k[v(40,(4*(i))+7)] = ss[3] ^= ss[2]; \ 
} 
 
#if 1 
 
#define kdf4(k,i) \ 
{   ss[0] = ss[0] ^ ss[2] ^ ss[1] ^ ss[3]; \ 
    ss[1] = ss[1] ^ ss[3]; \ 
    ss[2] = ss[2] ^ ss[3]; \ 
    ss[4] = ls_box(ss[(i+3) % 4], 3) ^ t_use(r,c)[i]; \ 
    ss[i % 4] ^= ss[4]; \ 
    ss[4] ^= k[v(40,(4*(i)))];   k[v(40,(4*(i))+4)] = ff(ss[4]); \ 
    ss[4] ^= k[v(40,(4*(i))+1)]; k[v(40,(4*(i))+5)] = ff(ss[4]); \ 
    ss[4] ^= k[v(40,(4*(i))+2)]; k[v(40,(4*(i))+6)] = ff(ss[4]); \ 
    ss[4] ^= k[v(40,(4*(i))+3)]; k[v(40,(4*(i))+7)] = ff(ss[4]); \ 
} 
 
#define kd4(k,i) \ 
{   ss[4] = ls_box(ss[(i+3) % 4], 3) ^ t_use(r,c)[i]; \ 
    ss[i % 4] ^= ss[4]; ss[4] = ff(ss[4]); \ 
 
 
    k[v(40,(4*(i))+4)] = ss[4] ^= k[v(40,(4*(i)))]; \ 
    k[v(40,(4*(i))+5)] = ss[4] ^= k[v(40,(4*(i))+1)]; \ 
    k[v(40,(4*(i))+6)] = ss[4] ^= k[v(40,(4*(i))+2)]; \ 
    k[v(40,(4*(i))+7)] = ss[4] ^= k[v(40,(4*(i))+3)]; \ 
} 
 
#define kdl4(k,i) \ 
{   ss[4] = ls_box(ss[(i+3) % 4], 3) ^ t_use(r,c)[i]; ss[i % 4] ^= ss[4]; \ 
    k[v(40,(4*(i))+4)] = (ss[0] ^= ss[1]) ^ ss[2] ^ ss[3]; \ 
    k[v(40,(4*(i))+5)] = ss[1] ^ ss[3]; \ 
    k[v(40,(4*(i))+6)] = ss[0]; \ 
    k[v(40,(4*(i))+7)] = ss[1]; \ 
} 
 
#else 
#define kdf4(k,i) \ 
{   ss[0] ^= ls_box(ss[3],3) ^ t_use(r,c)[i]; k[v(40,(4*(i))+ 4)] = ff(ss[0]); \ 
    ss[1] ^= ss[0]; k[v(40,(4*(i))+ 5)] = ff(ss[1]); \ 
    ss[2] ^= ss[1]; k[v(40,(4*(i))+ 6)] = ff(ss[2]); \ 
    ss[3] ^= ss[2]; k[v(40,(4*(i))+ 7)] = ff(ss[3]); \ 
} 
#define kd4(k,i) \ 
{   ss[4] = ls_box(ss[3],3) ^ t_use(r,c)[i]; \ 
    ss[0] ^= ss[4]; ss[4] = ff(ss[4]); k[v(40,(4*(i))+ 4)] = ss[4] ^= k[v(40,(4*(i)))]; \ 
    ss[1] ^= ss[0]; k[v(40,(4*(i))+ 5)] = ss[4] ^= k[v(40,(4*(i))+ 1)]; \ 
    ss[2] ^= ss[1]; k[v(40,(4*(i))+ 6)] = ss[4] ^= k[v(40,(4*(i))+ 2)]; \ 
    ss[3] ^= ss[2]; k[v(40,(4*(i))+ 7)] = ss[4] ^= k[v(40,(4*(i))+ 3)]; \ 
} 
#define kdl4(k,i) \ 
{   ss[0] ^= ls_box(ss[3],3) ^ t_use(r,c)[i]; k[v(40,(4*(i))+ 4)] = ss[0]; \ 
 
 
    ss[1] ^= ss[0]; k[v(40,(4*(i))+ 5)] = ss[1]; \ 
    ss[2] ^= ss[1]; k[v(40,(4*(i))+ 6)] = ss[2]; \ 
    ss[3] ^= ss[2]; k[v(40,(4*(i))+ 7)] = ss[3]; \ 
} 
#endif 
 
AES_RETURN aes_xi(decrypt_key128)(const unsigned char *key, aes_decrypt_ctx cx[1]) 
{   uint32_t    ss[5]; 
#if defined( d_vars ) 
        d_vars; 
#endif 
 
    cx->ks[v(40,(0))] = ss[0] = word_in(key, 0); 
    cx->ks[v(40,(1))] = ss[1] = word_in(key, 1); 
    cx->ks[v(40,(2))] = ss[2] = word_in(key, 2); 
    cx->ks[v(40,(3))] = ss[3] = word_in(key, 3); 
 
#ifdef DEC_KS_UNROLL 
     kdf4(cx->ks, 0); kd4(cx->ks, 1); 
     kd4(cx->ks, 2);  kd4(cx->ks, 3); 
     kd4(cx->ks, 4);  kd4(cx->ks, 5); 
     kd4(cx->ks, 6);  kd4(cx->ks, 7); 
     kd4(cx->ks, 8);  kdl4(cx->ks, 9); 
#else 
    {   uint32_t i; 
        for(i = 0; i < 10; ++i) 
            k4e(cx->ks, i); 
#if !(DEC_ROUND == NO_TABLES) 
        for(i = N_COLS; i < 10 * N_COLS; ++i) 
            cx->ks[i] = inv_mcol(cx->ks[i]); 
 
 
#endif 
    } 
#endif 
    cx->inf.l = 0; 
    cx->inf.b[0] = 10 * 16; 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
    if(VIA_ACE_AVAILABLE) 
        cx->inf.b[1] = 0xff; 
#endif 
    return EXIT_SUCCESS; 
} 
 
#endif 
 
#if defined(AES_192) || defined( AES_VAR ) 
 
#define k6ef(k,i) \ 
{   k[v(48,(6*(i))+ 6)] = ss[0] ^= ls_box(ss[5],3) ^ t_use(r,c)[i]; \ 
    k[v(48,(6*(i))+ 7)] = ss[1] ^= ss[0]; \ 
    k[v(48,(6*(i))+ 8)] = ss[2] ^= ss[1]; \ 
    k[v(48,(6*(i))+ 9)] = ss[3] ^= ss[2]; \ 
} 
 
#define k6e(k,i) \ 
{   k6ef(k,i); \ 
    k[v(48,(6*(i))+10)] = ss[4] ^= ss[3]; \ 
    k[v(48,(6*(i))+11)] = ss[5] ^= ss[4]; \ 
} 
 
 
 
#define kdf6(k,i) \ 
{   ss[0] ^= ls_box(ss[5],3) ^ t_use(r,c)[i]; k[v(48,(6*(i))+ 6)] = ff(ss[0]); \ 
    ss[1] ^= ss[0]; k[v(48,(6*(i))+ 7)] = ff(ss[1]); \ 
    ss[2] ^= ss[1]; k[v(48,(6*(i))+ 8)] = ff(ss[2]); \ 
    ss[3] ^= ss[2]; k[v(48,(6*(i))+ 9)] = ff(ss[3]); \ 
    ss[4] ^= ss[3]; k[v(48,(6*(i))+10)] = ff(ss[4]); \ 
    ss[5] ^= ss[4]; k[v(48,(6*(i))+11)] = ff(ss[5]); \ 
} 
 
#define kd6(k,i) \ 
{   ss[6] = ls_box(ss[5],3) ^ t_use(r,c)[i]; \ 
    ss[0] ^= ss[6]; ss[6] = ff(ss[6]); k[v(48,(6*(i))+ 6)] = ss[6] ^= k[v(48,(6*(i)))]; \ 
    ss[1] ^= ss[0]; k[v(48,(6*(i))+ 7)] = ss[6] ^= k[v(48,(6*(i))+ 1)]; \ 
    ss[2] ^= ss[1]; k[v(48,(6*(i))+ 8)] = ss[6] ^= k[v(48,(6*(i))+ 2)]; \ 
    ss[3] ^= ss[2]; k[v(48,(6*(i))+ 9)] = ss[6] ^= k[v(48,(6*(i))+ 3)]; \ 
    ss[4] ^= ss[3]; k[v(48,(6*(i))+10)] = ss[6] ^= k[v(48,(6*(i))+ 4)]; \ 
    ss[5] ^= ss[4]; k[v(48,(6*(i))+11)] = ss[6] ^= k[v(48,(6*(i))+ 5)]; \ 
} 
 
#define kdl6(k,i) \ 
{   ss[0] ^= ls_box(ss[5],3) ^ t_use(r,c)[i]; k[v(48,(6*(i))+ 6)] = ss[0]; \ 
    ss[1] ^= ss[0]; k[v(48,(6*(i))+ 7)] = ss[1]; \ 
    ss[2] ^= ss[1]; k[v(48,(6*(i))+ 8)] = ss[2]; \ 
    ss[3] ^= ss[2]; k[v(48,(6*(i))+ 9)] = ss[3]; \ 
} 
 
AES_RETURN aes_xi(decrypt_key192)(const unsigned char *key, aes_decrypt_ctx cx[1]) 
{   uint32_t    ss[7]; 
#if defined( d_vars ) 
        d_vars; 
 
 
#endif 
 
    cx->ks[v(48,(0))] = ss[0] = word_in(key, 0); 
    cx->ks[v(48,(1))] = ss[1] = word_in(key, 1); 
    cx->ks[v(48,(2))] = ss[2] = word_in(key, 2); 
    cx->ks[v(48,(3))] = ss[3] = word_in(key, 3); 
 
#ifdef DEC_KS_UNROLL 
    cx->ks[v(48,(4))] = ff(ss[4] = word_in(key, 4)); 
    cx->ks[v(48,(5))] = ff(ss[5] = word_in(key, 5)); 
    kdf6(cx->ks, 0); kd6(cx->ks, 1); 
    kd6(cx->ks, 2);  kd6(cx->ks, 3); 
    kd6(cx->ks, 4);  kd6(cx->ks, 5); 
    kd6(cx->ks, 6);  kdl6(cx->ks, 7); 
#else 
    cx->ks[v(48,(4))] = ss[4] = word_in(key, 4); 
    cx->ks[v(48,(5))] = ss[5] = word_in(key, 5); 
    {   uint32_t i; 
 
        for(i = 0; i < 7; ++i) 
            k6e(cx->ks, i); 
        k6ef(cx->ks, 7); 
#if !(DEC_ROUND == NO_TABLES) 
        for(i = N_COLS; i < 12 * N_COLS; ++i) 
            cx->ks[i] = inv_mcol(cx->ks[i]); 
#endif 
    } 
#endif 
    cx->inf.l = 0; 
    cx->inf.b[0] = 12 * 16; 
 
 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
    if(VIA_ACE_AVAILABLE) 
        cx->inf.b[1] = 0xff; 
#endif 
    return EXIT_SUCCESS; 
} 
 
#endif 
 
#if defined(AES_256) || defined( AES_VAR ) 
 
#define k8ef(k,i) \ 
{   k[v(56,(8*(i))+ 8)] = ss[0] ^= ls_box(ss[7],3) ^ t_use(r,c)[i]; \ 
    k[v(56,(8*(i))+ 9)] = ss[1] ^= ss[0]; \ 
    k[v(56,(8*(i))+10)] = ss[2] ^= ss[1]; \ 
    k[v(56,(8*(i))+11)] = ss[3] ^= ss[2]; \ 
} 
 
#define k8e(k,i) \ 
{   k8ef(k,i); \ 
    k[v(56,(8*(i))+12)] = ss[4] ^= ls_box(ss[3],0); \ 
    k[v(56,(8*(i))+13)] = ss[5] ^= ss[4]; \ 
    k[v(56,(8*(i))+14)] = ss[6] ^= ss[5]; \ 
    k[v(56,(8*(i))+15)] = ss[7] ^= ss[6]; \ 
} 
 
#define kdf8(k,i) \ 
{   ss[0] ^= ls_box(ss[7],3) ^ t_use(r,c)[i]; k[v(56,(8*(i))+ 8)] = ff(ss[0]); \ 
    ss[1] ^= ss[0]; k[v(56,(8*(i))+ 9)] = ff(ss[1]); \ 
 
 
    ss[2] ^= ss[1]; k[v(56,(8*(i))+10)] = ff(ss[2]); \ 
    ss[3] ^= ss[2]; k[v(56,(8*(i))+11)] = ff(ss[3]); \ 
    ss[4] ^= ls_box(ss[3],0); k[v(56,(8*(i))+12)] = ff(ss[4]); \ 
    ss[5] ^= ss[4]; k[v(56,(8*(i))+13)] = ff(ss[5]); \ 
    ss[6] ^= ss[5]; k[v(56,(8*(i))+14)] = ff(ss[6]); \ 
    ss[7] ^= ss[6]; k[v(56,(8*(i))+15)] = ff(ss[7]); \ 
} 
 
#define kd8(k,i) \ 
{   ss[8] = ls_box(ss[7],3) ^ t_use(r,c)[i]; \ 
    ss[0] ^= ss[8]; ss[8] = ff(ss[8]); k[v(56,(8*(i))+ 8)] = ss[8] ^= k[v(56,(8*(i)))]; \ 
    ss[1] ^= ss[0]; k[v(56,(8*(i))+ 9)] = ss[8] ^= k[v(56,(8*(i))+ 1)]; \ 
    ss[2] ^= ss[1]; k[v(56,(8*(i))+10)] = ss[8] ^= k[v(56,(8*(i))+ 2)]; \ 
    ss[3] ^= ss[2]; k[v(56,(8*(i))+11)] = ss[8] ^= k[v(56,(8*(i))+ 3)]; \ 
    ss[8] = ls_box(ss[3],0); \ 
    ss[4] ^= ss[8]; ss[8] = ff(ss[8]); k[v(56,(8*(i))+12)] = ss[8] ^= k[v(56,(8*(i))+ 4)]; \ 
    ss[5] ^= ss[4]; k[v(56,(8*(i))+13)] = ss[8] ^= k[v(56,(8*(i))+ 5)]; \ 
    ss[6] ^= ss[5]; k[v(56,(8*(i))+14)] = ss[8] ^= k[v(56,(8*(i))+ 6)]; \ 
    ss[7] ^= ss[6]; k[v(56,(8*(i))+15)] = ss[8] ^= k[v(56,(8*(i))+ 7)]; \ 
} 
 
#define kdl8(k,i) \ 
{   ss[0] ^= ls_box(ss[7],3) ^ t_use(r,c)[i]; k[v(56,(8*(i))+ 8)] = ss[0]; \ 
    ss[1] ^= ss[0]; k[v(56,(8*(i))+ 9)] = ss[1]; \ 
    ss[2] ^= ss[1]; k[v(56,(8*(i))+10)] = ss[2]; \ 
    ss[3] ^= ss[2]; k[v(56,(8*(i))+11)] = ss[3]; \ 
} 
 
AES_RETURN aes_xi(decrypt_key256)(const unsigned char *key, aes_decrypt_ctx cx[1]) 
{   uint32_t    ss[9]; 
 
 
#if defined( d_vars ) 
        d_vars; 
#endif 
 
    cx->ks[v(56,(0))] = ss[0] = word_in(key, 0); 
    cx->ks[v(56,(1))] = ss[1] = word_in(key, 1); 
    cx->ks[v(56,(2))] = ss[2] = word_in(key, 2); 
    cx->ks[v(56,(3))] = ss[3] = word_in(key, 3); 
 
#ifdef DEC_KS_UNROLL 
    cx->ks[v(56,(4))] = ff(ss[4] = word_in(key, 4)); 
    cx->ks[v(56,(5))] = ff(ss[5] = word_in(key, 5)); 
    cx->ks[v(56,(6))] = ff(ss[6] = word_in(key, 6)); 
    cx->ks[v(56,(7))] = ff(ss[7] = word_in(key, 7)); 
    kdf8(cx->ks, 0); kd8(cx->ks, 1); 
    kd8(cx->ks, 2);  kd8(cx->ks, 3); 
    kd8(cx->ks, 4);  kd8(cx->ks, 5); 
    kdl8(cx->ks, 6); 
#else 
    cx->ks[v(56,(4))] = ss[4] = word_in(key, 4); 
    cx->ks[v(56,(5))] = ss[5] = word_in(key, 5); 
    cx->ks[v(56,(6))] = ss[6] = word_in(key, 6); 
    cx->ks[v(56,(7))] = ss[7] = word_in(key, 7); 
    {   uint32_t i; 
 
        for(i = 0; i < 6; ++i) 
            k8e(cx->ks,  i); 
        k8ef(cx->ks,  6); 
#if !(DEC_ROUND == NO_TABLES) 
        for(i = N_COLS; i < 14 * N_COLS; ++i) 
 
 
            cx->ks[i] = inv_mcol(cx->ks[i]); 
#endif 
    } 
#endif 
    cx->inf.l = 0; 
    cx->inf.b[0] = 14 * 16; 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
    if(VIA_ACE_AVAILABLE) 
        cx->inf.b[1] = 0xff; 
#endif 
    return EXIT_SUCCESS; 
} 
 
#endif 
 
#endif 
 
#if defined( AES_VAR ) 
 
AES_RETURN aes_encrypt_key(const unsigned char *key, int key_len, aes_encrypt_ctx cx[1]) 
{ 
    switch(key_len) 
    { 
    case 16: case 128: return aes_encrypt_key128(key, cx); 
    case 24: case 192: return aes_encrypt_key192(key, cx); 
    case 32: case 256: return aes_encrypt_key256(key, cx); 
    default: return EXIT_FAILURE; 
    } 
} 
 
 
 
AES_RETURN aes_decrypt_key(const unsigned char *key, int key_len, aes_decrypt_ctx cx[1]) 
{ 
    switch(key_len) 
    { 
    case 16: case 128: return aes_decrypt_key128(key, cx); 
    case 24: case 192: return aes_decrypt_key192(key, cx); 
    case 32: case 256: return aes_decrypt_key256(key, cx); 
    default: return EXIT_FAILURE; 
    } 
} 
 
#endif 
 
#if defined(__cplusplus) 
} 
#endif 
#include "aesopt.h" 
#include "aestab.h" 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
#  include "aes_via_ace.h" 
#endif 
 
#if defined(__cplusplus) 
extern "C" 
{ 
#endif 
 
/* Initialise the key schedule from the user supplied key. The key 
 
 
   length can be specified in bytes, with legal values of 16, 24 
   and 32, or in bits, with legal values of 128, 192 and 256. These 
   values correspond with Nk values of 4, 6 and 8 respectively. 
   The following macros implement a single cycle in the key 
   schedule generation process. The number of cycles needed 
   for each cx->n_col and nk value is: 
    nk =             4  5  6  7  8 
    ------------------------------ 
    cx->n_col = 4   10  9  8  7  7 
    cx->n_col = 5   14 11 10  9  9 
    cx->n_col = 6   19 15 12 11 11 
    cx->n_col = 7   21 19 16 13 14 
    cx->n_col = 8   29 23 19 17 14 
*/ 
 
#if defined( REDUCE_CODE_SIZE ) 
#  define ls_box ls_sub 
   uint32_t ls_sub(const uint32_t t, const uint32_t n); 
#  define inv_mcol im_sub 
   uint32_t im_sub(const uint32_t x); 
#  ifdef ENC_KS_UNROLL 
#    undef ENC_KS_UNROLL 
#  endif 
#  ifdef DEC_KS_UNROLL 
#    undef DEC_KS_UNROLL 
#  endif 
#endif 
 
#if (FUNCS_IN_C & ENC_KEYING_IN_C) 
 
 
 
#if defined(AES_128) || defined( AES_VAR) 
 
#define ke4(k,i) \ 
{   k[4*(i)+4] = ss[0] ^= ls_box(ss[3],3) ^ t_use(r,c)[i]; \ 
    k[4*(i)+5] = ss[1] ^= ss[0]; \ 
    k[4*(i)+6] = ss[2] ^= ss[1]; \ 
    k[4*(i)+7] = ss[3] ^= ss[2]; \ 
} 
 
AES_RETURN aes_encrypt_key128(const unsigned char *key, aes_encrypt_ctx cx[1]) 
{   uint32_t    ss[4]; 
 
    cx->ks[0] = ss[0] = word_in(key, 0); 
    cx->ks[1] = ss[1] = word_in(key, 1); 
    cx->ks[2] = ss[2] = word_in(key, 2); 
    cx->ks[3] = ss[3] = word_in(key, 3); 
 
#ifndef ENC_KS_UNROLL 
    {   uint32_t i; 
        for(i = 0; i < 9; ++i) 
            ke4(cx->ks, i); 
    } 
#else 
    ke4(cx->ks, 0);  ke4(cx->ks, 1); 
    ke4(cx->ks, 2);  ke4(cx->ks, 3); 
    ke4(cx->ks, 4);  ke4(cx->ks, 5); 
    ke4(cx->ks, 6);  ke4(cx->ks, 7); 
    ke4(cx->ks, 8); 
#endif 
    ke4(cx->ks, 9); 
 
 
    cx->inf.l = 0; 
    cx->inf.b[0] = 10 * 16; 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
    if(VIA_ACE_AVAILABLE) 
        cx->inf.b[1] = 0xff; 
#endif 
    return EXIT_SUCCESS; 
} 
 
#endif 
 
#if defined(AES_192) || defined( AES_VAR) 
 
#define kef6(k,i) \ 
{   k[6*(i)+ 6] = ss[0] ^= ls_box(ss[5],3) ^ t_use(r,c)[i]; \ 
    k[6*(i)+ 7] = ss[1] ^= ss[0]; \ 
    k[6*(i)+ 8] = ss[2] ^= ss[1]; \ 
    k[6*(i)+ 9] = ss[3] ^= ss[2]; \ 
} 
 
#define ke6(k,i) \ 
{   kef6(k,i); \ 
    k[6*(i)+10] = ss[4] ^= ss[3]; \ 
    k[6*(i)+11] = ss[5] ^= ss[4]; \ 
} 
 
AES_RETURN aes_encrypt_key192(const unsigned char *key, aes_encrypt_ctx cx[1]) 
{   uint32_t    ss[6]; 
 
 
 
    cx->ks[0] = ss[0] = word_in(key, 0); 
    cx->ks[1] = ss[1] = word_in(key, 1); 
    cx->ks[2] = ss[2] = word_in(key, 2); 
    cx->ks[3] = ss[3] = word_in(key, 3); 
    cx->ks[4] = ss[4] = word_in(key, 4); 
    cx->ks[5] = ss[5] = word_in(key, 5); 
 
#ifndef ENC_KS_UNROLL 
    {   uint32_t i; 
        for(i = 0; i < 7; ++i) 
            ke6(cx->ks, i); 
    } 
#else 
    ke6(cx->ks, 0);  ke6(cx->ks, 1); 
    ke6(cx->ks, 2);  ke6(cx->ks, 3); 
    ke6(cx->ks, 4);  ke6(cx->ks, 5); 
    ke6(cx->ks, 6); 
#endif 
    kef6(cx->ks, 7); 
    cx->inf.l = 0; 
    cx->inf.b[0] = 12 * 16; 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
    if(VIA_ACE_AVAILABLE) 
        cx->inf.b[1] = 0xff; 
#endif 
    return EXIT_SUCCESS; 
} 
 
#endif 
 
 
 
#if defined(AES_256) || defined( AES_VAR) 
 
#define kef8(k,i) \ 
{   k[8*(i)+ 8] = ss[0] ^= ls_box(ss[7],3) ^ t_use(r,c)[i]; \ 
    k[8*(i)+ 9] = ss[1] ^= ss[0]; \ 
    k[8*(i)+10] = ss[2] ^= ss[1]; \ 
    k[8*(i)+11] = ss[3] ^= ss[2]; \ 
} 
 
#define ke8(k,i) \ 
{   kef8(k,i); \ 
    k[8*(i)+12] = ss[4] ^= ls_box(ss[3],0); \ 
    k[8*(i)+13] = ss[5] ^= ss[4]; \ 
    k[8*(i)+14] = ss[6] ^= ss[5]; \ 
    k[8*(i)+15] = ss[7] ^= ss[6]; \ 
} 
 
AES_RETURN aes_encrypt_key256(const unsigned char *key, aes_encrypt_ctx cx[1]) 
{   uint32_t    ss[8]; 
 
    cx->ks[0] = ss[0] = word_in(key, 0); 
    cx->ks[1] = ss[1] = word_in(key, 1); 
    cx->ks[2] = ss[2] = word_in(key, 2); 
    cx->ks[3] = ss[3] = word_in(key, 3); 
    cx->ks[4] = ss[4] = word_in(key, 4); 
    cx->ks[5] = ss[5] = word_in(key, 5); 
    cx->ks[6] = ss[6] = word_in(key, 6); 
    cx->ks[7] = ss[7] = word_in(key, 7); 
 
 
 
#ifndef ENC_KS_UNROLL 
    {   uint32_t i; 
        for(i = 0; i < 6; ++i) 
            ke8(cx->ks,  i); 
    } 
#else 
    ke8(cx->ks, 0); ke8(cx->ks, 1); 
    ke8(cx->ks, 2); ke8(cx->ks, 3); 
    ke8(cx->ks, 4); ke8(cx->ks, 5); 
#endif 
    kef8(cx->ks, 6); 
    cx->inf.l = 0; 
    cx->inf.b[0] = 14 * 16; 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
    if(VIA_ACE_AVAILABLE) 
        cx->inf.b[1] = 0xff; 
#endif 
    return EXIT_SUCCESS; 
} 
 
#endif 
 
#if defined( AES_VAR ) 
 
AES_RETURN aes_encrypt_key(const unsigned char *key, int key_len, aes_encrypt_ctx cx[1]) 
{    
    switch(key_len) 
    { 
    case 16: case 128: return aes_encrypt_key128(key, cx); 
 
 
    case 24: case 192: return aes_encrypt_key192(key, cx); 
    case 32: case 256: return aes_encrypt_key256(key, cx); 
    default: return EXIT_FAILURE; 
    } 
} 
 
#if 0 
#if defined( ASM_X86_V2 ) || defined( ASM_X86_V2C) 
    uint32_t ls_sub(uint32_t t, uint32_t n); 
#else 
#  define ls_sub ls_box 
#endif 
    uint32_t nk = key_len >> (key_len > 32 ? 5 : 2); 
#if defined( AES_128 ) 
    if(nk == 4) 
        return aes_encrypt_key128(key, cx); 
#endif 
#if defined( AES_192 ) 
    if(nk == 6) 
        return aes_encrypt_key192(key, cx); 
#endif 
#if defined( AES_256 ) 
    if(nk == 8) 
        return aes_encrypt_key256(key, cx); 
#endif 
#if !defined(  AES_128 ) || !defined(  AES_192 ) || !defined(  AES_256 )  
    if(nk == 4 || nk == 6 || nk == 8) 
    {   uint32_t i = 0, rc = 1; 
        while(i < nk) 
        { 
 
 
            cx->ks[i] = word_in(key, i);  
            ++i; 
        } 
        while(i < N_COLS * (nk + 7)) 
        { 
            uint32_t t = cx->ks[i - 1]; 
            if(i % nk == 0) 
            { 
                t = ls_sub(t,3) ^ rc; 
                rc = (rc << 1) ^ (rc & 0x80 ? WPOLY : 0);  
            } 
            else if(nk == 8 && i % nk == 4) 
                t = ls_sub(t,0); 
            cx->ks[i] = cx->ks[i - nk] ^ t;  
            ++i; 
        } 
        cx->inf.l = 0; 
        cx->inf.b[0] = 16 * nk + 96; 
#ifdef USE_VIA_ACE_IF_PRESENT 
        if(VIA_ACE_AVAILABLE) 
            cx->inf.b[1] = 0xff; 
#endif 
        return EXIT_SUCCESS; 
    } 
    else 
        return EXIT_FAILURE; 
#endif 
} 
#endif 
 
 
 
#endif 
 
#endif 
 
#if (FUNCS_IN_C & DEC_KEYING_IN_C) 
 
/* this is used to store the decryption round keys  */ 
/* in forward or reverse order                      */ 
 
#ifdef AES_REV_DKS 
#define v(n,i)  ((n) - (i) + 2 * ((i) & 3)) 
#else 
#define v(n,i)  (i) 
#endif 
 
#if DEC_ROUND == NO_TABLES 
#define ff(x)   (x) 
#else 
#define ff(x)   inv_mcol(x) 
#if defined( dec_imvars ) 
#define d_vars  dec_imvars 
#endif 
#endif 
 
#if defined(AES_128) || defined( AES_VAR) 
 
#define k4e(k,i) \ 
{   k[v(40,(4*(i))+4)] = ss[0] ^= ls_box(ss[3],3) ^ t_use(r,c)[i]; \ 
    k[v(40,(4*(i))+5)] = ss[1] ^= ss[0]; \ 
    k[v(40,(4*(i))+6)] = ss[2] ^= ss[1]; \ 
 
 
    k[v(40,(4*(i))+7)] = ss[3] ^= ss[2]; \ 
} 
 
#if 1 
 
#define kdf4(k,i) \ 
{   ss[0] = ss[0] ^ ss[2] ^ ss[1] ^ ss[3]; \ 
    ss[1] = ss[1] ^ ss[3]; \ 
    ss[2] = ss[2] ^ ss[3]; \ 
    ss[4] = ls_box(ss[(i+3) % 4], 3) ^ t_use(r,c)[i]; \ 
    ss[i % 4] ^= ss[4]; \ 
    ss[4] ^= k[v(40,(4*(i)))];   k[v(40,(4*(i))+4)] = ff(ss[4]); \ 
    ss[4] ^= k[v(40,(4*(i))+1)]; k[v(40,(4*(i))+5)] = ff(ss[4]); \ 
    ss[4] ^= k[v(40,(4*(i))+2)]; k[v(40,(4*(i))+6)] = ff(ss[4]); \ 
    ss[4] ^= k[v(40,(4*(i))+3)]; k[v(40,(4*(i))+7)] = ff(ss[4]); \ 
} 
 
#define kd4(k,i) \ 
{   ss[4] = ls_box(ss[(i+3) % 4], 3) ^ t_use(r,c)[i]; \ 
    ss[i % 4] ^= ss[4]; ss[4] = ff(ss[4]); \ 
    k[v(40,(4*(i))+4)] = ss[4] ^= k[v(40,(4*(i)))]; \ 
    k[v(40,(4*(i))+5)] = ss[4] ^= k[v(40,(4*(i))+1)]; \ 
    k[v(40,(4*(i))+6)] = ss[4] ^= k[v(40,(4*(i))+2)]; \ 
    k[v(40,(4*(i))+7)] = ss[4] ^= k[v(40,(4*(i))+3)]; \ 
} 
 
#define kdl4(k,i) \ 
{   ss[4] = ls_box(ss[(i+3) % 4], 3) ^ t_use(r,c)[i]; ss[i % 4] ^= ss[4]; \ 
    k[v(40,(4*(i))+4)] = (ss[0] ^= ss[1]) ^ ss[2] ^ ss[3]; \ 
    k[v(40,(4*(i))+5)] = ss[1] ^ ss[3]; \ 
 
 
    k[v(40,(4*(i))+6)] = ss[0]; \ 
    k[v(40,(4*(i))+7)] = ss[1]; \ 
} 
 
#else 
#define kdf4(k,i) \ 
{   ss[0] ^= ls_box(ss[3],3) ^ t_use(r,c)[i]; k[v(40,(4*(i))+ 4)] = ff(ss[0]); \ 
    ss[1] ^= ss[0]; k[v(40,(4*(i))+ 5)] = ff(ss[1]); \ 
    ss[2] ^= ss[1]; k[v(40,(4*(i))+ 6)] = ff(ss[2]); \ 
    ss[3] ^= ss[2]; k[v(40,(4*(i))+ 7)] = ff(ss[3]); \ 
} 
#define kd4(k,i) \ 
{   ss[4] = ls_box(ss[3],3) ^ t_use(r,c)[i]; \ 
    ss[0] ^= ss[4]; ss[4] = ff(ss[4]); k[v(40,(4*(i))+ 4)] = ss[4] ^= k[v(40,(4*(i)))]; \ 
    ss[1] ^= ss[0]; k[v(40,(4*(i))+ 5)] = ss[4] ^= k[v(40,(4*(i))+ 1)]; \ 
    ss[2] ^= ss[1]; k[v(40,(4*(i))+ 6)] = ss[4] ^= k[v(40,(4*(i))+ 2)]; \ 
    ss[3] ^= ss[2]; k[v(40,(4*(i))+ 7)] = ss[4] ^= k[v(40,(4*(i))+ 3)]; \ 
} 
#define kdl4(k,i) \ 
{   ss[0] ^= ls_box(ss[3],3) ^ t_use(r,c)[i]; k[v(40,(4*(i))+ 4)] = ss[0]; \ 
    ss[1] ^= ss[0]; k[v(40,(4*(i))+ 5)] = ss[1]; \ 
    ss[2] ^= ss[1]; k[v(40,(4*(i))+ 6)] = ss[2]; \ 
    ss[3] ^= ss[2]; k[v(40,(4*(i))+ 7)] = ss[3]; \ 
} 
#endif 
 
AES_RETURN aes_decrypt_key128(const unsigned char *key, aes_decrypt_ctx cx[1]) 
{   uint32_t    ss[5]; 
#if defined( d_vars ) 
        d_vars; 
 
 
#endif 
    cx->ks[v(40,(0))] = ss[0] = word_in(key, 0); 
    cx->ks[v(40,(1))] = ss[1] = word_in(key, 1); 
    cx->ks[v(40,(2))] = ss[2] = word_in(key, 2); 
    cx->ks[v(40,(3))] = ss[3] = word_in(key, 3); 
 
#ifndef DEC_KS_UNROLL 
    {   uint32_t i; 
        for(i = 0; i < 10; ++i) 
            k4e(cx->ks, i); 
#if !(DEC_ROUND == NO_TABLES) 
        for(i = N_COLS; i < 10 * N_COLS; ++i) 
            cx->ks[i] = inv_mcol(cx->ks[i]); 
#endif 
    } 
#else 
    kdf4(cx->ks, 0);  kd4(cx->ks, 1); 
     kd4(cx->ks, 2);  kd4(cx->ks, 3); 
     kd4(cx->ks, 4);  kd4(cx->ks, 5); 
     kd4(cx->ks, 6);  kd4(cx->ks, 7); 
     kd4(cx->ks, 8); kdl4(cx->ks, 9); 
#endif 
    cx->inf.l = 0; 
    cx->inf.b[0] = 10 * 16; 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
    if(VIA_ACE_AVAILABLE) 
        cx->inf.b[1] = 0xff; 
#endif 
    return EXIT_SUCCESS; 
 
 
} 
 
#endif 
 
#if defined(AES_192) || defined( AES_VAR) 
 
#define k6ef(k,i) \ 
{   k[v(48,(6*(i))+ 6)] = ss[0] ^= ls_box(ss[5],3) ^ t_use(r,c)[i]; \ 
    k[v(48,(6*(i))+ 7)] = ss[1] ^= ss[0]; \ 
    k[v(48,(6*(i))+ 8)] = ss[2] ^= ss[1]; \ 
    k[v(48,(6*(i))+ 9)] = ss[3] ^= ss[2]; \ 
} 
 
#define k6e(k,i) \ 
{   k6ef(k,i); \ 
    k[v(48,(6*(i))+10)] = ss[4] ^= ss[3]; \ 
    k[v(48,(6*(i))+11)] = ss[5] ^= ss[4]; \ 
} 
 
#define kdf6(k,i) \ 
{   ss[0] ^= ls_box(ss[5],3) ^ t_use(r,c)[i]; k[v(48,(6*(i))+ 6)] = ff(ss[0]); \ 
    ss[1] ^= ss[0]; k[v(48,(6*(i))+ 7)] = ff(ss[1]); \ 
    ss[2] ^= ss[1]; k[v(48,(6*(i))+ 8)] = ff(ss[2]); \ 
    ss[3] ^= ss[2]; k[v(48,(6*(i))+ 9)] = ff(ss[3]); \ 
    ss[4] ^= ss[3]; k[v(48,(6*(i))+10)] = ff(ss[4]); \ 
    ss[5] ^= ss[4]; k[v(48,(6*(i))+11)] = ff(ss[5]); \ 
} 
 
#define kd6(k,i) \ 
{   ss[6] = ls_box(ss[5],3) ^ t_use(r,c)[i]; \ 
 
 
    ss[0] ^= ss[6]; ss[6] = ff(ss[6]); k[v(48,(6*(i))+ 6)] = ss[6] ^= k[v(48,(6*(i)))]; \ 
    ss[1] ^= ss[0]; k[v(48,(6*(i))+ 7)] = ss[6] ^= k[v(48,(6*(i))+ 1)]; \ 
    ss[2] ^= ss[1]; k[v(48,(6*(i))+ 8)] = ss[6] ^= k[v(48,(6*(i))+ 2)]; \ 
    ss[3] ^= ss[2]; k[v(48,(6*(i))+ 9)] = ss[6] ^= k[v(48,(6*(i))+ 3)]; \ 
    ss[4] ^= ss[3]; k[v(48,(6*(i))+10)] = ss[6] ^= k[v(48,(6*(i))+ 4)]; \ 
    ss[5] ^= ss[4]; k[v(48,(6*(i))+11)] = ss[6] ^= k[v(48,(6*(i))+ 5)]; \ 
} 
 
#define kdl6(k,i) \ 
{   ss[0] ^= ls_box(ss[5],3) ^ t_use(r,c)[i]; k[v(48,(6*(i))+ 6)] = ss[0]; \ 
    ss[1] ^= ss[0]; k[v(48,(6*(i))+ 7)] = ss[1]; \ 
    ss[2] ^= ss[1]; k[v(48,(6*(i))+ 8)] = ss[2]; \ 
    ss[3] ^= ss[2]; k[v(48,(6*(i))+ 9)] = ss[3]; \ 
} 
 
AES_RETURN aes_decrypt_key192(const unsigned char *key, aes_decrypt_ctx cx[1]) 
{   uint32_t    ss[7]; 
#if defined( d_vars ) 
        d_vars; 
#endif 
    cx->ks[v(48,(0))] = ss[0] = word_in(key, 0); 
    cx->ks[v(48,(1))] = ss[1] = word_in(key, 1); 
    cx->ks[v(48,(2))] = ss[2] = word_in(key, 2); 
    cx->ks[v(48,(3))] = ss[3] = word_in(key, 3); 
 
#ifndef DEC_KS_UNROLL 
    cx->ks[v(48,(4))] = ss[4] = word_in(key, 4); 
    cx->ks[v(48,(5))] = ss[5] = word_in(key, 5); 
    {   uint32_t i; 
 
 
 
        for(i = 0; i < 7; ++i) 
            k6e(cx->ks, i); 
        k6ef(cx->ks, 7); 
#if !(DEC_ROUND == NO_TABLES) 
        for(i = N_COLS; i < 12 * N_COLS; ++i) 
            cx->ks[i] = inv_mcol(cx->ks[i]); 
#endif 
    } 
#else 
    cx->ks[v(48,(4))] = ff(ss[4] = word_in(key, 4)); 
    cx->ks[v(48,(5))] = ff(ss[5] = word_in(key, 5)); 
    kdf6(cx->ks, 0); kd6(cx->ks, 1); 
    kd6(cx->ks, 2);  kd6(cx->ks, 3); 
    kd6(cx->ks, 4);  kd6(cx->ks, 5); 
    kd6(cx->ks, 6); kdl6(cx->ks, 7); 
#endif 
    cx->inf.l = 0; 
    cx->inf.b[0] = 12 * 16; 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
    if(VIA_ACE_AVAILABLE) 
        cx->inf.b[1] = 0xff; 
#endif 
    return EXIT_SUCCESS; 
} 
 
#endif 
 
#if defined(AES_256) || defined( AES_VAR) 
 
 
 
#define k8ef(k,i) \ 
{   k[v(56,(8*(i))+ 8)] = ss[0] ^= ls_box(ss[7],3) ^ t_use(r,c)[i]; \ 
    k[v(56,(8*(i))+ 9)] = ss[1] ^= ss[0]; \ 
    k[v(56,(8*(i))+10)] = ss[2] ^= ss[1]; \ 
    k[v(56,(8*(i))+11)] = ss[3] ^= ss[2]; \ 
} 
 
#define k8e(k,i) \ 
{   k8ef(k,i); \ 
    k[v(56,(8*(i))+12)] = ss[4] ^= ls_box(ss[3],0); \ 
    k[v(56,(8*(i))+13)] = ss[5] ^= ss[4]; \ 
    k[v(56,(8*(i))+14)] = ss[6] ^= ss[5]; \ 
    k[v(56,(8*(i))+15)] = ss[7] ^= ss[6]; \ 
} 
 
#define kdf8(k,i) \ 
{   ss[0] ^= ls_box(ss[7],3) ^ t_use(r,c)[i]; k[v(56,(8*(i))+ 8)] = ff(ss[0]); \ 
    ss[1] ^= ss[0]; k[v(56,(8*(i))+ 9)] = ff(ss[1]); \ 
    ss[2] ^= ss[1]; k[v(56,(8*(i))+10)] = ff(ss[2]); \ 
    ss[3] ^= ss[2]; k[v(56,(8*(i))+11)] = ff(ss[3]); \ 
    ss[4] ^= ls_box(ss[3],0); k[v(56,(8*(i))+12)] = ff(ss[4]); \ 
    ss[5] ^= ss[4]; k[v(56,(8*(i))+13)] = ff(ss[5]); \ 
    ss[6] ^= ss[5]; k[v(56,(8*(i))+14)] = ff(ss[6]); \ 
    ss[7] ^= ss[6]; k[v(56,(8*(i))+15)] = ff(ss[7]); \ 
} 
 
#define kd8(k,i) \ 
{   ss[8] = ls_box(ss[7],3) ^ t_use(r,c)[i]; \ 
    ss[0] ^= ss[8]; ss[8] = ff(ss[8]); k[v(56,(8*(i))+ 8)] = ss[8] ^= k[v(56,(8*(i)))]; \ 
    ss[1] ^= ss[0]; k[v(56,(8*(i))+ 9)] = ss[8] ^= k[v(56,(8*(i))+ 1)]; \ 
 
 
    ss[2] ^= ss[1]; k[v(56,(8*(i))+10)] = ss[8] ^= k[v(56,(8*(i))+ 2)]; \ 
    ss[3] ^= ss[2]; k[v(56,(8*(i))+11)] = ss[8] ^= k[v(56,(8*(i))+ 3)]; \ 
    ss[8] = ls_box(ss[3],0); \ 
    ss[4] ^= ss[8]; ss[8] = ff(ss[8]); k[v(56,(8*(i))+12)] = ss[8] ^= k[v(56,(8*(i))+ 4)]; \ 
    ss[5] ^= ss[4]; k[v(56,(8*(i))+13)] = ss[8] ^= k[v(56,(8*(i))+ 5)]; \ 
    ss[6] ^= ss[5]; k[v(56,(8*(i))+14)] = ss[8] ^= k[v(56,(8*(i))+ 6)]; \ 
    ss[7] ^= ss[6]; k[v(56,(8*(i))+15)] = ss[8] ^= k[v(56,(8*(i))+ 7)]; \ 
} 
 
#define kdl8(k,i) \ 
{   ss[0] ^= ls_box(ss[7],3) ^ t_use(r,c)[i]; k[v(56,(8*(i))+ 8)] = ss[0]; \ 
    ss[1] ^= ss[0]; k[v(56,(8*(i))+ 9)] = ss[1]; \ 
    ss[2] ^= ss[1]; k[v(56,(8*(i))+10)] = ss[2]; \ 
    ss[3] ^= ss[2]; k[v(56,(8*(i))+11)] = ss[3]; \ 
} 
 
AES_RETURN aes_decrypt_key256(const unsigned char *key, aes_decrypt_ctx cx[1]) 
{   uint32_t    ss[9]; 
#if defined( d_vars ) 
        d_vars; 
#endif 
    cx->ks[v(56,(0))] = ss[0] = word_in(key, 0); 
    cx->ks[v(56,(1))] = ss[1] = word_in(key, 1); 
    cx->ks[v(56,(2))] = ss[2] = word_in(key, 2); 
    cx->ks[v(56,(3))] = ss[3] = word_in(key, 3); 
 
#ifndef DEC_KS_UNROLL 
    cx->ks[v(56,(4))] = ss[4] = word_in(key, 4); 
    cx->ks[v(56,(5))] = ss[5] = word_in(key, 5); 
    cx->ks[v(56,(6))] = ss[6] = word_in(key, 6); 
 
 
    cx->ks[v(56,(7))] = ss[7] = word_in(key, 7); 
    {   uint32_t i; 
 
        for(i = 0; i < 6; ++i) 
            k8e(cx->ks,  i); 
        k8ef(cx->ks,  6); 
#if !(DEC_ROUND == NO_TABLES) 
        for(i = N_COLS; i < 14 * N_COLS; ++i) 
            cx->ks[i] = inv_mcol(cx->ks[i]); 
 
#endif 
    } 
#else 
    cx->ks[v(56,(4))] = ff(ss[4] = word_in(key, 4)); 
    cx->ks[v(56,(5))] = ff(ss[5] = word_in(key, 5)); 
    cx->ks[v(56,(6))] = ff(ss[6] = word_in(key, 6)); 
    cx->ks[v(56,(7))] = ff(ss[7] = word_in(key, 7)); 
    kdf8(cx->ks, 0); kd8(cx->ks, 1); 
    kd8(cx->ks, 2);  kd8(cx->ks, 3); 
    kd8(cx->ks, 4);  kd8(cx->ks, 5); 
    kdl8(cx->ks, 6); 
#endif 
    cx->inf.l = 0; 
    cx->inf.b[0] = 14 * 16; 
 
#ifdef USE_VIA_ACE_IF_PRESENT 
    if(VIA_ACE_AVAILABLE) 
        cx->inf.b[1] = 0xff; 
#endif 
    return EXIT_SUCCESS; 
 
 
} 
 
#endif 
 
#if defined( AES_VAR ) 
 
AES_RETURN aes_decrypt_key(const unsigned char *key, int key_len, aes_decrypt_ctx cx[1]) 
{ 
    switch(key_len) 
    { 
    case 16: case 128: return aes_decrypt_key128(key, cx); 
    case 24: case 192: return aes_decrypt_key192(key, cx); 
    case 32: case 256: return aes_decrypt_key256(key, cx); 
    default: return EXIT_FAILURE; 
    } 
} 
 
#if 0 
#if defined( ASM_X86_V2) || defined( ASM_X86_V2C ) 
    uint32_t im_sub(uint32_t t); 
#else 
#  define im_sub inv_mcol 
#  if defined( dec_imvars ) 
#    define t_vars dec_imvars 
#  endif 
#endif 
    uint32_t nk = key_len >> (key_len > 32 ? 5 : 2), i; 
#if defined( AES_128 ) 
    if(nk == 4) 
        return aes_decrypt_key128(key, cx); 
 
 
#endif 
#if defined( AES_192 ) 
    if(nk == 6) 
        return aes_decrypt_key192(key, cx); 
#endif 
#if defined( AES_256 ) 
    if(nk == 8) 
        return aes_decrypt_key256(key, cx); 
#endif 
#if !defined(  AES_128 ) || !defined(  AES_192 ) || !defined(  AES_256 )  
    if((nk == 4 || nk == 6 || nk == 8) &&  
        aes_encrypt_key(key, key_len, (aes_encrypt_ctx*)cx) == EXIT_SUCCESS) 
    {    
#if defined( t_vars ) 
        t_vars; 
#endif 
        for( i = N_COLS ; i < (nk + 6) * N_COLS ; ++i ) 
            cx->ks[i] = im_sub(cx->ks[i]); 
#ifdef AES_REV_DKS 
        {   uint32_t t, *p1 = cx->ks, *p2 = cx->ks + N_COLS * (nk + 6); 
            while(p1 < p2) 
            {    
                t = *p1; *p1++ = *p2; *p2++ = t; 
                t = *p1; *p1++ = *p2; *p2++ = t; 
                t = *p1; *p1++ = *p2; *p2++ = t; 
                t = *p1; *p1++ = *p2; *p2++ = t; 
                p2 -= 2 * N_COLS; 
            } 
        } 
#endif 
 
 
        return EXIT_SUCCESS; 
    } 
    else 
        return EXIT_FAILURE; 
#endif 
} 
#endif 
 
#endif 
 
#endif 
 
#if defined(__cplusplus) 
} 
#endif 
 
#if !defined( _AESOPT_H ) 
#define _AESOPT_H 
 
#if defined( __cplusplus ) 
#include "aescpp.h" 
#else 
#include "aes.h" 
#endif 
 
/*  PLATFORM SPECIFIC INCLUDES */ 
 
#include "brg_endian.h" 
 
/*  CONFIGURATION - THE USE OF DEFINES 
 
 
    Later in this section there are a number of defines that control the 
    operation of the code.  In each section, the purpose of each define is 
    explained so that the relevant form can be included or excluded by 
    setting either 1's or 0's respectively on the branches of the related 
    #if clauses.  The following local defines should not be changed. 
*/ 
 
#define ENCRYPTION_IN_C     1 
#define DECRYPTION_IN_C     2 
#define ENC_KEYING_IN_C     4 
#define DEC_KEYING_IN_C     8 
 
#define NO_TABLES           0 
#define ONE_TABLE           1 
#define FOUR_TABLES         4 
#define NONE                0 
#define PARTIAL             1 
#define FULL                2 
 
/*  --- START OF USER CONFIGURED OPTIONS --- */ 
 
/*  1. BYTE ORDER WITHIN 32 BIT WORDS 
    The fundamental data processing units in Rijndael are 8-bit bytes. The 
    input, output and key input are all enumerated arrays of bytes in which 
    bytes are numbered starting at zero and increasing to one less than the 
    number of bytes in the array in question. This enumeration is only used 
    for naming bytes and does not imply any adjacency or order relationship 
    from one byte to another. When these inputs and outputs are considered 
    as bit sequences, bits 8*n to 8*n+7 of the bit sequence are mapped to 
    byte[n] with bit 8n+i in the sequence mapped to bit 7-i within the byte. 
 
 
    In this implementation bits are numbered from 0 to 7 starting at the 
    numerically least significant end of each byte (bit n represents 2^n). 
    However, Rijndael can be implemented more efficiently using 32-bit 
    words by packing bytes into words so that bytes 4*n to 4*n+3 are placed 
    into word[n]. While in principle these bytes can be assembled into words 
    in any positions, this implementation only supports the two formats in 
    which bytes in adjacent positions within words also have adjacent byte 
    numbers. This order is called big-endian if the lowest numbered bytes 
    in words have the highest numeric significance and little-endian if the 
    opposite applies. 
    This code can work in either order irrespective of the order used by the 
    machine on which it runs. Normally the internal byte order will be set 
    to the order of the processor on which the code is to be run but this 
    define can be used to reverse this in special situations 
    WARNING: Assembler code versions rely on PLATFORM_BYTE_ORDER being set. 
    This define will hence be redefined later (in section 4) if necessary 
*/ 
 
#if 1 
#  define ALGORITHM_BYTE_ORDER PLATFORM_BYTE_ORDER 
#elif 0 
#  define ALGORITHM_BYTE_ORDER IS_LITTLE_ENDIAN 
#elif 0 
#  define ALGORITHM_BYTE_ORDER IS_BIG_ENDIAN 
#else 
#  error The algorithm byte order is not defined 
#endif 
 
/*  2. Intel AES AND VIA ACE SUPPORT */ 
 
 
 
#if defined( __GNUC__ ) && defined( __i386__ ) \ 
 || defined( _WIN32 ) && defined( _M_IX86 ) && !(defined( _WIN64 ) \ 
 || defined( _WIN32_WCE ) || defined( _MSC_VER ) && ( _MSC_VER <= 800 )) 
#  define VIA_ACE_POSSIBLE 
#endif 
 
#if (defined( _WIN64 ) && defined( _MSC_VER )) \ 
 || (defined( __GNUC__ ) && defined( __x86_64__ )) \ 
 && !(defined( INTEL_AES_POSSIBLE )) 
#  define INTEL_AES_POSSIBLE 
#endif 
 
/*  Define this option if support for the Intel AESNI is required 
    If USE_INTEL_AES_IF_PRESENT is defined then AESNI will be used 
    if it is detected (both present and enabled). 
    AESNI uses a decryption key schedule with the first decryption 
    round key at the high end of the key scedule with the following 
    round keys at lower positions in memory.  So AES_REV_DKS must NOT 
    be defined when AESNI will be used.  ALthough it is unlikely that 
    assembler code will be used with an AESNI build, if it is then 
    AES_REV_DKS must NOT be defined when the assembler files are 
    built 
*/ 
 
#if 1 && defined( INTEL_AES_POSSIBLE ) && !defined( USE_INTEL_AES_IF_PRESENT ) 
#  define USE_INTEL_AES_IF_PRESENT 
#endif 
 
/*  Define this option if support for the VIA ACE is required. This uses 
    inline assembler instructions and is only implemented for the Microsoft, 
 
 
    Intel and GCC compilers.  If VIA ACE is known to be present, then defining 
    ASSUME_VIA_ACE_PRESENT will remove the ordinary encryption/decryption 
    code.  If USE_VIA_ACE_IF_PRESENT is defined then VIA ACE will be used if 
    it is detected (both present and enabled) but the normal AES code will 
    also be present. 
    When VIA ACE is to be used, all AES encryption contexts MUST be 16 byte 
    aligned; other input/output buffers do not need to be 16 byte aligned 
    but there are very large performance gains if this can be arranged. 
    VIA ACE also requires the decryption key schedule to be in reverse 
    order (which later checks below ensure). 
    AES_REV_DKS must be set for assembler code used with a VIA ACE build 
*/ 
 
#if 1 && defined( VIA_ACE_POSSIBLE ) && !defined( USE_VIA_ACE_IF_PRESENT ) 
#  define USE_VIA_ACE_IF_PRESENT 
#endif 
 
#if 0 && defined( VIA_ACE_POSSIBLE ) && !defined( ASSUME_VIA_ACE_PRESENT ) 
#  define ASSUME_VIA_ACE_PRESENT 
#  endif 
 
/*  3. ASSEMBLER SUPPORT 
    This define (which can be on the command line) enables the use of the 
    assembler code routines for encryption, decryption and key scheduling 
    as follows: 
    ASM_X86_V1C uses the assembler (aes_x86_v1.asm) with large tables for 
                encryption and decryption and but with key scheduling in C 
    ASM_X86_V2  uses assembler (aes_x86_v2.asm) with compressed tables for 
                encryption, decryption and key scheduling 
    ASM_X86_V2C uses assembler (aes_x86_v2.asm) with compressed tables for 
 
 
                encryption and decryption and but with key scheduling in C 
    ASM_AMD64_C uses assembler (aes_amd64.asm) with compressed tables for 
                encryption and decryption and but with key scheduling in C 
    Change one 'if 0' below to 'if 1' to select the version or define 
    as a compilation option. 
*/ 
 
#if 0 && !defined( ASM_X86_V1C ) 
#  define ASM_X86_V1C 
#elif 0 && !defined( ASM_X86_V2  ) 
#  define ASM_X86_V2 
#elif 0 && !defined( ASM_X86_V2C ) 
#  define ASM_X86_V2C 
#elif 0 && !defined( ASM_AMD64_C ) 
#  define ASM_AMD64_C 
#endif 
 
#if defined( __i386 ) || defined( _M_IX86 ) 
#  define A32_ 
#elif defined( __x86_64__ ) || defined( _M_X64 ) 
#  define A64_ 
#endif 
 
#if (defined ( ASM_X86_V1C ) || defined( ASM_X86_V2 ) || defined( ASM_X86_V2C )) \ 
       && !defined( A32_ )  || defined( ASM_AMD64_C ) && !defined( A64_ ) 
#  error Assembler code is only available for x86 and AMD64 systems 
#endif 
 
/*  4. FAST INPUT/OUTPUT OPERATIONS. 
    On some machines it is possible to improve speed by transferring the 
 
 
    bytes in the input and output arrays to and from the internal 32-bit 
    variables by addressing these arrays as if they are arrays of 32-bit 
    words.  On some machines this will always be possible but there may 
    be a large performance penalty if the byte arrays are not aligned on 
    the normal word boundaries. On other machines this technique will 
    lead to memory access errors when such 32-bit word accesses are not 
    properly aligned. The option SAFE_IO avoids such problems but will 
    often be slower on those machines that support misaligned access 
    (especially so if care is taken to align the input  and output byte 
    arrays on 32-bit word boundaries). If SAFE_IO is not defined it is 
    assumed that access to byte arrays as if they are arrays of 32-bit 
    words will not cause problems when such accesses are misaligned. 
*/ 
#if 1 && !defined( _MSC_VER ) 
#  define SAFE_IO 
#endif 
 
/*  5. LOOP UNROLLING 
    The code for encryption and decrytpion cycles through a number of rounds 
    that can be implemented either in a loop or by expanding the code into a 
    long sequence of instructions, the latter producing a larger program but 
    one that will often be much faster. The latter is called loop unrolling. 
    There are also potential speed advantages in expanding two iterations in 
    a loop with half the number of iterations, which is called partial loop 
    unrolling.  The following options allow partial or full loop unrolling 
    to be set independently for encryption and decryption 
*/ 
#if 1 
#  define ENC_UNROLL  FULL 
#elif 0 
 
 
#  define ENC_UNROLL  PARTIAL 
#else 
#  define ENC_UNROLL  NONE 
#endif 
 
#if 1 
#  define DEC_UNROLL  FULL 
#elif 0 
#  define DEC_UNROLL  PARTIAL 
#else 
#  define DEC_UNROLL  NONE 
#endif 
 
#if 1 
#  define ENC_KS_UNROLL 
#endif 
 
#if 1 
#  define DEC_KS_UNROLL 
#endif 
 
/*  6. FAST FINITE FIELD OPERATIONS 
    If this section is included, tables are used to provide faster finite 
    field arithmetic (this has no effect if STATIC_TABLES is defined). 
*/ 
#if 1 
#  define FF_TABLES 
#endif 
 
/*  7. INTERNAL STATE VARIABLE FORMAT 
 
 
    The internal state of Rijndael is stored in a number of local 32-bit 
    word varaibles which can be defined either as an array or as individual 
    names variables. Include this section if you want to store these local 
    varaibles in arrays. Otherwise individual local variables will be used. 
*/ 
#if 1 
#  define ARRAYS 
#endif 
 
/*  8. FIXED OR DYNAMIC TABLES 
    When this section is included the tables used by the code are compiled 
    statically into the binary file.  Otherwise the subroutine aes_init() 
    must be called to compute them before the code is first used. 
*/ 
#if 1 && !(defined( _MSC_VER ) && ( _MSC_VER <= 800 )) 
#  define STATIC_TABLES 
#endif 
 
/*  9. MASKING OR CASTING FROM LONGER VALUES TO BYTES 
    In some systems it is better to mask longer values to extract bytes 
    rather than using a cast. This option allows this choice. 
*/ 
#if 0 
#  define to_byte(x)  ((uint8_t)(x)) 
#else 
#  define to_byte(x)  ((x) & 0xff) 
#endif 
 
/*  10. TABLE ALIGNMENT 
    On some sytsems speed will be improved by aligning the AES large lookup 
 
 
    tables on particular boundaries. This define should be set to a power of 
    two giving the desired alignment. It can be left undefined if alignment 
    is not needed.  This option is specific to the Microsft VC++ compiler - 
    it seems to sometimes cause trouble for the VC++ version 6 compiler. 
*/ 
 
#if 1 && defined( _MSC_VER ) && ( _MSC_VER >= 1300 ) 
#  define TABLE_ALIGN 32 
#endif 
 
/*  11.  REDUCE CODE AND TABLE SIZE 
    This replaces some expanded macros with function calls if AES_ASM_V2 or 
    AES_ASM_V2C are defined 
*/ 
 
#if 1 && (defined( ASM_X86_V2 ) || defined( ASM_X86_V2C )) 
#  define REDUCE_CODE_SIZE 
#endif 
 
/*  12. TABLE OPTIONS 
    This cipher proceeds by repeating in a number of cycles known as 'rounds' 
    which are implemented by a round function which can optionally be speeded 
    up using tables.  The basic tables are each 256 32-bit words, with either 
    one or four tables being required for each round function depending on 
    how much speed is required. The encryption and decryption round functions 
    are different and the last encryption and decrytpion round functions are 
    different again making four different round functions in all. 
    This means that: 
      1. Normal encryption and decryption rounds can each use either 0, 1 
         or 4 tables and table spaces of 0, 1024 or 4096 bytes each. 
 
 
      2. The last encryption and decryption rounds can also use either 0, 1 
         or 4 tables and table spaces of 0, 1024 or 4096 bytes each. 
    Include or exclude the appropriate definitions below to set the number 
    of tables used by this implementation. 
*/ 
 
#if 1   /* set tables for the normal encryption round */ 
#  define ENC_ROUND   FOUR_TABLES 
#elif 0 
#  define ENC_ROUND   ONE_TABLE 
#else 
#  define ENC_ROUND   NO_TABLES 
#endif 
 
#if 1   /* set tables for the last encryption round */ 
#  define LAST_ENC_ROUND  FOUR_TABLES 
#elif 0 
#  define LAST_ENC_ROUND  ONE_TABLE 
#else 
#  define LAST_ENC_ROUND  NO_TABLES 
#endif 
 
#if 1   /* set tables for the normal decryption round */ 
#  define DEC_ROUND   FOUR_TABLES 
#elif 0 
#  define DEC_ROUND   ONE_TABLE 
#else 
#  define DEC_ROUND   NO_TABLES 
#endif 
 
 
 
#if 1   /* set tables for the last decryption round */ 
#  define LAST_DEC_ROUND  FOUR_TABLES 
#elif 0 
#  define LAST_DEC_ROUND  ONE_TABLE 
#else 
#  define LAST_DEC_ROUND  NO_TABLES 
#endif 
 
/*  The decryption key schedule can be speeded up with tables in the same 
    way that the round functions can.  Include or exclude the following 
    defines to set this requirement. 
*/ 
#if 1 
#  define KEY_SCHED   FOUR_TABLES 
#elif 0 
#  define KEY_SCHED   ONE_TABLE 
#else 
#  define KEY_SCHED   NO_TABLES 
#endif 
 
/*  ---- END OF USER CONFIGURED OPTIONS ---- */ 
 
/* VIA ACE support is only available for VC++ and GCC */ 
 
#if !defined( _MSC_VER ) && !defined( __GNUC__ ) 
#  if defined( ASSUME_VIA_ACE_PRESENT ) 
#    undef ASSUME_VIA_ACE_PRESENT 
#  endif 
#  if defined( USE_VIA_ACE_IF_PRESENT ) 
#    undef USE_VIA_ACE_IF_PRESENT 
 
 
#  endif 
#endif 
 
#if defined( ASSUME_VIA_ACE_PRESENT ) && !defined( USE_VIA_ACE_IF_PRESENT ) 
#  define USE_VIA_ACE_IF_PRESENT 
#endif 
 
/* define to reverse decryption key schedule    */ 
#if 1 || defined( USE_VIA_ACE_IF_PRESENT ) && !defined ( AES_REV_DKS ) 
#  define AES_REV_DKS 
#endif 
 
/* Intel AESNI uses a decryption key schedule in the encryption order */ 
#if defined( USE_INTEL_AES_IF_PRESENT ) && defined ( AES_REV_DKS ) 
#  undef AES_REV_DKS 
#endif 
 
/* Assembler support requires the use of platform byte order */ 
 
#if ( defined( ASM_X86_V1C ) || defined( ASM_X86_V2C ) || defined( ASM_AMD64_C ) ) \ 
    && (ALGORITHM_BYTE_ORDER != PLATFORM_BYTE_ORDER) 
#  undef  ALGORITHM_BYTE_ORDER 
#  define ALGORITHM_BYTE_ORDER PLATFORM_BYTE_ORDER 
#endif 
 
/* In this implementation the columns of the state array are each held in 
   32-bit words. The state array can be held in various ways: in an array 
   of words, in a number of individual word variables or in a number of 
   processor registers. The following define maps a variable name x and 
   a column number c to the way the state array variable is to be held. 
 
 
   The first define below maps the state into an array x[c] whereas the 
   second form maps the state into a number of individual variables x0, 
   x1, etc.  Another form could map individual state colums to machine 
   register names. 
*/ 
 
#if defined( ARRAYS ) 
#  define s(x,c) x[c] 
#else 
#  define s(x,c) x##c 
#endif 
 
/*  This implementation provides subroutines for encryption, decryption 
    and for setting the three key lengths (separately) for encryption 
    and decryption. Since not all functions are needed, masks are set 
    up here to determine which will be implemented in C 
*/ 
 
#if !defined( AES_ENCRYPT ) 
#  define EFUNCS_IN_C   0 
#elif defined( ASSUME_VIA_ACE_PRESENT ) || defined( ASM_X86_V1C ) \ 
    || defined( ASM_X86_V2C ) || defined( ASM_AMD64_C ) 
#  define EFUNCS_IN_C   ENC_KEYING_IN_C 
#elif !defined( ASM_X86_V2 ) 
#  define EFUNCS_IN_C   ( ENCRYPTION_IN_C | ENC_KEYING_IN_C ) 
#else 
#  define EFUNCS_IN_C   0 
#endif 
 
#if !defined( AES_DECRYPT ) 
 
 
#  define DFUNCS_IN_C   0 
#elif defined( ASSUME_VIA_ACE_PRESENT ) || defined( ASM_X86_V1C ) \ 
    || defined( ASM_X86_V2C ) || defined( ASM_AMD64_C ) 
#  define DFUNCS_IN_C   DEC_KEYING_IN_C 
#elif !defined( ASM_X86_V2 ) 
#  define DFUNCS_IN_C   ( DECRYPTION_IN_C | DEC_KEYING_IN_C ) 
#else 
#  define DFUNCS_IN_C   0 
#endif 
 
#define FUNCS_IN_C  ( EFUNCS_IN_C | DFUNCS_IN_C ) 
 
/* END OF CONFIGURATION OPTIONS */ 
 
#define RC_LENGTH   (5 * (AES_BLOCK_SIZE / 4 - 2)) 
 
/* Disable or report errors on some combinations of options */ 
 
#if ENC_ROUND == NO_TABLES && LAST_ENC_ROUND != NO_TABLES 
#  undef  LAST_ENC_ROUND 
#  define LAST_ENC_ROUND  NO_TABLES 
#elif ENC_ROUND == ONE_TABLE && LAST_ENC_ROUND == FOUR_TABLES 
#  undef  LAST_ENC_ROUND 
#  define LAST_ENC_ROUND  ONE_TABLE 
#endif 
 
#if ENC_ROUND == NO_TABLES && ENC_UNROLL != NONE 
#  undef  ENC_UNROLL 
#  define ENC_UNROLL  NONE 
#endif 
 
 
 
#if DEC_ROUND == NO_TABLES && LAST_DEC_ROUND != NO_TABLES 
#  undef  LAST_DEC_ROUND 
#  define LAST_DEC_ROUND  NO_TABLES 
#elif DEC_ROUND == ONE_TABLE && LAST_DEC_ROUND == FOUR_TABLES 
#  undef  LAST_DEC_ROUND 
#  define LAST_DEC_ROUND  ONE_TABLE 
#endif 
 
#if DEC_ROUND == NO_TABLES && DEC_UNROLL != NONE 
#  undef  DEC_UNROLL 
#  define DEC_UNROLL  NONE 
#endif 
 
#if defined( bswap32 ) 
#  define aes_sw32    bswap32 
#elif defined( bswap_32 ) 
#  define aes_sw32    bswap_32 
#else 
#  define brot(x,n)   (((uint32_t)(x) <<  n) | ((uint32_t)(x) >> (32 - n))) 
#  define aes_sw32(x) ((brot((x),8) & 0x00ff00ff) | (brot((x),24) & 0xff00ff00)) 
#endif 
 
/*  upr(x,n):  rotates bytes within words by n positions, moving bytes to 
               higher index positions with wrap around into low positions 
    ups(x,n):  moves bytes by n positions to higher index positions in 
               words but without wrap around 
    bval(x,n): extracts a byte from a word 
    WARNING:   The definitions given here are intended only for use with 
               unsigned variables and with shift counts that are compile 
 
 
               time constants 
*/ 
 
#if ( ALGORITHM_BYTE_ORDER == IS_LITTLE_ENDIAN ) 
#  define upr(x,n)      (((uint32_t)(x) << (8 * (n))) | ((uint32_t)(x) >> (32 - 8 * (n)))) 
#  define ups(x,n)      ((uint32_t) (x) << (8 * (n))) 
#  define bval(x,n)     to_byte((x) >> (8 * (n))) 
#  define bytes2word(b0, b1, b2, b3)  \ 
        (((uint32_t)(b3) << 24) | ((uint32_t)(b2) << 16) | ((uint32_t)(b1) << 8) | (b0)) 
#endif 
 
#if ( ALGORITHM_BYTE_ORDER == IS_BIG_ENDIAN ) 
#  define upr(x,n)      (((uint32_t)(x) >> (8 * (n))) | ((uint32_t)(x) << (32 - 8 * (n)))) 
#  define ups(x,n)      ((uint32_t) (x) >> (8 * (n))) 
#  define bval(x,n)     to_byte((x) >> (24 - 8 * (n))) 
#  define bytes2word(b0, b1, b2, b3)  \ 
        (((uint32_t)(b0) << 24) | ((uint32_t)(b1) << 16) | ((uint32_t)(b2) << 8) | (b3)) 
#endif 
 
#if defined( SAFE_IO ) 
#  define word_in(x,c)    bytes2word(((const uint8_t*)(x)+4*c)[0], ((const uint8_t*)(x)+4*c)[1], \ 
                                   ((const uint8_t*)(x)+4*c)[2], ((const uint8_t*)(x)+4*c)[3]) 
#  define word_out(x,c,v) { ((uint8_t*)(x)+4*c)[0] = bval(v,0); ((uint8_t*)(x)+4*c)[1] = bval(v,1); \ 
                          ((uint8_t*)(x)+4*c)[2] = bval(v,2); ((uint8_t*)(x)+4*c)[3] = bval(v,3); } 
#elif ( ALGORITHM_BYTE_ORDER == PLATFORM_BYTE_ORDER ) 
#  define word_in(x,c)    (*((uint32_t*)(x)+(c))) 
#  define word_out(x,c,v) (*((uint32_t*)(x)+(c)) = (v)) 
#else 
#  define word_in(x,c)    aes_sw32(*((uint32_t*)(x)+(c))) 
#  define word_out(x,c,v) (*((uint32_t*)(x)+(c)) = aes_sw32(v)) 
 
 
#endif 
 
/* the finite field modular polynomial and elements */ 
 
#define WPOLY   0x011b 
#define BPOLY     0x1b 
 
/* multiply four bytes in GF(2^8) by 'x' {02} in parallel */ 
 
#define gf_c1  0x80808080 
#define gf_c2  0x7f7f7f7f 
#define gf_mulx(x)  ((((x) & gf_c2) << 1) ^ ((((x) & gf_c1) >> 7) * BPOLY)) 
 
/* The following defines provide alternative definitions of gf_mulx that might 
   give improved performance if a fast 32-bit multiply is not available. Note 
   that a temporary variable u needs to be defined where gf_mulx is used. 
#define gf_mulx(x) (u = (x) & gf_c1, u |= (u >> 1), ((x) & gf_c2) << 1) ^ ((u >> 3) | (u >> 6)) 
#define gf_c4  (0x01010101 * BPOLY) 
#define gf_mulx(x) (u = (x) & gf_c1, ((x) & gf_c2) << 1) ^ ((u - (u >> 7)) & gf_c4) 
*/ 
 
/* Work out which tables are needed for the different options   */ 
 
#if defined( ASM_X86_V1C ) 
#  if defined( ENC_ROUND ) 
#    undef  ENC_ROUND 
#  endif 
#  define ENC_ROUND   FOUR_TABLES 
#  if defined( LAST_ENC_ROUND ) 
#    undef  LAST_ENC_ROUND 
 
 
#  endif 
#  define LAST_ENC_ROUND  FOUR_TABLES 
#  if defined( DEC_ROUND ) 
#    undef  DEC_ROUND 
#  endif 
#  define DEC_ROUND   FOUR_TABLES 
#  if defined( LAST_DEC_ROUND ) 
#    undef  LAST_DEC_ROUND 
#  endif 
#  define LAST_DEC_ROUND  FOUR_TABLES 
#  if defined( KEY_SCHED ) 
#    undef  KEY_SCHED 
#    define KEY_SCHED   FOUR_TABLES 
#  endif 
#endif 
 
#if ( FUNCS_IN_C & ENCRYPTION_IN_C ) || defined( ASM_X86_V1C ) 
#  if ENC_ROUND == ONE_TABLE 
#    define FT1_SET 
#  elif ENC_ROUND == FOUR_TABLES 
#    define FT4_SET 
#  else 
#    define SBX_SET 
#  endif 
#  if LAST_ENC_ROUND == ONE_TABLE 
#    define FL1_SET 
#  elif LAST_ENC_ROUND == FOUR_TABLES 
#    define FL4_SET 
#  elif !defined( SBX_SET ) 
#    define SBX_SET 
 
 
#  endif 
#endif 
 
#if ( FUNCS_IN_C & DECRYPTION_IN_C ) || defined( ASM_X86_V1C ) 
#  if DEC_ROUND == ONE_TABLE 
#    define IT1_SET 
#  elif DEC_ROUND == FOUR_TABLES 
#    define IT4_SET 
#  else 
#    define ISB_SET 
#  endif 
#  if LAST_DEC_ROUND == ONE_TABLE 
#    define IL1_SET 
#  elif LAST_DEC_ROUND == FOUR_TABLES 
#    define IL4_SET 
#  elif !defined(ISB_SET) 
#    define ISB_SET 
#  endif 
#endif 
 
#if !(defined( REDUCE_CODE_SIZE ) && (defined( ASM_X86_V2 ) || defined( ASM_X86_V2C 
))) 
#  if ((FUNCS_IN_C & ENC_KEYING_IN_C) || (FUNCS_IN_C & DEC_KEYING_IN_C)) 
#    if KEY_SCHED == ONE_TABLE 
#      if !defined( FL1_SET )  && !defined( FL4_SET ) 
#        define LS1_SET 
#      endif 
#    elif KEY_SCHED == FOUR_TABLES 
#      if !defined( FL4_SET ) 
#        define LS4_SET 
 
 
#      endif 
#    elif !defined( SBX_SET ) 
#      define SBX_SET 
#    endif 
#  endif 
#  if (FUNCS_IN_C & DEC_KEYING_IN_C) 
#    if KEY_SCHED == ONE_TABLE 
#      define IM1_SET 
#    elif KEY_SCHED == FOUR_TABLES 
#      define IM4_SET 
#    elif !defined( SBX_SET ) 
#      define SBX_SET 
#    endif 
#  endif 
#endif 
 
/* generic definitions of Rijndael macros that use tables    */ 
 
#define no_table(x,box,vf,rf,c) bytes2word( \ 
    box[bval(vf(x,0,c),rf(0,c))], \ 
    box[bval(vf(x,1,c),rf(1,c))], \ 
    box[bval(vf(x,2,c),rf(2,c))], \ 
    box[bval(vf(x,3,c),rf(3,c))]) 
 
#define one_table(x,op,tab,vf,rf,c) \ 
 (     tab[bval(vf(x,0,c),rf(0,c))] \ 
  ^ op(tab[bval(vf(x,1,c),rf(1,c))],1) \ 
  ^ op(tab[bval(vf(x,2,c),rf(2,c))],2) \ 
  ^ op(tab[bval(vf(x,3,c),rf(3,c))],3)) 
 
 
 
#define four_tables(x,tab,vf,rf,c) \ 
 (  tab[0][bval(vf(x,0,c),rf(0,c))] \ 
  ^ tab[1][bval(vf(x,1,c),rf(1,c))] \ 
  ^ tab[2][bval(vf(x,2,c),rf(2,c))] \ 
  ^ tab[3][bval(vf(x,3,c),rf(3,c))]) 
 
#define vf1(x,r,c)  (x) 
#define rf1(r,c)    (r) 
#define rf2(r,c)    ((8+r-c)&3) 
 
/* perform forward and inverse column mix operation on four bytes in long word x in */ 
/* parallel. NOTE: x must be a simple variable, NOT an expression in these macros.  */ 
 
#if !(defined( REDUCE_CODE_SIZE ) && (defined( ASM_X86_V2 ) || defined( ASM_X86_V2C 
))) 
 
#if defined( FM4_SET )      /* not currently used */ 
#  define fwd_mcol(x)       four_tables(x,t_use(f,m),vf1,rf1,0) 
#elif defined( FM1_SET )    /* not currently used */ 
#  define fwd_mcol(x)       one_table(x,upr,t_use(f,m),vf1,rf1,0) 
#else 
#  define dec_fmvars        uint32_t g2 
#  define fwd_mcol(x)       (g2 = gf_mulx(x), g2 ^ upr((x) ^ g2, 3) ^ upr((x), 2) ^ upr((x), 1)) 
#endif 
 
#if defined( IM4_SET ) 
#  define inv_mcol(x)       four_tables(x,t_use(i,m),vf1,rf1,0) 
#elif defined( IM1_SET ) 
#  define inv_mcol(x)       one_table(x,upr,t_use(i,m),vf1,rf1,0) 
#else 
 
 
#  define dec_imvars        uint32_t g2, g4, g9 
#  define inv_mcol(x)       (g2 = gf_mulx(x), g4 = gf_mulx(g2), g9 = (x) ^ gf_mulx(g4), g4 ^= g9, \ 
                            (x) ^ g2 ^ g4 ^ upr(g2 ^ g9, 3) ^ upr(g4, 2) ^ upr(g9, 1)) 
#endif 
 
#if defined( FL4_SET ) 
#  define ls_box(x,c)       four_tables(x,t_use(f,l),vf1,rf2,c) 
#elif defined( LS4_SET ) 
#  define ls_box(x,c)       four_tables(x,t_use(l,s),vf1,rf2,c) 
#elif defined( FL1_SET ) 
#  define ls_box(x,c)       one_table(x,upr,t_use(f,l),vf1,rf2,c) 
#elif defined( LS1_SET ) 
#  define ls_box(x,c)       one_table(x,upr,t_use(l,s),vf1,rf2,c) 
#else 
#  define ls_box(x,c)       no_table(x,t_use(s,box),vf1,rf2,c) 
#endif 
 
#endif 
 
#if defined( ASM_X86_V1C ) && defined( AES_DECRYPT ) && !defined( ISB_SET ) 
#  define ISB_SET 
#endif 
 
#endif 
 
#if defined( DUAL_CORE ) || defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
#  define WINDOWS_LEAN_AND_MEAN 
#  include <windows.h> 
#endif 
 
 
 
#if defined( __cplusplus ) 
#  include "aescpp.h" 
#else 
#  include "aes.h" 
#endif 
#include "aesaux.h" 
#include "aestst.h" 
 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
fn_ptrs fn; 
#endif 
 
enum test_type { ecb_vk, ecb_vt, ecb_nvk, ecb_nvt, ecb_me, ecb_md, cbc_me, cbc_md }; 
 
#if defined( AES_ENCRYPT ) 
 
void set_enc_key(f_ectx algd[1], unsigned char key[], unsigned long klen) 
{ 
#if !(defined( AES_128 ) && defined( AES_192 ) && defined( AES_256 )) 
    f_enc_key(algd, key, klen); 
#else 
    if(klen == 16) 
        f_enc_key128(algd, key); 
    if(klen == 24) 
        f_enc_key192(algd, key); 
    if(klen == 32) 
        f_enc_key256(algd, key); 
#endif 
} 
 
 
 
#endif 
 
#if defined( AES_DECRYPT ) 
 
void set_dec_key(f_dctx algd[1], unsigned char key[], unsigned long klen) 
{ 
#if !(defined( AES_128 ) && defined( AES_192 ) && defined( AES_256 )) 
    f_dec_key(algd, key, klen); 
#else 
    if(klen == 16) 
        f_dec_key128(algd, key); 
    if(klen == 24) 
        f_dec_key192(algd, key); 
    if(klen == 32) 
        f_dec_key256(algd, key); 
#endif 
} 
 
#endif 
 
void ref_test(const char *in_file, unsigned int it_cnt, enum test_type t_type, f_ectx alge[1], 
                                        f_dctx algd[1], unsigned long blen, unsigned long klen) 
{   unsigned long        i, test_cnt, cnt, e_cnt, fe_cnt; 
    __declspec(align(16)) unsigned char key[32], pt[32], iv[32], ect[32], act[64]; 
    char                str[128]; 
    enum line_type      ty; 
    FILE                *inf; 
 
    if(fopen_s(&inf, in_file, "r"))      // reference test vector file 
    { 
 
 
        printf("Cannot find test vector file (%s)\n", in_file); return; 
    } 
    else 
        printf("Test file %s: ", df_string(in_file)); 
         
    cnt = 0; e_cnt = test_cnt = 0; 
 
    for(;;)                         // while there are tests 
    { 
        ty = find_line(inf, str);   // input a line 
 
        if(ty == bad_line)          // until end of file 
 
            break; 
 
        if(ty == block_len) 
        { 
              if((get_dec(str) >> 3) == blen) continue; 
 
              return; 
        } 
        else if(ty == key_len) 
        { 
              if((get_dec(str) >> 3) == klen) continue; 
 
              return; 
        } 
        else if(ty == test_no) 
        { 
            test_cnt = get_dec(str); continue; 
 
 
        } 
        else if(ty == iv_val) 
        { 
            block_in(iv, str); continue; 
        } 
        else if(ty == key_val) 
        { 
            block_in(key, str); continue; 
        } 
        else if(ty == pt_val) 
        { 
            block_in(pt, str); 
            if(t_type != ecb_md && t_type != cbc_md) continue; 
        } 
        else if(ty == ct_val) 
        { 
            block_in(ect, str); 
            if(t_type == ecb_md || t_type == cbc_md) continue; 
        } 
 
#if !defined( AES_VAR ) 
#if !defined( AES_128 ) 
        if(klen == 16) continue; 
#endif 
#if !defined( AES_192 ) 
        if(klen == 24) continue; 
#endif 
#if !defined( AES_256 ) 
        if(klen == 32) continue; 
#endif 
 
 
#endif 
 
#if defined( AES_ENCRYPT ) 
        if(t_type != ecb_md && t_type != cbc_md) 
        { 
            set_enc_key(alge, key, klen);           // set the key 
 
            if(t_type == cbc_me)                    // CBC Monte Carlo encryption 
            { 
                block_copy(act, iv, blen); 
                block_copy(act + blen, pt, blen);   // copy IV and texto plano 
 
                for(i = 0; i < it_cnt; i += 2) 
                { 
                    block_xor(act + blen, act, blen);   // xor low block into high block 
                    do_enc(alge, act + blen, act + blen, 1); // encrypt high block 
                    block_xor(act, act + blen, blen);   // xor high block into low block 
                    do_enc(alge, act, act, 1);       // encrypt low block 
                } 
            } 
            else                                    // ECB Monte Carlo encryption 
            { 
                block_copy(act, pt, blen); 
 
                for(i = 0; i < it_cnt; ++i) 
                    do_enc(alge, act, act, 1); 
            } 
 
            if(block_cmp(ect, act, blen) == EXIT_FAILURE) 
                if(!e_cnt++) 
 
 
                    fe_cnt = test_cnt; 
 
#if defined( AES_DECRYPT ) 
            if(t_type != cbc_me)                    // if ECB mode test decrytpion 
            { 
                set_dec_key(algd, key, klen);       // set the key 
 
                for(i = 0; i < it_cnt; ++i) 
                    do_dec(algd, act, act, 1); 
 
                if(block_cmp(pt, act, blen) == EXIT_FAILURE) 
                    if(!e_cnt++) 
                        fe_cnt = test_cnt; 
            } 
#endif 
        } 
#endif 
 
#if defined( AES_DECRYPT ) 
 
        if(t_type == ecb_md || t_type == cbc_md) 
        { 
            f_dec_key(algd, key, klen);             // set the key 
 
            block_copy(act, ect, blen);             // encrypted text to low block 
 
            if(t_type == cbc_md)                    // CBC Monte Carlo decryption 
            { 
                block_copy(act + blen, iv, blen);   // IV to high block 
 
 
 
                for(i = 0; i < it_cnt; i += 2)      // do decryptions two at a time 
                { 
                    do_dec(algd, act, ect, 1);       // decrypt low block 
                    block_xor(act + blen, ect, blen);   // xor into high block 
                    do_dec(algd, act + blen, ect, 1);// decrypt high block 
                    block_xor(act, ect, blen);      // xor into low block 
                } 
            } 
            else    // ECB Monte Carlo decryption 
            { 
                for(i = 0; i < it_cnt; ++i) 
                    do_dec(algd, act, act, 1); 
            } 
 
            if(block_cmp(pt, act, blen) == EXIT_FAILURE) 
                if(!e_cnt++) 
                    fe_cnt = test_cnt; 
 
#if defined( AES_ENCRYPT ) 
 
            if(t_type == ecb_md)    // test encryption if ECB mode 
            { 
                set_enc_key(alge, key, klen);  // set the key 
 
                for(i = 0; i < it_cnt; ++i) 
                    do_enc(alge, act, act, 1); 
 
                if(block_cmp(ect, act, blen) == EXIT_FAILURE) 
                    if(!e_cnt++) 
                        fe_cnt = test_cnt; 
 
 
            } 
#endif 
        } 
#endif 
    } 
 
    fclose(inf); 
 
    if(e_cnt > 0) 
        printf("%i ERRORS during test (first on test %i)\n", e_cnt, fe_cnt); 
    else 
        printf("all tests correct\n"); 
} 
 
void do_tests(int vkt, int vktn, int ecb, int cbc, 
              f_ectx alge[1], f_dctx algd[1], unsigned long blen, unsigned long klen) 
{   char    path[128], *sp; 
 
    sp = copy_str(path, ar_path); 
    sp = copy_str(sp, ref_path); 
 
    if(vkt) 
    { 
        file_name(sp, 128 - (sp - path), 0, blen, klen); 
        ref_test(path, 1, ecb_vk, alge, algd, blen, klen); 
        file_name(sp, 128 - (sp - path), 1, blen, klen); 
        ref_test(path, 1, ecb_vt, alge, algd, blen, klen); 
    } 
 
    if(vktn) 
 
 
    { 
        file_name(sp, 128 - (sp - path), 2, blen, klen); 
        ref_test(path, 1, ecb_nvk, alge, algd, blen, klen); 
        file_name(sp, 128 - (sp - path), 3, blen, klen); 
        ref_test(path, 1, ecb_nvt, alge, algd, blen, klen); 
    } 
 
    if(ecb) 
    { 
        file_name(sp, 128 - (sp - path), 4, blen, klen); 
        ref_test(path, 10000, ecb_me, alge, algd, blen, klen); 
        file_name(sp, 128 - (sp - path), 5, blen, klen); 
        ref_test(path, 10000, ecb_md, alge, algd, blen, klen); 
    } 
 
    if(cbc) 
    { 
        file_name(sp, 128 - (sp - path), 6, blen, klen); 
        ref_test(path, 10000, cbc_me, alge, algd, blen, klen); 
        file_name(sp, 128 - (sp - path), 7, blen, klen); 
        ref_test(path, 10000, cbc_md, alge, algd, blen, klen); 
    } 
} 
 
int main(int argc, char *argv[]) 
{   int      vkt, vktn, ecb, cbc, kf[3], ki; 
    f_ectx   alge[1]; 
    f_dctx   algd[1]; 
 
#if defined( DLL_IMPORT ) && defined(  DYNAMIC_LINK  ) 
 
 
    HINSTANCE   h_dll; 
    if(!(h_dll = init_dll(&fn))) 
        return -1; 
#else 
    aes_init(); 
#endif 
 
    if(argc == 1) 
    { 
        printf("\nusage: aes_rav /t:[knec] /k:[468]"); 
        printf("\n"); 
        printf("\nwhere the symbols in square brackets can be used in"); 
        printf("\nany combination (without the brackets) and have the"); 
        printf("\nfollowing meanings:"); 
        printf("\n"); 
        printf("\n        /t:[knec]   selects which tests are used"); 
        printf("\n        /k:[468]    selects the key lengths used"); 
        printf("\nwhere:"); 
        printf("\n        k: generate ECB Known Answer Test files"); 
        printf("\n        n: generate ECB Known Answer Test files (new)"); 
        printf("\n        e: generate ECB Monte Carlo Test files"); 
        printf("\n        c: generate CBC Monte Carlo Test files"); 
        printf("\n"); 
        printf("\nand the characters giving block and key lengths are"); 
        printf("\ndigits representing the lengths in 32-bit units.\n\n"); 
        exit(0); 
    } 
 
    printf("\nRun tests for the AES algorithm%s", 
#if defined( DLL_IMPORT ) 
 
 
     " (DLL Version)\n\n"); 
#elif defined( __cplusplus ) 
     " (CPP Version)\n\n"); 
#else 
    "\n\n"); 
#endif 
 
    vkt  = test_args(argc, argv, 't', 'k'); 
    vktn = test_args(argc, argv, 't', 'n'); 
    ecb  = test_args(argc, argv, 't', 'e'); 
    cbc  = test_args(argc, argv, 't', 'c'); 
 
    kf[0] = test_args(argc, argv, 'k', '4'); 
    kf[1] = test_args(argc, argv, 'k', '6'); 
    kf[2] = test_args(argc, argv, 'k', '8'); 
 
    if(!(kf[0] || kf[1] || kf[2])) 
    { 
        kf[0] = kf[1] = kf[2] = TRUE;       // AES key sizes if not specified 
    } 
 
#if !defined( AES_VAR ) 
#if !defined( AES_128 ) 
    kf[0] = FALSE; 
#endif 
#if !defined( AES_192 ) 
    kf[1] = FALSE; 
#endif 
#if !defined( AES_256 ) 
    kf[2] = FALSE; 
 
 
#endif 
#endif 
 
    for(ki = 0; ki < 3; ++ki) if(kf[ki]) 
    { 
        do_tests(vkt, vktn, ecb, cbc, alge, algd, 16, 16 + 8 * ki); 
    } 
 
#if defined( DLL_IMPORT ) && defined(  DYNAMIC_LINK  ) 
    if(h_dll) FreeLibrary(h_dll); 
#endif 
    printf("\n\n"); 
    return 0; 
} 
 
#define DO_TABLES 
 
#include "aes.h" 
#include "aesopt.h" 
 
#if defined(STATIC_TABLES) 
 
#define sb_data(w) {\ 
    w(0x63), w(0x7c), w(0x77), w(0x7b), w(0xf2), w(0x6b), w(0x6f), w(0xc5),\ 
    w(0x30), w(0x01), w(0x67), w(0x2b), w(0xfe), w(0xd7), w(0xab), w(0x76),\ 
    w(0xca), w(0x82), w(0xc9), w(0x7d), w(0xfa), w(0x59), w(0x47), w(0xf0),\ 
    w(0xad), w(0xd4), w(0xa2), w(0xaf), w(0x9c), w(0xa4), w(0x72), w(0xc0),\ 
    w(0xb7), w(0xfd), w(0x93), w(0x26), w(0x36), w(0x3f), w(0xf7), w(0xcc),\ 
    w(0x34), w(0xa5), w(0xe5), w(0xf1), w(0x71), w(0xd8), w(0x31), w(0x15),\ 
    w(0x04), w(0xc7), w(0x23), w(0xc3), w(0x18), w(0x96), w(0x05), w(0x9a),\ 
 
 
    w(0x07), w(0x12), w(0x80), w(0xe2), w(0xeb), w(0x27), w(0xb2), w(0x75),\ 
    w(0x09), w(0x83), w(0x2c), w(0x1a), w(0x1b), w(0x6e), w(0x5a), w(0xa0),\ 
    w(0x52), w(0x3b), w(0xd6), w(0xb3), w(0x29), w(0xe3), w(0x2f), w(0x84),\ 
    w(0x53), w(0xd1), w(0x00), w(0xed), w(0x20), w(0xfc), w(0xb1), w(0x5b),\ 
    w(0x6a), w(0xcb), w(0xbe), w(0x39), w(0x4a), w(0x4c), w(0x58), w(0xcf),\ 
    w(0xd0), w(0xef), w(0xaa), w(0xfb), w(0x43), w(0x4d), w(0x33), w(0x85),\ 
    w(0x45), w(0xf9), w(0x02), w(0x7f), w(0x50), w(0x3c), w(0x9f), w(0xa8),\ 
    w(0x51), w(0xa3), w(0x40), w(0x8f), w(0x92), w(0x9d), w(0x38), w(0xf5),\ 
    w(0xbc), w(0xb6), w(0xda), w(0x21), w(0x10), w(0xff), w(0xf3), w(0xd2),\ 
    w(0xcd), w(0x0c), w(0x13), w(0xec), w(0x5f), w(0x97), w(0x44), w(0x17),\ 
    w(0xc4), w(0xa7), w(0x7e), w(0x3d), w(0x64), w(0x5d), w(0x19), w(0x73),\ 
    w(0x60), w(0x81), w(0x4f), w(0xdc), w(0x22), w(0x2a), w(0x90), w(0x88),\ 
    w(0x46), w(0xee), w(0xb8), w(0x14), w(0xde), w(0x5e), w(0x0b), w(0xdb),\ 
    w(0xe0), w(0x32), w(0x3a), w(0x0a), w(0x49), w(0x06), w(0x24), w(0x5c),\ 
    w(0xc2), w(0xd3), w(0xac), w(0x62), w(0x91), w(0x95), w(0xe4), w(0x79),\ 
    w(0xe7), w(0xc8), w(0x37), w(0x6d), w(0x8d), w(0xd5), w(0x4e), w(0xa9),\ 
    w(0x6c), w(0x56), w(0xf4), w(0xea), w(0x65), w(0x7a), w(0xae), w(0x08),\ 
    w(0xba), w(0x78), w(0x25), w(0x2e), w(0x1c), w(0xa6), w(0xb4), w(0xc6),\ 
    w(0xe8), w(0xdd), w(0x74), w(0x1f), w(0x4b), w(0xbd), w(0x8b), w(0x8a),\ 
    w(0x70), w(0x3e), w(0xb5), w(0x66), w(0x48), w(0x03), w(0xf6), w(0x0e),\ 
    w(0x61), w(0x35), w(0x57), w(0xb9), w(0x86), w(0xc1), w(0x1d), w(0x9e),\ 
    w(0xe1), w(0xf8), w(0x98), w(0x11), w(0x69), w(0xd9), w(0x8e), w(0x94),\ 
    w(0x9b), w(0x1e), w(0x87), w(0xe9), w(0xce), w(0x55), w(0x28), w(0xdf),\ 
    w(0x8c), w(0xa1), w(0x89), w(0x0d), w(0xbf), w(0xe6), w(0x42), w(0x68),\ 
    w(0x41), w(0x99), w(0x2d), w(0x0f), w(0xb0), w(0x54), w(0xbb), w(0x16) } 
 
#define isb_data(w) {\ 
    w(0x52), w(0x09), w(0x6a), w(0xd5), w(0x30), w(0x36), w(0xa5), w(0x38),\ 
    w(0xbf), w(0x40), w(0xa3), w(0x9e), w(0x81), w(0xf3), w(0xd7), w(0xfb),\ 
    w(0x7c), w(0xe3), w(0x39), w(0x82), w(0x9b), w(0x2f), w(0xff), w(0x87),\ 
 
 
    w(0x34), w(0x8e), w(0x43), w(0x44), w(0xc4), w(0xde), w(0xe9), w(0xcb),\ 
    w(0x54), w(0x7b), w(0x94), w(0x32), w(0xa6), w(0xc2), w(0x23), w(0x3d),\ 
    w(0xee), w(0x4c), w(0x95), w(0x0b), w(0x42), w(0xfa), w(0xc3), w(0x4e),\ 
    w(0x08), w(0x2e), w(0xa1), w(0x66), w(0x28), w(0xd9), w(0x24), w(0xb2),\ 
    w(0x76), w(0x5b), w(0xa2), w(0x49), w(0x6d), w(0x8b), w(0xd1), w(0x25),\ 
    w(0x72), w(0xf8), w(0xf6), w(0x64), w(0x86), w(0x68), w(0x98), w(0x16),\ 
    w(0xd4), w(0xa4), w(0x5c), w(0xcc), w(0x5d), w(0x65), w(0xb6), w(0x92),\ 
    w(0x6c), w(0x70), w(0x48), w(0x50), w(0xfd), w(0xed), w(0xb9), w(0xda),\ 
    w(0x5e), w(0x15), w(0x46), w(0x57), w(0xa7), w(0x8d), w(0x9d), w(0x84),\ 
    w(0x90), w(0xd8), w(0xab), w(0x00), w(0x8c), w(0xbc), w(0xd3), w(0x0a),\ 
    w(0xf7), w(0xe4), w(0x58), w(0x05), w(0xb8), w(0xb3), w(0x45), w(0x06),\ 
    w(0xd0), w(0x2c), w(0x1e), w(0x8f), w(0xca), w(0x3f), w(0x0f), w(0x02),\ 
    w(0xc1), w(0xaf), w(0xbd), w(0x03), w(0x01), w(0x13), w(0x8a), w(0x6b),\ 
    w(0x3a), w(0x91), w(0x11), w(0x41), w(0x4f), w(0x67), w(0xdc), w(0xea),\ 
    w(0x97), w(0xf2), w(0xcf), w(0xce), w(0xf0), w(0xb4), w(0xe6), w(0x73),\ 
    w(0x96), w(0xac), w(0x74), w(0x22), w(0xe7), w(0xad), w(0x35), w(0x85),\ 
    w(0xe2), w(0xf9), w(0x37), w(0xe8), w(0x1c), w(0x75), w(0xdf), w(0x6e),\ 
    w(0x47), w(0xf1), w(0x1a), w(0x71), w(0x1d), w(0x29), w(0xc5), w(0x89),\ 
    w(0x6f), w(0xb7), w(0x62), w(0x0e), w(0xaa), w(0x18), w(0xbe), w(0x1b),\ 
    w(0xfc), w(0x56), w(0x3e), w(0x4b), w(0xc6), w(0xd2), w(0x79), w(0x20),\ 
    w(0x9a), w(0xdb), w(0xc0), w(0xfe), w(0x78), w(0xcd), w(0x5a), w(0xf4),\ 
    w(0x1f), w(0xdd), w(0xa8), w(0x33), w(0x88), w(0x07), w(0xc7), w(0x31),\ 
    w(0xb1), w(0x12), w(0x10), w(0x59), w(0x27), w(0x80), w(0xec), w(0x5f),\ 
    w(0x60), w(0x51), w(0x7f), w(0xa9), w(0x19), w(0xb5), w(0x4a), w(0x0d),\ 
    w(0x2d), w(0xe5), w(0x7a), w(0x9f), w(0x93), w(0xc9), w(0x9c), w(0xef),\ 
    w(0xa0), w(0xe0), w(0x3b), w(0x4d), w(0xae), w(0x2a), w(0xf5), w(0xb0),\ 
    w(0xc8), w(0xeb), w(0xbb), w(0x3c), w(0x83), w(0x53), w(0x99), w(0x61),\ 
    w(0x17), w(0x2b), w(0x04), w(0x7e), w(0xba), w(0x77), w(0xd6), w(0x26),\ 
    w(0xe1), w(0x69), w(0x14), w(0x63), w(0x55), w(0x21), w(0x0c), w(0x7d) } 
 
 
 
#define mm_data(w) {\ 
    w(0x00), w(0x01), w(0x02), w(0x03), w(0x04), w(0x05), w(0x06), w(0x07),\ 
    w(0x08), w(0x09), w(0x0a), w(0x0b), w(0x0c), w(0x0d), w(0x0e), w(0x0f),\ 
    w(0x10), w(0x11), w(0x12), w(0x13), w(0x14), w(0x15), w(0x16), w(0x17),\ 
    w(0x18), w(0x19), w(0x1a), w(0x1b), w(0x1c), w(0x1d), w(0x1e), w(0x1f),\ 
    w(0x20), w(0x21), w(0x22), w(0x23), w(0x24), w(0x25), w(0x26), w(0x27),\ 
    w(0x28), w(0x29), w(0x2a), w(0x2b), w(0x2c), w(0x2d), w(0x2e), w(0x2f),\ 
    w(0x30), w(0x31), w(0x32), w(0x33), w(0x34), w(0x35), w(0x36), w(0x37),\ 
    w(0x38), w(0x39), w(0x3a), w(0x3b), w(0x3c), w(0x3d), w(0x3e), w(0x3f),\ 
    w(0x40), w(0x41), w(0x42), w(0x43), w(0x44), w(0x45), w(0x46), w(0x47),\ 
    w(0x48), w(0x49), w(0x4a), w(0x4b), w(0x4c), w(0x4d), w(0x4e), w(0x4f),\ 
    w(0x50), w(0x51), w(0x52), w(0x53), w(0x54), w(0x55), w(0x56), w(0x57),\ 
    w(0x58), w(0x59), w(0x5a), w(0x5b), w(0x5c), w(0x5d), w(0x5e), w(0x5f),\ 
    w(0x60), w(0x61), w(0x62), w(0x63), w(0x64), w(0x65), w(0x66), w(0x67),\ 
    w(0x68), w(0x69), w(0x6a), w(0x6b), w(0x6c), w(0x6d), w(0x6e), w(0x6f),\ 
    w(0x70), w(0x71), w(0x72), w(0x73), w(0x74), w(0x75), w(0x76), w(0x77),\ 
    w(0x78), w(0x79), w(0x7a), w(0x7b), w(0x7c), w(0x7d), w(0x7e), w(0x7f),\ 
    w(0x80), w(0x81), w(0x82), w(0x83), w(0x84), w(0x85), w(0x86), w(0x87),\ 
    w(0x88), w(0x89), w(0x8a), w(0x8b), w(0x8c), w(0x8d), w(0x8e), w(0x8f),\ 
    w(0x90), w(0x91), w(0x92), w(0x93), w(0x94), w(0x95), w(0x96), w(0x97),\ 
    w(0x98), w(0x99), w(0x9a), w(0x9b), w(0x9c), w(0x9d), w(0x9e), w(0x9f),\ 
    w(0xa0), w(0xa1), w(0xa2), w(0xa3), w(0xa4), w(0xa5), w(0xa6), w(0xa7),\ 
    w(0xa8), w(0xa9), w(0xaa), w(0xab), w(0xac), w(0xad), w(0xae), w(0xaf),\ 
    w(0xb0), w(0xb1), w(0xb2), w(0xb3), w(0xb4), w(0xb5), w(0xb6), w(0xb7),\ 
    w(0xb8), w(0xb9), w(0xba), w(0xbb), w(0xbc), w(0xbd), w(0xbe), w(0xbf),\ 
    w(0xc0), w(0xc1), w(0xc2), w(0xc3), w(0xc4), w(0xc5), w(0xc6), w(0xc7),\ 
    w(0xc8), w(0xc9), w(0xca), w(0xcb), w(0xcc), w(0xcd), w(0xce), w(0xcf),\ 
    w(0xd0), w(0xd1), w(0xd2), w(0xd3), w(0xd4), w(0xd5), w(0xd6), w(0xd7),\ 
    w(0xd8), w(0xd9), w(0xda), w(0xdb), w(0xdc), w(0xdd), w(0xde), w(0xdf),\ 
    w(0xe0), w(0xe1), w(0xe2), w(0xe3), w(0xe4), w(0xe5), w(0xe6), w(0xe7),\ 
 
 
    w(0xe8), w(0xe9), w(0xea), w(0xeb), w(0xec), w(0xed), w(0xee), w(0xef),\ 
    w(0xf0), w(0xf1), w(0xf2), w(0xf3), w(0xf4), w(0xf5), w(0xf6), w(0xf7),\ 
    w(0xf8), w(0xf9), w(0xfa), w(0xfb), w(0xfc), w(0xfd), w(0xfe), w(0xff) } 
 
#define rc_data(w) {\ 
    w(0x01), w(0x02), w(0x04), w(0x08), w(0x10),w(0x20), w(0x40), w(0x80),\ 
    w(0x1b), w(0x36) } 
 
#define h0(x)   (x) 
 
#define w0(p)   bytes2word(p, 0, 0, 0) 
#define w1(p)   bytes2word(0, p, 0, 0) 
#define w2(p)   bytes2word(0, 0, p, 0) 
#define w3(p)   bytes2word(0, 0, 0, p) 
 
#define u0(p)   bytes2word(f2(p), p, p, f3(p)) 
#define u1(p)   bytes2word(f3(p), f2(p), p, p) 
#define u2(p)   bytes2word(p, f3(p), f2(p), p) 
#define u3(p)   bytes2word(p, p, f3(p), f2(p)) 
 
#define v0(p)   bytes2word(fe(p), f9(p), fd(p), fb(p)) 
#define v1(p)   bytes2word(fb(p), fe(p), f9(p), fd(p)) 
#define v2(p)   bytes2word(fd(p), fb(p), fe(p), f9(p)) 
#define v3(p)   bytes2word(f9(p), fd(p), fb(p), fe(p)) 
 
#endif 
 
#if defined(STATIC_TABLES) || !defined(FF_TABLES) 
 
#define f2(x)   ((x<<1) ^ (((x>>7) & 1) * WPOLY)) 
 
 
#define f4(x)   ((x<<2) ^ (((x>>6) & 1) * WPOLY) ^ (((x>>6) & 2) * WPOLY)) 
#define f8(x)   ((x<<3) ^ (((x>>5) & 1) * WPOLY) ^ (((x>>5) & 2) * WPOLY) \ 
                        ^ (((x>>5) & 4) * WPOLY)) 
#define f3(x)   (f2(x) ^ x) 
#define f9(x)   (f8(x) ^ x) 
#define fb(x)   (f8(x) ^ f2(x) ^ x) 
#define fd(x)   (f8(x) ^ f4(x) ^ x) 
#define fe(x)   (f8(x) ^ f4(x) ^ f2(x)) 
 
#else 
 
#define f2(x) ((x) ? pow[log[x] + 0x19] : 0) 
#define f3(x) ((x) ? pow[log[x] + 0x01] : 0) 
#define f9(x) ((x) ? pow[log[x] + 0xc7] : 0) 
#define fb(x) ((x) ? pow[log[x] + 0x68] : 0) 
#define fd(x) ((x) ? pow[log[x] + 0xee] : 0) 
#define fe(x) ((x) ? pow[log[x] + 0xdf] : 0) 
 
#endif 
 
#include "aestab.h" 
 
#if defined(__cplusplus) 
extern "C" 
{ 
#endif 
 
#if defined(STATIC_TABLES) 
 
/* implemented in case of wrong call for fixed tables */ 
 
 
 
AES_RETURN aes_init(void) 
{ 
    return EXIT_SUCCESS; 
} 
 
#else   /*  Generate the tables for the dynamic table option */ 
 
#if defined(FF_TABLES) 
 
#define gf_inv(x)   ((x) ? pow[ 255 - log[x]] : 0) 
 
#else 
 
/*  It will generally be sensible to use tables to compute finite 
    field multiplies and inverses but where memory is scarse this 
    code might sometimes be better. But it only has effect during 
    initialisation so its pretty unimportant in overall terms. 
*/ 
 
/*  return 2 ^ (n - 1) where n is the bit number of the highest bit 
    set in x with x in the range 1 < x < 0x00000200.   This form is 
    used so that locals within fi can be bytes rather than words 
*/ 
 
static uint8_t hibit(const uint32_t x) 
{   uint8_t r = (uint8_t)((x >> 1) | (x >> 2)); 
 
    r |= (r >> 2); 
    r |= (r >> 4); 
 
 
    return (r + 1) >> 1; 
} 
 
/* return the inverse of the finite field element x */ 
 
static uint8_t gf_inv(const uint8_t x) 
{   uint8_t p1 = x, p2 = BPOLY, n1 = hibit(x), n2 = 0x80, v1 = 1, v2 = 0; 
 
    if(x < 2) 
        return x; 
 
    for( ; ; ) 
    { 
        if(n1) 
            while(n2 >= n1)             /* divide polynomial p2 by p1    */ 
            { 
                n2 /= n1;               /* shift smaller polynomial left */ 
                p2 ^= (p1 * n2) & 0xff; /* and remove from larger one    */ 
                v2 ^= v1 * n2;          /* shift accumulated value and   */ 
                n2 = hibit(p2);         /* add into result               */ 
            } 
        else 
            return v1; 
 
        if(n2)                          /* repeat with values swapped    */ 
            while(n1 >= n2) 
            { 
                n1 /= n2; 
                p1 ^= p2 * n1; 
                v1 ^= v2 * n1; 
 
 
                n1 = hibit(p1); 
            } 
        else 
            return v2; 
    } 
} 
 
#endif 
 
/* The forward and inverse affine transformations used in the S-box */ 
uint8_t fwd_affine(const uint8_t x) 
{   uint32_t w = x; 
    w ^= (w << 1) ^ (w << 2) ^ (w << 3) ^ (w << 4); 
    return 0x63 ^ ((w ^ (w >> 8)) & 0xff); 
} 
 
uint8_t inv_affine(const uint8_t x) 
{   uint32_t w = x; 
    w = (w << 1) ^ (w << 3) ^ (w << 6); 
    return 0x05 ^ ((w ^ (w >> 8)) & 0xff); 
} 
 
static int init = 0; 
 
AES_RETURN aes_init(void) 
{   uint32_t  i, w; 
 
#if defined(FF_TABLES) 
 
    uint8_t  pow[512], log[256]; 
 
 
 
    if(init) 
        return EXIT_SUCCESS; 
    /*  log and power tables for GF(2^8) finite field with 
        WPOLY as modular polynomial - the simplest primitive 
        root is 0x03, used here to generate the tables 
    */ 
 
    i = 0; w = 1; 
    do 
    { 
        pow[i] = (uint8_t)w; 
        pow[i + 255] = (uint8_t)w; 
        log[w] = (uint8_t)i++; 
        w ^=  (w << 1) ^ (w & 0x80 ? WPOLY : 0); 
    } 
    while (w != 1); 
 
#else 
    if(init) 
        return EXIT_SUCCESS; 
#endif 
 
    for(i = 0, w = 1; i < RC_LENGTH; ++i) 
    { 
        t_set(r,c)[i] = bytes2word(w, 0, 0, 0); 
        w = f2(w); 
    } 
 
    for(i = 0; i < 256; ++i) 
 
 
    {   uint8_t    b; 
 
        b = fwd_affine(gf_inv((uint8_t)i)); 
        w = bytes2word(f2(b), b, b, f3(b)); 
 
#if defined( SBX_SET ) 
        t_set(s,box)[i] = b; 
#endif 
 
#if defined( FT1_SET )                 /* tables for a normal encryption round */ 
        t_set(f,n)[i] = w; 
#endif 
#if defined( FT4_SET ) 
        t_set(f,n)[0][i] = w; 
        t_set(f,n)[1][i] = upr(w,1); 
        t_set(f,n)[2][i] = upr(w,2); 
        t_set(f,n)[3][i] = upr(w,3); 
#endif 
        w = bytes2word(b, 0, 0, 0); 
 
#if defined( FL1_SET )            /* tables for last encryption round (may also   */ 
        t_set(f,l)[i] = w;        /* be used in the key schedule)                 */ 
#endif 
#if defined( FL4_SET ) 
        t_set(f,l)[0][i] = w; 
        t_set(f,l)[1][i] = upr(w,1); 
        t_set(f,l)[2][i] = upr(w,2); 
        t_set(f,l)[3][i] = upr(w,3); 
#endif 
 
 
 
#if defined( LS1_SET )          /* table for key schedule if t_set(f,l) above is*/ 
        t_set(l,s)[i] = w;      /* not of the required form                     */ 
#endif 
#if defined( LS4_SET ) 
        t_set(l,s)[0][i] = w; 
        t_set(l,s)[1][i] = upr(w,1); 
        t_set(l,s)[2][i] = upr(w,2); 
        t_set(l,s)[3][i] = upr(w,3); 
#endif 
 
        b = gf_inv(inv_affine((uint8_t)i)); 
        w = bytes2word(fe(b), f9(b), fd(b), fb(b)); 
 
#if defined( IM1_SET )          /* tables for the inverse mix column operation  */ 
        t_set(i,m)[b] = w; 
#endif 
#if defined( IM4_SET ) 
        t_set(i,m)[0][b] = w; 
        t_set(i,m)[1][b] = upr(w,1); 
        t_set(i,m)[2][b] = upr(w,2); 
        t_set(i,m)[3][b] = upr(w,3); 
#endif 
 
#if defined( ISB_SET ) 
        t_set(i,box)[i] = b; 
#endif 
#if defined( IT1_SET )          /* tables for a normal decryption round */ 
        t_set(i,n)[i] = w; 
#endif 
#if defined( IT4_SET ) 
 
 
        t_set(i,n)[0][i] = w; 
        t_set(i,n)[1][i] = upr(w,1); 
        t_set(i,n)[2][i] = upr(w,2); 
        t_set(i,n)[3][i] = upr(w,3); 
#endif 
        w = bytes2word(b, 0, 0, 0); 
#if defined( IL1_SET )          /* tables for last decryption round */ 
        t_set(i,l)[i] = w; 
#endif 
#if defined( IL4_SET ) 
        t_set(i,l)[0][i] = w; 
        t_set(i,l)[1][i] = upr(w,1); 
        t_set(i,l)[2][i] = upr(w,2); 
        t_set(i,l)[3][i] = upr(w,3); 
#endif 
    } 
    init = 1; 
    return EXIT_SUCCESS; 
} 
 
/*  
   Automatic code initialisation (suggested by by Henrik S. Gaßmann) 
   based on code provided by Joe Lowe and placed in the public domain at: 
   http://stackoverflow.com/questions/1113409/attribute-constructor-equivalent-in-vc 
*/ 
 
#ifdef _MSC_VER 
 
#pragma section(".CRT$XCU", read) 
 
 
 
__declspec(allocate(".CRT$XCU")) void (__cdecl *aes_startup)(void) = aes_init; 
 
#elif defined(__GNUC__) 
 
static void aes_startup(void) __attribute__((constructor)); 
 
static void aes_startup(void) 
{ 
    aes_init(); 
} 
 
#else 
 
#pragma message( "dynamic tables must be initialised manually on your system" ) 
 
#endif 
 
#endif 
 
#if defined(__cplusplus) 
} 
#endif 
#if !defined( _AESTAB_H ) 
#define _AESTAB_H 
 
#if defined(__cplusplus) 
extern "C" { 
#endif 
 
#define t_dec(m,n) t_##m##n 
 
 
#define t_set(m,n) t_##m##n 
#define t_use(m,n) t_##m##n 
 
#if defined(STATIC_TABLES) 
#  if !defined( __GNUC__ ) && (defined( __MSDOS__ ) || defined( __WIN16__ )) 
/*   make tables far data to avoid using too much DGROUP space (PG) */ 
#    define CONST const far 
#  else 
#    define CONST const 
#  endif 
#else 
#  define CONST 
#endif 
 
#if defined(DO_TABLES) 
#  define EXTERN 
#else 
#  define EXTERN extern 
#endif 
 
#if defined(_MSC_VER) && defined(TABLE_ALIGN) 
#define ALIGN __declspec(align(TABLE_ALIGN)) 
#else 
#define ALIGN 
#endif 
 
#if defined( __WATCOMC__ ) && ( __WATCOMC__ >= 1100 ) 
#  define XP_DIR __cdecl 
#else 
#  define XP_DIR 
 
 
#endif 
 
#if defined(DO_TABLES) && defined(STATIC_TABLES) 
#define d_1(t,n,b,e)       EXTERN ALIGN CONST XP_DIR t n[256]    =   b(e) 
#define d_4(t,n,b,e,f,g,h) EXTERN ALIGN CONST XP_DIR t n[4][256] = { b(e), b(f), b(g), b(h) } 
EXTERN ALIGN CONST uint32_t t_dec(r,c)[RC_LENGTH] = rc_data(w0); 
#else 
#define d_1(t,n,b,e)       EXTERN ALIGN CONST XP_DIR t n[256] 
#define d_4(t,n,b,e,f,g,h) EXTERN ALIGN CONST XP_DIR t n[4][256] 
EXTERN ALIGN CONST uint32_t t_dec(r,c)[RC_LENGTH]; 
#endif 
 
#if defined( SBX_SET ) 
    d_1(uint8_t, t_dec(s,box), sb_data, h0); 
#endif 
#if defined( ISB_SET ) 
    d_1(uint8_t, t_dec(i,box), isb_data, h0); 
#endif 
 
#if defined( FT1_SET ) 
    d_1(uint32_t, t_dec(f,n), sb_data, u0); 
#endif 
#if defined( FT4_SET ) 
    d_4(uint32_t, t_dec(f,n), sb_data, u0, u1, u2, u3); 
#endif 
 
#if defined( FL1_SET ) 
    d_1(uint32_t, t_dec(f,l), sb_data, w0); 
#endif 
#if defined( FL4_SET ) 
 
 
    d_4(uint32_t, t_dec(f,l), sb_data, w0, w1, w2, w3); 
#endif 
 
#if defined( IT1_SET ) 
    d_1(uint32_t, t_dec(i,n), isb_data, v0); 
#endif 
#if defined( IT4_SET ) 
    d_4(uint32_t, t_dec(i,n), isb_data, v0, v1, v2, v3); 
#endif 
 
#if defined( IL1_SET ) 
    d_1(uint32_t, t_dec(i,l), isb_data, w0); 
#endif 
#if defined( IL4_SET ) 
    d_4(uint32_t, t_dec(i,l), isb_data, w0, w1, w2, w3); 
#endif 
 
#if defined( LS1_SET ) 
#if defined( FL1_SET ) 
#undef  LS1_SET 
#else 
    d_1(uint32_t, t_dec(l,s), sb_data, w0); 
#endif 
#endif 
 
#if defined( LS4_SET ) 
#if defined( FL4_SET ) 
#undef  LS4_SET 
#else 
    d_4(uint32_t, t_dec(l,s), sb_data, w0, w1, w2, w3); 
 
 
#endif 
#endif 
 
#if defined( IM1_SET ) 
    d_1(uint32_t, t_dec(i,m), mm_data, v0); 
#endif 
#if defined( IM4_SET ) 
    d_4(uint32_t, t_dec(i,m), mm_data, v0, v1, v2, v3); 
#endif 
 
#if defined(__cplusplus) 
} 
#endif 
 
#endif 
#define DUAL_CORE 
 
#if defined( DUAL_CORE ) || defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
#  define WINDOWS_LEAN_AND_MEAN 
#  include <windows.h> 
#endif 
#include <string.h> 
#include <math.h> 
 
#if defined( __cplusplus ) 
#  include "aescpp.h" 
#else 
#  include "aes.h" 
#endif 
#include "aesaux.h" 
 
 
#include "aestst.h" 
#include "rdtsc.h" 
 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
fn_ptrs fn; 
#endif 
 
#if defined( _M_IX86 ) 
#if _M_IX86 == 500 
#define PROCESSOR   "Pentium" 
#elif _M_IX86 == 600 
#define PROCESSOR   "P2/P3/P4" 
#else 
#define PROCESSOR   "" 
#endif 
#elif defined( _M_X64 ) 
#define PROCESSOR   "AMD64/EMT64" 
#else 
#define PROCESSOR   "" 
#endif 
 
const int loops = 100; // number of timing loops 
 
#define SAMPLE1  1000 
#define SAMPLE2 10000 
 
int time_base(double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
    double              cy, av1, sig1; 
 
 
 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
            cy = (double)read_tsc(); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
                sam_cnt++; 
            } 
 
 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return FALSE; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
    return TRUE; 
} 
 
typedef unsigned long long (*aes_tmr)(void); 
 
/*  There is a compiler optimisation bug when optimisation is turned on 
    in Visual Studio 2005 for the following subroutine 
*/ 
#if defined( _MSC_VER ) 
 
 
#  pragma optimize( "", off ) 
#endif 
 
int time_eks8(unsigned int k_len, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
    double              cy, av1, sig1; 
    unsigned char       key[8][2 * AES_BLOCK_SIZE]; 
    f_ectx              ec[1]; 
 
    block_rndfill(key[0], 16 * AES_BLOCK_SIZE); 
 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_enc_key(ec, key[0], k_len); 
            f_enc_key(ec, key[1], k_len); 
            f_enc_key(ec, key[2], k_len); 
            f_enc_key(ec, key[3], k_len); 
            f_enc_key(ec, key[4], k_len); 
            f_enc_key(ec, key[5], k_len); 
            f_enc_key(ec, key[6], k_len); 
            f_enc_key(ec, key[7], k_len); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
 
 
            sig1 += cy * cy; 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        f_enc_key(ec, key[0], k_len); 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_enc_key(ec, key[0], k_len); 
            f_enc_key(ec, key[1], k_len); 
            f_enc_key(ec, key[2], k_len); 
            f_enc_key(ec, key[3], k_len); 
            f_enc_key(ec, key[4], k_len); 
            f_enc_key(ec, key[5], k_len); 
            f_enc_key(ec, key[6], k_len); 
            f_enc_key(ec, key[7], k_len); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
                sam_cnt++; 
            } 
        } 
 
 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return FALSE; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
    return TRUE; 
} 
 
#if defined( _MSC_VER ) 
#  pragma optimize( "", on ) 
#endif 
 
int time_dks8(unsigned int k_len, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
    double              cy, av1, sig1; 
    unsigned char       key[8][2 * AES_BLOCK_SIZE]; 
 
 
    f_dctx              dc[1]; 
 
    block_rndfill(key[0], 16 * AES_BLOCK_SIZE); 
 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_dec_key(dc, key[ 0], k_len); 
            f_dec_key(dc, key[ 1], k_len); 
            f_dec_key(dc, key[ 2], k_len); 
            f_dec_key(dc, key[ 3], k_len); 
            f_dec_key(dc, key[ 4], k_len); 
            f_dec_key(dc, key[ 5], k_len); 
            f_dec_key(dc, key[ 6], k_len); 
            f_dec_key(dc, key[ 7], k_len); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_dec_key(dc, key[ 0], k_len); 
            f_dec_key(dc, key[ 1], k_len); 
            f_dec_key(dc, key[ 2], k_len); 
            f_dec_key(dc, key[ 3], k_len); 
            f_dec_key(dc, key[ 4], k_len); 
            f_dec_key(dc, key[ 5], k_len); 
            f_dec_key(dc, key[ 6], k_len); 
            f_dec_key(dc, key[ 7], k_len); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
                sam_cnt++; 
            } 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
        } 
        else 
 
 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return FALSE; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
    return TRUE; 
} 
 
int time_enc16(unsigned int k_len, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
    double              cy, av1, sig1; 
    unsigned char       key[2 * AES_BLOCK_SIZE], pt[4][4 * AES_BLOCK_SIZE]; 
    f_ectx              ec[1]; 
 
    block_rndfill(key, 2 * AES_BLOCK_SIZE); 
    f_enc_key(ec, key, k_len); 
    block_rndfill(pt[0], 16 * AES_BLOCK_SIZE); 
 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
 
 
        { 
            cy = (double)read_tsc(); 
            do_enc(ec, pt[0], pt[0], 1); 
            do_enc(ec, pt[1], pt[1], 1); 
            do_enc(ec, pt[2], pt[2], 1); 
            do_enc(ec, pt[3], pt[3], 1); 
            do_enc(ec, pt[0], pt[0], 1); 
            do_enc(ec, pt[1], pt[1], 1); 
            do_enc(ec, pt[2], pt[2], 1); 
            do_enc(ec, pt[3], pt[3], 1); 
            do_enc(ec, pt[0], pt[0], 1); 
            do_enc(ec, pt[1], pt[1], 1); 
            do_enc(ec, pt[2], pt[2], 1); 
            do_enc(ec, pt[3], pt[3], 1); 
            do_enc(ec, pt[0], pt[0], 1); 
            do_enc(ec, pt[1], pt[1], 1); 
            do_enc(ec, pt[2], pt[2], 1); 
            do_enc(ec, pt[3], pt[3], 1); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
 
 
        { 
            cy = (double)read_tsc(); 
            do_enc(ec, pt[0], pt[0], 1); 
            do_enc(ec, pt[1], pt[1], 1); 
            do_enc(ec, pt[2], pt[2], 1); 
            do_enc(ec, pt[3], pt[3], 1); 
            do_enc(ec, pt[0], pt[0], 1); 
            do_enc(ec, pt[1], pt[1], 1); 
            do_enc(ec, pt[2], pt[2], 1); 
            do_enc(ec, pt[3], pt[3], 1); 
            do_enc(ec, pt[0], pt[0], 1); 
            do_enc(ec, pt[1], pt[1], 1); 
            do_enc(ec, pt[2], pt[2], 1); 
            do_enc(ec, pt[3], pt[3], 1); 
            do_enc(ec, pt[0], pt[0], 1); 
            do_enc(ec, pt[1], pt[1], 1); 
            do_enc(ec, pt[2], pt[2], 1); 
            do_enc(ec, pt[3], pt[3], 1); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
                sam_cnt++; 
            } 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
 
 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return FALSE; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
    return TRUE; 
} 
 
int time_dec16(unsigned int k_len, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
    double              cy, av1, sig1; 
    unsigned char       key[2 * AES_BLOCK_SIZE], pt[4][4 * AES_BLOCK_SIZE]; 
    f_dctx              dc[1]; 
 
    block_rndfill(key, 2 * AES_BLOCK_SIZE); 
    f_dec_key(dc, key, k_len); 
    block_rndfill(pt[0], 16 * AES_BLOCK_SIZE); 
 
 
 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
            cy = (double)read_tsc(); 
            do_dec(dc, pt[0], pt[0], 1); 
            do_dec(dc, pt[1], pt[1], 1); 
            do_dec(dc, pt[2], pt[2], 1); 
            do_dec(dc, pt[3], pt[3], 1); 
            do_dec(dc, pt[0], pt[0], 1); 
            do_dec(dc, pt[1], pt[1], 1); 
            do_dec(dc, pt[2], pt[2], 1); 
            do_dec(dc, pt[3], pt[3], 1); 
            do_dec(dc, pt[0], pt[0], 1); 
            do_dec(dc, pt[1], pt[1], 1); 
            do_dec(dc, pt[2], pt[2], 1); 
            do_dec(dc, pt[3], pt[3], 1); 
            do_dec(dc, pt[0], pt[0], 1); 
            do_dec(dc, pt[1], pt[1], 1); 
            do_dec(dc, pt[2], pt[2], 1); 
            do_dec(dc, pt[3], pt[3], 1); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
        } 
 
 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            do_dec(dc, pt[0], pt[0], 1); 
            do_dec(dc, pt[1], pt[1], 1); 
            do_dec(dc, pt[2], pt[2], 1); 
            do_dec(dc, pt[3], pt[3], 1); 
            do_dec(dc, pt[0], pt[0], 1); 
            do_dec(dc, pt[1], pt[1], 1); 
            do_dec(dc, pt[2], pt[2], 1); 
            do_dec(dc, pt[3], pt[3], 1); 
            do_dec(dc, pt[0], pt[0], 1); 
            do_dec(dc, pt[1], pt[1], 1); 
            do_dec(dc, pt[2], pt[2], 1); 
            do_dec(dc, pt[3], pt[3], 1); 
            do_dec(dc, pt[0], pt[0], 1); 
            do_dec(dc, pt[1], pt[1], 1); 
            do_dec(dc, pt[2], pt[2], 1); 
            do_dec(dc, pt[3], pt[3], 1); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
 
 
                sam_cnt++; 
            } 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return FALSE; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
    return TRUE; 
} 
 
// measure cycles for an encryption call 
 
double e_cycles(const unsigned long klen, f_ectx alg[1]) 
{   unsigned char  pt[16], ct[16], key[32]; 
 
 
    double cy1, cy2, c1 = -1, c2 = -1; 
    int i; 
 
    // set up a random key of 256 bits 
 
    block_rndfill(key, 32); 
 
    // set up a random plain text 
 
    block_rndfill(pt, 16); 
 
    // do a set_key in case it is necessary 
 
    f_enc_key(alg, key, klen); c1 = c2 = 0xffffffff; 
 
    // do an encrypt to remove any 'first time through' effects 
 
    do_enc(alg, pt, ct, 1); 
 
    for(i = 0; i < loops; ++i) 
    { 
        block_rndfill(pt, 16); 
 
        // time 1 and 9 encryptions - subtract to get cost of 8 
        cy1 = (double)read_tsc(); 
        do_enc(alg, ct, ct, 1); 
        cy1 = (double)read_tsc() - cy1; 
 
        cy2 = (double)read_tsc(); 
        do_enc(alg, ct, ct, 1); 
 
 
        do_enc(alg, ct, ct, 1); 
        do_enc(alg, ct, ct, 1); 
        do_enc(alg, ct, ct, 1); 
        do_enc(alg, ct, ct, 1); 
        do_enc(alg, ct, ct, 1); 
        do_enc(alg, ct, ct, 1); 
        do_enc(alg, ct, ct, 1); 
        do_enc(alg, ct, ct, 1); 
        cy2 = (double)read_tsc() - cy2; 
 
        if(i > loops / 10) 
        { 
            c1 = (c1 < cy1 ? c1 : cy1); // find minimum values over the loops 
            c2 = (c2 < cy2 ? c2 : cy2); 
        } 
    } 
 
    return ((c2 - c1) + 4.0) / 8.0; 
} 
 
// measure cycles for a decryption call 
 
double d_cycles(const unsigned long klen, f_dctx alg[1]) 
{   unsigned char  pt[16], ct[16], key[32]; 
    double cy1, cy2, c1 = -1, c2 = -1; 
    int i; 
 
    // set up a random key of 256 bits 
 
    block_rndfill(key, 32); 
 
 
 
    // set up a random plain text 
 
    block_rndfill(pt, 16); 
 
    // do a set_key in case it is necessary 
 
    f_dec_key(alg, key, klen); c1 = c2 = 0xffffffff; 
 
    // do an decrypt to remove any 'first time through' effects 
 
    do_dec(alg, pt, ct, 1); 
 
    for(i = 0; i < loops; ++i) 
    { 
        block_rndfill(pt, 16); 
 
        // time 1 and 9 decryptions - subtract to get cost of 8 
        cy1 = (double)read_tsc(); 
        do_dec(alg, ct, ct, 1); 
        cy1 = (double)read_tsc() - cy1; 
 
        cy2 = (double)read_tsc(); 
        do_dec(alg, ct, ct, 1); 
        do_dec(alg, ct, ct, 1); 
        do_dec(alg, ct, ct, 1); 
        do_dec(alg, ct, ct, 1); 
        do_dec(alg, ct, ct, 1); 
        do_dec(alg, ct, ct, 1); 
        do_dec(alg, ct, ct, 1); 
 
 
        do_dec(alg, ct, ct, 1); 
        do_dec(alg, ct, ct, 1); 
        cy2 = (double)read_tsc() - cy2; 
 
        if(i > loops / 10) 
        { 
            c1 = (c1 < cy1 ? c1 : cy1); // find minimum values over the loops 
            c2 = (c2 < cy2 ? c2 : cy2); 
        } 
    } 
 
    return ((c2 - c1) + 4.0) / 8.0; 
} 
 
// measure cycles for an encryption key setup 
 
double ke_cycles(const unsigned long klen, f_ectx alg[1]) 
{   unsigned char  key[32]; 
    double cy1, cy2, c1 = -1, c2 = -1; 
    int i; 
 
    // set up a random key of 256 bits 
 
    block_rndfill(key, 32); 
 
    // do an set_key to remove any 'first time through' effects 
 
    f_enc_key(alg, key, klen); c1 = c2 = 0xffffffff; 
 
    switch(klen) 
 
 
    { 
    case 16: 
        for(i = 0; i < loops; ++i) 
        { 
            // time 1 and 5 encryption key schedules - subtract to get cost of 4 
            cy1 = (double)read_tsc(); 
            f_enc_key(alg, key + 10 * AES_BLOCK_SIZE, 128); 
            cy1 = (double)read_tsc() - cy1; 
 
            cy2 = (double)read_tsc(); 
            f_enc_key(alg, key + 10 * AES_BLOCK_SIZE, 128); 
            f_enc_key(alg, key + 10 * AES_BLOCK_SIZE, 128); 
            f_enc_key(alg, key + 10 * AES_BLOCK_SIZE, 128); 
            f_enc_key(alg, key + 10 * AES_BLOCK_SIZE, 128); 
            f_enc_key(alg, key + 10 * AES_BLOCK_SIZE, 128); 
            cy2 = (double)read_tsc() - cy2; 
 
            if(i > loops / 10) 
            { 
                c1 = (c1 < cy1 ? c1 : cy1); // find minimum values over the loops 
                c2 = (c2 < cy2 ? c2 : cy2); 
            } 
        } 
        break; 
    case 24: 
        for(i = 0; i < loops; ++i) 
        { 
            // time 1 and 5 encryption key schedules - subtract to get cost of 4 
            cy1 = (double)read_tsc(); 
            f_enc_key(alg, key + 23 * (AES_BLOCK_SIZE / 2), 192); 
 
 
            cy1 = (double)read_tsc() - cy1; 
 
            cy2 = (double)read_tsc(); 
            f_enc_key(alg, key + 23 * (AES_BLOCK_SIZE / 2), 192); 
            f_enc_key(alg, key + 23 * (AES_BLOCK_SIZE / 2), 192); 
            f_enc_key(alg, key + 23 * (AES_BLOCK_SIZE / 2), 192); 
            f_enc_key(alg, key + 23 * (AES_BLOCK_SIZE / 2), 192); 
            f_enc_key(alg, key + 23 * (AES_BLOCK_SIZE / 2), 192); 
            cy2 = (double)read_tsc() - cy2; 
 
            if(i > loops / 10) 
            { 
                c1 = (c1 < cy1 ? c1 : cy1); // find minimum values over the loops 
                c2 = (c2 < cy2 ? c2 : cy2); 
            } 
        } 
        break; 
    case 32: 
        for(i = 0; i < loops; ++i) 
        { 
            // time 1 and 5 encryption key schedules - subtract to get cost of 4 
            cy1 = (double)read_tsc(); 
            f_enc_key(alg, key + 13 * AES_BLOCK_SIZE, 256); 
            cy1 = (double)read_tsc() - cy1; 
 
            cy2 = (double)read_tsc(); 
            f_enc_key(alg, key + 13 * AES_BLOCK_SIZE, 256); 
            f_enc_key(alg, key + 13 * AES_BLOCK_SIZE, 256); 
            f_enc_key(alg, key + 13 * AES_BLOCK_SIZE, 256); 
            f_enc_key(alg, key + 13 * AES_BLOCK_SIZE, 256); 
 
 
            f_enc_key(alg, key + 13 * AES_BLOCK_SIZE, 256); 
            cy2 = (double)read_tsc() - cy2; 
 
            if(i > loops / 10) 
            { 
                c1 = (c1 < cy1 ? c1 : cy1); // find minimum values over the loops 
                c2 = (c2 < cy2 ? c2 : cy2); 
            } 
        } 
        break; 
    } 
 
    return ((c2 - c1) + 2.0) / 4.0; 
} 
 
// measure cycles for an encryption key setup 
 
double kd_cycles(const unsigned long klen, f_dctx alg[1]) 
{   unsigned char  key[32]; 
    double cy1, cy2, c1 = -1, c2 = -1; 
    int i; 
 
    // set up a random key of 256 bits 
 
    block_rndfill(key, 32); 
 
    // do an set_key to remove any 'first time through' effects 
 
    f_dec_key(alg, key, klen); c1 = c2 = 0xffffffff; 
 
 
 
    switch(klen) 
    { 
    case 16: 
        for(i = 0; i < loops; ++i) 
        { 
            // time 1 and 5 decryption key schedules - subtract to get cost of 4 
            cy1 = (double)read_tsc(); 
            f_dec_key(alg, key + 10 * AES_BLOCK_SIZE, 128); 
            cy1 = (double)read_tsc() - cy1; 
 
            cy2 = (double)read_tsc(); 
            f_dec_key(alg, key + 10 * AES_BLOCK_SIZE, 128); 
            f_dec_key(alg, key + 10 * AES_BLOCK_SIZE, 128); 
            f_dec_key(alg, key + 10 * AES_BLOCK_SIZE, 128); 
            f_dec_key(alg, key + 10 * AES_BLOCK_SIZE, 128); 
            f_dec_key(alg, key + 10 * AES_BLOCK_SIZE, 128); 
            cy2 = (double)read_tsc() - cy2; 
 
            if(i > loops / 10) 
            { 
                c1 = (c1 < cy1 ? c1 : cy1); // find minimum values over the loops 
                c2 = (c2 < cy2 ? c2 : cy2); 
            } 
        } 
        break; 
    case 24: 
        for(i = 0; i < loops; ++i) 
        { 
            // time 1 and 5 decryption key schedules - subtract to get cost of 4 
            cy1 = (double)read_tsc(); 
 
 
            f_dec_key(alg, key + 23 * (AES_BLOCK_SIZE / 2), 192); 
            cy1 = (double)read_tsc() - cy1; 
 
            cy2 = (double)read_tsc(); 
            f_dec_key(alg, key + 23 * (AES_BLOCK_SIZE / 2), 192); 
            f_dec_key(alg, key + 23 * (AES_BLOCK_SIZE / 2), 192); 
            f_dec_key(alg, key + 23 * (AES_BLOCK_SIZE / 2), 192); 
            f_dec_key(alg, key + 23 * (AES_BLOCK_SIZE / 2), 192); 
            f_dec_key(alg, key + 23 * (AES_BLOCK_SIZE / 2), 192); 
            cy2 = (double)read_tsc() - cy2; 
 
            if(i > loops / 10) 
            { 
                c1 = (c1 < cy1 ? c1 : cy1); // find minimum values over the loops 
                c2 = (c2 < cy2 ? c2 : cy2); 
            } 
        } 
        break; 
    case 32: 
        for(i = 0; i < loops; ++i) 
        { 
            // time 1 and 5 decryption key schedules - subtract to get cost of 4 
            cy1 = (double)read_tsc(); 
            f_dec_key(alg, key + 13 * AES_BLOCK_SIZE, 256); 
            cy1 = (double)read_tsc() - cy1; 
 
            cy2 = (double)read_tsc(); 
            f_dec_key(alg, key + 13 * AES_BLOCK_SIZE, 256); 
            f_dec_key(alg, key + 13 * AES_BLOCK_SIZE, 256); 
            f_dec_key(alg, key + 13 * AES_BLOCK_SIZE, 256); 
 
 
            f_dec_key(alg, key + 13 * AES_BLOCK_SIZE, 256); 
            f_dec_key(alg, key + 13 * AES_BLOCK_SIZE, 256); 
            cy2 = (double)read_tsc() - cy2; 
 
            if(i > loops / 10) 
            { 
                c1 = (c1 < cy1 ? c1 : cy1); // find minimum values over the loops 
                c2 = (c2 < cy2 ? c2 : cy2); 
            } 
        } 
        break; 
    } 
 
    return ((c2 - c1) + 2.0) / 4.0; 
} 
 
static unsigned long kl[3] = { 16, 24, 32 }; 
static double ekt[3], dkt[3], et[3], dt[3]; 
 
void output(FILE *outf, const unsigned long inx, const unsigned long bits) 
{   unsigned long  t; 
    unsigned char  c0, c1, c2; 
 
    fprintf(outf, "\n// %i Bit: ", 8 * kl[inx]); 
    fprintf(outf, "   Key Setup: %i/%i cycles", ekt[inx], dkt[inx]); 
    t = (unsigned long)((1000 * bits + et[inx] / 2) / et[inx]); 
    c0 = (unsigned char)('0' + t / 100); 
    c1 = (unsigned char)('0' + (t / 10) % 10); 
    c2 = (unsigned char)('0' + t % 10); 
    fprintf(outf, "\n// Encrypt:   %i  cycles = 0.%c%c%c bits/cycle", et[inx], c0, c1 , c2); 
 
 
    t = (unsigned long)((1000 * bits + dt[inx] / 2) / dt[inx]); 
    c0 = (unsigned char)('0' + t / 100); 
    c1 = (unsigned char)('0' + (t / 10) % 10); 
    c2 = (unsigned char)('0' + t % 10); 
    fprintf(outf, "\n// Decrypt:   %i  cycles = 0.%c%c%c bits/cycle", dt[inx], c0, c1 , c2); 
} 
 
#if defined( _WIN64 ) 
 
#define CurrentProcessorNumber GetCurrentProcessorNumber 
 
#else 
 
unsigned long CurrentProcessorNumber(void) 
{ 
    __asm 
    { 
        mov     eax,1 
        cpuid 
        shr     ebx,24 
        mov     eax, ebx 
    } 
} 
 
#endif 
 
int main(int argc, char *argv[]) 
{   FILE     *outf; 
    f_ectx   alge[1]; 
    f_dctx   algd[1]; 
 
 
    double   a0, av, sig; 
    int ki, i, w; 
 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
    HINSTANCE   h_dll; 
#endif 
 
#if defined( DUAL_CORE ) && defined( _WIN32 ) 
    // we need to constrain the process to one core in order to 
    // obtain meaningful timing data 
    HANDLE ph; 
    DWORD_PTR afp; 
    DWORD_PTR afs; 
    ph = GetCurrentProcess(); 
    if(GetProcessAffinityMask(ph, &afp, &afs)) 
    { 
        afp &= (1 << CurrentProcessorNumber()); 
        if(!SetProcessAffinityMask(ph, afp)) 
        { 
            printf("Couldn't set Process Affinity Mask\n\n"); return -1; 
        } 
    } 
    else 
    { 
        printf("Couldn't get Process Affinity Mask\n\n"); return -1; 
    } 
#endif 
 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
    if(!(h_dll = init_dll(&fn))) 
 
 
        return -1; 
#else  
    aes_init(); 
#endif 
 
    memset(&alge, 0, sizeof(aes_encrypt_ctx)); 
    memset(&algd, 0, sizeof(aes_decrypt_ctx)); 
 
    if(fopen_s(&outf, argc == 2 ? argv[1] : "CON", "w")) 
    { 
        printf("\nCannot open %s for output\n", argc == 2 ? argv[1] : "CON"); 
        return -1; 
    } 
    printf("\n// AES%s Timing For The %s Processor", 
#if defined( DLL_IMPORT ) && defined( __cplusplus ) 
        " (DLL & CPP)", 
#elif defined(  DLL_IMPORT ) 
        " (DLL)", 
#elif defined( __cplusplus ) 
        " (CPP)", 
#else 
        "", 
#endif 
    PROCESSOR); 
 
    for(ki = 0; ki < 3; ++ki) 
    { 
        ekt[ki] = ke_cycles(kl[ki], alge); 
        dkt[ki] = kd_cycles(kl[ki], algd); 
        et[ki]  =  e_cycles(kl[ki], alge); 
 
 
        dt[ki]  =  d_cycles(kl[ki], algd); 
    } 
 
    fprintf(outf, "\n// KeySize     EKS(cycles)  ENC(cycles/byte)    DKS(cycles)  
DEC(cycles/byte)"); 
 
    for(i = 0; i < 3; ++i) 
    { 
        av = et[i] / 16.0; w = (int)(10.0 * av + 0.5); 
        fprintf(outf, "\n// min(%03i) %14.1f%16i.%1i", 128 + 64 * i, ekt[i], w / 10, w % 10); 
        av = dt[i] / 16.0; w = (int)(10.0 * av + 0.5);; 
        fprintf(outf, "%15.1f%16i.%1i", dkt[i], w / 10, w % 10); 
    } 
 
    time_base(&a0, &sig); 
    for(i = 128; i <= 256; i += 64) 
    { 
        fprintf(outf, "\n// avg(%3i) ", i); 
        time_eks8(i, &av, &sig); 
        sig *= 100.0 / av; 
        av = ((av - a0 + 4.0) / 8.0); 
        fprintf(outf, "%6.0f (%4.1f%%)", av, sig); 
 
        time_enc16(i, &av, &sig); 
        sig *= 100.0 / av; 
        av = (int)(10.0 * (av - a0) / 256.0) / 10.0; 
        sig = (int)(10 * sig) / 10.0; 
        fprintf(outf, "%10.1f (%4.1f%%)", av, sig); 
 
        time_dks8(i, &av, &sig); 
 
 
        sig *= 100.0 / av; 
        av = (int)((av - a0 + 4.0) / 8.0); 
        fprintf(outf, "%7.0f (%4.1f%%)", av, sig); 
 
        time_dec16(i, &av, &sig); 
        sig *= 100.0 / av; 
        av = (int)(10.0 * (av - a0) / 256.0) / 10.0; 
        sig = (int)(10 * sig) / 10.0; 
        fprintf(outf, "%10.1f (%4.1f%%)", av, sig); 
    } 
 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
    if(h_dll) FreeLibrary(h_dll); 
#endif 
    fprintf(outf, "\n\n"); 
    return 0; 
} 
#include <stdio.h> 
#include <memory.h> 
#include <windows.h> 
#include <string.h> 
 
#ifdef AES_CPP 
#include "aescpp.h" 
#else 
#include "aes.h" 
#endif 
#include "aesaux.h" 
#include "aestst.h" 
 
 
 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
fn_ptrs fn; 
#endif 
 
void out_state(long s0, long s1, long s2, long s3) 
{ 
    printf("\n%08x%08x508x%08x", s0, s1, s2, s3); 
} 
 
void oblk(char m[], unsigned char v[], unsigned long n) 
{   unsigned long i; 
     
    printf("\n%s", m); 
 
    for(i = 0; i < n; ++i) 
        printf("%02x", v[i]); 
} 
 
void message(const char *s)   { printf(s); } 
 
unsigned char pih[32] = // hex digits of pi 
{ 
    0x32, 0x43, 0xf6, 0xa8, 0x88, 0x5a, 0x30, 0x8d, 
    0x31, 0x31, 0x98, 0xa2, 0xe0, 0x37, 0x07, 0x34, 
    0x4a, 0x40, 0x93, 0x82, 0x22, 0x99, 0xf3, 0x1d, 
    0x00, 0x82, 0xef, 0xa9, 0x8e, 0xc4, 0xe6, 0xc8 
}; 
 
unsigned char exh[32] =  // hex digits of e 
{ 
 
 
    0x2b, 0x7e, 0x15, 0x16, 0x28, 0xae, 0xd2, 0xa6, 
    0xab, 0xf7, 0x15, 0x88, 0x09, 0xcf, 0x4f, 0x3c, 
    0x76, 0x2e, 0x71, 0x60, 0xf3, 0x8b, 0x4d, 0xa5, 
    0x6a, 0x78, 0x4d, 0x90, 0x45, 0x19, 0x0c, 0xfe 
}; 
 
unsigned char res[3][32] = 
{ 
    { 0x39, 0x25, 0x84, 0x1d, 0x02, 0xdc, 0x09, 0xfb, 
        0xdc, 0x11, 0x85, 0x97, 0x19, 0x6a, 0x0b, 0x32 
    }, 
    { 0xf9, 0xfb, 0x29, 0xae, 0xfc, 0x38, 0x4a, 0x25, 
        0x03, 0x40, 0xd8, 0x33, 0xb8, 0x7e, 0xbc, 0x00 
    }, 
    { 0x1a, 0x6e, 0x6c, 0x2c, 0x66, 0x2e, 0x7d, 0xa6, 
        0x50, 0x1f, 0xfb, 0x62, 0xbc, 0x9e, 0x93, 0xf3 
    } 
}; 
 
void cycles(volatile uint64_t *rtn) 
{ 
#if defined( _MSCVER ) 
    __asm   // read the Pentium Time Stamp Counter 
    {   cpuid 
        rdtsc 
        mov     ecx,rtn 
        mov     [ecx],eax 
        mov     [ecx+4],edx 
        cpuid 
    } 
 
 
#elif defined( __GNUC__ ) 
    __asm__ __volatile__("rdtsc": "=A" (*rtn)); 
#endif 
} 
 
int main(void) 
{   unsigned char   out[32], ret[32], err = 0; 
    f_ectx          alge[1]; 
    f_dctx          algd[1]; 
 
#if defined( DLL_IMPORT ) && defined(DYNAMIC_LINK) 
    HINSTANCE   h_dll; 
    if(!(h_dll = init_dll(&fn)))  
        return -1; 
#elif defined(STATIC_TABLES) 
    gen_tabs(); 
#endif 
 
    message("\nRun tests for the AES algorithm"); 
#if defined(USE_DLL) 
    message(" (DLL Version)"); 
#endif 
#if defined(AES_CPP) 
    message(" (CPP Version)"); 
#endif 
 
    memset(&alge, 0, sizeof(aes_encrypt_ctx)); 
    memset(&algd, 0, sizeof(aes_decrypt_ctx)); 
 
#if defined( AES_128 ) 
 
 
    memset(out, 0xcc, 16); memset(ret, 0xcc, 16); 
    printf("\n\n// lengths:  block = 16, bytes, key = 16 bytes"); 
    f_enc_key128(alge, exh); 
    oblk("// key     = ", exh, 16); 
    oblk("// input   = ", pih, 16); 
    do_enc(alge, pih, out, 1); 
    oblk("// encrypt = ", out, 16); 
    if(memcmp(out, res[0], 16)) { message (" error"); err += 1; } 
    f_dec_key128(algd, exh); 
    do_dec(algd, out, ret, 1); 
    oblk("// decrypt = ", ret, 16); 
    if(memcmp(ret, pih, 16)) { message (" error"); err += 2; } 
#endif 
 
#if defined( AES_192 ) 
    memset(out, 0xcc, 16); memset(ret, 0xcc, 16); 
    printf("\n\n// lengths:  block = 16, bytes, key = 24 bytes"); 
    f_enc_key192(alge, exh); 
    oblk("// key     = ", exh, 24); 
    oblk("// input   = ", pih, 16); 
    do_enc(alge, pih, out, 1); 
    oblk("// encrypt = ", out, 16); 
    if(memcmp(out, res[1], 16))  { message (" error"); err += 4; } 
    f_dec_key192(algd, exh); 
    do_dec(algd, out, ret, 1); 
    oblk("// decrypt = ", ret, 16); 
    if(memcmp(ret, pih, 16))  { message (" error"); err += 8; } 
#endif 
 
#if defined( AES_256 ) 
 
 
    memset(out, 0xcc, 16); memset(ret, 0xcc, 16); 
    printf("\n\n// lengths:  block = 16, bytes, key = 32 bytes"); 
    f_enc_key256(alge, exh); 
    oblk("// key     = ", exh, 32); 
    oblk("// input   = ", pih, 16); 
    do_enc(alge, pih, out, 1); 
    oblk("// encrypt = ", out, 16); 
    if(memcmp(out, res[2], 16))  { message (" error"); err += 16; } 
    f_dec_key256(algd, exh); 
    do_dec(algd, out, ret, 1); 
    oblk("// decrypt = ", ret, 16); 
    if(memcmp(ret, pih, 16))  { message (" error"); err += 32; } 
#endif 
 
    if(!err) 
        message("\n\nThese values are all correct\n\n"); 
    else 
        message("\n\nSome values are in error\n\n"); 
 
#if defined(USE_DLL) && defined(DYNAMIC_LINK) 
    if(h_dll) FreeLibrary(h_dll); 
#endif 
    return 0; 
} 
#ifndef AESTST_H 
#define AESTST_H 
 
#define DYNAMIC_LINK 
 
#define abs_path    ".\\" 
 
 
#define rel_path    "..\\" 
#define ref_path    "testvals\\"                    // path for test vector files 
#define out_path    "outvals\\"                     // path for output files 
#if 0 
#  define ar_path   abs_path 
#else 
#  define ar_path   rel_path 
#endif 
 
#if defined( _WIN64 ) 
#  define PLFRM     "x64\\" 
#else 
#  define PLFRM     "win32\\" 
#endif 
 
#if defined( _DEBUG ) 
#  define CNFIG     "debug\\" 
#else 
#  define CNFIG     "release\\" 
#endif 
 
#define dll_path    "..\\dll\\" PLFRM CNFIG "aes.dll"   // path for DLL 
 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
 
#include <windows.h> 
 
#define f_info(x)   (x)->inf.b[2] 
#define f_ectx      aes_encrypt_ctx 
#define f_dctx      aes_decrypt_ctx 
 
 
 
#if defined(__cplusplus) 
extern "C" 
{ 
#endif 
 
typedef AES_RETURN g_enc_key(const unsigned char*, aes_encrypt_ctx[]); 
typedef AES_RETURN g_dec_key(const unsigned char*, aes_decrypt_ctx[1]); 
typedef AES_RETURN g_enc_keyv(const unsigned char*, int, aes_encrypt_ctx[1]); 
typedef AES_RETURN g_dec_keyv(const unsigned char*, int, aes_decrypt_ctx[1]); 
typedef AES_RETURN g_enc_blk(const unsigned char*, unsigned char*, const 
aes_encrypt_ctx[1]); 
typedef AES_RETURN g_dec_blk(const unsigned char*, unsigned char*, const 
aes_decrypt_ctx[1]); 
 
typedef AES_RETURN g_talign(unsigned int n); 
typedef AES_RETURN g_reset(const aes_encrypt_ctx[1]); 
typedef AES_RETURN g_enc1(const unsigned char*, unsigned char*, int, 
                                            const aes_encrypt_ctx[1]); 
typedef AES_RETURN g_dec1(const unsigned char*, unsigned char*, int, 
                                            const aes_decrypt_ctx[1]); 
typedef AES_RETURN g_enc2(const unsigned char*, unsigned char*, int, 
                            unsigned char*, const aes_encrypt_ctx[1]); 
typedef AES_RETURN g_dec2(const unsigned char*, unsigned char*, int, 
                            unsigned char*, const aes_decrypt_ctx[1]); 
typedef AES_RETURN g_enc3(const unsigned char*, unsigned char*, int, 
                                  unsigned char*, aes_encrypt_ctx[1]); 
typedef void cif(unsigned char*); 
typedef AES_RETURN g_enc4(const unsigned char*, unsigned char*, int, 
                        unsigned char*, cif, aes_encrypt_ctx[1]); 
 
 
 
typedef struct  // initialised with subroutine addresses when the DLL is loaded 
{ 
    g_enc_key   *fn_enc_key128; 
    g_enc_key   *fn_enc_key192; 
    g_enc_key   *fn_enc_key256; 
    g_enc_keyv  *fn_enc_key; 
    g_enc_blk   *fn_enc_blk; 
 
    g_dec_key   *fn_dec_key128; 
    g_dec_key   *fn_dec_key192; 
    g_dec_key   *fn_dec_key256; 
    g_dec_keyv  *fn_dec_key; 
    g_dec_blk   *fn_dec_blk; 
 
    g_talign    *fn_test_align; 
    g_reset     *fn_mode_reset; 
    g_enc1      *fn_ecb_enc; 
    g_dec1      *fn_ecb_dec; 
    g_enc2      *fn_cbc_enc; 
    g_dec2      *fn_cbc_dec; 
    g_enc3      *fn_cfb_enc; 
    g_enc3      *fn_cfb_dec; 
    g_enc3      *fn_ofb_cry; 
    g_enc4      *fn_ctr_cry; 
} fn_ptrs; 
 
#if defined(__cplusplus) 
} 
#endif 
 
 
 
#define f_dat(a,b)              (a->b) 
#define f_enc_key128(a,b)       (fn.fn_enc_key128)((b),(a)) 
#define f_enc_key192(a,b)       (fn.fn_enc_key192)((b),(a)) 
#define f_enc_key256(a,b)       (fn.fn_enc_key256)((b),(a)) 
#define f_enc_key(a,b,c)        (fn.fn_enc_key)((b),(c),(a)) 
#define f_enc_blk(a,b,c)        (fn.fn_enc_blk)((b),(c),(a)) 
 
#define f_dec_key128(a,b)       (fn.fn_dec_key128)((b),(a)) 
#define f_dec_key192(a,b)       (fn.fn_dec_key192)((b),(a)) 
#define f_dec_key256(a,b)       (fn.fn_dec_key256)((b),(a)) 
#define f_dec_key(a,b,c)        (fn.fn_dec_key)((b),(c),(a)) 
#define f_dec_blk(a,b,c)        (fn.fn_dec_blk)((b),(c),(a)) 
 
#define f_talign(a,b)           (fn.fn_test_align)((b)) 
#define f_mode_reset(a)         (fn.fn_mode_reset)((a)) 
#define f_ecb_enc(a,b,c,d)      (fn.fn_ecb_enc)((b),(c),(d),(a)) 
#define f_ecb_dec(a,b,c,d)      (fn.fn_ecb_dec)((b),(c),(d),(a)) 
#define f_cbc_enc(a,b,c,d,e)    (fn.fn_cbc_enc)((b),(c),(d),(e),(a)) 
#define f_cbc_dec(a,b,c,d,e)    (fn.fn_cbc_dec)((b),(c),(d),(e),(a)) 
#define f_cfb_enc(a,b,c,d,e)    (fn.fn_cfb_enc)((b),(c),(d),(e),(a)) 
#define f_cfb_dec(a,b,c,d,e)    (fn.fn_cfb_dec)((b),(c),(d),(e),(a)) 
#define f_ofb_cry(a,b,c,d,e)    (fn.fn_ofb_cry)((b),(c),(d),(e),(a)) 
#define f_ctr_cry(a,b,c,d,e,f)  (fn.fn_ctr_cry)((b),(c),(d),(e),(f),(a)) 
 
#if defined( _WIN64 ) 
 
#define gt_name             "aes_init" 
#define ek_name128          "aes_encrypt_key128" 
#define ek_name192          "aes_encrypt_key192" 
#define ek_name256          "aes_encrypt_key256" 
 
 
#define ek_name             "aes_encrypt_key" 
#define eb_name             "aes_encrypt" 
#define dk_name128          "aes_decrypt_key128" 
#define dk_name192          "aes_decrypt_key192" 
#define dk_name256          "aes_decrypt_key256" 
#define dk_name             "aes_decrypt_key" 
#define db_name             "aes_decrypt" 
 
#define etad_name           "aes_test_alignment_detection" 
#define eres_name           "aes_mode_reset" 
#define ecbe_name           "aes_ecb_encrypt" 
#define ecbd_name           "aes_ecb_decrypt" 
#define cbce_name           "aes_cbc_encrypt" 
#define cbcd_name           "aes_cbc_decrypt" 
#define cfbe_name           "aes_cfb_encrypt" 
#define cfbd_name           "aes_cfb_decrypt" 
#define ofb_name            "aes_ofb_crypt" 
#define ctr_name            "aes_ctr_crypt" 
 
#else 
 
#define gt_name             "_aes_init@0" 
#define ek_name128          "_aes_encrypt_key128@8" 
#define ek_name192          "_aes_encrypt_key192@8" 
#define ek_name256          "_aes_encrypt_key256@8" 
#define ek_name             "_aes_encrypt_key@12" 
#define eb_name             "_aes_encrypt@12" 
#define dk_name128          "_aes_decrypt_key128@8" 
#define dk_name192          "_aes_decrypt_key192@8" 
#define dk_name256          "_aes_decrypt_key256@8" 
 
 
#define dk_name             "_aes_decrypt_key@12" 
#define db_name             "_aes_decrypt@12" 
 
#define etad_name           "_aes_test_alignment_detection@4" 
#define eres_name           "_aes_mode_reset@4" 
#define ecbe_name           "_aes_ecb_encrypt@16" 
#define ecbd_name           "_aes_ecb_decrypt@16" 
#define cbce_name           "_aes_cbc_encrypt@20" 
#define cbcd_name           "_aes_cbc_decrypt@20" 
#define cfbe_name           "_aes_cfb_encrypt@20" 
#define cfbd_name           "_aes_cfb_decrypt@20" 
#define ofb_name            "_aes_ofb_crypt@20" 
#define ctr_name            "_aes_ctr_crypt@24" 
 
#endif 
 
#elif defined( __cplusplus ) 
 
#define f_info(x)               (x)->cx->inf.b[2] 
#define f_ectx                  AESencrypt 
#define f_enc_key128(a,b)       (a)->key128((b)) 
#define f_enc_key192(a,b)       (a)->key192((b)) 
#define f_enc_key256(a,b)       (a)->key256((b)) 
#define f_enc_key(a,b,c)        (a)->key((b),(c)) 
#define f_enc_blk(a,b,c)        (a)->encrypt((b),(c)) 
 
#define f_dctx                  AESdecrypt 
#define f_dec_key128(a,b)       (a)->key128((b)) 
#define f_dec_key192(a,b)       (a)->key192((b)) 
#define f_dec_key256(a,b)       (a)->key256((b)) 
 
 
#define f_dec_key(a,b,c)        (a)->key((b),(c)) 
#define f_dec_blk(a,b,c)        (a)->decrypt((b),(c)) 
 
#define f_talign(a,b)           (a)->fn_test_align(b) 
#define f_mode_reset(a)         (a)->mode_reset() 
#define f_ecb_enc(a,b,c,d)      (a)->ecb_encrypt((b),(c),(d)) 
#define f_ecb_dec(a,b,c,d)      (a)->ecb_decrypt((b),(c),(d)) 
#define f_cbc_enc(a,b,c,d,e)    (a)->cbc_encrypt((b),(c),(d),(e)) 
#define f_cbc_dec(a,b,c,d,e)    (a)->cbc_decrypt((b),(c),(d),(e)) 
#define f_cfb_enc(a,b,c,d,e)    (a)->cfb_encrypt((b),(c),(d),(e)) 
#define f_cfb_dec(a,b,c,d,e)    (a)->cfb_decrypt((b),(c),(d),(e)) 
#define f_ofb_cry(a,b,c,d,e)    (a)->ofb_crypt((b),(c),(d),(e)) 
#define f_ctr_cry(a,b,c,d,e,f)  (a)->ctr_crypt((b),(c),(d),(e),(f)) 
 
#else 
 
#define f_info(x)               (x)->inf.b[2] 
#define f_ectx                  aes_encrypt_ctx 
#define f_enc_key128(a,b)       aes_encrypt_key128((b),(a)) 
#define f_enc_key192(a,b)       aes_encrypt_key192((b),(a)) 
#define f_enc_key256(a,b)       aes_encrypt_key256((b),(a)) 
#define f_enc_key(a,b,c)        aes_encrypt_key((b),(c),(a)) 
#define f_enc_blk(a,b,c)        aes_encrypt((b),(c),(a)) 
 
#define f_dctx                  aes_decrypt_ctx 
#define f_dec_key128(a,b)       aes_decrypt_key128((b),(a)) 
#define f_dec_key192(a,b)       aes_decrypt_key192((b),(a)) 
#define f_dec_key256(a,b)       aes_decrypt_key256((b),(a)) 
#define f_dec_key(a,b,c)        aes_decrypt_key((b),(c),(a)) 
#define f_dec_blk(a,b,c)        aes_decrypt((b),(c),(a)) 
 
 
 
#define f_talign(a,b)           aes_test_alignment_detection(b) 
#define f_mode_reset(a)         aes_mode_reset(a) 
#define f_ecb_enc(a,b,c,d)      aes_ecb_encrypt((b),(c),(d),(a)) 
#define f_ecb_dec(a,b,c,d)      aes_ecb_decrypt((b),(c),(d),(a)) 
#define f_cbc_enc(a,b,c,d,e)    aes_cbc_encrypt((b),(c),(d),(e),(a)) 
#define f_cbc_dec(a,b,c,d,e)    aes_cbc_decrypt((b),(c),(d),(e),(a)) 
#define f_cfb_enc(a,b,c,d,e)    aes_cfb_encrypt((b),(c),(d),(e),(a)) 
#define f_cfb_dec(a,b,c,d,e)    aes_cfb_decrypt((b),(c),(d),(e),(a)) 
#define f_ofb_cry(a,b,c,d,e)    aes_ofb_crypt((b),(c),(d),(e),(a)) 
#define f_ctr_cry(a,b,c,d,e,f)  aes_ctr_crypt((b),(c),(d),(e),(f),(a)) 
 
#define ek_name128          "aes_encrypt_key128" 
#define ek_name192          "aes_encrypt_key192" 
#define ek_name256          "aes_encrypt_key256" 
#define ek_name             "aes_encrypt_key" 
#define eb_name             "aes_encrypt" 
 
#define dk_name128          "aes_decrypt_key128" 
#define dk_name192          "aes_decrypt_key192" 
#define dk_name256          "aes_decrypt_key256" 
#define dk_name             "aes_decrypt_key" 
#define db_name             "aes_decrypt" 
 
#define eres_name           "aes_mode_reset" 
#define ecbe_name           "aes_ecb_encrypt" 
#define ecbd_name           "aes_ecb_decrypt" 
#define cbce_name           "aes_cbc_encrypt" 
#define cbcd_name           "aes_cbc_decrypt" 
#define cfbe_name           "aes_cfb_encrypt" 
 
 
#define cfbd_name           "aes_cfb_decrypt" 
#define ofb_name            "aes_ofb_crypt" 
#define ctr_name            "aes_ctr_crypt" 
 
#endif 
 
#ifndef AES_N_BLOCK 
#define do_enc(a,b,c,d) f_enc_blk(a, b, c) 
#define do_dec(a,b,c,d) f_dec_blk(a, b, c) 
#else 
#define do_enc(a,b,c,d) f_ecb_enc(a, b, c, 1) 
#define do_dec(a,b,c,d) f_ecb_dec(a, b, c, 1) 
#endif 
 
#endif 
#include <stdio.h> 
#include <ctype.h> 
 
#include "aes.h" 
#include "rdtsc.h" 
 
#define BLOCK_LEN   16 
 
#define OK           0 
#define READ_ERROR  -7 
#define WRITE_ERROR -8 
 
//  A Pseudo Random Number Generator (PRNG) used for the 
//  Initialisation Vector. The PRNG is George Marsaglia's 
//  Multiply-With-Carry (MWC) PRNG that concatenates two 
 
 
//  16-bit MWC generators: 
//      x(n)=36969 * x(n-1) + carry mod 2^16 
//      y(n)=18000 * y(n-1) + carry mod 2^16 
//  to produce a combined PRNG with a period of about 2^60. 
//  The Pentium cycle counter is used to initialise it. This 
//  is crude but the IV does not really need to be secret. 
 
#define RAND(a,b) (((a = 36969 * (a & 65535) + (a >> 16)) << 16) + \ 
                    (b = 18000 * (b & 65535) + (b >> 16))  ) 
 
void fillrand(unsigned char *buf, const int len) 
{   static unsigned long a[2], mt = 1, count = 4; 
    static unsigned char r[4]; 
    int                  i; 
 
    if(mt) { mt = 0; *(unsigned long long*)a = read_tsc(); } 
 
    for(i = 0; i < len; ++i) 
    { 
        if(count == 4) 
        { 
            *(unsigned long*)r = RAND(a[0], a[1]); 
            count = 0; 
        } 
 
        buf[i] = r[count++]; 
    } 
} 
 
int encfile(FILE *fin, FILE *fout, aes_encrypt_ctx ctx[1]) 
 
 
{   unsigned char dbuf[3 * BLOCK_LEN]; 
    unsigned long i, len, wlen = BLOCK_LEN; 
 
    // When texto cifrado stealing is used, we need three texto cifrado blocks 
    // so we use a buffer that is three times the block length.  The buffer 
    // pointers b1, b2 and b3 point to the buffer positions of three 
    // texto cifrado blocks, b3 being the most recent and b1 being the 
    // oldest. We start with the IV in b1 and the block to be decrypted 
    // in b2. 
 
    // set a random IV 
 
    fillrand(dbuf, BLOCK_LEN); 
 
    // read the first file block 
    len = (unsigned long) fread((char*)dbuf + BLOCK_LEN, 1, BLOCK_LEN, fin); 
 
    if(len < BLOCK_LEN) 
    {   // if the file length is less than one block 
 
        // xor the file bytes with the IV bytes 
        for(i = 0; i < len; ++i) 
            dbuf[i + BLOCK_LEN] ^= dbuf[i]; 
 
        // encrypt the top 16 bytes of the buffer 
        aes_encrypt(dbuf + len, dbuf + len, ctx); 
 
        len += BLOCK_LEN; 
        // write the IV and the encrypted file bytes 
        if(fwrite((char*)dbuf, 1, len, fout) != len) 
 
 
            return WRITE_ERROR; 
 
        return OK; 
    } 
    else    // if the file length is more 16 bytes 
    {   unsigned char *b1 = dbuf, *b2 = b1 + BLOCK_LEN, *b3 = b2 + BLOCK_LEN, *bt; 
 
        // write the IV 
        if(fwrite((char*)dbuf, 1, BLOCK_LEN, fout) != BLOCK_LEN) 
            return WRITE_ERROR; 
 
        for( ; ; ) 
        { 
            // read the next block to see if texto cifrado stealing is needed 
            len = (unsigned long)fread((char*)b3, 1, BLOCK_LEN, fin); 
 
            // do CBC chaining prior to encryption for current block (in b2) 
            for(i = 0; i < BLOCK_LEN; ++i) 
                b1[i] ^= b2[i]; 
 
            // encrypt the block (now in b1) 
            aes_encrypt(b1, b1, ctx); 
 
            if(len != 0 && len != BLOCK_LEN)    // use texto cifrado stealing 
            { 
                // set the length of the last block 
                wlen = len; 
 
                // xor texto cifrado into last block 
                for(i = 0; i < len; ++i) 
 
 
                    b3[i] ^= b1[i]; 
 
                // move 'stolen' texto cifrado into last block 
                for(i = len; i < BLOCK_LEN; ++i) 
                    b3[i] = b1[i]; 
 
                // encrypt this block 
                aes_encrypt(b3, b3, ctx); 
 
                // and write it as the second to last encrypted block 
                if(fwrite((char*)b3, 1, BLOCK_LEN, fout) != BLOCK_LEN) 
                    return WRITE_ERROR; 
            } 
 
            // write the encrypted block 
            if(fwrite((char*)b1, 1, wlen, fout) != wlen) 
                return WRITE_ERROR; 
 
            if(len != BLOCK_LEN) 
                return OK; 
 
            // advance the buffer pointers 
            bt = b3, b3 = b2, b2 = b1, b1 = bt; 
        } 
    } 
} 
 
int decfile(FILE *fin, FILE *fout, aes_decrypt_ctx ctx[1]) 
{   unsigned char dbuf[3 * BLOCK_LEN], buf[BLOCK_LEN]; 
    unsigned long i, len, wlen = BLOCK_LEN; 
 
 
 
    // When texto cifrado stealing is used, we need three texto cifrado blocks 
    // so we use a buffer that is three times the block length.  The buffer 
    // pointers b1, b2 and b3 point to the buffer positions of three 
    // texto cifrado blocks, b3 being the most recent and b1 being the 
    // oldest. We start with the IV in b1 and the block to be decrypted 
    // in b2. 
 
    len = (unsigned long)fread((char*)dbuf, 1, 2 * BLOCK_LEN, fin); 
 
    if(len < 2 * BLOCK_LEN) // the original file is less than one block in length 
    { 
        len -= BLOCK_LEN; 
        // decrypt from position len to position len + BLOCK_LEN 
        aes_decrypt(dbuf + len, dbuf + len, ctx); 
 
        // undo the CBC chaining 
        for(i = 0; i < len; ++i) 
            dbuf[i] ^= dbuf[i + BLOCK_LEN]; 
 
        // output the decrypted bytes 
        if(fwrite((char*)dbuf, 1, len, fout) != len) 
            return WRITE_ERROR; 
 
        return OK; 
    } 
    else 
    {   unsigned char *b1 = dbuf, *b2 = b1 + BLOCK_LEN, *b3 = b2 + BLOCK_LEN, *bt; 
 
        for( ; ; )  // while some texto cifrado remains, prepare to decrypt block b2 
 
 
        { 
            // read in the next block to see if texto cifrado stealing is needed 
            len = fread((char*)b3, 1, BLOCK_LEN, fin); 
 
            // decrypt the b2 block 
            aes_decrypt(b2, buf, ctx); 
 
            if(len == 0 || len == BLOCK_LEN)    // no texto cifrado stealing 
            { 
                // unchain CBC using the previous texto cifrado block in b1 
                for(i = 0; i < BLOCK_LEN; ++i) 
                    buf[i] ^= b1[i]; 
            } 
            else    // partial last block - use texto cifrado stealing 
            { 
                wlen = len; 
 
                // produce last 'len' bytes of texto plano by xoring with 
                // the lowest 'len' bytes of next block b3 - C[N-1] 
                for(i = 0; i < len; ++i) 
                    buf[i] ^= b3[i]; 
 
                // reconstruct the C[N-1] block in b3 by adding in the 
                // last (BLOCK_LEN - len) bytes of C[N-2] in b2 
                for(i = len; i < BLOCK_LEN; ++i) 
                    b3[i] = buf[i]; 
 
                // decrypt the C[N-1] block in b3 
                aes_decrypt(b3, b3, ctx); 
 
 
 
                // produce the last but one texto plano block by xoring with 
                // the last but two texto cifrado block 
                for(i = 0; i < BLOCK_LEN; ++i) 
                    b3[i] ^= b1[i]; 
 
                // write decrypted texto plano blocks 
                if(fwrite((char*)b3, 1, BLOCK_LEN, fout) != BLOCK_LEN) 
                    return WRITE_ERROR; 
            } 
 
            // write the decrypted texto plano block 
            if(fwrite((char*)buf, 1, wlen, fout) != wlen) 
                return WRITE_ERROR; 
 
            if(len != BLOCK_LEN) 
                return OK; 
 
            // advance the buffer pointers 
            bt = b1, b1 = b2, b2 = b3, b3 = bt; 
        } 
    } 
} 
 
int main(int argc, char *argv[]) 
{   FILE            *fin = 0, *fout = 0; 
    char            *cp, ch, key[32]; 
    int             i, by = 0, key_len, err = 0; 
 
    if(argc != 5 || toupper(*argv[3]) != 'D' && toupper(*argv[3]) != 'E') 
    { 
 
 
        printf("usage: aesxam in_filename out_filename [d/e] key_in_hex\n"); 
        err = -1; goto exit; 
    } 
 
    aes_init();     // in case dynamic AES tables are being used 
 
    cp = argv[4];   // this is a pointer to the hexadecimal key digits 
    i = 0;          // this is a count for the input digits processed 
 
    while(i < 64 && *cp)        // the maximum key length is 32 bytes and 
    {                           // hence at most 64 hexadecimal digits 
        ch = toupper(*cp++);    // process a hexadecimal digit 
        if(ch >= '0' && ch <= '9') 
            by = (by << 4) + ch - '0'; 
        else if(ch >= 'A' && ch <= 'F') 
            by = (by << 4) + ch - 'A' + 10; 
        else                    // error if not hexadecimal 
        { 
            printf("key must be in hexadecimal notation\n"); 
            err = -2; goto exit; 
        } 
 
        // store a key byte for each pair of hexadecimal digits 
        if(i++ & 1) 
            key[i / 2 - 1] = by & 0xff; 
    } 
 
    if(*cp) 
    { 
        printf("The key value is too long\n"); 
 
 
        err = -3; goto exit; 
    } 
    else if(i < 32 || (i & 15)) 
    { 
        printf("The key length must be 32, 48 or 64 hexadecimal digits\n"); 
        err = -4; goto exit; 
    } 
 
    key_len = i / 2; 
 
    if(!(fin = fopen(argv[1], "rb")))   // try to open the input file 
    { 
        printf("The input file: %s could not be opened\n", argv[1]); 
        err = -5; goto exit; 
    } 
 
    if(!(fout = fopen(argv[2], "wb")))  // try to open the output file 
    { 
        printf("The output file: %s could not be opened\n", argv[2]); 
        err = -6; goto exit; 
    } 
 
    if(toupper(*argv[3]) == 'E') // encryption in Cipher Block Chaining mode 
    {   aes_encrypt_ctx ctx[1]; 
 
        aes_encrypt_key((unsigned char*)key, key_len, ctx); 
 
        err = encfile(fin, fout, ctx); 
    } 
    else                         // decryption in Cipher Block Chaining mode 
 
 
    {   aes_decrypt_ctx ctx[1]; 
 
        aes_decrypt_key((unsigned char*)key, key_len, ctx); 
 
        err = decfile(fin, fout, ctx); 
    } 
exit: 
    if(err == READ_ERROR) 
        printf("Error reading from input file: %s\n", argv[1]); 
 
    if(err == WRITE_ERROR) 
        printf("Error writing to output file: %s\n", argv[2]); 
 
    if(fout) 
        fclose(fout); 
 
    if(fin) 
        fclose(fin); 
 
    return err; 
} 
#ifndef _BRG_ENDIAN_H 
#define _BRG_ENDIAN_H 
 
#define IS_BIG_ENDIAN      4321 /* byte 0 is most significant (mc68k) */ 
#define IS_LITTLE_ENDIAN   1234 /* byte 0 is least significant (i386) */ 
 
/* Include files where endian defines and byteswap functions may reside */ 
#if defined( __sun ) 
#  include <sys/isa_defs.h> 
 
 
#elif defined( __FreeBSD__ ) || defined( __OpenBSD__ ) || defined( __NetBSD__ ) 
#  include <sys/endian.h> 
#elif defined( BSD ) && ( BSD >= 199103 ) || defined( __APPLE__ ) || \ 
      defined( __CYGWIN32__ ) || defined( __DJGPP__ ) || defined( __osf__ ) 
#  include <machine/endian.h> 
#elif defined( __linux__ ) || defined( __GNUC__ ) || defined( __GNU_LIBRARY__ ) 
#  if !defined( __MINGW32__ ) && !defined( _AIX ) 
#    include <endian.h> 
#    if !defined( __BEOS__ ) 
#      include <byteswap.h> 
#    endif 
#  endif 
#endif 
 
/* Now attempt to set the define for platform byte order using any  */ 
/* of the four forms SYMBOL, _SYMBOL, __SYMBOL & __SYMBOL__, which  */ 
/* seem to encompass most endian symbol definitions                 */ 
 
#if defined( BIG_ENDIAN ) && defined( LITTLE_ENDIAN ) 
#  if defined( BYTE_ORDER ) && BYTE_ORDER == BIG_ENDIAN 
#    define PLATFORM_BYTE_ORDER IS_BIG_ENDIAN 
#  elif defined( BYTE_ORDER ) && BYTE_ORDER == LITTLE_ENDIAN 
#    define PLATFORM_BYTE_ORDER IS_LITTLE_ENDIAN 
#  endif 
#elif defined( BIG_ENDIAN ) 
#  define PLATFORM_BYTE_ORDER IS_BIG_ENDIAN 
#elif defined( LITTLE_ENDIAN ) 
#  define PLATFORM_BYTE_ORDER IS_LITTLE_ENDIAN 
#endif 
 
 
 
#if defined( _BIG_ENDIAN ) && defined( _LITTLE_ENDIAN ) 
#  if defined( _BYTE_ORDER ) && _BYTE_ORDER == _BIG_ENDIAN 
#    define PLATFORM_BYTE_ORDER IS_BIG_ENDIAN 
#  elif defined( _BYTE_ORDER ) && _BYTE_ORDER == _LITTLE_ENDIAN 
#    define PLATFORM_BYTE_ORDER IS_LITTLE_ENDIAN 
#  endif 
#elif defined( _BIG_ENDIAN ) 
#  define PLATFORM_BYTE_ORDER IS_BIG_ENDIAN 
#elif defined( _LITTLE_ENDIAN ) 
#  define PLATFORM_BYTE_ORDER IS_LITTLE_ENDIAN 
#endif 
 
#if defined( __BIG_ENDIAN ) && defined( __LITTLE_ENDIAN ) 
#  if defined( __BYTE_ORDER ) && __BYTE_ORDER == __BIG_ENDIAN 
#    define PLATFORM_BYTE_ORDER IS_BIG_ENDIAN 
#  elif defined( __BYTE_ORDER ) && __BYTE_ORDER == __LITTLE_ENDIAN 
#    define PLATFORM_BYTE_ORDER IS_LITTLE_ENDIAN 
#  endif 
#elif defined( __BIG_ENDIAN ) 
#  define PLATFORM_BYTE_ORDER IS_BIG_ENDIAN 
#elif defined( __LITTLE_ENDIAN ) 
#  define PLATFORM_BYTE_ORDER IS_LITTLE_ENDIAN 
#endif 
 
#if defined( __BIG_ENDIAN__ ) && defined( __LITTLE_ENDIAN__ ) 
#  if defined( __BYTE_ORDER__ ) && __BYTE_ORDER__ == __BIG_ENDIAN__ 
#    define PLATFORM_BYTE_ORDER IS_BIG_ENDIAN 
#  elif defined( __BYTE_ORDER__ ) && __BYTE_ORDER__ == __LITTLE_ENDIAN__ 
#    define PLATFORM_BYTE_ORDER IS_LITTLE_ENDIAN 
#  endif 
 
 
#elif defined( __BIG_ENDIAN__ ) 
#  define PLATFORM_BYTE_ORDER IS_BIG_ENDIAN 
#elif defined( __LITTLE_ENDIAN__ ) 
#  define PLATFORM_BYTE_ORDER IS_LITTLE_ENDIAN 
#endif 
 
/*  if the platform byte order could not be determined, then try to */ 
/*  set this define using common machine defines                    */ 
#if !defined(PLATFORM_BYTE_ORDER) 
 
#if   defined( __alpha__ ) || defined( __alpha ) || defined( i386 )       || \ 
      defined( __i386__ )  || defined( _M_I86 )  || defined( _M_IX86 )    || \ 
      defined( __OS2__ )   || defined( sun386 )  || defined( __TURBOC__ ) || \ 
      defined( vax )       || defined( vms )     || defined( VMS )        || \ 
      defined( __VMS )     || defined( _M_X64 ) 
#  define PLATFORM_BYTE_ORDER IS_LITTLE_ENDIAN 
 
#elif defined( AMIGA )   || defined( applec )    || defined( __AS400__ )  || \ 
      defined( _CRAY )   || defined( __hppa )    || defined( __hp9000 )   || \ 
      defined( ibm370 )  || defined( mc68000 )   || defined( m68k )       || \ 
      defined( __MRC__ ) || defined( __MVS__ )   || defined( __MWERKS__ ) || \ 
      defined( sparc )   || defined( __sparc)    || defined( SYMANTEC_C ) || \ 
      defined( __VOS__ ) || defined( __TIGCC__ ) || defined( __TANDEM )   || \ 
      defined( THINK_C ) || defined( __VMCMS__ ) || defined( _AIX ) 
#  define PLATFORM_BYTE_ORDER IS_BIG_ENDIAN 
 
#elif 0     /* **** EDIT HERE IF NECESSARY **** */ 
#  define PLATFORM_BYTE_ORDER IS_LITTLE_ENDIAN 
#elif 0     /* **** EDIT HERE IF NECESSARY **** */ 
#  define PLATFORM_BYTE_ORDER IS_BIG_ENDIAN 
 
 
#else 
#  error Please edit lines 126 or 128 in brg_endian.h to set the platform byte order 
#endif 
 
#endif 
 
#endif 
#ifndef _BRG_TYPES_H 
#define _BRG_TYPES_H 
 
#if defined(__cplusplus) 
extern "C" { 
#endif 
 
#include <limits.h> 
#include <stdint.h> 
 
#if defined( _MSC_VER ) && ( _MSC_VER >= 1300 ) 
#  include <stddef.h> 
#  define ptrint_t intptr_t 
#elif defined( __ECOS__ ) 
#  define intptr_t unsigned int 
#  define ptrint_t intptr_t 
#elif defined( __GNUC__ ) && ( __GNUC__ >= 3 ) 
#  define ptrint_t intptr_t 
#else 
#  define ptrint_t int 
#endif 
 
#ifndef BRG_UI32 
 
 
#  define BRG_UI32 
#  if UINT_MAX == 4294967295u 
#    define li_32(h) 0x##h##u 
#  elif ULONG_MAX == 4294967295u 
#    define li_32(h) 0x##h##ul 
#  elif defined( _CRAY ) 
#    error This code needs 32-bit data types, which Cray machines do not provide 
#  else 
#    error Please define uint32_t as a 32-bit unsigned integer type in brg_types.h 
#  endif 
#endif 
 
#ifndef BRG_UI64 
#  if defined( __BORLANDC__ ) && !defined( __MSDOS__ ) 
#    define BRG_UI64 
#    define li_64(h) 0x##h##ui64 
#  elif defined( _MSC_VER ) && ( _MSC_VER < 1300 )    /* 1300 == VC++ 7.0 */ 
#    define BRG_UI64 
#    define li_64(h) 0x##h##ui64 
#  elif defined( __sun ) && defined( ULONG_MAX ) && ULONG_MAX == 0xfffffffful 
#    define BRG_UI64 
#    define li_64(h) 0x##h##ull 
#  elif defined( __MVS__ ) 
#    define BRG_UI64 
#    define li_64(h) 0x##h##ull 
#  elif defined( UINT_MAX ) && UINT_MAX > 4294967295u 
#    if UINT_MAX == 18446744073709551615u 
#      define BRG_UI64 
#      define li_64(h) 0x##h##u 
#    endif 
 
 
#  elif defined( ULONG_MAX ) && ULONG_MAX > 4294967295u 
#    if ULONG_MAX == 18446744073709551615ul 
#      define BRG_UI64 
#      define li_64(h) 0x##h##ul 
#    endif 
#  elif defined( ULLONG_MAX ) && ULLONG_MAX > 4294967295u 
#    if ULLONG_MAX == 18446744073709551615ull 
#      define BRG_UI64 
#      define li_64(h) 0x##h##ull 
#    endif 
#  elif defined( ULONG_LONG_MAX ) && ULONG_LONG_MAX > 4294967295u 
#    if ULONG_LONG_MAX == 18446744073709551615ull 
#      define BRG_UI64 
#      define li_64(h) 0x##h##ull 
#    endif 
#  endif 
#endif 
 
#if !defined( BRG_UI64 ) 
#  if defined( NEED_UINT_64T ) 
#    error Please define uint64_t as an unsigned 64 bit type in brg_types.h 
#  endif 
#endif 
 
#ifndef RETURN_VALUES 
#  define RETURN_VALUES 
#  if defined( DLL_EXPORT ) 
#    if defined( _MSC_VER ) || defined ( __INTEL_COMPILER ) 
#      define VOID_RETURN    __declspec( dllexport ) void __stdcall 
#      define INT_RETURN     __declspec( dllexport ) int  __stdcall 
 
 
#    elif defined( __GNUC__ ) 
#      define VOID_RETURN    __declspec( __dllexport__ ) void 
#      define INT_RETURN     __declspec( __dllexport__ ) int 
#    else 
#      error Use of the DLL is only available on the Microsoft, Intel and GCC compilers 
#    endif 
#  elif defined( DLL_IMPORT ) 
#    if defined( _MSC_VER ) || defined ( __INTEL_COMPILER ) 
#      define VOID_RETURN    __declspec( dllimport ) void __stdcall 
#      define INT_RETURN     __declspec( dllimport ) int  __stdcall 
#    elif defined( __GNUC__ ) 
#      define VOID_RETURN    __declspec( __dllimport__ ) void 
#      define INT_RETURN     __declspec( __dllimport__ ) int 
#    else 
#      error Use of the DLL is only available on the Microsoft, Intel and GCC compilers 
#    endif 
#  elif defined( __WATCOMC__ ) 
#    define VOID_RETURN  void __cdecl 
#    define INT_RETURN   int  __cdecl 
#  else 
#    define VOID_RETURN  void 
#    define INT_RETURN   int 
#  endif 
#endif 
 
/*  These defines are used to detect and set the memory alignment of pointers. 
    Note that offsets are in bytes. 
    ALIGN_OFFSET(x,n)           return the positive or zero offset of  
                                the memory addressed by the pointer 'x'  
                                from an address that is aligned on an  
 
 
                                'n' byte boundary ('n' is a power of 2) 
    ALIGN_FLOOR(x,n)            return a pointer that points to memory 
                                that is aligned on an 'n' byte boundary  
                                and is not higher than the memory address 
                                pointed to by 'x' ('n' is a power of 2) 
    ALIGN_CEIL(x,n)             return a pointer that points to memory 
                                that is aligned on an 'n' byte boundary  
                                and is not lower than the memory address 
                                pointed to by 'x' ('n' is a power of 2) 
*/ 
 
#define ALIGN_OFFSET(x,n)   (((ptrint_t)(x)) & ((n) - 1)) 
#define ALIGN_FLOOR(x,n)    ((uint8_t*)(x) - ( ((ptrint_t)(x)) & ((n) - 1))) 
#define ALIGN_CEIL(x,n)     ((uint8_t*)(x) + (-((ptrint_t)(x)) & ((n) - 1))) 
 
/*  These defines are used to declare buffers in a way that allows 
    faster operations on longer variables to be used.  In all these 
    defines 'size' must be a power of 2 and >= 8. NOTE that the  
    buffer size is in bytes but the type length is in bits 
    UNIT_TYPEDEF(x,size)        declares a variable 'x' of length  
                                'size' bits 
    BUFR_TYPEDEF(x,size,bsize)  declares a buffer 'x' of length 'bsize'  
                                bytes defined as an array of variables 
                                each of 'size' bits (bsize must be a  
                                multiple of size / 8) 
    UNIT_CAST(x,size)           casts a variable to a type of  
                                length 'size' bits 
    UPTR_CAST(x,size)           casts a pointer to a pointer to a  
                                varaiable of length 'size' bits 
*/ 
 
 
 
#define UI_TYPE(size)               uint##size##_t 
#define UNIT_TYPEDEF(x,size)        typedef UI_TYPE(size) x 
#define BUFR_TYPEDEF(x,size,bsize)  typedef UI_TYPE(size) x[bsize / (size >> 3)] 
#define UNIT_CAST(x,size)           ((UI_TYPE(size) )(x))   
#define UPTR_CAST(x,size)           ((UI_TYPE(size)*)(x)) 
 
#if defined(__cplusplus) 
} 
#endif 
 
#endif 
#define DUAL_CORE 
 
#if defined( DUAL_CORE ) || defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
#include <windows.h> 
#endif 
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
#include <math.h> 
 
#include "aesopt.h" 
#include "aestst.h" 
#include "aesaux.h" 
#include "rdtsc.h" 
 
#if defined( USE_VIA_ACE_IF_PRESENT ) 
 
#include "aes_via_ace.h" 
 
 
 
#else 
 
#define aligned_array(type, name, no, stride) type name[no] 
#define aligned_auto(type, name, no, stride)  type name[no] 
 
#endif 
 
#define TEST_ECB 
#define TEST_CBC 
#define TEST_CFB 
#define TEST_OFB 
#define TEST_CTR 
 
//#define WHOLE_BLOCKS 
#define VALIDATE_IN_TIMING 
 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
fn_ptrs fn; 
#endif 
 
#define SAMPLE1  1000 
#define SAMPLE2 10000 
 
void ECBenc(unsigned char *buf, int len, f_ectx cx[1]) 
{   int cnt = len / AES_BLOCK_SIZE; 
 
    while(cnt--) 
        f_enc_blk(cx, buf, buf), buf += AES_BLOCK_SIZE; 
} 
 
 
 
void ECBdec(unsigned char *buf, int len, f_dctx cx[1]) 
{   int cnt = len / AES_BLOCK_SIZE; 
 
    while(cnt--) 
        f_dec_blk(cx, buf, buf), buf += AES_BLOCK_SIZE; 
} 
 
void CBCenc(unsigned char *buf, int len, unsigned char *iv, f_ectx cx[1]) 
{   int cnt = len / AES_BLOCK_SIZE, i; 
 
    while(cnt--) 
    { 
        for(i = 0; i < AES_BLOCK_SIZE; i++) 
            buf[i] ^= iv[i]; 
 
        f_enc_blk(cx, buf, buf); 
        memcpy(iv, buf, AES_BLOCK_SIZE); 
        buf += AES_BLOCK_SIZE; 
    } 
} 
 
void CBCdec(unsigned char *buf, int len, unsigned char *iv, f_dctx cx[1]) 
{   unsigned char temp[AES_BLOCK_SIZE]; 
    int cnt = len / AES_BLOCK_SIZE, i; 
 
    while( cnt-- ) 
    { 
        memcpy(temp, buf, AES_BLOCK_SIZE); 
        f_dec_blk(cx, buf, buf); 
 
 
 
        for(i = 0; i < AES_BLOCK_SIZE; i++) 
            buf[i] ^= iv[i]; 
 
        memcpy(iv, temp, AES_BLOCK_SIZE); 
        buf += AES_BLOCK_SIZE; 
    } 
} 
 
void CFBenc(unsigned char *buf, int len, unsigned char *iv, f_ectx cx[1]) 
{   int i, nb, cnt = f_info(cx); 
 
    if(cnt) 
    { 
        nb = AES_BLOCK_SIZE - cnt; 
        if(len < nb) nb = len; 
 
        for(i = 0; i < nb; i++) 
            buf[i] ^= iv[i + cnt]; 
 
        memcpy(iv + cnt, buf, nb); 
        len -= nb, buf += nb, cnt += nb; 
    } 
 
    while(len) 
    { 
        cnt = (len > AES_BLOCK_SIZE) ? AES_BLOCK_SIZE : len; 
        f_enc_blk(cx, iv, iv); 
        for(i = 0; i < cnt; i++) 
            buf[i] ^= iv[i]; 
 
 
        memcpy(iv, buf, cnt); 
        len -= cnt, buf += cnt; 
    } 
 
    f_info(cx) = (cnt % AES_BLOCK_SIZE); 
} 
 
void CFBdec(unsigned char *buf, int len, unsigned char *iv, f_ectx cx[1]) 
{   unsigned char temp[AES_BLOCK_SIZE]; 
    int i, nb, cnt = f_info(cx); 
 
    if(cnt) 
    { 
        nb = AES_BLOCK_SIZE - cnt; 
        if(len < nb) nb = len; 
        memcpy(temp, buf, nb); 
 
        for(i = 0; i < nb; i++) 
            buf[i] ^= iv[i + cnt]; 
 
        memcpy(iv + cnt, temp, nb); 
        len -= nb, buf += nb, cnt += nb; 
    } 
 
    while(len) 
    { 
        cnt = (len > AES_BLOCK_SIZE) ? AES_BLOCK_SIZE : len; 
        f_enc_blk(cx, iv, iv); 
        memcpy(temp, buf, cnt); 
 
 
 
        for(i = 0; i < cnt; i++) 
            buf[i] ^= iv[i]; 
 
        memcpy(iv, temp, cnt); 
        len -= cnt, buf += cnt; 
    } 
    f_info(cx) = (cnt % AES_BLOCK_SIZE); 
} 
 
void OFBenc(unsigned char *buf, int len, unsigned char *iv, f_ectx cx[1]) 
{   int i, nb, cnt = f_info(cx); 
 
    if(cnt) 
    { 
        nb = AES_BLOCK_SIZE - cnt; 
        if(len < nb) nb = len; 
 
        for(i = 0; i < nb; i++) 
            buf[i] ^= iv[i + cnt]; 
 
        len -= nb, buf += nb, cnt += nb; 
    } 
 
    while(len) 
    { 
        cnt = (len > AES_BLOCK_SIZE) ? AES_BLOCK_SIZE : len; 
        f_enc_blk(cx, iv, iv); 
 
        for(i = 0; i < cnt; i++) 
            buf[i] ^= iv[i]; 
 
 
 
        len -= cnt, buf += cnt; 
    } 
 
    f_info(cx) = (cnt % AES_BLOCK_SIZE); 
} 
 
void OFBdec(unsigned char *buf, int len, unsigned char *iv, f_ectx cx[1]) 
{   int i, nb, cnt = f_info(cx); 
 
    if( cnt ) 
    { 
        nb = AES_BLOCK_SIZE - cnt; 
        if(len < nb) nb = len; 
 
        for(i = 0; i < nb; i++) 
            buf[i] ^= iv[i + cnt]; 
 
        len -= nb, buf += nb, cnt += nb; 
    } 
 
    while(len) 
    { 
        cnt = (len > AES_BLOCK_SIZE) ? AES_BLOCK_SIZE : len; 
        f_enc_blk(cx, iv, iv); 
 
        for(i = 0; i < cnt; i++) 
            buf[i] ^= iv[i]; 
 
        len -= cnt, buf += cnt; 
 
 
    } 
 
    f_info(cx) = (cnt % AES_BLOCK_SIZE); 
} 
 
void CTRcry(unsigned char *buf, int len, unsigned char *cbuf, cbuf_inc *incf, f_ectx cx[1]) 
{   int i, cnt; 
    uint8_t ecbuf[AES_BLOCK_SIZE]; 
 
    while(len) 
    { 
        cnt = (len > AES_BLOCK_SIZE) ? AES_BLOCK_SIZE : len; 
        f_enc_blk(cx, cbuf, ecbuf); 
        if(cnt == AES_BLOCK_SIZE) 
            incf(cbuf); 
 
        for(i = 0; i < cnt; i++) 
            buf[i] ^= ecbuf[i]; 
 
        len -= cnt, buf += cnt; 
    } 
} 
 
int time_base(double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
    double              cy, av1, sig1; 
 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
 
 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
            cy = (double)read_tsc(); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
                sam_cnt++; 
            } 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
 
 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return 0; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
    return 1; 
} 
 
#ifdef TEST_ECB 
 
int time_ecb_enc(unsigned int k_len, int blocks, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
    double              cy, av1, sig1; 
    unsigned char       key[2 * AES_BLOCK_SIZE]; 
    unsigned char       vb[10000 * AES_BLOCK_SIZE]; 
 
    aligned_auto(unsigned char, pt, 10000 * AES_BLOCK_SIZE, 16); 
 
 
    aligned_auto(f_ectx, ecx, 1, 16); 
 
    block_rndfill(key, 2 * AES_BLOCK_SIZE); 
    f_enc_key(ecx, key, k_len); 
    block_rndfill(pt, blocks * AES_BLOCK_SIZE); 
    memcpy(vb, pt, blocks * AES_BLOCK_SIZE); 
    f_ecb_enc(ecx, pt, pt, blocks * AES_BLOCK_SIZE); 
#ifdef VALIDATE_IN_TIMING 
    ECBenc(vb, blocks * AES_BLOCK_SIZE, ecx); 
    if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
        goto error; 
#endif 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_ecb_enc(ecx, pt, pt, blocks * AES_BLOCK_SIZE); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
#ifdef VALIDATE_IN_TIMING 
            ECBenc(vb, blocks * AES_BLOCK_SIZE, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error; 
#endif 
 
 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_ecb_enc(ecx, pt, pt, blocks * AES_BLOCK_SIZE); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
                sam_cnt++; 
            } 
#ifdef VALIDATE_IN_TIMING 
            ECBenc(vb, blocks * AES_BLOCK_SIZE, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error; 
#endif 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
 
 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return 0; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
    return 1; 
#ifdef VALIDATE_IN_TIMING 
error: 
    printf("\nECB Encryption data error in timing"); 
    exit(1); 
#endif 
} 
 
int time_ecb_dec(unsigned int k_len, int blocks, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
    double              cy, av1, sig1; 
    unsigned char       key[2 * AES_BLOCK_SIZE]; 
    unsigned char       vb[10000 * AES_BLOCK_SIZE]; 
 
    aligned_auto(unsigned char, pt, 10000 * AES_BLOCK_SIZE, 16); 
 
 
    aligned_auto(f_dctx, dcx, 1, 16); 
 
    block_rndfill(key, 2 * AES_BLOCK_SIZE); 
    f_dec_key(dcx, key, k_len); 
    block_rndfill(pt, blocks * AES_BLOCK_SIZE); 
    memcpy(vb, pt, blocks * AES_BLOCK_SIZE); 
    f_ecb_dec(dcx, pt, pt, blocks * AES_BLOCK_SIZE); 
#ifdef VALIDATE_IN_TIMING 
    ECBdec(vb, blocks * AES_BLOCK_SIZE, dcx); 
    if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
        goto error; 
#endif 
    tol = 10; lcnt = sam_cnt = 0; 
 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_ecb_dec(dcx, pt, pt, blocks * AES_BLOCK_SIZE); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
#ifdef VALIDATE_IN_TIMING 
            ECBdec(vb, blocks * AES_BLOCK_SIZE, dcx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error; 
 
 
#endif 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_ecb_dec(dcx, pt, pt, blocks * AES_BLOCK_SIZE); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
                sam_cnt++; 
            } 
#ifdef VALIDATE_IN_TIMING 
            ECBdec(vb, blocks * AES_BLOCK_SIZE, dcx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error; 
#endif 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
 
 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return 0; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
    return 1; 
#ifdef VALIDATE_IN_TIMING 
error: 
    printf("\nECB Encryption data error in timing"); 
    exit(1); 
#endif 
} 
 
#endif 
 
#ifdef TEST_CBC 
 
int time_cbc_enc(unsigned int k_len, int blocks, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
 
 
    double              cy, av1, sig1; 
    unsigned char       key[2 * AES_BLOCK_SIZE]; 
    unsigned char       vb[10000 * AES_BLOCK_SIZE]; 
    unsigned char       viv[AES_BLOCK_SIZE]; 
 
    aligned_auto(unsigned char, pt, 10000 * AES_BLOCK_SIZE, 16); 
    aligned_auto(unsigned char, iv, AES_BLOCK_SIZE, 16); 
    aligned_auto(f_ectx, ecx, 1, 16); 
 
    block_rndfill(key, 2 * AES_BLOCK_SIZE); 
    f_enc_key(ecx, key, k_len); 
    block_rndfill(iv, AES_BLOCK_SIZE); 
    memcpy(viv, iv, AES_BLOCK_SIZE); 
    block_rndfill(pt, blocks * AES_BLOCK_SIZE); 
    memcpy(vb, pt, blocks * AES_BLOCK_SIZE); 
    f_cbc_enc(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
#ifdef VALIDATE_IN_TIMING 
    CBCenc(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
    if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
        goto error1; 
    if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
        goto error2; 
#endif 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
 
 
            cy = (double)read_tsc(); 
            f_cbc_enc(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
#ifdef VALIDATE_IN_TIMING 
            CBCenc(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_cbc_enc(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
 
 
                sam_cnt++; 
            } 
#ifdef VALIDATE_IN_TIMING 
            CBCenc(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return 0; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
 
 
    return 1; 
#ifdef VALIDATE_IN_TIMING 
error1: 
    printf("\nCBC Encryption data error in timing"); 
    exit(1); 
error2: 
    printf("\nCBC Encryption iv error in timing"); 
    exit(1); 
#endif 
} 
 
int time_cbc_dec(unsigned int k_len, int blocks, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
    double              cy, av1, sig1; 
    unsigned char       key[2 * AES_BLOCK_SIZE]; 
    unsigned char       vb[10000 * AES_BLOCK_SIZE]; 
    unsigned char       viv[AES_BLOCK_SIZE]; 
 
    aligned_auto(unsigned char, pt, 10000 * AES_BLOCK_SIZE, 16); 
    aligned_auto(unsigned char, iv, AES_BLOCK_SIZE, 16); 
    aligned_auto(f_dctx, dcx, 1, 16); 
 
    block_rndfill(key, 2 * AES_BLOCK_SIZE); 
    f_dec_key(dcx, key, k_len); 
    block_rndfill(iv, AES_BLOCK_SIZE); 
    memcpy(viv, iv, AES_BLOCK_SIZE); 
    block_rndfill(pt, blocks * AES_BLOCK_SIZE); 
    memcpy(vb, pt, blocks * AES_BLOCK_SIZE); 
    f_cbc_dec(dcx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
#ifdef VALIDATE_IN_TIMING 
 
 
    CBCdec(vb, blocks * AES_BLOCK_SIZE, viv, dcx); 
    if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
        goto error1; 
    if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
        goto error2; 
#endif 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_cbc_dec(dcx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
#ifdef VALIDATE_IN_TIMING 
            CBCdec(vb, blocks * AES_BLOCK_SIZE, viv, dcx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
 
 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_cbc_dec(dcx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
                sam_cnt++; 
            } 
#ifdef VALIDATE_IN_TIMING 
            CBCdec(vb, blocks * AES_BLOCK_SIZE, viv, dcx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
 
 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return 0; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
    return 1; 
#ifdef VALIDATE_IN_TIMING 
error1: 
    printf("\nCBC Decryption data error in timing"); 
    exit(1); 
error2: 
    printf("\nCBC Decryption iv error in timing"); 
    exit(1); 
#endif 
} 
 
#endif 
 
#ifdef TEST_CFB 
 
int time_cfb_enc(unsigned int k_len, int blocks, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
 
 
    double              cy, av1, sig1; 
    unsigned char       key[2 * AES_BLOCK_SIZE]; 
    unsigned char       vb[10000 * AES_BLOCK_SIZE]; 
    unsigned char       viv[AES_BLOCK_SIZE]; 
 
    aligned_auto(unsigned char, pt, 10000 * AES_BLOCK_SIZE, 16); 
    aligned_auto(unsigned char, iv, AES_BLOCK_SIZE, 16); 
    aligned_auto(f_ectx, ecx, 1, 16); 
 
    block_rndfill(key, 2 * AES_BLOCK_SIZE); 
    f_enc_key(ecx, key, k_len); 
    block_rndfill(iv, AES_BLOCK_SIZE); 
    memcpy(viv, iv, AES_BLOCK_SIZE); 
    block_rndfill(pt, blocks * AES_BLOCK_SIZE); 
    memcpy(vb, pt, blocks * AES_BLOCK_SIZE); 
    f_cfb_enc(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
#ifdef VALIDATE_IN_TIMING 
    CFBenc(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
    if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
        goto error1; 
    if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
        goto error2; 
#endif 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
 
 
            cy = (double)read_tsc(); 
            f_cfb_enc(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
#ifdef VALIDATE_IN_TIMING 
            CFBenc(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_cfb_enc(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
 
 
                sam_cnt++; 
            } 
#ifdef VALIDATE_IN_TIMING 
            CFBenc(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return 0; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
 
 
    return 1; 
#ifdef VALIDATE_IN_TIMING 
error1: 
    printf("\nCFB Encryption data error in timing"); 
    exit(1); 
error2: 
    printf("\nCFB Encryption iv error in timing"); 
    exit(1); 
#endif 
} 
 
int time_cfb_dec(unsigned int k_len, int blocks, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
    double              cy, av1, sig1; 
    unsigned char       key[2 * AES_BLOCK_SIZE]; 
    unsigned char       vb[10000 * AES_BLOCK_SIZE]; 
    unsigned char       viv[AES_BLOCK_SIZE]; 
 
    aligned_auto(unsigned char, pt, 10000 * AES_BLOCK_SIZE, 16); 
    aligned_auto(unsigned char, iv, AES_BLOCK_SIZE, 16); 
    aligned_auto(f_ectx, ecx, 1, 16); 
 
    block_rndfill(key, 2 * AES_BLOCK_SIZE); 
    f_enc_key(ecx, key, k_len); 
    block_rndfill(iv, AES_BLOCK_SIZE); 
    memcpy(viv, iv, AES_BLOCK_SIZE); 
    block_rndfill(pt, blocks * AES_BLOCK_SIZE); 
    memcpy(vb, pt, blocks * AES_BLOCK_SIZE); 
    f_cfb_dec(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
#ifdef VALIDATE_IN_TIMING 
 
 
    CFBdec(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
    if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
        goto error1; 
    if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
        goto error2; 
#endif 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_cfb_dec(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
#ifdef VALIDATE_IN_TIMING 
            CFBdec(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
 
 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_cfb_dec(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
                sam_cnt++; 
            } 
#ifdef VALIDATE_IN_TIMING 
            CFBdec(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
 
 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return 0; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
    return 1; 
#ifdef VALIDATE_IN_TIMING 
error1: 
    printf("\nCFB Decryption data error in timing"); 
    exit(1); 
error2: 
    printf("\nCFB Decryption iv error in timing"); 
    exit(1); 
#endif 
} 
 
#endif 
 
#ifdef TEST_OFB 
 
int time_ofb_enc(unsigned int k_len, int blocks, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
 
 
    double              cy, av1, sig1; 
    unsigned char       key[2 * AES_BLOCK_SIZE]; 
    unsigned char       vb[10000 * AES_BLOCK_SIZE]; 
    unsigned char       viv[AES_BLOCK_SIZE]; 
 
    aligned_auto(unsigned char, pt, 10000 * AES_BLOCK_SIZE, 16); 
    aligned_auto(unsigned char, iv, AES_BLOCK_SIZE, 16); 
    aligned_auto(f_ectx, ecx, 1, 16); 
 
    block_rndfill(key, 2 * AES_BLOCK_SIZE); 
    f_enc_key(ecx, key, k_len); 
    block_rndfill(iv, AES_BLOCK_SIZE); 
    memcpy(viv, iv, AES_BLOCK_SIZE); 
    block_rndfill(pt, blocks * AES_BLOCK_SIZE); 
    memcpy(vb, pt, blocks * AES_BLOCK_SIZE); 
    f_ofb_cry(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
#ifdef VALIDATE_IN_TIMING 
    OFBenc(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
    if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
        goto error1; 
    if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
        goto error2; 
#endif 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
 
 
            cy = (double)read_tsc(); 
            f_ofb_cry(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
#ifdef VALIDATE_IN_TIMING 
            OFBenc(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_ofb_cry(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
 
 
                sam_cnt++; 
            } 
#ifdef VALIDATE_IN_TIMING 
            OFBenc(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return 0; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
 
 
    return 1; 
#ifdef VALIDATE_IN_TIMING 
error1: 
    printf("\nOFB Encryption data error in timing"); 
    exit(1); 
error2: 
    printf("\nOFB Encryption iv error in timing"); 
    exit(1); 
#endif 
} 
 
int time_ofb_dec(unsigned int k_len, int blocks, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
    double              cy, av1, sig1; 
    unsigned char       key[2 * AES_BLOCK_SIZE]; 
    unsigned char       vb[10000 * AES_BLOCK_SIZE]; 
    unsigned char       viv[AES_BLOCK_SIZE]; 
 
    aligned_auto(unsigned char, pt, 10000 * AES_BLOCK_SIZE, 16); 
    aligned_auto(unsigned char, iv, AES_BLOCK_SIZE, 16); 
    aligned_auto(f_ectx, ecx, 1, 16); 
 
    block_rndfill(key, 2 * AES_BLOCK_SIZE); 
    f_enc_key(ecx, key, k_len); 
    block_rndfill(iv, AES_BLOCK_SIZE); 
    memcpy(viv, iv, AES_BLOCK_SIZE); 
    block_rndfill(pt, blocks * AES_BLOCK_SIZE); 
    memcpy(vb, pt, blocks * AES_BLOCK_SIZE); 
    f_ofb_cry(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
#ifdef VALIDATE_IN_TIMING 
 
 
    OFBdec(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
    if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
        goto error1; 
    if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
        goto error2; 
#endif 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_ofb_cry(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
#ifdef VALIDATE_IN_TIMING 
            OFBdec(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
 
 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_ofb_cry(ecx, pt, pt, blocks * AES_BLOCK_SIZE, iv); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
                sam_cnt++; 
            } 
#ifdef VALIDATE_IN_TIMING 
            OFBdec(vb, blocks * AES_BLOCK_SIZE, viv, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, iv, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
 
 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return 0; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
    return 1; 
#ifdef VALIDATE_IN_TIMING 
error1: 
    printf("\nOFB Decryption data error in timing"); 
    exit(1); 
error2: 
    printf("\nOFB Decryption iv error in timing"); 
    exit(1); 
#endif 
} 
 
#endif 
 
#ifdef TEST_CTR 
 
int time_ctr_crypt(unsigned int k_len, int blocks, cbuf_inc ctr_inc, double *av, double *sig) 
{   int                 i, tol, lcnt, sam_cnt; 
 
 
    double              cy, av1, sig1; 
    unsigned char       key[2 * AES_BLOCK_SIZE]; 
    unsigned char       vb[10000 * AES_BLOCK_SIZE]; 
    unsigned char       viv[AES_BLOCK_SIZE]; 
 
    aligned_auto(unsigned char, pt, 10000 * AES_BLOCK_SIZE, 16); 
    aligned_auto(unsigned char, cbuf, AES_BLOCK_SIZE, 16); 
    aligned_auto(f_ectx, ecx, 1, 16); 
 
    block_rndfill(key, 2 * AES_BLOCK_SIZE); 
    f_enc_key(ecx, key, k_len); 
    block_rndfill(cbuf, AES_BLOCK_SIZE); 
    memcpy(viv, cbuf, AES_BLOCK_SIZE); 
    block_rndfill(pt, blocks * AES_BLOCK_SIZE); 
    memcpy(vb, pt, blocks * AES_BLOCK_SIZE); 
    f_ctr_cry(ecx, pt, pt, blocks * AES_BLOCK_SIZE, cbuf, ctr_inc); 
#ifdef VALIDATE_IN_TIMING 
    CTRcry(vb, blocks * AES_BLOCK_SIZE, viv, ctr_inc, ecx); 
    if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
        goto error1; 
    if(memcmp(viv, cbuf, AES_BLOCK_SIZE)) 
        goto error2; 
#endif 
    tol = 10; lcnt = sam_cnt = 0; 
    while(!sam_cnt) 
    { 
        av1 = sig1 = 0.0; 
 
        for(i = 0; i < SAMPLE1; ++i) 
        { 
 
 
            cy = (double)read_tsc(); 
            f_ctr_cry(ecx, pt, pt, blocks * AES_BLOCK_SIZE, cbuf, ctr_inc); 
            cy = (double)read_tsc() - cy; 
 
            av1 += cy; 
            sig1 += cy * cy; 
#ifdef VALIDATE_IN_TIMING 
            CTRcry(vb, blocks * AES_BLOCK_SIZE, viv, ctr_inc, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, cbuf, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        av1 /= SAMPLE1; 
        sig1 = sqrt((sig1 - av1 * av1 * SAMPLE1) / SAMPLE1); 
        sig1 = (sig1 < 0.05 * av1 ? 0.05 * av1 : sig1); 
 
        *av = *sig = 0.0; 
        for(i = 0; i < SAMPLE2; ++i) 
        { 
            cy = (double)read_tsc(); 
            f_ctr_cry(ecx, pt, pt, blocks * AES_BLOCK_SIZE, cbuf, ctr_inc); 
            cy = (double)read_tsc() - cy; 
 
            if(cy > av1 - sig1 && cy < av1 + sig1) 
            { 
                *av += cy; 
                *sig += cy * cy; 
 
 
                sam_cnt++; 
            } 
#ifdef VALIDATE_IN_TIMING 
            CTRcry(vb, blocks * AES_BLOCK_SIZE, viv, ctr_inc, ecx); 
            if(memcmp(pt, vb, blocks * AES_BLOCK_SIZE)) 
                goto error1; 
            if(memcmp(viv, cbuf, AES_BLOCK_SIZE)) 
                goto error2; 
#endif 
        } 
 
        if(10 * sam_cnt > 9 * SAMPLE2) 
        { 
            *av /= sam_cnt; 
            *sig = sqrt((*sig - *av * *av * sam_cnt) / sam_cnt); 
            if(*sig > (tol / 100.0) * *av) 
                sam_cnt = 0; 
        } 
        else 
        { 
            if(lcnt++ == 10) 
            { 
                lcnt = 0; tol += 5; 
                if(tol > 30) 
                    return 0; 
            } 
            sam_cnt = 0; 
        } 
    } 
 
 
 
    return 1; 
#ifdef VALIDATE_IN_TIMING 
error1: 
    printf("\nOFB Decryption data error in timing"); 
    exit(1); 
error2: 
    printf("\nOFB Decryption cbuf error in timing"); 
    exit(1); 
#endif 
} 
 
#endif 
 
void ctr_inc(unsigned char x[AES_BLOCK_SIZE]) 
{ 
    if(!(++(x[0]))) 
        if(!(++(x[1]))) 
            if(!(++(x[2]))) 
                ++(x[3]); 
} 
 
#define BUFLEN  (1000 * AES_BLOCK_SIZE) 
 
int main(void) 
{   int     i, k, err, blocks, len, len2; 
    double  a0, av, sig, td; 
    unsigned char   buf1[BUFLEN]; 
    unsigned char   buf2[BUFLEN]; 
    unsigned char   iv1[AES_BLOCK_SIZE]; 
    unsigned char   iv2[AES_BLOCK_SIZE]; 
 
 
    unsigned char   key[32]; 
    f_ectx ecx1[1]; 
    f_dctx dcx1[1]; 
    aligned_auto(unsigned char, buf3, BUFLEN, 16); 
    aligned_auto(unsigned char, iv3, AES_BLOCK_SIZE, 16); 
    aligned_auto(f_ectx, ecx2, 1, 16); 
    aligned_auto(f_dctx, dcx2, 1, 16); 
 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
    HINSTANCE   h_dll; 
#endif 
 
#if defined( DUAL_CORE ) && defined( _WIN32 ) 
    // we need to constrain the process to one core in order to 
    // obtain meaningful timing data 
    HANDLE ph; 
    DWORD_PTR afp; 
    DWORD_PTR afs; 
    ph = GetCurrentProcess(); 
    if(GetProcessAffinityMask(ph, &afp, &afs)) 
    { 
        afp &= (GetCurrentProcessorNumber() + 1); 
        if(!SetProcessAffinityMask(ph, afp)) 
        { 
            printf("Couldn't set Process Affinity Mask\n\n"); return -1; 
        } 
    } 
    else 
    { 
        printf("Couldn't get Process Affinity Mask\n\n"); return -1; 
 
 
    } 
#endif 
 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
    if(!(h_dll = init_dll(&fn))) 
        return -1; 
#elif !defined(STATIC_TABLES) 
    aes_init(); 
#endif 
 
    if(f_talign(0,16) != EXIT_SUCCESS) 
        return -1; 
 
    printf("\nRun tests for the AES algorithm"); 
#if defined( DLL_IMPORT ) 
    printf(" (DLL Version)"); 
#endif 
#if defined( __cplusplus ) 
    printf(" (CPP Version)"); 
#endif 
 
    for(k = 128; k <= 256; k += 64) 
    { 
        printf("\n\n%03i Bit Keys", k); 
#ifdef TEST_ECB 
        err = 0; 
        for(i = 0; i < 100; ++i) 
        { 
            block_rndfill(key, 2 * AES_BLOCK_SIZE); 
            f_enc_key(ecx1, key, k); 
 
 
            f_enc_key(ecx2, key, k); 
            f_dec_key(dcx1, key, k); 
            f_dec_key(dcx2, key, k); 
 
            block_rndfill(buf1, BUFLEN); 
            memcpy(buf2, buf1, BUFLEN); 
            memcpy(buf3, buf1, BUFLEN); 
 
            td = rand32() / (65536.0 * 65536.0); 
            len = (unsigned int)(0.5 * BUFLEN * (1.0 + td)); 
            len = AES_BLOCK_SIZE * (len / AES_BLOCK_SIZE); 
 
            ECBenc(buf2, len, ecx1); 
            f_ecb_enc(ecx2, buf3, buf3, len); 
 
            if(memcmp(buf2, buf3, len)) err |= 1; 
            if((err & 1) && !(err & 256)) 
                printf("\nECB encryption FAILURE"); 
 
            ECBdec(buf2, len, dcx1); 
            f_ecb_dec(dcx2, buf3, buf3, len); 
 
            if(memcmp(buf1, buf2, len)) err |= 2; 
            if(memcmp(buf1, buf3, len)) err |= 4; 
            if((err & 4) && !(err & 512)) 
                printf("\nECB decryption FAILURE"); 
            if(err & 1) 
                err |= 256; 
            if(err & 4) 
                err |= 512; 
 
 
        } 
        if(!err) 
            printf("\nECB encrypt and decrypt of data correct"); 
#endif 
 
#ifdef TEST_CBC 
        err = 0; 
        for(i = 0; i < 100; ++i) 
        { 
            block_rndfill(key, 2 * AES_BLOCK_SIZE); 
            f_enc_key(ecx1, key, k); 
            f_enc_key(ecx2, key, k); 
            f_dec_key(dcx1, key, k); 
            f_dec_key(dcx2, key, k); 
 
            block_rndfill(iv1, AES_BLOCK_SIZE); 
            memcpy(iv2, iv1, AES_BLOCK_SIZE); 
            memcpy(iv3, iv1, AES_BLOCK_SIZE); 
 
            block_rndfill(buf1, BUFLEN); 
            memcpy(buf2, buf1, BUFLEN); 
            memcpy(buf3, buf1, BUFLEN); 
 
            td = rand32() / (65536.0 * 65536.0); 
            len = (unsigned int)(0.5 * BUFLEN * (1.0 + td)); 
            len = AES_BLOCK_SIZE * (len / AES_BLOCK_SIZE); 
 
            CBCenc(buf2, len, iv2, ecx1); 
            f_cbc_enc(ecx2, buf3, buf3, len, iv3); 
 
 
 
            if(memcmp(buf2, buf3, len)) err |= 1; 
            if(memcmp(iv2, iv3, AES_BLOCK_SIZE)) err |= 2; 
            if((err & 1) && !(err & 256)) 
                printf("\nCBC encryption FAILURE"); 
 
            memcpy(iv2, iv1, AES_BLOCK_SIZE); 
            memcpy(iv3, iv1, AES_BLOCK_SIZE); 
            CBCdec(buf2, len, iv2, dcx1); 
            f_cbc_dec(dcx2, buf3, buf3, len, iv3); 
 
            if(memcmp(buf1, buf2, len)) err |= 4; 
            if(memcmp(buf1, buf3, len)) err |= 8; 
            if(memcmp(buf2, buf3, len)) err |= 16; 
            if(memcmp(iv2, iv3, AES_BLOCK_SIZE)) err |= 32; 
            if((err & 16) && !(err & 512)) 
                printf("\nCBC decryption FAILURE"); 
            if(err & 1) 
                err |= 256; 
            if(err & 16) 
                err |= 512; 
        } 
        if(!(err & ~(2 | 4 | 16 | 32))) 
            printf("\nCBC encrypt and decrypt of data correct"); 
        if(err & (2 | 32)) 
        { 
            printf(" (mismatch of final IV on "); 
            if(err & 2) 
                printf("encrypt"); 
            if((err & (2 | 32)) == 34) 
                printf(" and "); 
 
 
            if(err & 32) 
                printf("decrypt"); 
            printf(")"); 
        } 
#endif 
 
#ifdef TEST_CFB 
        err = 0; 
        for(i = 0; i < 100; ++i) 
        { 
            block_rndfill(key, 2 * AES_BLOCK_SIZE); 
            f_enc_key(ecx1, key, k); 
            f_enc_key(ecx2, key, k); 
            f_dec_key(dcx1, key, k); 
            f_dec_key(dcx2, key, k); 
 
            block_rndfill(iv1, AES_BLOCK_SIZE); 
            memcpy(iv2, iv1, AES_BLOCK_SIZE); 
            memcpy(iv3, iv1, AES_BLOCK_SIZE); 
 
            block_rndfill(buf1, BUFLEN); 
            memcpy(buf2, buf1, BUFLEN); 
            memcpy(buf3, buf1, BUFLEN); 
 
            f_info(ecx1) = 0; 
            f_mode_reset(ecx2); 
            td = rand32() / (65536.0 * 65536.0); 
            len = (unsigned int)(0.5 * BUFLEN * (1.0 + td)); 
            td = rand32() / (65536.0 * 65536.0); 
            len2 = (unsigned int)(td * len); 
 
 
#ifdef WHOLE_BLOCKS 
            len = AES_BLOCK_SIZE * (len / AES_BLOCK_SIZE); 
            len2 = AES_BLOCK_SIZE * (len2 / AES_BLOCK_SIZE); 
#endif 
            f_cfb_enc(ecx2, buf3, buf3, len2, iv3); 
            f_cfb_enc(ecx2, buf3 + len2, buf3 + len2, len - len2, iv3); 
 
            CFBenc(buf2, len, iv2, ecx1); 
            if(memcmp(buf2, buf3, len)) err |= 1; 
            if(memcmp(iv2, iv3, AES_BLOCK_SIZE)) err |= 2; 
            if((err & 1) && !(err & 256)) 
                printf("\nCFB encryption FAILURE"); 
 
            memcpy(iv2, iv1, AES_BLOCK_SIZE); 
            memcpy(iv3, iv1, AES_BLOCK_SIZE); 
 
            f_info(ecx1) = 0; 
            f_mode_reset(ecx2); 
            CFBdec(buf2, len, iv2, ecx1); 
            td = rand32() / (65536.0 * 65536.0); 
            len2 = (unsigned int)(td * len); 
#ifdef WHOLE_BLOCKS 
            len2 = AES_BLOCK_SIZE * (len2 / AES_BLOCK_SIZE); 
#endif 
            f_cfb_dec(ecx2, buf3, buf3, len2, iv3); 
            f_cfb_dec(ecx2, buf3 + len2, buf3 + len2, len - len2, iv3); 
 
            if(memcmp(buf1, buf2, len)) err |= 4; 
            if(memcmp(buf1, buf3, len)) err |= 8; 
            if(memcmp(buf2, buf3, len)) err |= 16; 
 
 
            if(memcmp(iv2, iv3, AES_BLOCK_SIZE)) err |= 32; 
            if((err & 16) && !(err & 512)) 
                printf("\nCFB decryption FAILURE"); 
            if(err & 1) 
                err |= 256; 
            if(err & 16) 
                err |= 512; 
        } 
        if(!(err & ~(2 | 4 | 16 | 32))) 
            printf("\nCFB encrypt and decrypt of data correct"); 
        if(err & (2 | 32)) 
        { 
            printf(" (mismatch of final IV on "); 
            if(err & 2) 
                printf("encrypt"); 
            if((err & (2 | 32)) == 34) 
                printf(" and "); 
            if(err & 32) 
                printf("decrypt"); 
            printf(")"); 
        } 
#endif 
 
#ifdef TEST_OFB 
        err = 0; 
        for(i = 0; i < 100; ++i) 
        { 
            block_rndfill(key, 2 * AES_BLOCK_SIZE); 
            f_enc_key(ecx1, key, k); 
            f_enc_key(ecx2, key, k); 
 
 
            f_dec_key(dcx1, key, k); 
            f_dec_key(dcx2, key, k); 
 
            block_rndfill(iv1, AES_BLOCK_SIZE); 
            memcpy(iv2, iv1, AES_BLOCK_SIZE); 
            memcpy(iv3, iv1, AES_BLOCK_SIZE); 
 
            block_rndfill(buf1, BUFLEN); 
            memcpy(buf2, buf1, BUFLEN); 
            memcpy(buf3, buf1, BUFLEN); 
 
            f_info(ecx1) = 0; 
            f_mode_reset(ecx2); 
            td = rand32() / (65536.0 * 65536.0); 
            len = (unsigned int)(0.5 * BUFLEN * (1.0 + td)); 
            td = rand32() / (65536.0 * 65536.0); 
            len2 = (unsigned int)(td * len); 
#ifdef WHOLE_BLOCKS 
            len = AES_BLOCK_SIZE * (len / AES_BLOCK_SIZE); 
            len2 = AES_BLOCK_SIZE * (len2 / AES_BLOCK_SIZE); 
#endif 
            f_ofb_cry(ecx2, buf3, buf3, len2, iv3); 
            f_ofb_cry(ecx2, buf3 + len2, buf3 + len2, len - len2, iv3); 
 
            OFBenc(buf2, len, iv2, ecx1); 
            if(memcmp(buf2, buf3, len)) err |= 1; 
            if(memcmp(iv2, iv3, AES_BLOCK_SIZE)) err |= 2; 
            if((err & 1) && !(err & 256)) 
                printf("\nOFB encryption FAILURE"); 
 
 
 
            memcpy(iv2, iv1, AES_BLOCK_SIZE); 
            memcpy(iv3, iv1, AES_BLOCK_SIZE); 
 
            f_info(ecx1) = 0; 
            f_mode_reset(ecx2); 
            OFBdec(buf2, len, iv2, ecx1); 
            td = rand32() / (65536.0 * 65536.0); 
            len2 = (unsigned int)(td * len); 
#ifdef WHOLE_BLOCKS 
            len2 = AES_BLOCK_SIZE * (len2 / AES_BLOCK_SIZE); 
#endif 
            f_ofb_cry(ecx2, buf3, buf3, len2, iv3); 
            f_ofb_cry(ecx2, buf3 + len2, buf3 + len2, len - len2, iv3); 
 
            if(memcmp(buf1, buf2, len)) err |= 4; 
            if(memcmp(buf1, buf3, len)) err |= 8; 
            if(memcmp(buf2, buf3, len)) err |= 16; 
            if(memcmp(iv2, iv3, AES_BLOCK_SIZE)) err |= 32; 
            if((err & 16) && !(err & 512)) 
                printf("\nOFB decryption FAILURE"); 
            if(err & 1) 
                err |= 256; 
            if(err & 16) 
                err |= 512; 
        } 
        if(!(err & ~(2 | 4 | 16 | 32))) 
            printf("\nOFB encrypt and decrypt of data correct"); 
        if(err & (2 | 32)) 
        { 
            printf(" (mismatch of final IV on "); 
 
 
            if(err & 2) 
                printf("encrypt"); 
            if((err & (2 | 32)) == 34) 
                printf(" and "); 
            if(err & 32) 
                printf("decrypt"); 
            printf(")"); 
        } 
#endif 
 
#ifdef TEST_CTR 
        err = 0; 
        for(i = 0; i < 100; ++i) 
        { 
            block_rndfill(key, 2 * AES_BLOCK_SIZE); 
            f_enc_key(ecx1, key, k); 
            f_enc_key(ecx2, key, k); 
            f_dec_key(dcx1, key, k); 
            f_dec_key(dcx2, key, k); 
 
            block_rndfill(iv1, AES_BLOCK_SIZE); 
            memcpy(iv2, iv1, AES_BLOCK_SIZE); 
            memcpy(iv3, iv1, AES_BLOCK_SIZE); 
 
            block_rndfill(buf1, BUFLEN); 
            memcpy(buf2, buf1, BUFLEN); 
            memcpy(buf3, buf1, BUFLEN); 
 
            f_info(ecx1) = 0; 
            f_mode_reset(ecx2); 
 
 
            td = rand32() / (65536.0 * 65536.0); 
            len = (unsigned int)(0.5 * BUFLEN * (1.0 + td)); 
            td = rand32() / (65536.0 * 65536.0); 
            len2 = (unsigned int)(td * len); 
#ifdef WHOLE_BLOCKS 
            len = AES_BLOCK_SIZE * (len / AES_BLOCK_SIZE); 
            len2 = AES_BLOCK_SIZE * (len2 / AES_BLOCK_SIZE); 
#endif 
            f_ctr_cry(ecx2, buf3, buf3, len2, iv3, ctr_inc); 
            f_ctr_cry(ecx2, buf3 + len2, buf3 + len2, len - len2, iv3, ctr_inc); 
 
            CTRcry(buf2, len, iv2, ctr_inc, ecx1); 
            if(memcmp(buf2, buf3, len)) err |= 1; 
            if(memcmp(iv2, iv3, AES_BLOCK_SIZE)) err |= 2; 
            if((err & 1) && !(err & 256)) 
                printf("\nCTR encryption FAILURE"); 
 
            memcpy(iv2, iv1, AES_BLOCK_SIZE); 
            memcpy(iv3, iv1, AES_BLOCK_SIZE); 
 
            f_info(ecx1) = 0; 
            f_mode_reset(ecx2); 
            td = rand32() / (65536.0 * 65536.0); 
            len2 = (unsigned int)(td * len); 
            CTRcry(buf2, len, iv2, ctr_inc, ecx1); 
#ifdef WHOLE_BLOCKS 
            len2 = AES_BLOCK_SIZE * (len2 / AES_BLOCK_SIZE); 
#endif 
            f_ctr_cry(ecx2, buf3, buf3, len2, iv3, ctr_inc); 
            f_ctr_cry(ecx2, buf3 + len2, buf3 + len2, len - len2, iv3, ctr_inc); 
 
 
 
            if(memcmp(buf1, buf2, len)) err |= 4; 
            if(memcmp(buf1, buf3, len)) err |= 8; 
            if(memcmp(buf2, buf3, len)) err |= 16; 
            if(memcmp(iv2, iv3, AES_BLOCK_SIZE)) err |= 32; 
            if((err & 16) && !(err & 512)) 
                printf("\nCTR decryption FAILURE"); 
            if(err & 1) 
                err |= 256; 
            if(err & 16) 
                err |= 512; 
        } 
        if(!(err & ~(2 | 4 | 16 | 32))) 
            printf("\nCTR encrypt and decrypt of data correct"); 
        if(err & (2 | 32)) 
        { 
            printf(" (mismatch of final IV on "); 
            if(err & 2) 
                printf("encrypt"); 
            if((err & (2 | 32)) == 34) 
                printf(" and "); 
            if(err & 32) 
                printf("decrypt"); 
            printf(")"); 
        } 
#endif 
    } 
 
#if defined( USE_VIA_ACE_IF_PRESENT ) 
    if(VIA_ACE_AVAILABLE) 
 
 
        printf("\n\nAES Timing (Cycles/Byte) with the VIA ACE Engine"); 
    else 
#endif 
    printf("\n\nAES Timing (Cycles/Byte)"); 
    printf("\nMode   Blocks:      1       10      100     1000"); 
 
#ifdef TEST_ECB 
    printf("\necb encrypt "); 
    for(blocks = 1; blocks < 10000; blocks *= 10) 
    { 
        time_base(&a0, &sig); 
        time_ecb_enc(16, blocks, &av, &sig); 
        sig *= 100.0 / av; 
        av = (int)(100.0 * (av - a0) / (16.0 * blocks)) / 100.0; 
        sig = (int)(10 * sig) / 10.0; 
        printf("%9.2f", av); 
    } 
 
    printf("\necb decrypt "); 
    for(blocks = 1; blocks < 10000; blocks *= 10) 
    { 
        time_base(&a0, &sig); 
        time_ecb_dec(16, blocks, &av, &sig); 
        sig *= 100.0 / av; 
        av = (int)(100.0 * (av - a0) / (16.0 * blocks)) / 100.0; 
        sig = (int)(10 * sig) / 10.0; 
        printf("%9.2f", av); 
    } 
#endif 
 
 
 
#ifdef TEST_CBC 
    printf("\ncbc encrypt "); 
    for(blocks = 1; blocks < 10000; blocks *= 10) 
    { 
        time_base(&a0, &sig); 
        time_cbc_enc(16, blocks, &av, &sig); 
        sig *= 100.0 / av; 
        av = (int)(100.0 * (av - a0) / (16.0 * blocks)) / 100.0; 
        sig = (int)(10 * sig) / 10.0; 
        printf("%9.2f", av); 
    } 
 
    printf("\ncbc decrypt "); 
    for(blocks = 1; blocks < 10000; blocks *= 10) 
    { 
        time_base(&a0, &sig); 
        time_cbc_dec(16, blocks, &av, &sig); 
        sig *= 100.0 / av; 
        av = (int)(100.0 * (av - a0) / (16.0 * blocks)) / 100.0; 
        sig = (int)(10 * sig) / 10.0; 
        printf("%9.2f", av); 
    } 
#endif 
 
#ifdef TEST_CFB 
    printf("\ncfb encrypt "); 
    for(blocks = 1; blocks < 10000; blocks *= 10) 
    { 
        time_base(&a0, &sig); 
        time_cfb_enc(16, blocks, &av, &sig); 
 
 
        sig *= 100.0 / av; 
        av = (int)(100.0 * (av - a0) / (16.0 * blocks)) / 100.0; 
        sig = (int)(10 * sig) / 10.0; 
        printf("%9.2f", av); 
    } 
 
    printf("\ncfb decrypt "); 
    for(blocks = 1; blocks < 10000; blocks *= 10) 
    { 
        time_base(&a0, &sig); 
        time_cfb_dec(16, blocks, &av, &sig); 
        sig *= 100.0 / av; 
        av = (int)(100.0 * (av - a0) / (16.0 * blocks)) / 100.0; 
        sig = (int)(10 * sig) / 10.0; 
        printf("%9.2f", av); 
    } 
#endif 
 
#ifdef TEST_OFB 
    printf("\nofb encrypt "); 
    for(blocks = 1; blocks < 10000; blocks *= 10) 
    { 
        time_base(&a0, &sig); 
        time_ofb_enc(16, blocks, &av, &sig); 
        sig *= 100.0 / av; 
        av = (int)(100.0 * (av - a0) / (16.0 * blocks)) / 100.0; 
        sig = (int)(10 * sig) / 10.0; 
        printf("%9.2f", av); 
    } 
 
 
 
#endif 
 
#ifdef TEST_CTR 
    printf("\nctr encrypt "); 
    for(blocks = 1; blocks < 10000; blocks *= 10) 
    { 
        time_base(&a0, &sig); 
        time_ctr_crypt(16, blocks, ctr_inc, &av, &sig); 
        sig *= 100.0 / av; 
        av = (int)(100.0 * (av - a0) / (16.0 * blocks)) / 100.0; 
        sig = (int)(10 * sig) / 10.0; 
        printf("%9.2f", av); 
    } 
 
#endif 
 
#if defined( DLL_IMPORT ) && defined( DYNAMIC_LINK ) 
    if(h_dll) FreeLibrary(h_dll); 
#endif 
    printf("\n\n"); 
    return 0; 
} 
#ifndef RDTSC_H 
#define RDTSC_H 
 
#if defined( __GNUC__ ) 
 
    static inline volatile unsigned long long read_tsc(void) 
    { 
        unsigned int cyl, cyh; 
 
 
        __asm__ __volatile__("movl $0, %%eax; cpuid; rdtsc":"=a"(cyl),"=d"(cyh)::"ebx","ecx"); 
        return ((unsigned long long)cyh << 32) | cyl; 
    } 
 
#elif defined( _WIN32 ) || defined( _WIN64 ) 
 
#   include <intrin.h> 
#   pragma intrinsic( __rdtsc ) 
 
    __inline volatile unsigned long long read_tsc(void) 
    { 
        return __rdtsc(); 
    } 
 
#else 
#   error A high resolution timer is not available 
#endif 
 
#endif 
    #include <stdio.h> 
#include <string.h> 
#include "aes.h" 
 
typedef struct  
{   unsigned int  k_len; 
    unsigned int  m_len; 
    unsigned char key[32]; 
    unsigned char iv[8]; 
    unsigned char nonce[8]; 
    unsigned char p_txt[36]; 
 
 
    unsigned char c_str[48]; 
    unsigned char k_str[48]; 
    unsigned char c_txt[36]; 
} test_str; 
 
test_str tests[] =  
{ 
 {  16, 16, /* Vector 1 */ 
  { 0xae, 0x68, 0x52, 0xf8, 0x12, 0x10, 0x67, 0xcc,  
    0x4b, 0xf7, 0xa5, 0x76, 0x55, 0x77, 0xf3, 0x9e  
  }, 
  { 0x00, 0x00, 0x00, 0x00, 0x00, 0x00, 0x00, 0x00 
  }, 
  { 0x00, 0x00, 0x00, 0x30 
  }, 
  /* "Single block msg" */ 
  { 0x53, 0x69, 0x6e, 0x67, 0x6c, 0x65, 0x20, 0x62,  
    0x6c, 0x6f, 0x63, 0x6b, 0x20, 0x6d, 0x73, 0x67  
  }, 
  { 0x00, 0x00, 0x00, 0x30, 0x00, 0x00, 0x00, 0x00,  
    0x00, 0x00, 0x00, 0x00, 0x00, 0x00, 0x00, 0x01 
  },  
  { 0xb7, 0x60, 0x33, 0x28, 0xdb, 0xc2, 0x93, 0x1b,  
    0x41, 0x0e, 0x16, 0xc8, 0x06, 0x7e, 0x62, 0xdf 
  }, 
  { 0xe4, 0x09, 0x5d, 0x4f, 0xb7, 0xa7, 0xb3, 0x79,  
    0x2d, 0x61, 0x75, 0xa3, 0x26, 0x13, 0x11, 0xb8  
  } 
 }, 
 {  16, 32, /* Vector 2 */ 
 
 
  { 0x7e, 0x24, 0x06, 0x78, 0x17, 0xfa, 0xe0, 0xd7,  
    0x43, 0xd6, 0xce, 0x1f, 0x32, 0x53, 0x91, 0x63 
  }, 
  { 0xc0, 0x54, 0x3b, 0x59, 0xda, 0x48, 0xd9, 0x0b  
  },  
  { 0x00, 0x6c, 0xb6, 0xdb 
  }, 
  { 0x00, 0x01, 0x02, 0x03, 0x04, 0x05, 0x06, 0x07,  
    0x08, 0x09, 0x0a, 0x0b, 0x0c, 0x0d, 0x0e, 0x0f,  
    0x10, 0x11, 0x12, 0x13, 0x14, 0x15, 0x16, 0x17,  
    0x18, 0x19, 0x1a, 0x1b, 0x1c, 0x1d, 0x1e, 0x1f 
  }, 
  { 0x00, 0x6c, 0xb6, 0xdb, 0xc0, 0x54, 0x3b, 0x59,  
    0xda, 0x48, 0xd9, 0x0b, 0x00, 0x00, 0x00, 0x01, 
    0x00, 0x6c, 0xb6, 0xdb, 0xc0, 0x54, 0x3b, 0x59,  
    0xda, 0x48, 0xd9, 0x0b, 0x00, 0x00, 0x00, 0x02 
  },  
  { 0x51, 0x05, 0xa3, 0x05, 0x12, 0x8f, 0x74, 0xde,  
    0x71, 0x04, 0x4b, 0xe5, 0x82, 0xd7, 0xdd, 0x87,  
    0xfb, 0x3f, 0x0c, 0xef, 0x52, 0xcf, 0x41, 0xdf,  
    0xe4, 0xff, 0x2a, 0xc4, 0x8d, 0x5c, 0xa0, 0x37 
  }, 
  { 0x51, 0x04, 0xa1, 0x06, 0x16, 0x8a, 0x72, 0xd9,  
    0x79, 0x0d, 0x41, 0xee, 0x8e, 0xda, 0xd3, 0x88, 
    0xeb, 0x2e, 0x1e, 0xfc, 0x46, 0xda, 0x57, 0xc8,  
    0xfc, 0xe6, 0x30, 0xdf, 0x91, 0x41, 0xbe, 0x28  
  } 
 }, 
 {  16, 36, /* Vector 3 */ 
  { 0x76, 0x91, 0xbe, 0x03, 0x5e, 0x50, 0x20, 0xa8,  
 
 
    0xac, 0x6e, 0x61, 0x85, 0x29, 0xf9, 0xa0, 0xdc  
  }, 
  { 0x27, 0x77, 0x7f, 0x3f,  0x4a, 0x17, 0x86, 0xf0  
  }, 
  { 0x00, 0xe0, 0x01, 0x7b 
  },  
  { 0x00, 0x01, 0x02, 0x03, 0x04, 0x05, 0x06, 0x07,  
    0x08, 0x09, 0x0a, 0x0b, 0x0c, 0x0d, 0x0e, 0x0f,  
    0x10, 0x11, 0x12, 0x13, 0x14, 0x15, 0x16, 0x17,  
    0x18, 0x19, 0x1a, 0x1b, 0x1c, 0x1d, 0x1e, 0x1f,  
    0x20, 0x21, 0x22, 0x23 
  },  
  { 0x00, 0xe0, 0x01, 0x7b, 0x27, 0x77, 0x7f, 0x3f,  
    0x4a, 0x17, 0x86, 0xf0, 0x00, 0x00, 0x00, 0x01, 
    0x00, 0xe0, 0x01, 0x7b, 0x27, 0x77, 0x7f, 0x3f,  
    0x4a, 0x17, 0x86, 0xf0, 0x00, 0x00, 0x00, 0x02,  
    0x00, 0xe0, 0x01, 0x7b, 0x27, 0x77, 0x7f, 0x3f,  
    0x4a, 0x17, 0x86, 0xf0, 0x00, 0x00, 0x00, 0x03  
  }, 
  { 0xc1, 0xce, 0x4a, 0xab, 0x9b, 0x2a, 0xfb, 0xde,  
    0xc7, 0x4f, 0x58, 0xe2, 0xe3, 0xd6, 0x7c, 0xd8,  
    0x55, 0x51, 0xb6, 0x38, 0xca, 0x78, 0x6e, 0x21,  
    0xcd, 0x83, 0x46, 0xf1, 0xb2, 0xee, 0x0e, 0x4c,  
    0x05, 0x93, 0x25, 0x0c, 0x17, 0x55, 0x36, 0x00,  
    0xa6, 0x3d, 0xfe, 0xcf, 0x56, 0x23, 0x87, 0xe9 
  },  
  { 0xc1, 0xcf, 0x48, 0xa8, 0x9f, 0x2f, 0xfd, 0xd9,  
    0xcf, 0x46, 0x52, 0xe9, 0xef, 0xdb, 0x72, 0xd7,  
    0x45, 0x40, 0xa4, 0x2b, 0xde, 0x6d, 0x78, 0x36,  
    0xd5, 0x9a, 0x5c, 0xea, 0xae, 0xf3, 0x10, 0x53,  
 
 
    0x25, 0xb2, 0x07, 0x2f  
  } 
 }, 
 {  24, 16, /* Vector 4 */ 
  { 0x16, 0xaf, 0x5b, 0x14, 0x5f, 0xc9, 0xf5, 0x79,  
    0xc1, 0x75, 0xf9, 0x3e, 0x3b, 0xfb, 0x0e, 0xed,  
    0x86, 0x3d, 0x06, 0xcc, 0xfd, 0xb7, 0x85, 0x15  
  }, 
  { 0x36, 0x73, 0x3c, 0x14, 0x7d, 0x6d, 0x93, 0xcb 
  }, 
  { 0x00, 0x00, 0x00, 0x48 
  },  
  /* "Single block msg" */ 
  { 0x53, 0x69, 0x6e, 0x67, 0x6c, 0x65, 0x20, 0x62,  
    0x6c, 0x6f, 0x63, 0x6b, 0x20, 0x6d, 0x73, 0x67  
  }, 
  { 0x00, 0x00, 0x00, 0x48, 0x36, 0x73, 0x3c, 0x14,  
    0x7d, 0x6d, 0x93, 0xcb, 0x00, 0x00, 0x00, 0x01  
  }, 
  { 0x18, 0x3c, 0x56, 0x28, 0x8e, 0x3c, 0xe9, 0xaa,  
    0x22, 0x16, 0x56, 0xcb, 0x23, 0xa6, 0x9a, 0x4f 
  }, 
  { 0x4b, 0x55, 0x38, 0x4f, 0xe2, 0x59, 0xc9, 0xc8,  
    0x4e, 0x79, 0x35, 0xa0, 0x03, 0xcb, 0xe9, 0x28 
  } 
 }, 
 {  24, 32, /* Vector 5 */ 
  { 0x7c, 0x5c, 0xb2, 0x40, 0x1b, 0x3d, 0xc3, 0x3c,  
    0x19, 0xe7, 0x34, 0x08, 0x19, 0xe0, 0xf6, 0x9c,  
    0x67, 0x8c, 0x3d, 0xb8, 0xe6, 0xf6, 0xa9, 0x1a  
 
 
  }, 
  { 0x02, 0x0c, 0x6e, 0xad, 0xc2, 0xcb, 0x50, 0x0d 
  },   
  { 0x00, 0x96, 0xb0, 0x3b  
  }, 
  { 0x00, 0x01, 0x02, 0x03, 0x04, 0x05, 0x06, 0x07,  
    0x08, 0x09, 0x0a, 0x0b, 0x0c, 0x0d, 0x0e, 0x0f,  
    0x10, 0x11, 0x12, 0x13, 0x14, 0x15, 0x16, 0x17,  
    0x18, 0x19, 0x1a, 0x1b, 0x1c, 0x1d, 0x1e, 0x1f 
  }, 
  { 0x00, 0x96, 0xb0, 0x3b, 0x02, 0x0c, 0x6e, 0xad,  
    0xc2, 0xcb, 0x50, 0x0d, 0x00, 0x00, 0x00, 0x01,  
    0x00, 0x96, 0xb0, 0x3b, 0x02, 0x0c, 0x6e, 0xad,  
    0xc2, 0xcb, 0x50, 0x0d, 0x00, 0x00, 0x00, 0x02  
  }, 
  { 0x45, 0x33, 0x41, 0xff, 0x64, 0x9e, 0x25, 0x35,  
    0x76, 0xd6, 0xa0, 0xf1, 0x7d, 0x3c, 0xc3, 0x90, 
    0x94, 0x81, 0x62, 0x0f, 0x4e, 0xc1, 0xb1, 0x8b,  
    0xe4, 0x06, 0xfa, 0xe4, 0x5e, 0xe9, 0xe5, 0x1f 
  }, 
  { 0x45, 0x32, 0x43, 0xfc, 0x60, 0x9b, 0x23, 0x32,  
    0x7e, 0xdf, 0xaa, 0xfa, 0x71, 0x31, 0xcd, 0x9f,  
    0x84, 0x90, 0x70, 0x1c, 0x5a, 0xd4, 0xa7, 0x9c,  
    0xfc, 0x1f, 0xe0, 0xff, 0x42, 0xf4, 0xfb, 0x00  
  } 
 }, 
 {  24, 36, /* Vector 6 */ 
  { 0x02, 0xbf, 0x39, 0x1e, 0xe8, 0xec, 0xb1, 0x59,  
    0xb9, 0x59, 0x61, 0x7b, 0x09, 0x65, 0x27, 0x9b,  
    0xf5, 0x9b, 0x60, 0xa7, 0x86, 0xd3, 0xe0, 0xfe 
 
 
  },  
  { 0x5c, 0xbd, 0x60, 0x27, 0x8d, 0xcc, 0x09, 0x12 
  },  
  { 0x00, 0x07, 0xbd, 0xfd 
  },  
  { 0x00, 0x01, 0x02, 0x03, 0x04, 0x05, 0x06, 0x07,  
    0x08, 0x09, 0x0a, 0x0b, 0x0c, 0x0d, 0x0e, 0x0f,  
    0x10, 0x11, 0x12, 0x13, 0x14, 0x15, 0x16, 0x17,  
    0x18, 0x19, 0x1a, 0x1b, 0x1c, 0x1d, 0x1e, 0x1f, 
    0x20, 0x21, 0x22, 0x23  
  }, 
  { 0x00, 0x07, 0xbd, 0xfd, 0x5c, 0xbd, 0x60, 0x27,  
    0x8d, 0xcc, 0x09, 0x12, 0x00, 0x00, 0x00, 0x01,  
    0x00, 0x07, 0xbd, 0xfd, 0x5c, 0xbd, 0x60, 0x27,  
    0x8d, 0xcc, 0x09, 0x12, 0x00, 0x00, 0x00, 0x03,  
    0x00, 0x07, 0xbd, 0xfd, 0x5c, 0xbd, 0x60, 0x27,  
    0x8d, 0xcc, 0x09, 0x12, 0x00, 0x00, 0x00, 0x02 
  },  
  { 0x96, 0x88, 0x3d, 0xc6, 0x5a, 0x59, 0x74, 0x28,  
    0x5c, 0x02, 0x77, 0xda, 0xd1, 0xfa, 0xe9, 0x57,  
    0xc2, 0x99, 0xae, 0x86, 0xd2, 0x84, 0x73, 0x9f,  
    0x5d, 0x2f, 0xd2, 0x0a, 0x7a, 0x32, 0x3f, 0x97,  
    0x8b, 0xcf, 0x2b, 0x16, 0x39, 0x99, 0xb2, 0x26,  
    0x15, 0xb4, 0x9c, 0xd4, 0xfe, 0x57, 0x39, 0x98  
  }, 
  { 0x96, 0x89, 0x3f, 0xc5, 0x5e, 0x5c, 0x72, 0x2f,  
    0x54, 0x0b, 0x7d, 0xd1, 0xdd, 0xf7, 0xe7, 0x58,  
    0xd2, 0x88, 0xbc, 0x95, 0xc6, 0x91, 0x65, 0x88,  
    0x45, 0x36, 0xc8, 0x11, 0x66, 0x2f, 0x21, 0x88,  
    0xab, 0xee, 0x09, 0x35  
 
 
  } 
 }, 
 {  32, 16, /* Vector 7 */ 
  { 0x77, 0x6b, 0xef, 0xf2, 0x85, 0x1d, 0xb0, 0x6f,  
    0x4c, 0x8a, 0x05, 0x42, 0xc8, 0x69, 0x6f, 0x6c,  
    0x6a, 0x81, 0xaf, 0x1e, 0xec, 0x96, 0xb4, 0xd3,  
    0x7f, 0xc1, 0xd6, 0x89, 0xe6, 0xc1, 0xc1, 0x04 
  }, 
  { 0xdb, 0x56, 0x72, 0xc9, 0x7a, 0xa8, 0xf0, 0xb2  
  },  
  { 0x00, 0x00, 0x00, 0x60 
  },  
  /* "Single block msg" */ 
  { 0x53, 0x69, 0x6e, 0x67, 0x6c, 0x65, 0x20, 0x62,  
    0x6c, 0x6f, 0x63, 0x6b, 0x20, 0x6d, 0x73, 0x67 
  }, 
  { 0x00, 0x00, 0x00, 0x60, 0xdb, 0x56, 0x72, 0xc9,  
    0x7a, 0xa8, 0xf0, 0xb2, 0x00, 0x00, 0x00, 0x01 
  }, 
  { 0x47, 0x33, 0xbe, 0x7a, 0xd3, 0xe7, 0x6e, 0xa5,  
    0x3a, 0x67, 0x00, 0xb7, 0x51, 0x8e, 0x93, 0xa7 
  },  
  { 0x14, 0x5a, 0xd0, 0x1d, 0xbf, 0x82, 0x4e, 0xc7,  
    0x56, 0x08, 0x63, 0xdc, 0x71, 0xe3, 0xe0, 0xc0  
  } 
 }, 
 {  32, 32, /* Vector 8 */ 
  { 0xf6, 0xd6, 0x6d, 0x6b, 0xd5, 0x2d, 0x59, 0xbb,  
    0x07, 0x96, 0x36, 0x58, 0x79, 0xef, 0xf8, 0x86,  
    0xc6, 0x6d, 0xd5, 0x1a, 0x5b, 0x6a, 0x99, 0x74,  
 
 
    0x4b, 0x50, 0x59, 0x0c, 0x87, 0xa2, 0x38, 0x84  
  }, 
  { 0xc1, 0x58, 0x5e, 0xf1, 0x5a, 0x43, 0xd8, 0x75 
  },  
  { 0x00, 0xfa, 0xac, 0x24 
  }, 
  { 0x00, 0x01, 0x02, 0x03, 0x04, 0x05, 0x06, 0x07,  
    0x08, 0x09, 0x0a, 0x0b, 0x0c, 0x0d, 0x0e, 0x0f,  
    0x10, 0x11, 0x12, 0x13, 0x14, 0x15, 0x16, 0x17,  
    0x18, 0x19, 0x1a, 0x1b, 0x1c, 0x1d, 0x1e, 0x1f  
  }, 
  { 0x00, 0xfa, 0xac, 0x24, 0xc1, 0x58, 0x5e, 0xf1,  
    0x5a, 0x43, 0xd8, 0x75, 0x00, 0x00, 0x00, 0x01,  
    0x00, 0xfa, 0xac, 0x24, 0xc1, 0x58, 0x5e, 0xf1,  
    0x5a, 0x43, 0xd8, 0x75, 0x00, 0x00, 0x00, 0x02  
  }, 
  { 0xf0, 0x5f, 0x21, 0x18, 0x3c, 0x91, 0x67, 0x2b,  
    0x41, 0xe7, 0x0a, 0x00, 0x8c, 0x43, 0xbc, 0xa6,  
    0xa8, 0x21, 0x79, 0x43, 0x9b, 0x96, 0x8b, 0x7d,  
    0x4d, 0x29, 0x99, 0x06, 0x8f, 0x59, 0xb1, 0x03  
  }, 
  { 0xf0, 0x5e, 0x23, 0x1b, 0x38, 0x94, 0x61, 0x2c,  
    0x49, 0xee, 0x00, 0x0b, 0x80, 0x4e, 0xb2, 0xa9,  
    0xb8, 0x30, 0x6b, 0x50, 0x8f, 0x83, 0x9d, 0x6a,  
    0x55, 0x30, 0x83, 0x1d, 0x93, 0x44, 0xaf, 0x1c  
  } 
 }, 
 {  32, 36, /* Vector 9 */ 
  { 0xff, 0x7a, 0x61, 0x7c, 0xe6, 0x91, 0x48, 0xe4,  
    0xf1, 0x72, 0x6e, 0x2f, 0x43, 0x58, 0x1d, 0xe2,  
 
 
    0xaa, 0x62, 0xd9, 0xf8, 0x05, 0x53, 0x2e, 0xdf,  
    0xf1, 0xee, 0xd6, 0x87, 0xfb, 0x54, 0x15, 0x3d 
  }, 
  { 0x51, 0xa5, 0x1d, 0x70, 0xa1, 0xc1, 0x11, 0x48 
  }, 
  { 0x00, 0x1c, 0xc5, 0xb7 
  }, 
  { 0x00, 0x01, 0x02, 0x03, 0x04, 0x05, 0x06, 0x07,  
    0x08, 0x09, 0x0a, 0x0b, 0x0c, 0x0d, 0x0e, 0x0f,  
    0x10, 0x11, 0x12, 0x13, 0x14, 0x15, 0x16, 0x17,  
    0x18, 0x19, 0x1a, 0x1b, 0x1c, 0x1d, 0x1e, 0x1f,  
    0x20, 0x21, 0x22, 0x23  
  }, 
  { 0x00, 0x1c, 0xc5, 0xb7, 0x51, 0xa5, 0x1d, 0x70,  
    0xa1, 0xc1, 0x11, 0x48, 0x00, 0x00, 0x00, 0x01,  
    0x00, 0x1c, 0xc5, 0xb7, 0x51, 0xa5, 0x1d, 0x70,  
    0xa1, 0xc1, 0x11, 0x48, 0x00, 0x00, 0x00, 0x02,  
    0x00, 0x1c, 0xc5, 0xb7, 0x51, 0xa5, 0x1d, 0x70,  
    0xa1, 0xc1, 0x11, 0x48, 0x00, 0x00, 0x00, 0x03  
  }, 
  { 0xeb, 0x6d, 0x50, 0x81, 0x19, 0x0e, 0xbd, 0xf0,  
    0xc6, 0x7c, 0x9e, 0x4d, 0x26, 0xc7, 0x41, 0xa5,  
    0xa4, 0x16, 0xcd, 0x95, 0x71, 0x7c, 0xeb, 0x10,  
    0xec, 0x95, 0xda, 0xae, 0x9f, 0xcb, 0x19, 0x00,  
    0x3e, 0xe1, 0xc4, 0x9b, 0xc6, 0xb9, 0xca, 0x21,  
    0x3f, 0x6e, 0xe2, 0x71, 0xd0, 0xa9, 0x33, 0x39 
  },  
  { 0xeb, 0x6c, 0x52, 0x82, 0x1d, 0x0b, 0xbb, 0xf7,  
    0xce, 0x75, 0x94, 0x46, 0x2a, 0xca, 0x4f, 0xaa,  
    0xb4, 0x07, 0xdf, 0x86, 0x65, 0x69, 0xfd, 0x07,  
 
 
    0xf4, 0x8c, 0xc0, 0xb5, 0x83, 0xd6, 0x07, 0x1f,  
    0x1e, 0xc0, 0xe6, 0xb8  
  } 
 } 
}; 
 
void rfc3686_inc(unsigned char ctr_buf[AES_BLOCK_SIZE]) 
{ 
    if(!(++(ctr_buf[15]))) 
        if(!(++(ctr_buf[14]))) 
            if(!(++(ctr_buf[13]))) 
                ++(ctr_buf[12]); 
} 
 
void rfc3686_init( unsigned char nonce[4], unsigned char iv[8], unsigned char 
ctr_buf[AES_BLOCK_SIZE]) 
{ 
    memcpy(ctr_buf, nonce, 4); 
    memcpy(ctr_buf +  4, iv, 8); 
    memset(ctr_buf + 12, 0, 4);  
    rfc3686_inc(ctr_buf); 
} 
 
AES_RETURN rfc3686_crypt(const unsigned char *ibuf, unsigned char *obuf, int len,  
                                                unsigned char *cbuf, aes_encrypt_ctx cx[1]) 
{ 
    return aes_ctr_crypt(ibuf, obuf, len, cbuf, rfc3686_inc, cx); 
} 
 
void rfc3686_test(void) 
 
 
{   aes_encrypt_ctx aes_ctx[1]; 
    unsigned char ctr_buf[AES_BLOCK_SIZE]; 
    unsigned char obuf[36]; 
    unsigned int i, err = 0;  
     
    for( i = 0 ; i < sizeof(tests) / sizeof(test_str) ; ++i ) 
    { 
        aes_encrypt_key(tests[i].key, tests[i].k_len, aes_ctx); 
        rfc3686_init(tests[i].nonce, tests[i].iv, ctr_buf); 
        rfc3686_crypt(tests[i].p_txt, obuf, tests[i].m_len, ctr_buf, aes_ctx); 
        if(memcmp(obuf, tests[i].c_txt, tests[i].m_len) != 0) 
        { 
            err++; 
            printf("error\n"); 
        } 
    } 
    if(!err) 
        printf("RFC3686 Tests Passed\n"); 
} 
 
int main(void) 
{ 
    rfc3686_test(); 
    return 0; 
} 
#define DO_TABLES 
 
#include <stdio.h> 
#include "aesopt.h" 
 
 
 
#define sb_data(w) {\ 
    w(0x63), w(0x7c), w(0x77), w(0x7b), w(0xf2), w(0x6b), w(0x6f), w(0xc5),\ 
    w(0x30), w(0x01), w(0x67), w(0x2b), w(0xfe), w(0xd7), w(0xab), w(0x76),\ 
    w(0xca), w(0x82), w(0xc9), w(0x7d), w(0xfa), w(0x59), w(0x47), w(0xf0),\ 
    w(0xad), w(0xd4), w(0xa2), w(0xaf), w(0x9c), w(0xa4), w(0x72), w(0xc0),\ 
    w(0xb7), w(0xfd), w(0x93), w(0x26), w(0x36), w(0x3f), w(0xf7), w(0xcc),\ 
    w(0x34), w(0xa5), w(0xe5), w(0xf1), w(0x71), w(0xd8), w(0x31), w(0x15),\ 
    w(0x04), w(0xc7), w(0x23), w(0xc3), w(0x18), w(0x96), w(0x05), w(0x9a),\ 
    w(0x07), w(0x12), w(0x80), w(0xe2), w(0xeb), w(0x27), w(0xb2), w(0x75),\ 
    w(0x09), w(0x83), w(0x2c), w(0x1a), w(0x1b), w(0x6e), w(0x5a), w(0xa0),\ 
    w(0x52), w(0x3b), w(0xd6), w(0xb3), w(0x29), w(0xe3), w(0x2f), w(0x84),\ 
    w(0x53), w(0xd1), w(0x00), w(0xed), w(0x20), w(0xfc), w(0xb1), w(0x5b),\ 
    w(0x6a), w(0xcb), w(0xbe), w(0x39), w(0x4a), w(0x4c), w(0x58), w(0xcf),\ 
    w(0xd0), w(0xef), w(0xaa), w(0xfb), w(0x43), w(0x4d), w(0x33), w(0x85),\ 
    w(0x45), w(0xf9), w(0x02), w(0x7f), w(0x50), w(0x3c), w(0x9f), w(0xa8),\ 
    w(0x51), w(0xa3), w(0x40), w(0x8f), w(0x92), w(0x9d), w(0x38), w(0xf5),\ 
    w(0xbc), w(0xb6), w(0xda), w(0x21), w(0x10), w(0xff), w(0xf3), w(0xd2),\ 
    w(0xcd), w(0x0c), w(0x13), w(0xec), w(0x5f), w(0x97), w(0x44), w(0x17),\ 
    w(0xc4), w(0xa7), w(0x7e), w(0x3d), w(0x64), w(0x5d), w(0x19), w(0x73),\ 
    w(0x60), w(0x81), w(0x4f), w(0xdc), w(0x22), w(0x2a), w(0x90), w(0x88),\ 
    w(0x46), w(0xee), w(0xb8), w(0x14), w(0xde), w(0x5e), w(0x0b), w(0xdb),\ 
    w(0xe0), w(0x32), w(0x3a), w(0x0a), w(0x49), w(0x06), w(0x24), w(0x5c),\ 
    w(0xc2), w(0xd3), w(0xac), w(0x62), w(0x91), w(0x95), w(0xe4), w(0x79),\ 
    w(0xe7), w(0xc8), w(0x37), w(0x6d), w(0x8d), w(0xd5), w(0x4e), w(0xa9),\ 
    w(0x6c), w(0x56), w(0xf4), w(0xea), w(0x65), w(0x7a), w(0xae), w(0x08),\ 
    w(0xba), w(0x78), w(0x25), w(0x2e), w(0x1c), w(0xa6), w(0xb4), w(0xc6),\ 
    w(0xe8), w(0xdd), w(0x74), w(0x1f), w(0x4b), w(0xbd), w(0x8b), w(0x8a),\ 
    w(0x70), w(0x3e), w(0xb5), w(0x66), w(0x48), w(0x03), w(0xf6), w(0x0e),\ 
    w(0x61), w(0x35), w(0x57), w(0xb9), w(0x86), w(0xc1), w(0x1d), w(0x9e),\ 
    w(0xe1), w(0xf8), w(0x98), w(0x11), w(0x69), w(0xd9), w(0x8e), w(0x94),\ 
 
 
    w(0x9b), w(0x1e), w(0x87), w(0xe9), w(0xce), w(0x55), w(0x28), w(0xdf),\ 
    w(0x8c), w(0xa1), w(0x89), w(0x0d), w(0xbf), w(0xe6), w(0x42), w(0x68),\ 
    w(0x41), w(0x99), w(0x2d), w(0x0f), w(0xb0), w(0x54), w(0xbb), w(0x16) } 
 
#define isb_data(w) {\ 
    w(0x52), w(0x09), w(0x6a), w(0xd5), w(0x30), w(0x36), w(0xa5), w(0x38),\ 
    w(0xbf), w(0x40), w(0xa3), w(0x9e), w(0x81), w(0xf3), w(0xd7), w(0xfb),\ 
    w(0x7c), w(0xe3), w(0x39), w(0x82), w(0x9b), w(0x2f), w(0xff), w(0x87),\ 
    w(0x34), w(0x8e), w(0x43), w(0x44), w(0xc4), w(0xde), w(0xe9), w(0xcb),\ 
    w(0x54), w(0x7b), w(0x94), w(0x32), w(0xa6), w(0xc2), w(0x23), w(0x3d),\ 
    w(0xee), w(0x4c), w(0x95), w(0x0b), w(0x42), w(0xfa), w(0xc3), w(0x4e),\ 
    w(0x08), w(0x2e), w(0xa1), w(0x66), w(0x28), w(0xd9), w(0x24), w(0xb2),\ 
    w(0x76), w(0x5b), w(0xa2), w(0x49), w(0x6d), w(0x8b), w(0xd1), w(0x25),\ 
    w(0x72), w(0xf8), w(0xf6), w(0x64), w(0x86), w(0x68), w(0x98), w(0x16),\ 
    w(0xd4), w(0xa4), w(0x5c), w(0xcc), w(0x5d), w(0x65), w(0xb6), w(0x92),\ 
    w(0x6c), w(0x70), w(0x48), w(0x50), w(0xfd), w(0xed), w(0xb9), w(0xda),\ 
    w(0x5e), w(0x15), w(0x46), w(0x57), w(0xa7), w(0x8d), w(0x9d), w(0x84),\ 
    w(0x90), w(0xd8), w(0xab), w(0x00), w(0x8c), w(0xbc), w(0xd3), w(0x0a),\ 
    w(0xf7), w(0xe4), w(0x58), w(0x05), w(0xb8), w(0xb3), w(0x45), w(0x06),\ 
    w(0xd0), w(0x2c), w(0x1e), w(0x8f), w(0xca), w(0x3f), w(0x0f), w(0x02),\ 
    w(0xc1), w(0xaf), w(0xbd), w(0x03), w(0x01), w(0x13), w(0x8a), w(0x6b),\ 
    w(0x3a), w(0x91), w(0x11), w(0x41), w(0x4f), w(0x67), w(0xdc), w(0xea),\ 
    w(0x97), w(0xf2), w(0xcf), w(0xce), w(0xf0), w(0xb4), w(0xe6), w(0x73),\ 
    w(0x96), w(0xac), w(0x74), w(0x22), w(0xe7), w(0xad), w(0x35), w(0x85),\ 
    w(0xe2), w(0xf9), w(0x37), w(0xe8), w(0x1c), w(0x75), w(0xdf), w(0x6e),\ 
    w(0x47), w(0xf1), w(0x1a), w(0x71), w(0x1d), w(0x29), w(0xc5), w(0x89),\ 
    w(0x6f), w(0xb7), w(0x62), w(0x0e), w(0xaa), w(0x18), w(0xbe), w(0x1b),\ 
    w(0xfc), w(0x56), w(0x3e), w(0x4b), w(0xc6), w(0xd2), w(0x79), w(0x20),\ 
    w(0x9a), w(0xdb), w(0xc0), w(0xfe), w(0x78), w(0xcd), w(0x5a), w(0xf4),\ 
    w(0x1f), w(0xdd), w(0xa8), w(0x33), w(0x88), w(0x07), w(0xc7), w(0x31),\ 
 
 
    w(0xb1), w(0x12), w(0x10), w(0x59), w(0x27), w(0x80), w(0xec), w(0x5f),\ 
    w(0x60), w(0x51), w(0x7f), w(0xa9), w(0x19), w(0xb5), w(0x4a), w(0x0d),\ 
    w(0x2d), w(0xe5), w(0x7a), w(0x9f), w(0x93), w(0xc9), w(0x9c), w(0xef),\ 
    w(0xa0), w(0xe0), w(0x3b), w(0x4d), w(0xae), w(0x2a), w(0xf5), w(0xb0),\ 
    w(0xc8), w(0xeb), w(0xbb), w(0x3c), w(0x83), w(0x53), w(0x99), w(0x61),\ 
    w(0x17), w(0x2b), w(0x04), w(0x7e), w(0xba), w(0x77), w(0xd6), w(0x26),\ 
    w(0xe1), w(0x69), w(0x14), w(0x63), w(0x55), w(0x21), w(0x0c), w(0x7d) } 
 
#define mm_data(w) {\ 
    w(0x00), w(0x01), w(0x02), w(0x03), w(0x04), w(0x05), w(0x06), w(0x07),\ 
    w(0x08), w(0x09), w(0x0a), w(0x0b), w(0x0c), w(0x0d), w(0x0e), w(0x0f),\ 
    w(0x10), w(0x11), w(0x12), w(0x13), w(0x14), w(0x15), w(0x16), w(0x17),\ 
    w(0x18), w(0x19), w(0x1a), w(0x1b), w(0x1c), w(0x1d), w(0x1e), w(0x1f),\ 
    w(0x20), w(0x21), w(0x22), w(0x23), w(0x24), w(0x25), w(0x26), w(0x27),\ 
    w(0x28), w(0x29), w(0x2a), w(0x2b), w(0x2c), w(0x2d), w(0x2e), w(0x2f),\ 
    w(0x30), w(0x31), w(0x32), w(0x33), w(0x34), w(0x35), w(0x36), w(0x37),\ 
    w(0x38), w(0x39), w(0x3a), w(0x3b), w(0x3c), w(0x3d), w(0x3e), w(0x3f),\ 
    w(0x40), w(0x41), w(0x42), w(0x43), w(0x44), w(0x45), w(0x46), w(0x47),\ 
    w(0x48), w(0x49), w(0x4a), w(0x4b), w(0x4c), w(0x4d), w(0x4e), w(0x4f),\ 
    w(0x50), w(0x51), w(0x52), w(0x53), w(0x54), w(0x55), w(0x56), w(0x57),\ 
    w(0x58), w(0x59), w(0x5a), w(0x5b), w(0x5c), w(0x5d), w(0x5e), w(0x5f),\ 
    w(0x60), w(0x61), w(0x62), w(0x63), w(0x64), w(0x65), w(0x66), w(0x67),\ 
    w(0x68), w(0x69), w(0x6a), w(0x6b), w(0x6c), w(0x6d), w(0x6e), w(0x6f),\ 
    w(0x70), w(0x71), w(0x72), w(0x73), w(0x74), w(0x75), w(0x76), w(0x77),\ 
    w(0x78), w(0x79), w(0x7a), w(0x7b), w(0x7c), w(0x7d), w(0x7e), w(0x7f),\ 
    w(0x80), w(0x81), w(0x82), w(0x83), w(0x84), w(0x85), w(0x86), w(0x87),\ 
    w(0x88), w(0x89), w(0x8a), w(0x8b), w(0x8c), w(0x8d), w(0x8e), w(0x8f),\ 
    w(0x90), w(0x91), w(0x92), w(0x93), w(0x94), w(0x95), w(0x96), w(0x97),\ 
    w(0x98), w(0x99), w(0x9a), w(0x9b), w(0x9c), w(0x9d), w(0x9e), w(0x9f),\ 
    w(0xa0), w(0xa1), w(0xa2), w(0xa3), w(0xa4), w(0xa5), w(0xa6), w(0xa7),\ 
 
 
    w(0xa8), w(0xa9), w(0xaa), w(0xab), w(0xac), w(0xad), w(0xae), w(0xaf),\ 
    w(0xb0), w(0xb1), w(0xb2), w(0xb3), w(0xb4), w(0xb5), w(0xb6), w(0xb7),\ 
    w(0xb8), w(0xb9), w(0xba), w(0xbb), w(0xbc), w(0xbd), w(0xbe), w(0xbf),\ 
    w(0xc0), w(0xc1), w(0xc2), w(0xc3), w(0xc4), w(0xc5), w(0xc6), w(0xc7),\ 
    w(0xc8), w(0xc9), w(0xca), w(0xcb), w(0xcc), w(0xcd), w(0xce), w(0xcf),\ 
    w(0xd0), w(0xd1), w(0xd2), w(0xd3), w(0xd4), w(0xd5), w(0xd6), w(0xd7),\ 
    w(0xd8), w(0xd9), w(0xda), w(0xdb), w(0xdc), w(0xdd), w(0xde), w(0xdf),\ 
    w(0xe0), w(0xe1), w(0xe2), w(0xe3), w(0xe4), w(0xe5), w(0xe6), w(0xe7),\ 
    w(0xe8), w(0xe9), w(0xea), w(0xeb), w(0xec), w(0xed), w(0xee), w(0xef),\ 
    w(0xf0), w(0xf1), w(0xf2), w(0xf3), w(0xf4), w(0xf5), w(0xf6), w(0xf7),\ 
    w(0xf8), w(0xf9), w(0xfa), w(0xfb), w(0xfc), w(0xfd), w(0xfe), w(0xff) } 
 
#define rc_data(w) {\ 
    w(0x01), w(0x02), w(0x04), w(0x08), w(0x10),w(0x20), w(0x40), w(0x80),\ 
    w(0x1b), w(0x36) } 
 
#define h0(x)   (x) 
 
#define w0(p)   bytes2word(p, 0, 0, 0) 
#define w1(p)   bytes2word(0, p, 0, 0) 
#define w2(p)   bytes2word(0, 0, p, 0) 
#define w3(p)   bytes2word(0, 0, 0, p) 
 
#define u0(p)   bytes2word(f2(p), p, p, f3(p)) 
#define u1(p)   bytes2word(f3(p), f2(p), p, p) 
#define u2(p)   bytes2word(p, f3(p), f2(p), p) 
#define u3(p)   bytes2word(p, p, f3(p), f2(p)) 
 
#define v0(p)   bytes2word(fe(p), f9(p), fd(p), fb(p)) 
#define v1(p)   bytes2word(fb(p), fe(p), f9(p), fd(p)) 
 
 
#define v2(p)   bytes2word(fd(p), fb(p), fe(p), f9(p)) 
#define v3(p)   bytes2word(f9(p), fd(p), fb(p), fe(p)) 
 
#define f2(x)   ((x<<1) ^ (((x>>7) & 1) * WPOLY)) 
#define f4(x)   ((x<<2) ^ (((x>>6) & 1) * WPOLY) ^ (((x>>6) & 2) * WPOLY)) 
#define f8(x)   ((x<<3) ^ (((x>>5) & 1) * WPOLY) ^ (((x>>5) & 2) * WPOLY) \ 
                        ^ (((x>>5) & 4) * WPOLY)) 
#define f3(x)   (f2(x) ^ x) 
#define f9(x)   (f8(x) ^ x) 
#define fb(x)   (f8(x) ^ f2(x) ^ x) 
#define fd(x)   (f8(x) ^ f4(x) ^ x) 
#define fe(x)   (f8(x) ^ f4(x) ^ f2(x)) 
 
#include "aestab.h" 
 
#define t_parm(m,n) "t_"#m#n, t_##m##n 
 
void rtab(FILE *f, unsigned char *h, const unsigned int t[RC_LENGTH]) 
{   int i; 
 
    fprintf(f, "\nuint32_t %s[RC_LENGTH] = \n{", h); 
 
    for(i = 0; i < RC_LENGTH; ++i) 
    { 
        if(i % 4 == 0) 
            fprintf(f, "\n        "); 
        if(i != RC_LENGTH - 1) 
            fprintf(f, "0x%08x, ", t[i]); 
        else 
            fprintf(f, "0x%08x ", t[i]); 
 
 
    } 
 
    fprintf(f, "\n};\n"); 
} 
 
void btab_1(FILE *f, unsigned char *h, const unsigned char t[256]) 
{   int i; 
 
    fprintf(f, "\nuint8_t %s[256] = \n{", h); 
 
    for(i = 0; i < 256; ++i) 
    { 
        if(i % 8 == 0) 
            fprintf(f, "\n        "); 
        if(i != 255) 
            fprintf(f, "0x%02x, ", t[i]); 
        else 
            fprintf(f, "0x%02x ", t[i]); 
    } 
 
    fprintf(f, "\n};\n"); 
} 
 
void wtab_1(FILE *f, unsigned char *h, const unsigned int t[256]) 
{   int i; 
 
    fprintf(f, "\nuint32_t %s[256] = \n{", h); 
 
    for(i = 0; i < 256; ++i) 
    { 
 
 
        if(i % 4 == 0) 
            fprintf(f, "\n        "); 
        if(i != 255) 
            fprintf(f, "0x%08x, ", t[i]); 
        else 
            fprintf(f, "0x%08x ", t[i]); 
    } 
 
    fprintf(f, "\n};\n"); 
} 
 
void wtab_4(FILE *f, unsigned char *h, const unsigned int t[4][256]) 
{   int i, j; 
 
    fprintf(f, "\nuint32_t %s[4][256] = \n{", h); 
 
    for(i = 0; i < 4; ++i) 
    { 
        fprintf(f, "\n    {"); 
 
        for(j = 0; j < 256; ++j) 
        { 
            if(j % 4 == 0) 
                fprintf(f, "\n        "); 
            if(j != 255) 
                fprintf(f, "0x%08x, ", t[i][j]); 
            else 
                fprintf(f, "0x%08x ", t[i][j]); 
        } 
 
 
 
        if(i != 3) 
            fprintf(f, "\n    },"); 
        else 
            fprintf(f, "\n    }"); 
    } 
 
    fprintf(f, "\n};\n"); 
} 
 
int main(void) 
{   FILE *f; 
 
    f = fopen("aestab2.c", "w"); 
 
    fprintf(f, "\n#include \"aes.h\"\n"); 
    fprintf(f, "\n#define RC_LENGTH   (5 * (AES_BLOCK_SIZE / 4 - 2))\n"); 
    fprintf(f, "\nvoid aes_init() \n{ \n}\n"); 
 
    rtab(f, t_parm(r,c)); 
 
#if defined( SBX_SET ) 
    btab_1(f, t_parm(s,box)); 
#endif 
 
#if defined( ISB_SET ) 
    btab_1(f, t_parm(i,box)); 
#endif 
 
#if defined( FT1_SET ) 
    wtab_1(f, t_parm(f,n)); 
 
 
#endif 
#if defined( FT4_SET ) 
    wtab_4(f, t_parm(f,n)); 
#endif 
 
#if defined( FL1_SET ) 
    wtab_1(f, t_parm(f,l)); 
#endif 
#if defined( FL4_SET ) 
    wtab_4(f, t_parm(f,l)); 
#endif 
 
#if defined( IT1_SET ) 
    wtab_1(f, t_parm(i,n)); 
#endif 
#if defined( IT4_SET ) 
    wtab_4(f, t_parm(i,n)); 
#endif 
 
#if defined( IL1_SET ) 
    wtab_1(f, t_parm(i,l)); 
#endif 
#if defined( IL4_SET ) 
    wtab_4(f, t_parm(i,l)); 
#endif 
 
#if defined( LS1_SET ) 
#if !defined( FL1_SET ) 
    wtab_1(f, t_parm(l,s)); 
#endif 
 
 
#endif 
#if defined( LS4_SET ) 
#if !defined( FL4_SET ) 
    wtab_4(f, t_parm(l,s)); 
#endif 
#endif 
 
#if defined( IM1_SET ) 
    wtab_1(f, t_parm(i,m)); 
#endif 
#if defined( IM4_SET ) 
    wtab_4(f, t_parm(i,m)); 
#endif 
 
    fclose(f); 
    return 0; 
} 
 
 
