Abstract. Climate change is occurring at an accelerated rate in the Arctic. Insect harassment may be an important link between increased summer temperature and reduced body condition in caribou and reindeer (both Rangifer tarandus). To examine the effects of climate change at a scale relevant to Rangifer herds, we developed monitoring indices using weather to predict activity of parasitic insects across the central Arctic. During 2007-2009, we recorded weather conditions and used carbon dioxide baited traps to monitor activity of mosquitoes (Culicidae), black flies (Simuliidae), and oestrid flies (Oestridae) on the postcalving and summer range of the Bathurst barren-ground caribou (Rangifer tarandus groenlandicus) herd in Northwest Territories and Nunavut, Canada. We developed statistical models representing hypotheses about effects of weather, habitat, location, and temporal variables on insect activity. We used multinomial logistic regression to model mosquito and black fly activity, and logistic regression to model oestrid fly presence. We used information theory to select models to predict activity levels of insects. Using historical weather data, we used hindcasting to develop a chronology of insect activity on the Bathurst range from 1957 to 2008. Oestrid presence and mosquito and black fly activity levels were explained by temperature. Wind speed, light intensity, barometric pressure, relative humidity, vegetation, topography, location, time of day, and growing degree-days also affected mosquito and black fly levels. High predictive ability of all models justified the use of weather to index insect activity. Retrospective analyses indicated conditions favoring mosquito activity declined since the late 1950s, while predicted black fly and oestrid activity increased. Our indices can be used as monitoring tools to gauge potential changes in insect harassment due to climate change at scales relevant to caribou herds.
INTRODUCTION
Arctic temperatures have risen at almost twice the global rate over the past century and predictions of continued warming for the near future are widely accepted (ACIA 2004 , IPCC 2007 , Post et al. 2009 ). Global climate models, however, have coarse resolutions that do not capture the complexities to which individuals and populations respond at regional scales (Bader et al. 2008 , Doherty et al. 2009 ). Clarification of effects on individuals, populations, communities, and ecosystems, as well as the mechanistic processes driving these responses will increase our understanding of climate change and facilitate development of appropriate mitigation measures (de Groot et al. 1995 , Bale et al. 2002 . Baseline knowledge of reference conditions and natural variability can be used to develop ecological indices incorporating multiple sources of information to elucidate trends over time (Fore et al. 1996 , Niemi and McDonald 2004 , Hardman-Mountford et al. 2005 . These tools facilitate cost-effective ecosystem monitoring and adaptive management in the face of global change (McGeoch 1998 , Hopkins and Kennedy 2004 , Hodkinson and Jackson 2005 .
Developing indices to gauge the response of species and ecosystems to climate change is particularly important in the Arctic, where warming is occurring at an accelerated rate (Post et al. 2009 ) and logistical constraints add to research and monitoring expense (Boulanger et al. 2011) . Caribou and reindeer (Rangifer tarandus) are fundamental to human and ecological communities across the circumpolar north (Lee et al. 2000 , Weladji et al. 2002 , ACIA 2004 , Forchhammer and Post 2004 . Many Rangifer herds have declined in population numbers over the past decade (Vors and Boyce 2009) E-mail: leslie_witter@yahoo.com in the past (Gunn 2003) , the mechanisms are not well understood and it is unclear whether natural recovery will be possible in the face of climate change, industrial development, and increased hunting pressure (Forchhammer et al. 2002 , Boulanger et al. 2011 .
One hypothesis of a contributing factor to declines in Rangifer populations is that warmer summer temperatures have increased harassment by parasitic insects (Brotton and Wall 1997 , Mo¨rschel and Klein 1997 , Weladji et al. 2003 , Callaghan et al. 2004 ). There is little information, however, on the types of parasitic insects on Rangifer postcalving and summer ranges in different geographic areas and across the entire season when insects are active (Anderson et al. 2001, Hagemoen and Reimers 2002) . Several studies examined the behavioral interactions of Rangifer, mosquitoes (Culicidae), and oestrid (Oestridae) flies (Dau 1986 , Downes et al. 1986 , Russell et al. 1993 , Hagemoen and Reimers 2002 , but results in terms of the relative importance of the different insect species and on environmental thresholds constraining insect activity were varied (Mo¨rschel 1999 , Hagemoen and Reimers 2002 , Weladji et al. 2003 . Additionally, little is known about the distribution and abundance of black flies (Simuliidae) on caribou ranges in North America (Anderson and Nilssen 1996) .
Climatic changes, including warmer temperatures throughout the year, increased summer rains, and longer growing seasons, are already being reported in many areas of the Arctic (Dye 2002 , IPCC 2007 . Insect harassment experienced by Rangifer may begin earlier in the season, last longer, and intensify as summer conditions warm (Brotton and Wall 1997, Callaghan et al. 2004 ). The inclusion of local weather conditions within predictive indices provides a link between environmental conditions important at the scale of insects and Rangifer and larger-scale climatic processes (Forchhammer and Post 2004 , Whitfield and Russell 2005 , LaDeau et al. 2008 . To understand the influence of a wide range of environmental variables on parasitic fly activity and to test hypotheses about the potential responses of mosquitoes, black flies, and oestrids to climate change, we systematically trapped insects and monitored local weather conditions on the post-calving and summer range of the Bathurst barren-ground caribou (Rangifer tarandus groenlandicus) herd in Northwest Territories and Nunavut, Canada during 2007-2009 . Specific objectives were to: (1) determine the effects of weather, habitat, location, time, and date on activity levels of mosquitoes, black flies, and oestrid flies; (2) develop indices to predict trends over time in the degree to which weather conditions favor insect activity; and (3) use hindcasting to create a chronology of predicted insect levels on the Bathurst range since the 1950s.
MATERIALS AND METHODS

Study area
The Bathurst caribou (Rangifer tarandus groenlandicus) herd numbered 31 900 (95% CI: 21 000-42 800) animals as of 2009 (Adamczewski et al. 2009 ). Postcalving and summer range of the herd encompasses tundra habitat above tree line in Northwest Territories and Nunavut, Canada (Fig. 1) . Within a few days of calving, caribou traveling in large groups leave the calving grounds near Bathurst Inlet, Nunavut to begin their post-calving migration. The migration generally follows a clockwise pattern of south/southwesterly movement paralleling tree line before heading northwest (Gunn et al. 2001) . Caribou are continuously on the move during the post-calving and summer season (15 June-1 September) and the Bathurst herd ranges over an area of .30 000 km 2 at this time (Matthews et al. 2001) .
Data collection
During 2007-2009, we collected insect trap catch and weather data in the central to southwestern portion of the Bathurst post-calving and summer range. We employed two sampling procedures: ''intensive'' and ''baseline'' monitoring. Intensive sampling was conducted periodically throughout the post-calving and summer season. This sampling procedure involved continuous data collection over the 24-h cycle at sites in the vicinity of caribou groups. In contrast, baseline monitoring was conducted every day from late June to mid-August at two sites near the Tundra Ecosystem Research Station at Daring Lake, Northwest Territories. Although baseline monitoring sites were within the Bathurst post-calving and summer range, caribou were infrequently nearby and data were collected at four randomly selected 2-h intervals throughout the 24-h cycle as opposed to continuously.
We used locations of 13-20 satellite-collared female caribou per year to choose sites for sampling during intensive monitoring sessions. Sites were accessed by helicopter, with new sites selected as caribou left the area. Sites were located 25 m to 2 km from caribou groups ranging in size from 1 to .500 caribou. The amount of time we spent collecting data at each site varied from 2 to 66 h depending on the size of caribou groups and speed of their movements. Intensive monitoring sessions occurred over a total of 33 days during 2007-2009; we sampled 13 sites in 2007, 27 in 2008, and 25 in 2009. During both intensive and baseline monitoring, we collected weather data (barometric pressure, relative humidity, temperature, and wind speed) at 10-min intervals using a portable weather station mounted 1.0 m above the ground (Kestrel 4500 on Kestrel Portable Vane Mount; Nielsen Kellerman, Boothwyn, Pennsylvania, USA). We quantified cloud cover by measuring light intensity at 30-min intervals in 2007 (EA30 light meter; Extech, Waltham, Massachusetts, USA) and 10-min intervals in 2008-2009 (data-logging light meter; Sper Scientific, Scottsdale, Arizona, USA). We used Malaise traps baited with carbon dioxide (Anderson et al. 2001 ) to collect insects. Compressed gas cylinders equipped with Flowset1 valves (Clarke Mosquito Control, Roselle, Illinois, USA) served as the carbon dioxide source. We regulated carbon dioxide flow at a release rate of 1 L/min; roughly equivalent to the amount emitted by 1-2 caribou (Anderson and Nilssen 1998) .
During intensive sampling sessions, we monitored traps over the 24-h period; with insects collected and counted at 2-h intervals. During baseline sessions, we divided the 24-h cycle into four periods; every day a 2-h interval for insect collection was randomly selected within each period. We averaged weather variables over each 2-h trapping session for use in insect models. We sorted insect catches into female mosquitoes, black flies, oestrid flies, and other. Subsamples of mosquito and black fly catch were identified to species (Poirier Laboratory, University of Northern British Columbia; D. Currie, Royal Ontario Museum). Identities of representative specimens of mosquito species were verified using DNA barcoding (Cywinska et al. 2006 ).
Model development
We developed predictive statistical models of insect activity levels based on weather, habitat, location, and temporal variables. For mosquitoes and black flies, we modeled four categories (no, low, moderate, and high) of relative activity based on hourly trap catch data collected during intensive and baseline sampling sessions (Table 1) . Initially, we attempted to fit these data to an ordered logistic regression model. Wald tests (Brant 1990) , however, suggested that many environmental parameters violated the proportional odds assumption. Thus, we chose to use a nominal non-ordered logistic regression (mlogit; Long and Freese 2001) . Mlogits can be thought of as series of logistic regressions for all possible comparisons between categorical outcomes (Long 1997) . Here, each binary comparison examined the effect of environmental variables on the probability of a given insect activity level compared to another (e.g., probability of low vs. moderate insect activity). Effects of environmental variables were allowed to vary across levels of insect activity. Due to low trap catches, we modeled oestrid presence using logistic regression. For oestrid models, we used data from intensive sampling sessions, but not from baseline monitoring. Oestrid flies strongly track caribou movements (Nilssen and Anderson 1995) . In contrast to mosquitoes and black flies, trap catches recorded when caribou are not in the vicinity are unlikely to adequately reflect oestrid activity around caribou. In all models, we used a robust clustering technique to account for potential autocorrelation among observations at a given trapping site (Nielsen et al. 2002) . We withheld 20% of the data from each intensive sampling session for use in validation of the final models. We used Intercooled Stata 9.2 (Statacorp, College Station, Texas, USA) for statistical analyses.
Model parameters
We used a priori knowledge to develop model sets representing biologically plausible hypotheses. We classified models of mosquito and black fly activity, as well as models of oestrid presence, according to three explanatory themes: weather, habitat, and temporal. By organizing models within these themes, we were able to test if weather, habitat, or temporal variables were predominant drivers of insect activity as compared to the other themes. We also developed a fourth ''combination'' theme of models including explanatory variables from all other themes.
Weather-related variables included temperature, wind speed, light intensity, barometric pressure, and relative humidity (Table 2) . Habitat-related variables included vegetation type, topography, and location on the Bathurst range. We modified Northern Land Cover/EOSD 30-m vegetation cover data (Wulder and Nelson 2003; Northern Land Cover of Canada circa-2000, available online) 5 to create vegetation categories. We included easting and northing coordinates (Lambert Conformal Conic projection) of each site to determine whether insect activity varied depending on location within the Bathurst post-calving and summer range. Temporal variables included time of day, as well as variables representing seasonality. We used sunrise/set times (National Research Council Canada sunrise/sunset/sun angle calculator, available online) 6 to create time of day categories. As a measure of season, we included variables specific to the emergence biology of insects. For mosquitoes and black flies, we calculated growing degree-days (gdd) relevant to insect development. Growing degree-days were cumulative over the course of each growing season and represented the sum of the mean daily temperatures above 08C (Zalom et al. 1983) . We used the ice-free date at Daring Lake (S. Matthews, personal communication) as the start date to begin accumulating gdd in order to capture the earliest potential activity of these insect families. Four weather stations record daily temperatures (Daring Lake, Ekati, Salmita, and Lupin) on the Bathurst post-calving and summer range ( Fig. 1 ; Water Resources Division, Department of Indian Affairs and Northern Development, unpublished data; Environment Canada national climate data and information archive, available online).
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Data from the nearest station(s) were used to calculate gdd specific to each sampling location. For oestrid models, we calculated days since predicted eclosion (i.e., emergence of adult flies from the pupal case). To do so, we modified an equation developed by Nilssen (1997) to calculate daily pupal development rates and predicted eclosion date for oestrid flies based on day of year (1 January equals day 1), daily mean and maximum temperature, and cloud cover.
We screened independent variables for collinearity using multiple methods including examination of a correlation matrix and calculation of tolerance scores (Menard 2001) . We removed models from the set if they included collinear variables. We parameterized categorical variables using deviation coding to contrast the effect of each level against the overall effect of the categorical variable (Menard 2001 ). While we made comparisons among models in each of the themes, this does not imply that we captured the full range of model possibilities.
Model selection and predictive ability
We based model selection on two complementary goals: (1) to increase understanding of parasitic fly ecology; and (2) to develop predictive models of insect activity that wildlife managers can use to examine past and monitor future conditions affecting insect activity across the range of Bathurst caribou. To meet the first goal, we considered more complex models that included covariates for habitat type, topography, and geographic location across the post-calving and summer range. This information is useful in understanding interactions between parasitic insects and their biotic and abiotic environments; however, from a management perspective (1) 0-3.5 0-1.5 Moderate (2) 3.5-42.9 1.5-5.5 High (3)
.42.9 .5.5
For categories 1-3, categorical breaks were based on hourly trap catch numbers corresponding to 33.33 and 66.67 percentile values. it is necessary to develop predictions that are applicable range-wide. Thus, when identifying the best model for retrospective and prospective applications, we restricted the set to models without habitat or location covariates.
For both modeling objectives, we employed an information theoretic model comparison (ITMC) approach using Akaike's Information Criteria for small sample sizes (AIC c ) and Akaike weights (w) to select the most parsimonious model (Anderson et al. 2000) . We interpreted w as approximating the probability that a given model was the best within a model set. When two or more top models had a difference in AIC c , 2, we considered these models to be of near equal parsimony (Burnham and Anderson 1998) . The top two black fly models and top six models within the oestrid set had similar AIC c scores. In the ITMC framework, model averaging is recommended when a single model is not clearly superior (Burnham and Anderson 1998 ). We did not apply model averaging, however, due to the unwieldy nature of this method in a multivariate model framework. For black flies, we chose to discuss covariates from the second-ranked model. This model contained all the covariates that would be included if we adopted a model averaging approach, but did not account for additional weighing of the covariates present in both the first-and second-ranked models. For oestrid flies we used the top model as the index of activity, but examined the effects of coefficients from all six of the top models to gain a better understanding of oestrid fly biology.
For the best models, we estimated b coefficients and 95% confidence intervals for each parameter. We calculated Pearson's standardized residuals to assess model fit; cases where a residual exceeded two in absolute value were considered to have a poor fit. Using the 20% of the data withheld during model development, we calculated area under the receiver operating characteristic (ROC) curve (AUC) to assess predictive ability as poor (0.5-0.7), reasonable (0.7-0.9), or very good (0.9-1.0) (Swets 1988) . For multinomial models, we calculated AUC for each possible binary comparison between categorical outcomes. Models were interpreted In oestrid models, vegetation type was collapsed into a binary variable: ''shrub'' included prostrate dwarf shrub, low shrub, and tall shrub and ''tundra'' included tussock tundra, nontussock tundra, and sedge.
à In oestrid models, time was collapsed into a binary variable: dusk/night/dawn/morning and afternoon.
as predicting activity level or presence relative to trap catch.
Retrospective analysis
To demonstrate the use of our mosquito, black fly, and oestrid models as tools for retrospective or prospective prediction of insect activity levels, we performed a hindcasting exercise using Bathurst range weather station records dating from 1957 to 2008. We calculated correlation coefficients between meteorological variables recorded at our study sites and at four permanent weather stations currently in operation on the Bathurst range ( Fig. 1) to understand the degree of spatial variation in weather conditions. Strong correlations suggested that measures of a given weather variable at a few monitoring locations were representative of range-wide conditions. Additionally, we compared the range of values for each meteorological variable in the historical data set with values used in model fitting to ensure extrapolations were not being made well beyond the range of the training data.
Contwoyto Lake weather station had records from 1957 to 1981 and Lupin from 1982 to 2008 (Environment Canada national climate data and information archive, see footnote 7). These stations are located on opposite ends of Contwoyto Lake, within 50 km of each other. We compiled records into a single data set of hourly weather data for 06:00-18:00 for the 1957-2008 post-calving and summer seasons. Stations did not record barometric pressure, so we used the average value from our 2007-2009 field measurements for all predictions. Weather records did not contain data on light intensity, so we substituted lux measurements corresponding to average values by time category from our field data. For all years, we used mean ice-free date from Daring Lake 1996-2009 records (day of year 169) as the start date to begin accumulating gdd.
We used insect activity models to make predictions about mosquitoes, black flies, and oestrids for each hour where weather data were available between 15 June and 1 September. For mosquitoes and black flies, we calculated the predicted probability of the four insect activity levels (no, low, moderate, high) for each hourly weather record. We considered insect activity to be the level with the highest predicted probability for the hour. We totaled the number of hours with moderate-high predicted activity across each season and calculated the ratio of moderate-high hours to total number of hourly weather data records from the 15 June-1 September interval. We used this ratio to compare intensity of insect activity across years. We treated oestrid predictions in a similar manner. We considered the probability of oestrid presence to be high if the predicted probability exceeded 0.13, the 95th percentile value of predicted probabilities from our 2007-2009 data set. We calculated the ratio of the number of hours with a high predicted probability of oestrid presence to the total number of hourly data records for each season.
We used Spearman's rank correlation to examine potential trends in insect activity over time. The late 1970s and early 1980s were the beginning of a period of increased global temperatures (Jones and Moberg 2003) . Based on this, the years from 1957 to 2008 were split into intervals :1957-1981 and 1982-2008 . We used t tests to compare mean index values between the two time periods.
RESULTS
Insect trap catch
We trapped at least five species of mosquitoes, including Ochlerotatus excrucians, O. punctor/abserratus, and O. hexodontus (A. Cywinska and L. Poirier, personal communications). The two remaining species were identified to the genus level (Ochlerotatus and Aedes). Black flies included Simulium vittatum, S. rostratum, the S. venustum complex, and the S. 
Mosquito models
The activity level of mosquitoes was best explained by a model from the combination theme that contained covariates for temperature, wind speed, light, barometric pressure, relative humidity, gdd, time, vegetation type, topography, easting, and northing (Table 3 ; Appendix A). No other models in the set had comparable AIC c scores, and the Akaike's w indicated there was a 99% chance that this model was the best. The top model had reasonable to very good ability to distinguish between different levels of mosquito activity. Using independent data, AUC scores for the set of binary logistic regressions that represented the four levels of mosquito activity ranged from 0.86 to 1.00.
Several coefficients from the top-ranked mosquito activity model were statistically significant (Table 4 ; Appendix D). All levels of mosquito activity relative to no activity were positively related to temperature, and the probability of high relative to moderate mosquito activity also increased significantly as temperatures rose. Wind speed had a consistent negative effect and light intensity had a negative, but variable, effect on mosquito levels. As barometric pressure rose, the probability of mosquito presence increased; the relationship between barometric pressure and activity level was also positive, but more variable. The relationship between relative humidity and mosquito activity was quite variable, but indicative of increased mosquito levels at higher relative humidity. In addition to the influence of weather, mosquito activity varied with both time of day and season. At dusk, the probability of high mosquito activity increased relative to mosquito absence, and the probabilities of moderate-high levels increased relative to low mosquito activity levels at night. Probabilities of low-moderate as opposed to high levels of activity increased during morning hours. The majority of coefficients relating mosquito activity to gdd were indicative of a quadratic relationship where mosquito activity levels initially increased and then declined as gdd accumulated over the course of the summer. Mosquito 
À575.54 1268.14 0 0.99
1307.69 39.54à ,0.001
Note: Number of parameters (K ), log-likelihood, Akaike's Information Criterion (AIC c ) scores, differences in AIC c scores (DAIC c ), and AIC c weights (w) for the two best models per theme (temporal, weather, habitat, and combination) are given.
To meet the goal of increasing understanding of mosquito ecology, we used the top-ranked model to explore the effects of covariates on mosquito activity.
à We used the second-ranked model to retrospectively analyze weather records and reconstruct a chronology of predicted mosquito levels on the Bathurst range in the past. We did not consider models including habitat and location covariates for use in retrospective analysis due to the need for an index that could be generalized across the Bathurst range. activity was not strongly related to vegetation type. Topography, however, influenced activity levels with increased probability of high activity in lowlands. Many of the relationships between mosquito levels and location were also strong, with higher activity levels to the north and east within the Bathurst post-calving and summer range.
Black fly models
Two models of black fly activity had nearly identical AIC c scores; the second-ranked model scored 0.21 higher than the first (Table 5 ; Appendix B). The topranked model contained covariates related to weather, time, and date (K ¼ 33). The second-ranked model contained the same covariates as the first, as well as additional habitat variables (K ¼ 54). We selected the second-ranked model for use as our ''best'' model. This model had reasonable to very good ability to distinguish between different levels of black fly activity. Using independent data, ROC scores for the set of binary logistic regressions representing the four levels of black fly activity ranged from 0.84 to 1.00.
Temperature had a positive effect on black fly activity, and the majority of coefficients were statistically significant (Table 4 ; Appendix D). Wind speed had a consistent negative effect on black fly levels. Coefficients for barometric pressure suggested a negative association with black fly activity. Coefficients related to time indicated a trend toward increased black fly activity during morning, afternoon, and dusk and decreased activity at night and dawn. Specifically, the probability of high relative to no-low activity increased during morning, and probability of low-moderate relative to no activity increased at dusk. There was also an increase in the probability of no relative to moderate black fly levels at dawn and of no relative to low and high activity at night. The majority of coefficients relating black fly activity to gdd were indicative of a quadratic relationship where activity levels initially increased and then declined as gdd accumulated over the course of the summer. Coefficients relating black fly activity to vegetation type exhibited variable direction and strength. One exception was the decreased probability of high black fly activity relative to all other levels in the prostrate dwarf shrub habitat type. Few coefficients relating black fly activity to topographic position were significant; however, there was a weak trend toward increased activity in lowlands.
Oestrid models
There was substantial model selection uncertainty in determining the best of the set of oestrid models (Table  6 ; Appendix C). The six top-ranked models differed in AIC c score by ,2.0. The top-ranked model contained a single covariate for temperature and had good predictive ability (AUC ¼ 0.82 training data; AUC ¼ 0.93 independent data). In addition to temperature, the other top-ranked models contained covariates related to other weather and habitat parameters.
Temperature was the covariate with the strongest influence on the presence of oestrids (Table 4 ; Appendix D). The probability of oestrid presence increased significantly as temperature rose. Relative humidity and light had weak positive effects on oestrids, while wind speed and barometric pressure had slightly negative effects. Oestrid presence was weakly related to vegetation type, with increased probability of presence in tundra, as opposed to shrubby vegetation. In lowlands, the probability of oestrid presence increased. 
À576.94 1270.94 0.21à 0.47
We used the top-ranked model to retrospectively analyze weather records and reconstruct a chronology of predicted black fly levels on the Bathurst range in the past. We did not consider models including habitat and location covariates for use in retrospective analysis due to the need for an index that could be generalized across the Bathurst range.
à We used the second-ranked model to explore the effects of covariates on black fly activity to meet the goal of increasing understanding of black fly ecology.
Retrospective analysis
We found strong correlations among temperature, light, and relative humidity for the four weather stations across the Bathurst post-calving and summer range; however, wind speed was quite variable among stations. Correlation coefficients for temperature ranged from 0.82 to 0.97, light from 0.75 to 0.94, and relative humidity from 0.67 to 0.95. Wind speed correlation coefficients varied from 0.37 to 0.74. Historical weather data had a similar range of values as those observed at our field sites in 2007-2009. We examined 52 310 hourly weather records from 1957 to 2008; of these, the only instances of extrapolation outside of our range of values included 4.6% of historical cases where temperatures fell below the minimum of those we observed and 7.7% of historical records of wind speed values greater than our maximum observed wind speed.
Oestrid flies (t ¼À6.39, df ¼ 50, P , 0.001) and black flies (t ¼ À2.49, df ¼ 50, P ¼ 0.008) had higher mean index values during 1982-2008 when compared to 1957-1981 . In contrast, mean mosquito index values were higher during 1957-1981 (t ¼ 3.42, df ¼ 50, P , 0.001). To further explore trends over time, we examined correlations between year and index levels (Fig. 2) . There was a positive correlation between oestrid index and year (r s ¼ 0.73, P , 0.001) and black fly predictions and year (r s ¼ 0.29, P ¼ 0.039). Mosquito index and year were negatively correlated (r s ¼ À0.56, P , 0.001), indicative of a trend toward declining mosquito activity over time.
DISCUSSION
Temperature is consistently cited as a key driver of insect activity (Sommerman et al. 1955 , Haufe and Burgess 1956 , Danks 2004 , Quinlan et al. 2005 ), and we found it important in predicting mosquito, black fly, and oestrid levels. Oestrid flies were least tolerant of low temperatures. Other weather variables mediate the effects of temperature on insect activity. In particular, wind negatively affected activity of mosquitoes, black flies, and oestrids, but this effect was strongest for mosquitoes. Time of day also affected insect activity. The probability of higher mosquito activity increased at dusk/night. In contrast, we observed higher black fly activity at morning, afternoon, and dusk and greater probability of oestrid presence during afternoon. Additionally, activity levels varied at the larger temporal scale of the post-calving and summer season. Both mosquito and black fly activity showed a seasonal peak and decline as growing degree-days (gdd) accumulated over the summer. Peak mosquito activity occurred shortly after lakes became free of ice in early to mid-July. Black fly activity peaked between late July and early August after ;300 gdd had accumulated. Although not statistically significant, we trapped more oestrids later in the season. The lack of a clear relationship may be an artifact of low oestrid sample size. Topography played a role in moderating activity with the highest insect levels observed in lowlands. Understanding how these factors drive variations in insect activity is important as such changes have implications for how caribou use the landscape and allocate their time throughout the postcalving and summer season (Downes et al. 1986 , Skarin et al. 2008 , Witter et al. 2012 .
Insect indices that were calculated retrospectively indicated conditions conducive to mosquito activity on the Bathurst range declined since the late 1950s, while conditions became increasingly favorable for black flies and oestrids. Black fly and oestrid predictions were driven by a trend of increasing summer temperatures. Although temperature positively affects mosquito activity, mosquitoes are also more sensitive to other meteorological variables like wind speed and relative humidity. During 1957 During -2008 , the percentage of the postcalving and summer season with relative humidity values .80% declined while the amount of time winds exceeded 
À31.92 80.30 1.56 0.11 0.88
Note: Number of parameters (K ), log-likelihood, Akaike's Information Criterion (AIC c ) scores, differences in AIC c scores (DAIC c ), AIC c weights (w), and area under the receiver operating characteristic curve (AUC) calculated using the training data set for the two best models per theme (temporal, weather, habitat, and combination) are given. 4 m/s increased. These measures are consistent with a declining trend in mosquito index values. Retrospective predictions should be compared with independent historical data to gauge their accuracy, but data on insect activity on the Bathurst range in the past are lacking. In the absence of this, results of the hindcasting exercise must be interpreted with caution. The exercise, however, is useful in demonstrating the use of indices as monitoring tools and provides our best estimate of past conditions in the absence of historical insect data.
Caribou and reindeer have evolved with parasitic flies, and it is unlikely that insect harassment is a sole driver of Rangifer population declines. While causal mechanisms behind the recent decline of the Bathurst herd have not been firmly established, this fluctuation was likely driven by a suite of factors including changes in hunting technology and access, habitat changes resulting from greater human presence including mines and other developments, and changes in range condition caused by climatic fluctuations (Johnson et al. 2005 , Boulanger et al. 2011 ). The direct costs of blood loss and parasitic loading combined with indirect costs of behavioral modification due to insect harassment (Dieterich and Haas 1981 , Colwell et al. 2006 , Witter et al. 2012 , however, are stressors that could accelerate declines or dampen recovery. High pregnancy rates and good calf survival are critical for herd recovery after periods of decline (Adamczewski et al. 2009) , and both may be negatively affected by parasites. Rangifer make trade-offs in energetic and nutrient allocation between reproduction and survival in response to parasitism (Albon et al. 2002 , Burns et al. 2005 . Although immune responses entail energetic costs, healthy adult Rangifer can compensate for the effects of larvae on body condition (Vincente et al. 2004 , Scheer 2008 . Oestrid infestation may have larger effects on calves experiencing their first exposure to parasites, while concurrently facing significant costs of growth and development (Asbakk et al. 2005 , Hawlena et al. 2006 . Increased winter mortality rates in Rangifer calves may be associated with high oestrid infestation following warm summers (Klein 1991) . In addition to reduced recruitment rates, cohorts experiencing high parasitism as calves may experience fitness consequences that continue into adulthood (Careau et al. 2010) . Year-toyear variation in levels of parasitic insects means that some cohorts are more affected than others (Hawlena et al. 2006) , and weak cohorts may be a critical factor in Rangifer declines (Eberhardt and Pitcher 1992 , Coulson et al. 2004 , Adamczewski et al. 2009 ). The negative effects of parasites will be greatest when multiple parasite species are present, during periods of unfavorable environmental or range conditions, and for segments of the population experiencing higher energetic demands for growth or reproduction (Helle and Tarvainen 1984 , Albon et al. 2002 , Slansky 2007 , Careau et al. 2010 .
Insect indices can be useful tools to increase understanding of Bathurst caribou population dynamics when used in conjunction with ongoing caribou demographic and body condition monitoring. Indices must be grounded in understanding of the ecology of the species they seek to represent (Fore et al. 1996, Linton and Warner 2003) . We attempted to provide this by intensively monitoring insect levels in conjunction with a wide range of biotic and abiotic factors, by continuing this monitoring across the majority of the insect season, over multiple years, and at varied locations across the Bathurst range. We modeled weather conditions at hourly time steps to address changes at temporal scales relevant to insects and caribou. By including fine-scale measures, the indices can also capture unusual weather conditions. The frequency of these extreme weather events is expected to increase as climate change occurs with potentially large regulatory effects on insect activity and abundance (Harrington et al. 2007 ). This was one of the most spatially and temporally intensive samplings of the relationships between parasitic insects, weather, habitat, and time conducted to date across the circumArctic region inhabited by Rangifer. It should be noted, however, that the parasitic insect fauna of the central Arctic is relatively understudied and our work represents an attempt to gain baseline information regarding these species.
Indices are inherently simplifications of reality. One limitation of our short-term study was the inability to observe the full range of natural variability that occurs over longer timescales. Any extrapolations made using the indices implicitly assume that current or future climatic changes have not and will not fundamentally alter the structure of the system. Nonetheless, the use of data on daily weather variations to make inferences regarding long-term trends is not without precedent and can provide useful information (Roy et al. 2001 , Goulson et al. 2005 , Harrington et al. 2007 ). There are also some important aspects of insect ecology not accounted for in our models. Data on a number of mosquito and black fly species were lumped together, potentially masking species-specific differences in response to weather variables. Our indices provide a qualitative assessment of the conditions that caribou may experience relative to insect harassment, but do not distinguish changes in insect abundance from variations in activity levels.
Insect abundance in any given year is affected by the previous season's population size, weather conditions, and host abundance, as well as by conditions affecting larval development in the current year. Many mosquito and black fly species in the Arctic are facultatively autogenous, and the number of eggs developed varies depending on whether a female has access to a blood meal (Corbet 1967 , Currie 1997 , Danks 2004 . Water temperature and food availability are also important factors in mosquito and black fly larval development (Sommerman et al. 1955 , Haufe and Burgess 1956 , Corbet and Danks 1973 , Merritt et al. 1982 . Oestrids are highly fecund and populations can rebound quickly following favorable summers Nilssen 1996, Nilssen 1997) . During summers with unfavorable weather conditions, however, oestrid flight may be limited to 25% of the season, restricting reproductive potential and affecting population levels the following year (Anderson et al. 1994) . Developmental rates of oestrid larvae within Rangifer vary depending on larval crowding, host immunity, and climatic conditions (Nilssen and Haugerud 1994, Nilssen 2006) . Once oestrid larvae leave their hosts, pupal development and eclosion are affected by temperature and humidity at the scale of the microsite; oestrids are also vulnerable to predation and fungal infection at this time (Nilssen 1997 (Nilssen , 2006 .
Effects of climatic change may include alterations in both the physiology and phenology of insect species (de Groot et al. 1995 , Baker et al. 2000 , Harrington et al. 2001 , Teklehaimanot et al. 2004 . For example, the time required for mosquito larvae and pupae to develop decreases as temperature rises (Teklehaimanot et al. 2004 , Laaksonen et al. 2009 ). Favorable conditions might lead to an increased number of black fly or mosquito generations in a season (Harrington et al. 2001) , whereas the oestrid life cycle is more constrained due to the obligatory development of larvae within the Rangifer host. Altered species interactions, including changes in the incidence of parasitoids, pathogens, and predators might also be expected (Jenkinson et al. 1996 , Schneider and Root 1996 , Stenseth et al. 2002 , Goulson et al. 2005 ). Long-term monitoring and further research into the effects of climate on life cycles and life history parameters of parasitic insects in Rangifer habitats will be crucial for increasing our ability to anticipate outcomes under climate change scenarios.
Insect indices can be used as simple cost-effective tools to translate meteorological data collected on a regular basis on the Bathurst range into predictions about the potential for mosquito, black fly, and oestrid activity over time. In the absence of historical data on insect activity, retrospective indices allow us to infer reference levels against which to compare changes over time (Niemi and McDonald 2004, Hardman-Mountford et al. 2005) . Used in conjunction with measures of other potential stressors (e.g., industrial development, hunting pressure, range condition), predictive insect indices can inform ecologically based management actions for barren-ground caribou. In Arctic ecosystems, parameters of interest cannot always be efficiently and inexpensively measured on a regular basis (McKelvey and Pearson 2001, Hopkins and Kennedy 2004) . Thus, tools such as ecological indices with a strong basis in functional ecological relationships are important for detecting trends and understanding the causes and impacts of change over time (McGeoch 1998, Niemi and McDonald 2004) . Although consideration of largescale climatic variability is critical, indices can help translate these changes into an understanding of potential responses at the levels of individuals and populations (Whitfield and Russell 2005, LaDeau et al. 2008) . Adaptive management informed by both predictive tools and long-term monitoring will allow us to move beyond the inertia that can hamper decisionmaking in the face of uncertainties surrounding global change.
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