Viewpoint estimation from 2D rendered images is helpful in understanding how users select viewpoints for volume visualization and guiding users to select better viewpoints based on previous visualizations. In this article, we propose a viewpoint estimation method based on Convolutional Neural Networks (CNNs) for volume visualization. We first design an overfit-resistant image rendering pipeline to generate the training images with accurate viewpoint annotations, and then train a category-specific viewpoint classification network to estimate the viewpoint for the given rendered image. Our method can achieve good performance on images rendered with different transfer functions and rendering parameters in several categories. We apply our model to recover the viewpoints of the rendered images in publications, and show how experts look at volumes. We also introduce a CNN feature-based image similarity measure for similarity voting based viewpoint selection, which can suggest semantically meaningful optimal viewpoints for different volumes and transfer functions.
INTRODUCTION
Viewpoint is one of the important rendering parameters in volume visualization, and it is intentionally selected by users to convey important features clearly and to meet their aesthetic preferences. Poorly chosen viewpoints can lead to an imprecise and misleading analysis of volumetrical features; however, it is not always easy for the general users to choose a good viewpoint from scratch due to the high degree of freedom. Thus, many automatic viewpoint selection methods, such as surface area entropy [37] , voxel entropy [2] , opacity entropy [11] , and gradient/normal variation [48] , have been proposed to suggest optimal viewpoints to serve as a starting point of volume exploration. However, relatively little research has considered the viewpoint estimation problem from a rendered image in volume visualization. Viewpoint estimation can help us to understand how experts select viewpoints for volume visualization and guide users to select better viewpoints based on previously rendered images. It is also the first step in recovering a visual encoding specification from a rendered image, such as the transfer functions [29] .
The viewpoint estimation problem can be transformed into a learning problem [14, 21] , and there are two main challenges in constructing robust models. The first challenge is the lack of diverse training images with accurate viewpoint annotations. Although there are many rendered images in published papers on volume visualization, their viewpoints are unknown, and it is timeconsuming and less accurate to annotate these images manually. In contrast to one feature in a 3D model, there are many features in a volume which are classified by transfer functions, and each image may contain only one or some of the features, such as the skin, bone, and tooth in the head volume. In addition, other rendering parameters, such as projection types, also potentially affect the rendered results and their viewpoint estimation. Therefore, the training images need to be sufficiently diverse to include different features and rendering parameters. The second challenge is to design powerful features specially tailored for viewpoint estimation. SIFT (Scale-Invariant Feature Transform) and HOG (Histogram of Oriented Gradients) are the two most commonly used features, and they have been used for measurement of image similarity in the image-based viewpoint selection model [38] . However, they are designed primarily for image classification and object detection. Recently, Convolutional Neural Networks (CNNs) have been shown to automatically learn better features via task-specific supervision, i.e., the lower layers mostly detect low-level features, such as corners, color patches, and stripes, while the higher layers aggregate these low-level features into high-level task-related features, such as cats and automobiles for image classification. CNNs have been used to determine up front orientations and detect salient views of 3D models [16] . Therefore, CNNs are an attractive choice for extracting specific features for viewpoint estimation in volume visualization.
In this article, we propose a viewpoint estimation method based on CNNs. Since CNN training requires a huge amount of viewpoint-annotated images, we design an overfit-resistant image rendering pipeline, inspired by the "Render for CNN" idea [35] , to generate the training dataset. Many volumes are available online in large public volume collections, and they can be classified into several categories, such as the head and tree. Given a category, we take into account different features and rendering parameters to generate diverse training images with accurate viewpoint annotations. After that, we train a category-specific viewpoint classification network to estimate the viewpoint of a rendered image in this category. Our method can achieve good performance on images rendered with different transfer functions and rendering parameters.
We present two applications of our viewpoint estimation method. The first application investigates how visualization experts select viewpoints for volume visualization. For the collected images in the volume visualization literature, we estimate the viewpoints of these images using our viewpoint estimation network, and analyze how visualization experts look at the volume in different categories. Inspired by the image-based viewpoint selection model, our second application suggests an optimal viewpoint with a clear semantic meaning for general users. We introduce a CNN-feature based image similarity measure and apply the measure to the similarity voting based viewpoint selection. Thus, our method can suggest different viewpoints for different volumes and transfer functions based on the similarity between collected images in the volume visualization literature and rendered images.
In summary, our main contributions are as follows:
-A CNN based viewpoint estimation method for volume visualization. We propose an overfitresistant image rendering pipeline to generate the training dataset considering different transfer functions and rendering parameters which are as diverse as possible, and we design a geometric structure-aware loss function customized for viewpoint estimation.
-Two applications of our viewpoint estimation method: an analysis of the viewpoint preferences of visualization experts, and viewpoint selection based on a CNN-feature based image similarity measure.
RELATED WORK
The viewpoint estimation problem can be considered to be an "inverse problem" of data visualization, i.e., given a visualization, can we recover the underlying visual encoding and even data values? This is useful for automated analysis, indexing, and redesign of previous visualizations. This article focuses on recovering the viewpoint from a rendered image. Thus, we review the related work on viewpoint selection, reverse engineering of visualizations, and pose estimation.
Viewpoint Selection
Viewpoint selection has been widely investigated in computer graphics and visualization, and is a forward problem of viewpoint estimation. Computer-graphics psychophysics provided the "canonical views" [1] , a small number of user-preferred viewpoints with the attributes of goodness for recognition, familiarity, functionality, and aesthetic criteria. Thus, the optimal viewpoint often presents the most information about features of interest. Vázquez et al. [40] first applied information theory to search for the optimal viewpoint. Polonsky et al. [27] proposed three principles (view-independent, view-dependent, and semantic meaning) to classify and compare view descriptors for 3D models. Cremanns et al. [3] proposed a search strategy for viewpoint selection by identifying the regions that are very likely to contain best views, referred to as canonical regions, attaining greater search speed and reducing the number of views required. Wu et al. [45] proposed to represent a geometric 3D shape as a probability distribution of binary variables on a 3D voxel grid, and this model is able to predict the next-best-view for an object. In volume visualization, Takahashi et al. [37] decomposed the volume into features, calculated the optimal viewpoint for each feature using the surface area entropy, and combined these optimal viewpoints to suggest the optimal viewpoint for all features. Bordoloi and Shen [2] proposed the voxel entropy to identify representative viewpoints, and Ji and Shen [11] further presented imagebased metrics, including opacity entropy, color entropy, and curvature information. Ruiz et al. [30] introduced the voxel mutual information to measure the informativeness of the viewpoint. A viewpoint suggestion framework presented by Zheng et al. [48] first clusters features based on gradient/normal variation in the high-dimensional space, and iteratively suggests promising viewpoints during data exploration.
A growing body of work focuses on the data-driven or learning-based viewpoint selection methods. Vieira et al. [41] presented intelligent design galleries to learn a classifier based on a large set of view descriptors from the user interaction on viewpoints. Secord et al. [32] collected the relative goodness of viewpoints based on human preferences through a user study, and trained a linear model based on these collected data for viewpoint selection. A web-image voting method proposed by Liu et al. [18] allows each web image to vote its most similar viewpoints based on the image similarity considering the area, silhouette, and saliency attributes, and it performs better than previous view descriptors for 3D models. Since visualization experts generally provide more representative viewpoints for volumes, Tao et al. [38] utilized rendered images in published papers on volume visualization to learn how visualization experts choose representative viewpoints for volumes with similar features. The viewpoint voting is based on the image similarity with SIFT and HOG between the collected image in published papers and the rendered image under the same viewpoint. Our viewpoint selection method is also based on the similarity voting, but the image similarity is evaluated based on learned features from CNNs, not manually designed features.
Reverse Engineering of Visualizations
Most research on reverse engineering of visualizations focus on static chart images, such as line charts, pie charts, bar charts, and heatmaps, and many methods have been proposed to interactively or automatically extract data values and encoding specifications for visualization interpretation and redesign.
ReVision [31] automatically identifies the chart type of bitmap images, infers the data by extracting the graphical marks, and redesigns visualizations to improve graphical perception. Harper and Agrawala [9] presented a deconstruction tool to extract the data in a D3 visualization and allow users to restyle existing D3 visualizations. FigureSeer [33] applies a graph-based reasoning approach based on a CNN-based similarity metric to extract data and its associated legend entities to parse figures in research papers. iVoLVER [22] enables flexible data acquisition from bitmap charts and interactive animated visualization reconstruction. Jung et al. [13] introduced ChartSense to determine the chart type using a deep learning-based classifier and to semi-automatically extract data from the chart image. Instead of data values, Poco and Heer [25] automatically recovered visual encodings from a chart image based on inferred text elements. They further contributed a method to extract color mapping from a bitmap image semi-automatically, and presented automatic recoloring and interactive overlays to improve perceptual effectiveness of visualizations [26] .
Besides chart images, there are several learning-based methods to recover the viewpoint and transfer function from a rendered image of 3D models and volumes. Liu et al. [19] described a data-driven method for 3D model upright orientation estimation using a 3D CNN. Similarly, Kim et al. [16] applied one CNN on 3D voxel data to generate a CNN shape feature for the upright orientation determination, and the other CNN to encode category-specific information learned from a large number of 2D images on the web for the salient viewpoint detection. Given a target image, Raji et al. [29] combined CNN and evolutionary optimization to iteratively refine a transfer function to match the visual features in the rendered image of a similar volume dataset to the one in the target image. Their CNN is used to compare the similarity between the rendered and target image, not trained specially for the transfer function optimization task. In this article, our CNN is an end-to-end training for viewpoint estimation.
Pose Estimation
Pose estimation is an active branch of research in computer vision for object detection and scene understanding. For example, the indoor mapping problem is based on estimating the pose of the sensor of each k-th frame and building a map of the environment with the estimated camera pose of each frame [5] . Recently, most methods have been based on CNNs, and these methods can be divided into two categories: keypoint-based method and direct estimation method.
The keypoint-based method usually predicts 2D keypoints from an image, and recovers the 3D pose from these keypoints by solving a perspective-n-point problem. These 2D keypoints can be semantic keypoints defined on 3D object models [24, 44] . Given an image, the CNN trained on semantic keypoints is used to predict a probabilistic map of 2D keypoints and recover the 3D pose by comparsion with pre-defined object models. Instead of semantic keypoints, 2D keypoints can be eight corners of the 3D bounding box encapsulating the object [8, 28] . The CNN is trained by comparing the predicted 2D keypoint locations with the projections of 3D corners of the bounding box on the image under the ground-truth pose annotations.
The direct estimation method predicts the 3D pose from an image without intermediate keypoints, and mostly uses the Euler angle representation of rotation matrices to estimate the azimuth, elevation, and camera-tilt angles separately. The pose estimation problem can be solved by directly regressing the angle with a Euclidean loss [43] , or through transformation into a classification problem by dividing the angle into non-overlapping bins [4, 35, 39] . Massa et al. [21] experimented with multiple loss functions in CNNs based on regression and classification, and concluded that the loss function based on classification outperforms the one based on regression by a considerable margin. They further proposed a joint object detection and viewpoint estimation method for diverse classes in the Pascal3D+ dataset [46] . Besides the Euler angle representation, PoseCNN [47] employs the quaternion representations of 3D rotations, introduces a new loss function for the 3D rotation regression problem to handle symmetric objects, and estimates 6D object pose in cluttered scenes. Mahendran et al. [20] proposed an axis-angle representation in a mixed classification regression framework. This framework can accommodate different architectures and loss functions to generate multiple classification-regression models, and it achieves good performance on the Pascal3D+ dataset.
Similarly, our method is also based on CNNs. However, pose estimation in computer vision mostly focuses on analyzing the localization of the object in the real scene for mobile robotics, navigation, and augmented reality. Our objective is to estimate the viewpoint of a rendered image to recover the rendering parameters. Technically, there are two differences between pose estimation and viewpoint estimation. The first is the camera's intrinsic parameters. Pose estimation is generally based on the assumption that the camera's intrinsic parameters are known. For example, the ground-truth poses in the Pascal3D+ dataset are computed from 2D-3D correspondences assuming the same intrinsic parameters for all images. However, this article attempts to estimate the viewpoint of a rendered image under different intrinsic parameters of the camera, especially different projection types (parallel projection and perspective projection). Thus, the keypoint-based method is not suitable for our problem, since it is difficult to solve the perspective-n-point problem with the unknown intrinsic parameters of the camera. The second is that pose estimation aims to predict the 3D rotation between the object and the camera. Under the Euler angle representation, the 3D pose includes azimuth, elevation, and camera-tilt angle. In this article, we are only concerned about the camera's viewpoint, including only azimuth and elevation under the Euler angle representation, and the camera-tilt angle is less interesting in our viewpoint estimation for volume visualization. As a result, when we apply the direct estimation method in pose estimation to our viewpoint estimation, we need to revise the angle representation at first.
VIEWPOINT ESTIMATION
Given an input rendered image, our goal is to estimate the viewpoint. We assume that all viewpoints are on the viewing sphere [11] , the center of which is located at the volume center. We can parameterize the viewpoint as a tuple (θ , ϕ) of camera parameters, where θ is the azimuth (longitude) angle and ϕ is the elevation (latitude) angle. The viewpoint estimation problem can be transformed to a regression problem. However, the regression model only returns predicted camera parameters, and may not capture the underlying viewpoint ambiguity, such as similar rendered images of nearby viewpoints for some volumes and symmetrical viewpoints for semi-transparent volumes. On the other hand, we can divide the continuous camera parameter domain into intervals and transform it into a classification problem. Thus, we can obtain the probabilities of each interval after the classification. Experiments also show that the classification performance is better than the regression performance for viewpoint estimation [21] .
Previous classification methods for viewpoint estimation [4, 35, 39] divide the azimuth and elevation domain independently, and the loss is simply the sum of the azimuth and elevation misclassification. However, the azimuth and elevation are not uniform units of measure, similar to the longitude and latitude of the earth, and they cannot be directly used to evaluate the distance between the predicated and ground-truth viewpoints. In order to overcome this problem, this article explicitly divides the viewing sphere into N uniform regions and assigns a viewpoint label for Fig. 1 . The viewpoint estimation learning pipeline. For each category (heads in this example), we apply direct volume rendering with the volumes, transfer functions, and other rendering parameters as the input to generate the training datsets (rendered images with annotated viewpoints). The CNN training process takes rendered images as input, to estimate the viewpoint, and the parameters of the CNN are optimized by minimizing the difference between the estimated viewpoint and the annotated viewpoint. Finally, the trained CNN can be used to estimate the viewpoint of an image, rendered with a different volume in this category, different transfer functions, and rendering parameters. each region. Thus, the viewpoint estimation problem can be formalized as classifying the rendered image into viewpoint labels with probabilities, and the loss is evaluated by the geodesic distance between the predicted and ground-truth viewpoints.
We apply CNNs to the viewpoint classification problem due to their high learning and classification capacities. A large number of viewpoint-annotated images of high variation are required to avoid overfitting of deep CNNs. Since there is no training dataset available for estimating the viewpoints of rendered images, we generate the training dataset through the "Render for CNN" [35] approach on the volumes in large public collections. The rendering process is more complex for volumes than for 3D models, since both the data classification and the rendering parameters have a strong influence on the rendered image. As shown in Figure 1 , we first classify volumes available online into several categories, and design an overfit-resistant image rendering pipeline to generate the training dataset. This pipeline should consider both the different data classification and the different rendering parameters. After obtaining these rendered images with viewpoint labels, we train a category-specific viewpoint classification network for each category. With the trained CNN, we can estimate the viewpoint of a new rendered image of volumes in these categories.
Training Image Generation
The viewpoints are sampled uniformly on the viewing sphere by Hierarchical Equal Area isoLatitude Pixelization (HEALPix) [7] , which can effectively discretize a sphere, and these viewpoints are our viewpoint labels. There are several volumes or one volume in each category in the training dataset depending on the volumes available online. For example, the head category has three different volumes, and the engine category has only one volume. We design an overfit-resistant image rendering pipeline to generate rendered images with viewpoint annotations as the training dataset for each category.
For each volume in the category, we render as many images as possible for each viewpoint label according to different data classification and rendering parameters. For each rendered image, the rendered viewpoint is randomly shifted within the region of the viewpoint label to avoid overfitting in the training process.
Data Classification. The transfer function classifies the features in the volume [15] . Different opacities are specified to highlight features of interest and remove unrelated features. Different colors are used to label different features. Thus, the transfer function has a strong influence on the rendered image and its viewpoint classification. During training, various transfer functions are required to generate rendered images with as many different features as possible.
We manually design different opacity transfer functions for each volume to classify different features. For example, the head volume generally has the skin, skull, and tooth, and the opacity transfer functions are designed to show only one feature semi-transparently or opaquely, or some of the features with semi-transparent outer features and semi-transparent or opaque inner features. Opacity transfer functions are not randomly generated in our training dataset, since random opacity transfer functions may easily miss important features completely, and these rendered images may lack features and reduce the performance of the viewpoint estimation. Our model is expected to estimate the viewpoint from the rendered image generated from a manually designed opacity transfer function, such as the rendered image in the visualization paper, instead of a random opacity transfer function. In order to improve the generalization, we still add a small random disturbance to the designed opacity transfer function. For each rendered image, we randomly adjust the opacity slightly for each feature independently, such as moving the keypoint of the 1D transfer function ( Figure 1 ) left or right by the distance d ∼ N (0, 1). For the color transfer function, the color of each feature is randomly sampled for each rendered image, since users may choose different colors for features during data classification. The color is biased toward a high contrast with the background color to mimic a user's intent on emphasizing features. These random color transfer functions would improve the generation of viewpoint estimation.
Rendering Parameters. Besides the viewpoint, there are many other rendering parameters: the camera-tilt angles, scales, projection types, background color, and so on. Since CNNs are not rotation invariant, i.e., if the whole image is rotated then the CNNs' performance suffers, we need to deal with rotation invariance through data augmentation, i.e., the effect of the camera-tilt angle. We randomly rotate the camera-tilt angle for each rendered image. There are generally two projection types: parallel projection and perspective projection. Thus, for each rendered image, the projection type is randomly selected from the two projection types. The background color also affects features due to alpha blending in direct volume rendering. The most common background colors are black and white, and we randomly choose black or white as the background color for each rendered image. It is worth noting that the color transfer functions in different backgrounds are slightly different in order to distinguish the features from the background. Although CNNs are relatively invariant to scaling, we further reduce the influence of the scale by rendering volumes with the scale uniformly sampled from 1 to 1.8.
For the lighting condition, three lighting modes are used. The first is the environment light only. The second is the environment light and one headlight located at the same position of the camera, and the lighting intensity is uniformly sampled from 0.7 to 1. The third one includes environment light, one headlight, and one scene light. The position of the scene light is uniformly sampled on a sphere with the radius uniformly sampled from three to five times the radius of the viewing sphere, and the lighting intensities of the headlight and scene light are uniformly sampled from 0.35 to 0.5. The coefficients of the Phong reflection model are also randomly sampled. The ambient reflection coefficient is fixed at 1, the diffuse reflection coefficient is uniformly sampled from 0.25 to 0.75, the specular reflection coefficient is uniformly sampled from 0.5 to 1, and the shininess coefficient is uniformly sampled from 20 to 100. Other rendering parameters, such as gradually changed background colors, can be included in our image rendering pipeline to further improve the generalization of viewpoint estimation.
Network Architecture and Loss Function
In this section, we introduce the network architecture and different loss functions for the viewpoint estimation problem, standard cross-entropy loss function, and geometric structure-aware loss function, respectively. 
Network Architecture.
A CNN is a type of artificial neural network, and has become a hotspot in computer vision and natural language processing due to its satisfactory learning capacity. For instance, it has been applied to question answering (QA) systems [42] and image recognition [23] . It is a multilayer perceptron specifically designed to recognize 2D shapes, and this network structure is invariant to translation, scaling, or other forms of deformation [6] .
Recently, many well-designed networks have been proposed, such as AlexNet [17] , VG-GNet [34] , GoogLeNet [36] , and ResNet [10] , and they all achieve good performance in image classification. We first experiemnt with AlexNet, and then mainly choose the 19-layer VGGNet to implement the viewpoint classification task. The structure of our network based on AlexNet is shown in Figure 2 (a). The network ends with an N-way fully connected layer with softmax, according to the assigned viewpoint label.
Geometric
Structure-Aware Loss Function. The loss function in the last layer is very important for viewpoint estimation. The widely used loss function, Softmax loss, employs the output probability as the predicted probability and computes the cross-entropy loss based on the groundtruth value. During training, minimizing the cross entropy is equivalent to maximizing the loglikelihood of the ground-truth label. The disadvantage of the Softmax loss function is that it learns to predict the viewpoints without explicitly considering the continuity between neighbor viewpoints. It is obvious that two neighbor viewpoints have a great deal in common, and the geometric information may be particularly important for viewpoint estimation. One solution to the problem is to design a geometric structure-aware loss function customized for viewpoint estimation.
The geometric structure-aware loss function is modified from the Softmax loss function by adding geometric constraints:
where v s is the ground-truth viewpoint for the rendered image s. V (v s , n) is the neighbor viewpoint set of the ground-truth viewpoint v s , determined by the relative distance bandwidth parameter n.
Since HEALPix can provide a viewpoint's neighbors, the neighbor viewpoint set contains the viewpoint itself for n = 0, the viewpoint and its first-order neighbor viewpoints for n = 1, and so on. For example, Figure 2(b) shows the ground-truth viewpoint and its neighbor viewpoints on the viewing sphere. The light-red area is the region for the red viewpoint, i.e., all viewpoints in the lightred area have the same label as the red viewpoint. The four green viewpoints are the first-order neighbor viewpoints of the red viewpoint. P v (s) is the probability for the image s classified to the viewpoint label v based on the Softmax loss function. The only difference between the geometric structure-aware loss function and the orginial Softmax loss function is the designed ground-truth distribution q(v):
where d : V × V → R is the geodesic distance between two viewpoints. We substitute an exponential decay weight w.r.t. the viewpoint distance, to explicitly exploit the correlation between neighbor viewpoints. In our experiment, the relative distance bandwidth parameter is 1 (n = 1), i.e., we consider only the ground-truth viewpoint and its first-order neighbor viewpoints. In the Softmax loss function, q(v s ) = 1 and q(v) = 0 for v v s . However, in the geometric structureaware loss function, 1) . We expect the geometric structure-aware loss function with the bandwidth parameter as 1 could improve the prediction accuracy, compared with the original softmax loss function.
RESULTS

Training Datasets
We collected available volumes from public volume databases, such as VolVis and The Volume Library, and extracted six volume categories manually: engine, fish, head, tooth, tree, and vessel. Most of these volumes are widely used in volume visualization research. There are three different volumes in the head and tree categories, and the other categories have only one volume. Since the head and tree categories have more than one volume, the experiment can demonstrate the generalization of our classification model when there are multiple volumes in the category. In our experiment, the number of viewpoints is N = 2, 352, and we apply the proposed image rendering pipeline to generate training images with viewpoint annotations for each category. As shown in Table 1 , we take into consideration the main features of each category when we manually design these opacity transfer functions. For example, the tree generally has the trunk, branch, and leaf features, and the vessel only has the vessel and aneurism features. Thus, the number of opacity transfer functions is different for each category depending on the number of volumes and features in each volume. For instance, there are seven, four, and one opacity transfer functions for the Chapel Hill CT head, the visual male, and the MRI head in the head category, respectively, and there are five opacity transfer functions for different features for the tooth volume in the tooth category. We rendered 50,000 images at 256 × 256 size for each opacity transfer function, considering different viewpoints, color transfer functions, camera-tilt angles, projection types, and lighting conditions. The number of training images is from 100,000 to 600,000, as listed in Table 1 .
Training Process
With these rendered images, we train a viewpoint classification network for each category. Because of the abundant labeled training data in ImageNet, pretrained models on ImageNet would generally have a very powerful generalization ability. The low and middle layers contain a massive number of general visual elements, and we only need to fine-tune the last several layers based on our training dataset for the viewpoint classification task. Thus, for both AlexNet and the 19-layer VGGNet, convolution layers from conv1 to conv3 are fixed with the pretrained parameters. The remaining convolutional layers and all the fully connected layers except the last one are fine-tuned during the training process. Only the last fully connected layer is trained from scratch.
The network is implemented in Caffe [12] , using an NVIDIA GTX 1080 Ti GPU. For the 19-layer VGGNet, the network is trained by stochastic gradient descent of about two epochs, and the total 
Viewpoint Estimation Evaluation
We first describe how to evaluate the accuracy of viewpoint estimation. The trained CNN generates a probability for each viewpoint label, and for most cases, the classification probability distribution on the viewing sphere approximately subjects to a bivariate Gaussian distribution. Thus, we can model the distribution through
The mean v μ can be used to evaluate the accuracy of our viewpoint classification network. The standard deviation v σ is small, when the CNN is very confident to estimate the viewpoint with a high probability. For challenging cases, the CNN becomes less confident and the v σ becomes bigger. Examples in the head category are shown in the first row of Figure 5 . The first two are simple cases with a small deviation and the last two are challenging cases with a large deviation. We define the accuracy metric based on the geodesic distance between the estimated viewpoint v μ and the ground-truth viewpoint v s . Our evaluation metric is a viewpoint accuracy with a "tolerance." Specifically, we select five tolerances, 2 • , 5 • , 8 • , 11 • , and 15 • , respectively. In the evaluation, if the geodesic distance between v μ and v s is within the tolerance, we count it as a correct prediction. When the geodesic distance is within 2 • , the predicted viewpoint v μ exactly matches the ground-truth viewpoint v s .
In our evaluation, we apply the same image rendering method in Section 3.1 to generate the testing dataset. Since we add a random disturbance for each opacity transfer function and randomly sample one color for each feature, the transfer functions in the testing dataset are different from the ones in the training dataset. We generate 3,000 images for each opacity transfer function in each category, for example, 27,000 (3,000 × 9) images for the engine category.
The classification accuracy of the testing dataset is shown in Table 2 . For these rendered images, our model can obtain a good performance. First, under the 19-layer VGGNet, we compare our method (uniform division of the viewing sphere and geometric structure-aware loss function) with UD+Softmax (uniform division of the viewing sphere and Softmax loss function) and SD+GS (separate division of the azimuth and elevation and geometric structure-aware loss function) on the six categories under different tolerances. The same training dataset is used to train these classification models, and the classification accuracy under different tolerances is also listed in Table 2 . The models using uniform division of the viewing sphere (UD+GS and UD+Softmax) have better performance than the model with a separate division of the azimuth and elevation (SD+GS). The reason is that when dividing the viewing sphere into uniform regions, the CNN can optimize a more straightforward problem by the geodesic distance, instead of the angle difference in the azimuth and elevation. Besides, the proposed geometric structure-aware loss function is better than the Softmax loss function. The comparison between VGGNet (UD+GS) and AlexNet (UD+GS) shows the effect of a deeper network, i.e., the 19-layer VGGNet. VGGNet has better performance than AlexNet. Furthermore, we compare our category-specific model with the categoryindependent network. In the category independent network, all the convolution layers and fully connected layers except the last one are shared by all classes, while class-dependent layers (one fc layer for each class) are stacked over them. The category-independent network can save parameters for the whole system and have similar performance to VGGNet (UD+Softmax), but it would reduce the system's prediction accuracy for each category, as shown in Table 2 . Taking [20] on the six categories under different tolerances. For AlexNet (SD+GS), in our experiment, we ignore the camera-lit angle and only care about the azimuth and elevation, as we did for VGGNet (SD+GS). The M G + model predicts the viewpoint label first by classification, then estimates the viewpoint residual by regression, and finally combines the viewpoint label and residual to obtain the final viewpoint. In the experiment, we choose the size of the K-means dictionary K = 24 and the importance of the geodesic distance α = 10, under which the model achieves the best performance. A modification has been made to these methods, namely, the viewpoint estimation network is now category-specific rather than category-independent in their original experiments, since category-specific networks are proved better in previous experiments. As shown in Table 3 , our result is better than the results of the AlexNet (SD+GS), VGGNet (SD+GS), and M G + models. Su et al. [35] and Mahendran et al. [20] employed a large angle tolerance (30 • ) for viewpoint estimation of 3D models. Our angle tolerance is much less than 30 • , and this indicates that our method is relatively more accurate for viewpoint estimation for volumes and the estimated viewpoints can be used in the following applications.
Error Analysis
As shown in Table 2 , for the VGGNet (UD+GS) model, except for the vessel category, the angle differences of some of the rendered images are larger than 5 • . Thus, we analyzed which kinds of rendered images or features are hard to estimate their viewpoints. We count the number of misclassified images under Acc-5 • as the classification error for each ground-truth viewpoint. This results in an error map on a 2D azimuth-elevation plane. Figure 3 is the error map for the fish category. At the front and the side views (Figure 3 (a)-(c)), the classification error is a little higher than most other well-classified viewpoints, although the rendered image of the estimated viewpoint is very similar to the one of the ground-truth viewpoint. The relative higher classification error can be explained by the view stability [2] of these viewing regions, which means a small change occurs when the camera is shifted within a small neighborhood.
Furthermore, the rendered images under the top view and bottom view (Figure 3(d) ) are likely to be misclassified into symmetrical viewpoints. This is because their outer contours are similar to each other, but the inner features are not clear enough due to visual clutter. There are no significant gradient changes in the rendered image, so it is confusing for our viewpoint estimation network to identify the right viewpoint.
We also analyzed the classification error of the head category and four misclassified examples, as shown in Figure 4 . The misclassified viewpoints are generally distributed among the back, up, and bottom views. These images generally have a lack of distinguishable features, and the viewpoints in these regions are relatively stable. Thus, it is hard to distinguish them from nearby viewpoints due to their featureless rendered images. In the front view, since our network can identify rich facial features, the classification accuracy is relatively high. It is worth noting that some rendered images are obviously misclassified, especially those misclassified under the 50 • tolerance. Figure 5 shows eight representative examples. We are interested in what their classification probability distributions look like and why these images are misclassified. We observe an interesting pattern from our representative examples in Figure 5 . Although the geodesic distance between the highest peak produced by our method and the ground-truth viewpoint is not within the tolerance, there is still a lower peak around the ground-truth viewpoint. The lower peak can contribute to viewpoint selection in our applications, and this can only be achieved with the classification model, instead of the regression model. These misclassifications in Figure 5 are due to unrecognizable internal features. We observe some typical misclassification patterns in our results: bad light conditions and bad opacity transfer functions. In the case of the environment light only, some rendered images do not have enough recognizable features for our model. This phenomenon also occurs when the light intensity is too high. In the case of a bad opacity transfer function, it may lead to visual clutter in the rendered image. This usually happens when the opacity is low. Thus, when the inner structure of the volume is complex, such as the Chapel Hill CT Head and the engine, its inner structure will be mixed together due to its transparency. As a result, the rendered image is very similar to the one under a symmetrical viewpoint on the viewing sphere. Thus, these images are likely to be misclassified into symmetrical viewpoints, and this results in an ambiguity of viewpoint estimation. When the opacity is high for the outer feature as the context, it may occlude important inner features, which also makes our model confused and results in the ambiguity of viewpoint estimation.
In summary, some viewpoints are hard to estimate, and this misclassification may be due to the high image similarity between the estimated viewpoint and the ground-truth viewpoint. The rendered images of stable viewpoints are similar to those of nearby viewpoints, and transparent structures may have the same rendered image from the viewpoint and the symmetric viewpoint. In addition, the featureless images are also less distinguishable. 
APPLICATIONS
Our viewpoint estimation method can be used to support a variety of volume visualization applications, such as extending the transfer function exploration from a rendered image [29] . In this section, we describe two direct applications of viewpoint estimation: viewpoint preference analysis and viewpoint selection based on CNN-feature similarity. We describe two direct applications of viewpoint estimation based on the VGGNet (UD+GS) model.
Viewpoint Preference Analysis
There are many rendered images in published papers on volume visualization. Most viewpoints for these images are selected by visualization or domain experts to maximize the amount of information about features in the rendered image or to highlight important features. Their viewpoint preferences are expressed in these rendered images. Thus, we can apply our viewpoint estimation method to analyze their preferences.
We utilize the image database [38] , collected from visualization journals and conferences. The categories are the same as those in Table 1 , and our trained category-specific CNNs can be used to recover the viewpoints from collected images. Since the ground-truth viewpoints of collected images are unknown, we visually compared the rendered images of recovered viewpoints with collected images, and most of them can be classified correctly, with little difference between rendered and collected images. For collected images whose source volume is beyond our training dataset, most of them can also be estimated correctly. Some collected images are misclassified, due to various reasons, such as different projection type and non-uniform background color. Considering the distribution of the estimated viewpoint N (v μ , v 2 σ ), we find that v σ is very high for misclassified images, which means the probability of the viewpoint v μ is relatively small.
Since most collected images generate a bivariate Gaussian probability distribution on viewpoints, we accumulate the distribution of each collected image in the category to generate a viewing map to analyze the viewpoint preference for the volume in this category. The distribution in the viewing map is similar to the Gaussian mixture model. Due to the small probability of misclassified images, their influence on viewpoint preference analysis is relatively limited. Figure 6 shows the viewing map of the fish category. There are three regions with a high probability. Experts tend to select side viewpoints to avoid occlusions. In addition, there is one viewpoint cluster at the fish's back, revealing the swimming pose of the fish. We also analyze the other four categories: the vessel, tooth, engine, and head categories in Figure 7 . According to the probability distribution estimated from the collected images of the vessel category, experts tend to display the volume in the front view (Figure 7(a) ), since they are more interested in the aneurism and would like to avoid any occlusions. Many experts' viewpoint preference for the tooth category would generally focus on the lower right corner of the viewing map, while there are also other viewpoints for the tooth. It is necessary to explain that some images are misclassified to symmetrical viewpoints because they are mirrored, and some images in the image dataset are "worst case" viewpoints. In contrast, the viewpoints are quite diverse for the engine category. As the structure of the engine is quite complex and different viewpoints can reveal different structures, experts use different viewpoints to comprehensively understand the engine. They tend to select the three-quarter views (Figure 7(d) ) and also choose side views (Figure 7(g) ) as supplements. The preferred viewpoints in the head category are clustered in the front view, side view, and three-quarter view (Figure 7 (h)-(j)). There is no clear boundary between these regions. This is due to different experts having slightly different preferences from the front view to the side view.
For the viewpoint preference analysis application, we need only the trained CNN and collected images in this category. The analysis result can tell us how users select the viewpoint for the volume in this category, and find features interesting to most users.
Viewpoint Selection Based on CNN-Feature Similarity
Given an input volume and a transfer function, the viewpoint selection application suggests the optimal viewpoint for features of interest. The viewpoint preference analysis does not consider the input volume, and suggests the same representative viewpoint for different features of the same volume and different volumes. It would be better to consider the similarity between the input features and the features in the collected images. Inspired by the similarity voting for viewpoint selection [38] , we propose a weighted probability voting for viewpoint selection.
We first need to determine the input volume belonging to which category. AlexNet is used to train our category classification network. The volume is classified into seven categories, six of which are listed in Table 1 , and the last category is others, not belonging to the six categories. This network is trained through the same training dataset with additional images of other volumes. For the input volume, we first render several images randomly using the provided transfer function, and classify these images through the category classification network. The most voted category is considered the category of the volume. After obtaining the category of the input volume, the weighted probability voting is illustrated in Figure 8 . We denote the collected image set of this category as C = {I 1 , I 2 , . . . , I n }, where n is the number of collected images. For each collected image I i ∈ C, we can estimate its viewpoint v i with our viewpoint estimation network. We then render the volume with the provided transfer function under the estimated viewpoint v i considering different camera-tilt angles and background colors. Thus, we have k = 40 images denoted as the rendered image set S = {R 1 , R 2 , . . . , R k }. We then calculate the similarity between the rendered image set and the collected image I i as the voting weight for the collected image I i . Since the category classification network extracts features for volume classification, we can employ the features of the last hidden layer when classifying the rendered image R j ∈ S and the collected image I i , denoted by f (R j ) and f (I i ) ∈ R 4096 , to measure the similarity w i between the collected image I i and the input volume together with the transfer function using the cosine distance as follows:
For each collected image, its probability is weighted by its similarity with the input volume and transfer function, and we can further design the exponential similarity by w i = exp((w i − 0.5) * |C |/10), where |C | is number of images in the collected image set. All weighted probability distributions are summed up, and the viewpoint with the largest probability corresponds to the optimal viewpoint.
We first evaluate our method by three volumes: the engine, the vessel, and the bonsai tree, as shown in Figure 9 . The optimal viewpoint for the engine is quite close to the three-quarter view, which is preferred by a lot of users. For the vessel, since users are generally more interested in the aneurism, our selected viewpoint avoids the occlusion on it and shows the aneurism clearly. For the bonsai tree, our result is not only concerned with the clearness of the semantically important features, such as the trunk, tree branches, and leaves, but it also shows other meaningful features, such as the soil, the grass, and the base plane by a lightly oblique shift.
Our method can suggest different optimal viewpoints for different features of the same volume and different volumes. For exmaple, the head category has three different volumes and each volume has different features. Our method can choose the optimal viewpoint for currently visible features in this category as shown in Figure 10 . For the MRI head, we can clearly observe the facial features from the front view, thus the front view is regarded as the optimal viewpoint in Figure 10(b) . It is the same for the head of the visual male with only the skin in Figure 10(d) . However, for the Chapel Hill CT head with the bone, the side view is selected to show more structures of the bone in Figure 10(a) . For the head of the visual male with the bone and the skin, the front view shows visual clutter, and we can display clearer features on the side view. In this situation, our method suggests the side view as the optimal viewpoint in Figure 10(c) .
The image-based viewpoint selection model [38] applies one single similarity measure to viewpoint selection, and mixes two separate stages: viewpoint estimation and similarity calculation. Our method separates these two stages and solves them by CNNs. In the following, we compare our method with the image-based viewpoint selection model by the viewpoint estimation accuracy and viewpoint selection result. As the viewpoints of the collected images in published papers are unknown, we randomly generate some viewpoint-annotated images as the collected images for each category for viewpoint estimation evaluation. In [38] , every collected image votes on the viewpoints of its 12 most similar images with the same weight when the number of viewpoints is 2,352. Thus, the similarity between the voted viewpoints and the ground-truth viewpoint is the key to viewpoint selection. We apply Acc-n • as the average probability of the 12 selected viewpoints within the n • neighbor region of the ground-truth viewpoint, instead of the probability of the optimal estimated viewpoint in Section 4.3. For each collected image, we evaluate the 12 voted viewpoints under Acc-19 • , Acc-22 • , Acc-25 • , and Acc-29 • , and the average accuracy for images in each category is shown in Table 4 . Since SIFT and HOG are designed primarily for image classification and object detection, the performance on viewpoint estimation of randomly generated images is not very good, especially for the image without too many features. For further validation, we manually generate several rendered images under the viewpoints of images from published papers [38] . The evaluation result in Table 5 is better than the one for randomly generated images in Table 4 . However, compared with our estimation result for the 12 selected viewpoints Acc-8 • in Table 4 and Table 5 , our method has better performance on viewpoint estimation.
The viewpoint selection results of the tooth, the MRI head, and the bonsai tree of our method and the image-based viewpoint selection model are shown in Figure 11 . All three volumes have clear semantic meanings, especially the up direction. For the tooth volume, instead of a completely front view, our method selects the viewpoint with a slightly oblique shift to reveal the crown structure more clearly without occlusion. For the MRI head, both methods choose the front view, but the viewpoint of our method is more consistent with the aesthetic criterion. For the bonsai tree, our method can capture the up direction from collected images. However, the trunk, branch, and soil cannot be easily separated under the viewpoint from the image-based viewpoint selection model. As a result, our CNN-feature based image similarity can suggest more semantically meaningful viewpoints than the SIFT and HOG based image similarity. Fig. 11 . Comparison of the optimal viewpoints for the tooth, the MRI head, and the bonsai tree by two methods: our method (left) and the similarity voting based viewpoint selection method [38] (right).
CONCLUSION
In this article, we propose a CNN based viewpoint estimation method. Inspired by the "Render for CNN" approach, an overfit-resistant image rendering pipeline was designed to generate training images with viewpoint annotations considering different transfer functions and rendering parameters. These images are used to train a category-specific viewpoint classification network. The proposed method was tested on six categories based on available online volumes. We can achieve a classification accuracy of at least 0.89 in the maximum angle difference 5 • . Our viewpoint estimation model is better than previous methods due to its better viewing sphere division and the geometric structure-aware loss function. We successfully applied our method on two applications: the viewpoint preference analysis of collected images in publications, and a CNN-feature similarity based viewpoint selection.
In the future, we would like to replace the manually designed opacity transfer functions with image-driven or data-driven opacity transfer functions to improve the richness of features and the training efficiency when training a new category. When more volumes are available, we will add them as training volumes in the corresponding category to improve the generalization, especially for categories with only one volume. We also plan to recover the transfer function of a rendered image based on the estimated viewpoint, or jointly learn the viewpoint and transfer function estimation from a rendered image.
