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Предлагается метод определения размера популяции. Общий подход для определения размера популяции 
вытекает из утверждения, что хромосомы популяции должны содержать максимальное количество различ-
ных значений, которые покрывают большую часть области поиска. В основе метода лежит регрессионная 
модель, которая позволяет определить размер популяции в зависимости от допустимого количества значений 
независимой переменной. Регрессионная модель получена в результате обработки данных имитационного мо-
делирования при формировании популяции для целевой функции с одной переменной. Задача решается для гене-
тического алгоритма, где генотип представлен хромосомой в двоичном коде, а фенотип десятичным целочис-
ленным кодом значений независимых переменных. Это позволяет моделировать формирование популяции без 
привязки к конкретным значениям переменных. Модель была получена для диапазона мощностей опорных мно-
жеств от 12 до 52, и позволяет прогнозировать размер популяции за границами этого диапазона. Основная 
область использования данного метода это задачи дискретной оптимизации с целевыми функциями несколь-
ких переменных, где области допустимых значений конечны и имеют небольшую размерность.
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Введение
Размер популяции – это один из основных 
параметров генетического алгоритма (ГА), ко-
торый определяет эффективность поиска оп-
тимального значения функции приспособлен-
ности. Общий подход для определения разме-
ра популяции вытекает из утверждения, что 
хромосомы популяции должны содержать 
максимальное количество различных значе-
ний, которые покрывают большую часть обла-
сти поиска.
В работе [1] отмечается, что для ГА с одно-
точечным кроссовером и мутацией, размер по-
пуляции Np зависит от длины «выживших» 
шаблонов L(s) и может быть определен по 
формуле ( ) 22L sNp = . Цой Ю. Р. в [2] выделяет 
три основных подхода к определению размера 
популяции: определение фиксированного раз-
мера популяции по экспериментальным дан-
ным анализа работы ГА на тестовых функци-
ях; определение размера популяции на основе 
анализа функции приспособленности, где вы-
деляется наиболее значимый параметр, влияю-
щий на значение функции; адаптивный – под-
ход, который предполагает изменений размера 
популяции в процессе работы ГА на основе 
анализа динамики изменений средней функ-
ции приспособленности в популяции. 
В работе [3] предлагается определять ми-
нимальный размер популяции в зависимости 
от L размера хромосомы в битах и вероятно-
сти когда сумма выделенного бита хромосомы 
по всем хромосомам популяции N меньше раз-
мера этой популяции по формуле
( )
0,5
1
log ,
2
NL LP S
N
 − 
=  
 
 
где ( )NLP S  – вероятность события, попадания 
суммы по битам в диапазон.
В работах [4–10] проводится анализ влия-
ния размера популяции на работу ГА в кон-
кретной предметной области. Например, в [4] 
такой анализ выполняется из условия, что оп-
тимальный размер должен лежать в диапазоне 
от 100 до 500 особей. Здесь авторы указывают, 
что исходный размер популяции соответствует 
линейному закону и для каждого дополнитель-
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ного параметра модели увеличивается на 30 
особей. В результате, для анализа моделей не-
фтяных месторождений он колеблется от 140 
до 250 особей, по данным авторов. 
Чтобы эффективно использовать ГА в САПР 
различного назначения необходимо учитывать, 
что инженер проектировщик должен пользо-
ваться простыми рекомендациями для назна-
чения параметров ГА. Решением, в данном 
случае, может быть максимальная формализа-
ция выбора размера популяции для настройки 
ГА до начала работы. Основой формализации 
может быть оценка вероятности появления мак-
симального количества значений из всей допу-
стимой области. Ограничения такого подхода 
заключаются в размерах опорных множеств 
независимых переменных, используемых для 
решения задач дискретной оптимизации. 
Рассмотрим это противоречие на простом 
примере. Зададим целевую функцию от 22 пе-
ременных, каждая из которых имеет по 22 до-
пустимых значений. Область поиска, в данном 
случае, определяется из прямого произведения 
этих множеств, и будет иметь 22 2922 3 10≈ ⋅  
сочетаний значений переменных. Тогда, в по-
пуляции необходимо иметь особи, которые бу-
дут содержать в себе все допустимые значения 
переменных из опорных множеств. Если 
убрать фактор вероятности появления повто-
ряющихся значений в сочетаниях при форми-
ровании популяции, то имеем популяцию 22 
особи, для которых множество значений каж-
дой переменной, сформированное из данного 
множества особей, эквивалентно опорному 
множеству значений этой переменной. Попу-
ляция генерируется случайным образом, поэ-
тому ее размер должен быть больше 22 особей, 
чтобы исключить повторяющиеся значения. 
В связи с этим, цель данного исследования 
заключается в повышении эффективности ра-
боты ГА для САПР за счет определения разме-
ра популяции, обеспечивающего наибольшее 
разнообразие генетического материала, в зави-
симости от количества независимых перемен-
ных и мощностей их опорных множеств, при 
условии формирования начальной популяции 
случайным образом с равной вероятностью 
появления значений. Опорные множества зна-
чений переменных, конечны и имеют мощ-
ность не более 100, исходя из особенностей 
решения технологических задач.
Метод определение размера популяции  
для дискретной переменной
Решать задачу вычисления граничных раз-
меров популяции будем для ГА, предложенно-
го работе [11] для проектирования технологи-
ческих систем. Особенностью данного алго-
ритма является наличие нескольких этапов ко-
дирования значений переменных из опорных 
множеств, которые вытекают из определений 
генотипа и фенотипа. 
Генотип – состоит из хромосом, представ-
ленных двоичным кодом. С генотипом напря-
мую работают операторы генетического алго-
ритма. Фенотип – десятичный целочисленный 
код значений независимых переменных. На-
бор преобразований, при работе алгоритма, 
следующий (1): значение свойства реального 
объекта в фенотип; фенотип в генотип; приме-
нение операторов генетического алгоритма 
к генотипу; генотип в фенотип; фенотип в зна-
чение; вычисление функции приспособленно-
сти для реальных значений.
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где gf – преобразование генотип – фенотип; fz – 
преобразование фенотип – значение; Z – мно-
жество целочисленных кодов значений, кото-
рые удовлетворяют правилам кодирования P; 
R – множество значений, которые определяют 
свойства объекта согласно правилу кодирова-
ния P, B – исходное множество для формиро-
вания хромосомы {0,1}B = , n – длина хромо-
сомы в аллелях.
Такой подход при решении задач дискрет-
ной оптимизации позволяет работать с фено-
типом для определения размера популяции, 
без привязки к конкретной предметной области, 
что выгодно для САПР. Решим задачу определе-
ния размеров популяции с помощью имитаци-
онного моделирования формирования популя-
ции для генетического алгоритма, при следую-
щих условиях: количество значений в опор-
ных множествах Mval = {12, 22, 32, 42, 52}; 
количество переменных в целевой функции – 
одна.
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Обобщенный алгоритм имитационного мо-
делирования, представленный на рис. 1, а, пред-
полагает, для каждого нового размера популя-
ции, генерацию случайных значений из опор-
ного множества значений, которое согласно (1), 
будет изменяться от 1 до Mvali, где 1,5i =

. Со-
бытия в блоке 4 на рис. 1, а генерируются 
с равной вероятностью. Для каждого размера 
популяции рассчитывается среднее число раз-
личных значений, отображенных на рис. 1, б, 
их дисперсия, представленная на рис. 1, в, 
и среднеквадратическое отклонение. Согласно 
рис. 1, б, максимальный размер популяции мо-
жет быть определен из условия приближения 
среднего различающихся значений к Mvali. 
Точка, после которой увеличение размера по-
пуляции не приводит к изменению среднего 
будет максимально допустимым размером по-
пуляции для каждого Mvali. 
На рис. 1, б выделены указанные точки для 
каждого значения из множества Mval и тренд, 
определяющий границу максимальных разме-
ров популяций. На основе этих данных в си-
стеме Matlab построена модель полинома тре-
тьей степени, для определения максимального 
размера популяции, изображенная на рис 2. 
На рис. 2 по оси абсцисс откладывается мощ-
ность опорного множества, а по оси ординат 
максимальное значение размера популяции. 
Множество xk определяется на основе анализа 
графика изменения дисперсии на рис. 1, в.
В этом случае граничные точки – это пер-
вые точки, в которых дисперсия равна нулю. 
В результате, происходит разделение координат-
ной плоскости на две области, где D > 0 и D = 0, 
на рис. 3, а.
Разделение на две области выполняется 
с помощью решающего правила, исходя из 
следующего: 
1. Средняя дисперсия справа от границы 
на рис. 3, а равна нулю;
2. Перемещая разделительную линию в пре-
делах изменения размера популяции и пере-
множая средние дисперсии слева и справа от 
границы, получим функцию, которая гаранти-
рованно будет определять максимальную гра-
ницу размера популяции (см. рис. 3, б) в мо-
мент достижения оси абсцисс. 
                                               а                                                                                                          в 
Рис. 1. а – обобщенный алгоритм имитационного моделирования; б – тенденции изменения средних различаю-
щихся значений для множества Mval; в – тенденции изменения дисперсий для множества Mval
б
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Формула решающего правила, тогда будет:
( ) ( )
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где k – размер популяции; Dj – дисперсия по-
вторяющихся значений при заданном размере 
популяции; N – предельное значение размера 
популяции для эксперимента. График измене-
ния решающего правила изображен на рис.3б, 
здесь можно выделить две граничные точки: 
первая – максимум дисперсии, после которого 
значение дисперсии начинает убывать, его мож-
но использовать для определения нижней ми-
нимально необходимой границы размера попу-
ляции; вторая – точка, после которой дисперсия 
равна нулю, которая используется для определе-
ния максимальной границы размера популяции.
Например, для множества из 12 значений 
на рис. 3, б этот диапазон будет от 12 до 99, 
а для 22 значений этот диапазон будет от 27 до 
212. Результаты моделирования для большего 
количества переменных в таблице 1 показыва-
ют, что определять размер популяции можно 
по лимитирующему опорному множеству, со-
гласно модели рис. 2. 
Т а б л и ц а  1.  Максимальный размер популяции 
для функций многих переменных
Значения/Переменные 12 22 32 42 52
12 113 108 98 116 135
22 235 207 235 212 242
32 254 332 373 313 300
42 402 531 447 424 551
52 546 590 581 589 614
Теоретическое обоснование метода
Эта задача относится к классу задач теории 
вероятности о повторных независимых испы-
таниях. Здесь проводится n независимых ис-
пытаний, при которых появляется хотя бы одно 
число из опорного множества M. Тогда вероят-
Рис. 2. Модель для определения размера популяции
                                                             а                                                                                    б
Рис. 3. а – разделение на две области, б – график изменения решающего правила
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ность этого события зависит от мощности 
множества M и  равна 1 /p M= , где M  – 
мощность опорного множества. Вероятность, 
того, что появятся другие числа из этого мно-
жества 1 q p= − . По формуле Бернулли можно 
определить вероятность числа положительных 
исходов при n независимых испытаниях. В на-
шем случае, при заданном числе испытаний 
должен быть один положительный исход, т. е. 
вычисления по формуле Бернулли сводятся 
к частному случаю, где 
( ) 11 1 1 1(1  1) nn nn nP C pq npq q p np p
−− −= = = = − = − .
Учитывая, что вероятность зависит от мощ-
ности опорного множества, получим
1
1 1
1(1)
n
nP n M M
−
 
= −  
 
.
Рассмотрим характер изменения вероятно-
сти при заданном значении 1MvalM =  на 
рис. 4, для следующей функции 
( )
1
1 1
1
n
f n n
M M
−
 
= −  
 
, 
при диапазоне изменения испытаний от nmin = 1 
до nmax = 160, поскольку из предыдущего из-
вестно, что максимальная граница для 12 рав-
на 99.
По графику на рис. 4 можно определить 
минимальный размер популяции, это будет 
максимум функции 11,493.Llim  =  Максималь-
ный размер популяции, определяется из усло-
вия, что отклонение графика от оси абсцисс 
будет не более 0,001. Решаем трансцендентное 
уравнение с заданной областью определения 
переменной
1
1 1
1  0,001, Llim
n
n n nmax
M M
−
 
− = < ≤  
 
.
В результате, максимальный размер попу-
ляции 105,356.Rlim  =  
Вероятность появления всех значений при 
заданном размере популяции будет 
9(11  0,99)Rlimp P= − = .
Вероятность появления всех значений при 
максимальном размере популяции, получен-
ном, в результате имитационного моделирова-
ния будет 
99 8(1 ,)1 0 99 p P= − = .
Выше приведенное показывает, что опре-
деление размера популяции на основе анализа 
дисперсии различающихся значений по срав-
нению с аналитическим методом, дает погреш-
ность допустимую в инженерных расчетах.
Практическая реализация 
и сравнительный анализ методов
Предлагаемый метод используется для ав-
томатического определения размера популяции 
в САПР расчета размерных цепей. САПР пред-
назначена для выполнения проектного расчета 
размерных цепей, когда по допуску замыкаю-
щего звена необходимо подобрать допуски со-
ставляющих звеньев. Например, для связан-
ной размерной цепи, состоящей из 11 звеньев, 
Рис. 4. Изменения вероятности от числа испытаний: Llim – минимально необходимый размер популяции; Rlim – 
максимальный размер популяции
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задача подбора с помощью генетического ал-
горитма решается в области поиска, где хро-
мосома состоит из 11 генов, каждый ген имеет 
опорное множество, состоящее из 12 значений 
допусков. Длина гена в этом случае составляет 
4 бита, а общая длина хромосомы 44 бита. Об-
ласть поиска имеет 11 1112 7,43 10 = ⋅  значений. 
Предлагаемые в работах [1][3] методы оцен-
ки, позволяют вычислить ориентировочный раз-
мер популяции для генетического алгоритма 
с одноточечным кроссовером, соответственно, 
получаем: 
1. Согласно [1] для простого генетического 
алгоритма, если длина хромосомы 44 аллели 
минимально возможная длина шаблона будет 
( ) 18L s ≈ , тогда размер популяции 
18
22 512Np = =  
особей;
2. Согласно [3] с учетом вероятности 0,999 и 
длины хромосомы, получаем размер популяции 
44
0,5
1 0,999
16
2
logN
 −
= ≈  
 
. 
Предлагаемый в данной статье метод дает 
следующие диапазоны размера популяции: те-
оретический расчет от 11,493 до 105,3564; мо-
делирование от 12 до 99; упрощенный расчет 
с коэффициентом 10 до 120.
Серия из пяти экспериментов, при количе-
стве тактов генетического алгоритма 1000 и од-
ноточечном кроссовере, показывает следующие 
средние значения (в скобках среднеквадрати-
ческое отклонение по пяти экспериментам): 
– размер популяции 16 особей – погреш-
ность 51 мкм (40,44), время расчета 3,8 сек 
(0,44), смена популяций 9,4 (0,5); 
– размер популяции 512 особей – погреш-
ность 15 мкм (6,1), время расчета 47,2 сек(2,2), 
смена популяций 0; 
– размер популяции 120 особей – погреш-
ность 15 мкм (3,9), время 13,4 сек (0,5), смена 
популяций 2,4 (0,9). 
Эксперименты показывают, что предлагае-
мый метод за приемлемое время дает результа-
ты не хуже [1], поскольку средняя погрешность 
одинакова, а время вычислений меньше в 3,5 
раза, и значительно лучше [3]. 
Заключение
Метод определения граничных размеров 
популяции, позволяет на основе анализа дис-
персии различающихся значений определить 
максимальный размер популяции. При этом 
размере популяции с высокой вероятностью 
будет генерироваться весь набор значений из 
опорного множества, что обеспечивает макси-
мальное разнообразие генетического материа-
ла в популяции. Метод не зависит от особен-
ностей реализации операторов генетического 
алгоритма. Математическая модель для опре-
деления максимального размера популяции 
позволяет вычислить, с точностью достаточ-
ной для инженерных расчетов, по мощности 
опорного множества независимой перемен-
ной, необходимый размер популяции. Прибли-
женно размер популяции можно определить, 
умножив мощность опорного множества на 10, 
согласно рис. 1, б. Для функции нескольких 
переменных определение размера популяции 
выполняется по лимитирующему опорному 
множеству, с точностью достаточной для ин-
женерных расчетов.
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DETERMINING THE SIZE OF THE POPULATION OF THE GENETIC ALGORITHM 
FOR THE PROBLEMS OF DISCRETE OPTIMIZATION IN CAD
vvicfrol@rambler.ru
A method for determining the size of a population is proposed. The general approach for determining the size of a popu-
lation follows from the statement that the chromosomes of a population must contain the maximum number of different values 
that cover most of the search area. The method is based on the regression model, which allows you to determine the size of the 
population, depending on the permissible number of values  of the independent variable. The regression model is obtained as 
a result of processing simulation data in the formation of a population for a single-variable objective function. The problem is 
solved  for a genetic algorithm, where  the genotype  is  represented by a chromosome  in binary code, and  the phenotype by 
a decimal integer code of values  of independent variables. This allows you to model the formation of a population without 
reference to specific values  of variables. The model was obtained for the power range of the reference sets from 12 to 52, and 
allows to predict the size of the population beyond the limits of this range. The main area of  use of this method is discrete opti-
mization problems with objective  functions of several variables, where  the ranges of admissible values   are finite and have 
a small dimension.
Keywords. Population, genetic algorithm, CAD, genotype, phenotype, chromosome.
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