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ABSTRACT
The task of achieving successful store separation from aircraft and spacecraft has historically been and continues to be, a critical issue for the aerospace industry. Whether it be from
store-on-store wake interactions, store-parent body interactions or free stream turbulence, a
failed case of store separation poses a serious risk to aircraft operators. Cases of failed store
separation do not simply imply missing an intended target, but also bring the risk of collision with, and destruction of, the parent body vehicle. Given this risk, numerous well-tested
procedures have been developed to help analyze store separation within the safe confines of
wind tunnels. However, due to increased complexity in store separation configurations, such
as rotorcraft and cavity-based separation, there is a growing desire to incorporate computational fluid dynamics (CFD) into the early stages of the store separation analysis. A viable
method for achieving this objective is available through data-driven surrogate modeling of
store distributed loads. This dissertation investigates the practicality of applying various
data-driven modeling techniques to the field of store separation. These modeling methods
will be applied to four demonstration scenarios: reduced order modeling of a moving store,
design optimization, supersonic store separation, and rotorcraft store separation.
For the first demonstration scenario, results are presented for three sub-tasks. In the first
sub-task proper orthogonal decomposition (POD), dynamic mode decomposition (DMD),
and convolutional neural networks (CNN) were compared for their capability to replicate
distributed pressure loads of a pitching up prolate spheroid. Results indicated that POD
was the most efficient approach for surrogate model generation. For the second sub-task,
a POD-based surrogate model was derived from CFD simulations of an oscillating prolate
spheroid subject to varying reduced frequency and amplitude of oscillation. The obtained
surrogate model was shown to provide high-fidelity predictions for new combinations of
reduced frequency and amplitude with a maximum percent error of integrated loads of less
than 3%. Therefore, it was demonstrated that the surrogate model was capable of predicting
accurately at intermediate states. Further analysis showed a similar surrogate model could
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be generated to provide accurate store trajectory modeling under subsonic, transonic, and
supersonic conditions.
In the second demonstration scenario, a POD-based surrogate model is derived from a
series of CFD simulations of isolated rotors in hover and forward flight. The derived surrogate
models for hover and forward flight were shown to provide integrated load predictions within
1% of direct CFD simulation. Additionally, results indicated that computational expense
could be reduced from 20 hours on 440 CPUs to less than a second on a single CPU. Given the
reduction of cost and high fidelity of the surrogate model, the derived model was leveraged
to optimize the twist and taper ratio of the rotor such that the efficiency of the rotor was
maximized.
For the third demonstration scenario, a POD and CNN surrogate model was derived for
fixed-wing based supersonic store separation. Results demonstrated that both models were
capable of providing high-fidelity predictions of the store’s distributed loads and subsequent
trajectory. For the final demonstration scenario, a POD-based surrogate model was derived
for the case of a store launching from a rotorcraft. The surrogate model was derived from
three CFD simulations while varying ejection force. This surrogate model was then validated
against CFD simulation of a new store ejection force. Results indicated that while the
surrogate model struggled to provide detailed predictions of store distributed loads, mean
load variations could be modeled well at a massively reduced computational cost. For each
rotorcraft store separation CFD simulation, the computational cost required 10 days of
simulation time across 880. While using the surrogate model, comparable predictions could
be produced in under a minute on a single core.
Overall findings from this study indicate that massive CFD generated data-sets can be
efficiently leveraged to create meaningful surrogate models capable of being deployed to
highly iterative design tasks relevant to store separation. Through further improvements,
similar surrogate models can be combined with a control strategy to achieve trajectory
optimization and control.
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3.89 Time history of the rotor thrust coefficient. Data from the final rotation of
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1 Introduction
The task of achieving successful store separation has long been a significant challenge to
the aerospace community. Review papers focused on the topic of fixed-wing-based separation
can be found in literature spanning several decades [7–10]. Store separation brings with it
numerous aerodynamic modeling challenges, the most prominent of which is the vast array
of store-parent body configurations possible to encounter, even when limiting the topic to
fixed-wing-based store separation. By varying the conditions under which separation occurs
between transonic flight [11], supersonic flight [12, 13], and even hypersonic flight [14] for
either internal [15] or external [16] stores, flow features in the domain may vary drastically.
Additionally, the topic of store separation expands far beyond fixed-wing separation including
the separation of booster rockets from the space shuttle [17] and even ejection of torpedoes
from submarines [18]. As such, it becomes essential for any aerodynamic model leveraged for
tasks such as trajectory prediction [19], store shape optimization [20], and controller training
[21] to be capable of efficiently modeling a wide variety of fluid flows to a high degree of
fidelity.
Trajectory prediction for store separation finds its origins experimentally in the early
1960s with the advent of the Captive Trajectory System (CTS) [22]. The CTS technique has
allowed for numerous trajectory predictions to be derived within the safe confines of a wind
tunnel [23, 24]. Yet, experimental approaches employing CTS have significant shortcomings.
Each experiment that relies on CTS must correct for aerodynamic interference in the store’s
support structure, particularly when calculating store stability. This issue can be minimized
for low-speed experiments by improving the support rig. Yet, for high-speed experiments,
the problem of interference is exacerbated by reliance on an aft-mounted sting. For these
cases, even if a sting is optimized to minimize aerodynamic distortion, the resulting e↵ect
on store stability, i.e. aerodynamic moments, can still be large [25]. Additionally, there is
a significant time and financial expense associated with producing a trajectory prediction
model through wind tunnels [26]. For these reasons, accurate experimental methods are
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often limited to in-flight experiments [27] in evaluating store separation conditions. Yet,
even modern, well-planned flight experiments can be exceptionally dangerous endeavors and
provide a significant risk to the test pilot [28].
Perhaps the only numerical or theoretical approach which has been used successfully to
obtain a good representation for the flow field during store separation is computational fluid
dynamics (CFD). Currently, store separation simulations are carried out almost exclusively
using the Chimera grid idea of Steger and Benek [29]. While there are examples of deforming
mesh store separation simulations [30], its application is limited by a tendency to form highly
skewed cells when significant relative body motion is modeled [31]. For this reason most
store separation simulations found in literature rely on Chimera, or overset, gridding [32–
34]. Much e↵ort has been spent on analyzing specific and valuable cases of store separation
using CFD. These cases include examples such as transonic flow [35], supersonic flows [36]
and separation from cavity [37, 38].
When coupled with experimental measurements of flows resembling conditions of store
separation, such as flows over various prolate spheroids [39–41], CFD simulations have allowed for detailed flow information to be extracted from each of these flight conditions.
However, three factors have combined to limit the direct application of CFD in the store
separation analysis. Namely, these issues are computational speed, the need for large computational resources, and accuracy issues of the numerical solution associated with modeling
turbulent flow and insufficient mesh resolution. These three factors combine to provide a
hard limitation in the application of high-fidelity simulations to the full store separation
analysis, an analysis that requires investigating a wide array of potential flight conditions.
As a result, modeling more complex configurations, such as full aircraft, in CFD for multiple
flight conditions exceeds the capabilities of the available computing resources [42].
It is this combination of experimental and computational limitations which has led to the
desire of obtaining a data-driven reduced order model (ROM) which can incorporate only the
leading degrees of freedom of the flow field to make a simulation capable of running orders of
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magnitude faster than CFD while still maintaining a comparably high degree of fidelity [43].
The desire for obtaining low-cost aerodynamic models for store separation is not altogether
a new approach, previous work by Tang et. al. [44] demonstrated how a vortex lattice
aerodynamic model could be simplified via extraction of the store’s aerodynamic eigenmodes
to produce a reduced cost aerodynamic model for store separation. As both high-fidelity
CFD and experimental measuring techniques have improved, further application of various
data-driven modeling techniques have been demonstrated including cavity flow [45, 46] and
shock-capturing [47, 48] models. The majority of these demonstrations can be distilled down
into one of two approaches; modal decomposition-based or neural network-based.
For modal decomposition-based methods, the general approach is to apply one of the
various available schemes to decompose a domain of interest to a relevant subspace. A
non-exhaustive list of such methods includes proper orthogonal decomposition (POD) [49],
Dynamic Mode Decomposition (DMD) [50], and Spectral Proper Orthogonal Decomposition (SPOD) [51]. Given the high degree of efficiency with which these methods have been
demonstrated to extract meaningful information from large data sets, extensive usage of
these methods can be found in the literature [52, 53]. Each of these modal decomposition
approaches attempts to make up for the shortcomings of their counterparts. For instance,
while the POD algorithm has been shown to efficiently extract dominant spatial information from high-dimensional data sets, it’s also unable to efficiently identify underlying time
dynamics from a system with rapid time change and high-frequency content. To make up
for this shortcoming, the DMD algorithm was introduced. At the expense of no longer deriving spatial orthogonal modes, the DMD algorithm allows for the efficient identification
of dominant underlying time dynamics. Furthermore, both POD and DMD often struggle to extract underlying low-energy information occurring across multiple frequencies from
datasets. To make up for this shortcoming, the SPOD algorithm was introduced. By completing the modal analysis in the frequency domain, a SPOD-based approach has shown a
significant improvement in the ability to extra underlying dynamics across this broad range
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of frequencies. As such, for flow characterization applications SPOD has been shown to provide significant improvements over that of POD and DMD [54–56]. However, in the present
study, an e↵ort is placed to truncate low energy content such that a reduced representation
of the system can be achieved. Given this objective, it is likely that extracting dominant
variance from a range of frequencies may not be beneficial. As such, only POD and DMD
will be further expanded upon in the Numerical Approach chapter of this dissertation.
While mode-based methods have been shown to operate well in some domains, for numerous systems modal decomposition schemes fail to efficiently produce accurate reduced-order
models. For such cases, one alternative modeling approach is available through neural networks (NNs) [57, 58], which have seen exponential growth in usage over the past decade.
Neural networks, through leveraging feature-based identification modeling rather than energy retention, are often shown capable of outperforming modal decomposition schemes in
areas such as oscillating cylinder flows [59], combustion [60], and even turbulence closer
modeling [61]. Through the utilization of an NN-based autoencoder, Carlberg et al. [62]
demonstrated how such an autoencoder could be leveraged for accurate interpolation between saved solutions for a turbulent, three-dimensional oscillating flow field. Results of this
study highlight the potential of NN’s to efficiently truncate a complex, three-dimensional
domain to low-dimensional latent space which can be leveraged for accurate reconstructions
of the flow field. Through the further extension of NN to physics-informed neural networks
(PiNN) [63], recent work has also demonstrated how NNs can be leveraged in systems where
governing partial di↵erential equations are known, but rigorous to solve and thus sampling
of the design space is sparse.
Despite the significant application of data-driven modeling techniques to the field of fluid
dynamics as a whole, there remains limited application of leveraging these techniques for
the fields of unsetady aerodynamics and store separation. As such, it was the objective of
this dissertation to demonstrate the feasibility of deploying various data-driven modeling
techniques to the fields of unsteady aerodynamics, rotor load predictions, and store separa-

4

tion. Specifically, this dissertation focuses on the application of modal decomposition and
neural network-based data-driven surrogate models. For the feasible deployment of such
models, a series of practical design tasks needed to be demonstrated using such surrogate
models. These design tasks included obtaining fast and accurate distributed load and trajectory predictions, deployment for design optimization, usefulness with complex geometries
and supersonic flows, and applicability to stores operating in turbulent flow fields. Over the
course of this dissertation, four examples of data-driven surrogate models will be demonstrated. The various models will be compared for their ability to make distributed load
predictions, ease of building models, and computational efficiency of prediction. Models
which will be presented in this study are broken down into two categories: mode-based
interpolation models and neural network models. Reduced order modeling techniques are
applied to four demonstration scenarios. Namely, these four scenarios are for distributed
load modeling of unsteady aerodynamics of an oscillating prolate spheroid, design optimization of an isolated rotor, trajectory prediction for fixed wing supersonic store separation,
and trajectory prediction for rotorcraft based store separation.
In the first scenario, a series of surrogate models were deployed for distributed load
modeling of a prolate spheroid subject to prescribed body motion. As a preliminary study,
three surrogate models were derived from CFD computed distributed pressure loads of a
pitching up 6:1 prolate spheroid. Surrogate models were derived using POD, DMD, and
neural networks (NN) based modeling approaches after which models were compared for their
ability to provide accurate and efficient representations for the store’s distributed pressure
loads. In addition to the pitch-up motion case, an additional series of prescribed motion
CFD simulations are completed for an oscillating prolate spheroid. A total of 16 CFD
simulations were completed while varying reduced frequency and amplitude of oscillation.
Surface pressure distributions were recorded and leveraged to construct two POD-based
surrogate models. Surrogate models are validated for prediction accuracy against 3 new
CFD simulations for new combinations of reduced frequency and amplitude. As a final step
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for this demonstration, a series of 3 representative cases of fuselage simple store separation
(store dropped with no propulsion or ejection forces) were completed while varying freestream
Mach number. Both surface pressure and shear stress load distributions were recorded from
which two POD-based surrogate models were derived. Surrogate distributed load predictions
are integrated and coupled with the equations of motion to provide trajectory predictions
under new operating conditions. This demonstration scenario is presented in the section
‘Reduced Order Model for a Moving Store (Scenario 1)’. All results for this scenario have
been published in conference papers [64, 65], an internal HPCMP report [66], and a journal
paper [67].
For the second scenario, a surrogate model is deployed for the purpose of design optimization of a rotor blade in both hover and forward flight. In addition to demonstrating accuracy
in predicting load distributions, it was also essential to demonstrate surrogate models’ ability
to be deployed for practical engineering applications. The rotor blade’s taper ratio and twist
were varied to construct 16 CFD simulations using the OVERFLOW solver. A surrogate
model was constructed from these cases and validated for rotor performance prediction accuracy against three additional combinations of taper and twist. Once the surrogate models
had been validated, models were leveraged to undergo a design optimization of the rotor
blade. For hovering rotor demonstration cases figure of merit and slices for the coefficient
of pressure at the r/R = 0.95 radial station of the blade will be used as metrics for ROM
prediction accuracy. For the forward flight demonstration case, both the lift-to-drag e↵ective
ratio and integrated sectional coefficients of thrust are used as the metric for ROM prediction
accuracy. The surrogate model is then utilized to find the optimal geometry of the rotor such
that the lift-to-drag e↵ective ratio is maximized. This study aims to provide insight into
the capabilities of surrogate modeling for rotor performance prediction along with demonstrating the application to design optimization. This demonstration scenario is presented in
the section ‘Design Optimization (Scenario 2)’. All results for blade optimization have been
published in a conference paper [68].
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For the third scenario, a store was separated from a fixed-wing under transonic and supersonic flow conditions. This scenario introduces several additional modeling challenges.
By separating the store from a fixed wing, the store’s angular trajectories will vary in not
just pitch, but in yaw and roll as well. As such, the element of symmetry, which exist for an
isolated oscillating body, will no longer exist for the load distributions. Additionally, since
the store is being separated under supersonic conditions, there will be the added challenge of
correctly modeling shocks and their interactions with a store’s distributed loads. It has been
well cited that many modal decomposition methods have challenges in accurately modeling
not just shockwaves [69], but traveling waves in general [70]. In this scenario, two common
data-driven modeling techniques will be applied, CNN-based autoencoder and POD. As a
preliminary investigation, the capability of both modeling methods to replicate distributed
loads on the store’s surface and provide accurate trajectory replications of a store separating
from a transonic delta wing is investigated. Insights gained from this preliminary investigation were leveraged to construct two new ROMs for trajectory prediction modeling of a
store separating from a delta wing at supersonic speeds based on 3 CFD simulations run
at Mach numbers 1.2, 1.4, and 1.6. Both POD and CNN-based surrogate models are then
constructed and validated. The POD and CNN-based models are used to provide predictions
for both surface pressure and shear stress distributions at new intermediate free stream Mach
numbers. To demonstrate the e↵ectiveness and accuracy of the two surrogate models, two
additional CFD simulations were run at M = 1.3 and M = 1.5. Comparisons were drawn
between surrogate models and CFD trajectory predictions. This demonstration scenario
is presented in the section ‘Supersonic Store Separation (Scenario 3)’. All results for this
section have been published in conference papers [71–73].
For the fourth scenario, a surrogate model was constructed for rotorcraft-based store
separation trajectory prediction. As a preliminary analysis, a simplified case of a pitching
and plunging store is simulated using CFD. The store was pitched at three pitch rates
↵˙ =90 /s, 120 /s, and 150 /s. Solutions from these cases were used to identify a limited
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subspace of POD modes. A single surface spline was then used to interpolate these modes for
load predictions at ↵˙ = 115 /s and 162 /s. The ↵˙ = 115 /s case investigates POD surrogate
model ability for interpolation predictions while ↵˙ = 162 /s case test ability for extrapolation
predictions. Once the surrogate model had been demonstrated capable of providing high
fidelity predictions, the surrogate model was deployed for trajectory replication for a single
case of store separation. Afterwhich, a POD based surrogate model is derived from three
CFD simulations of a store being launched from a rotorcraft under a prescribed thrust of
1000, 1500, and 2000 Newtons. This demonstration scenario is presented in the chapter
‘Rotorcraft Store Separation (Scenario 4)’. All results for this section have been published
in a conference paper [74, 75].
1.1 Outline and Innovations
In understanding the feasibility of deploying a data-driven surrogate model for store separation, a series of fundamental demonstrations were required. For the reader’s convenience,
an abbreviated outline of these objectives is provided below. The order in which these
objectives are presented is consistent with their appearance in the dissertation.
1. A preliminary demonstration is provided comparing POD, DMD, and CNN for the
capability to replicate distributed pressure loads on a prolate spheroid subject to prescribed motion. Surrogate modeling approaches are compared both in terms of accuracy of predictions and efficiency in surrogate model derivation. Results for this
analysis are presented in section 3.1.10 of this dissertation.
2. To identify surrogate model prediction capability for a body subject to varying dynamic
motion, a POD-based surrogate model was deployed for distributed load modeling a
prolate spheroid oscillating with a varying reduced frequency and amplitude. Distributed loads are integrated from which coefficients of lift, drag, and moment are
compared to new validation cases. Results of this analysis can be found in section
3.1.13 of this dissertation.
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3. To evaluate the feasibility of deploying a surrogate model for store trajectory replications and predictions, a surrogate model was applied to model store trajectories under
subsonic, transonic, and supersonic conditions. In this demonstration, the computational cost of deploying a surrogate model is evaluated along with its accuracy in
producing load predictions over the course of the store’s trajectory. This analysis is
presented in section 3.1.14.
4. A POD-based surrogate model is derived for an isolated rotor operating under a series
of fundamental operating conditions. The surrogate model is then leveraged to identify
the optimal twist and taper ratio of the rotor such that the maximum efficiency of the
rotor is produced within the domain of interest. This demonstration is presented in
section 3.2.
5. A CNN and POD-based surrogate model are deployed for distributed load and trajectory prediction of supersonic fixed-wing based store separation. With this demonstration, domain complexity is increased through the incorporation of a store with sharp
edges and lifting surfaces. Results of this demonstration are presented in section 3.3.
6. For the case of supersonic store separation, multiple shocks are present and thus distributed loads are influenced by transient flow features containing large amounts of
translation and scaling. This dissertation investigates if a CNN-based surrogate model
provides noticeable distributed load modeling fidelity improvements over that of a
POD-based model. These results are also presented in section 3.3.
7. A POD-based surrogate model was evaluated for its ability to model store distributed
loads while operating in a turbulent flow field. For this demonstration, a pitching and
plunging store is modeled in the wake of a rotor. Results for this analysis can be found
in section 3.4.
8. To better understand surrogate model capability for accurate trajectory replications
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and predictions for a store operating in the wake of a rotor, a representative case of a
store being launched from a rotorcraft is modeled. Results are presented in 3.4.
Through each of these demonstrations, this dissertation aims to provide a series of three
fundamental innovations to the field of store separation modeling. First, the dissertation
presents a variety of noval data-driven modeling approaches for identifying high-fidelity distributed load predictions as both a body’s dynamics, geometry, and operating conditions
vary. Presented surrogate modeling approaches include POD, DMD, and CNN-based approaches. Second, it was demonstrated that these noval surrogate modeling approaches could
be leveraged not just for accurate load predictions, but additionally could be leveraged to
quickly model a store’s trajectory as various parameters of the design space change. Cases
of store separation investigated in this study include subsonic, transonic, and supersonic
fuselage-based separation, transonic and supersonic fixed-wing separation, and rotorcraftbased separation. Finally, in this dissertation, an approach for leveraging surrogate models
for optimization tasks is demonstrated.
1.2 Relevance of Data-Driven Modeling to Store Separation
Before continuing with a review of the various data-driven modeling techniques used in
this study, it is essential to gain an understanding of why store separation is a field well
suited for data-driven modeling. Typically, when considering investing in new modeling and
simulation tools the U.S. Air Force will concentrate on a tool’s ability to provide improvements over current tools in relationship to 9 sub-topics [76]. Namely, these sub-topics are
as follows: re-useability, readiness, efficiency, risk reduction, e↵ectiveness, cost reduction,
environment, lives, and time. Even before a full analysis of the application of data-driven
modeling to the field of store separation is completed, four of these sub-topics present themselves as clear areas where a surrogate model as described in this dissertation can potentially
excel. These areas are re-useability, readiness, efficiency, and risk reduction.
1. Considering that all models presented in this dissertation are data-driven models, reuseability presents itself as an obvious area where the proposed modeling techniques
10

can provide significant improvements over current techniques. Once the built model
is validated, and assuming all parameters of interest are represented in the model,
trajectory predictions can repeatably be made with minimal computational cost. If,
for instance, the store’s mass was to vary, moments of inertia were to change, or
possibly a new propulsion system with increased thrust was to be implemented, the
already built model could be deployed and a store’s trajectory could be predicted.
2. A change in store mass, inertia, and thrust is in fact likely variations to happen over the
course of a store’s lifespan. This is inherently due to the long lifespan stores typically
have once deployed by armed forces around the world. Take for instance the AIM9 sidewinder air-to-air missile. The AIM-9 was first deployed by the U.S. Air Force
in 1956 and has served in every major U.S. military engagement since the Korean
War [77]. Over the course of the AIM-9’s service record, countless advancements have
been introduced in materials, structures, and propulsion systems. Implementing these
advancements has provided a significant challenge in recertifying the store for continued
usage [78]. This challenge ultimately leads to a hindrance in readiness for the armed
forces to deploy critical advancements in technology.
3. Having a data-driven surrogate model pre-trained to account for future advancements
is a practical route to increase readiness and minimize downtime during the recertification process. Such a model could quickly be run to outline safe operating conditions
before flight tests are run. This would allow for the minimizing of expensive and timeconsuming wind tunnel experiments and CFD simulations during the early stages of
the store separation analysis.
4. The final sub-topic where a data-driven model could provide significant improvement
is risk reduction. If successful, a data-driven model capable of quickly providing highfidelity distributed load predictions would greatly increase the depth of the early store
separation analysis. Such an increase in depth to the early analysis could both minimize
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flight tests required for certification and lead to improved safety. Having either of these
outcomes be a result of implementing a data-driven store separation model would
be of critical importance for improving pilot safety. It’s important to recognize that
despite having decades of experience, modern technology, and well-reviewed procedures
accidents involving store separation flight tests still happened.
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2 Numerical Approach
The work presented in this dissertation benefits significantly from several previous, wellcited works completed in the field of data-driven modeling. As such, a comprehensive review
of the current literature is necessary to facilitate a better understanding of current progress in
the field of data-driven modeling as applied to aerospace engineering, along with establishing
similarities and distinct di↵erences between this dissertation and previous completed works.
This review will cover the following sub-topics: POD, DMD, Kriging Interpolation, and
Neural Networks. However, as all surrogate models derived in this dissertation leverage
solutions from CFD, a prelude discussion of the CFD approach taken in this dissertation is
given.
2.1 Governing Equations
The numerical modeling used in this dissertation was based on the Navier-Stokes (N-S)
equations for compressible flow. The equations governing the conservation of mass, threedimensional momentum, and energy in di↵erential form following Einstein notation as given
below in Eq. 2.1, 2.2, and 2.3 [79].
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In these equations fi serves to represent any source term adding or subtracting momentum
from the system, E denotes the total energy in the system, qi is the conduction of heat through
the system, and ⌧ij is the viscous stress tensor. The specific equations for these variables are
outlined below.
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Here µ is viscosity, e is internal energy, and k is the thermal conductivity. The final stage
of these equations is to relate the pressure to density and identify how to calculate laminar
viscosity. Relating pressure to density is completed through the usage of the ideal gas law.
This provides an algebraic way to correlate not only between pressure and density but also
with temperature. Once these variables are identified the laminar viscosity can be defined
through the use of Sutherland’s Law. In Eq. 2.7, P is pressure, ⇢ is density, Rgas is the ideal
gas constant, and T is temperature. In Eq. 2.8, S is the Sutherland constant.

µ = µref

P = ⇢Rgas T

(2.7)

✓

(2.8)

T
Tref

◆3/2

Tref + S
T +S

2.2 Turbulence Modeling
In the field of fluid dynamics, one of the most daunting challenges of the past several
decades has been the development of computational methods for modeling turbulent flows.
Part of the difficulty in developing such models is derived from the fact that turbulence is by
nature extremely chaotic making it difficult to model in the traditional N-S equations. By
reviewing equations 2.1, 2.2, and 2.3 it is quickly observed that there are now stochastic terms
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to model turbulence in the traditional N-S equations. To model turbulence, a manipulation
of these equations must be undertaken called Reynolds averaging which transforms the N-S
equations into the Reynolds Averaged Navier Stokes equations (RANS).

Figure 2.1 Schematic representation of the distribution of energy of velocity fluctuations
over the length scales in a turbulent flow. Image is taken from Pope [1].
A common question may be as to simply why can’t the original form of the N-S equations
be used. To answer this question a concept called the energy cascade must first be discussed.
The energy cascade is an idea that turbulence first begins as large eddies of the flow field.
While there is no exact agreed-upon definition for what these eddies are they can generally
be understood as a singular large coherent structure of the flow field. These large eddies
contain the largest turbulent energy of the flow field. These large eddies then devolve and
break down into smaller eddies which then, in turn, break down into even smaller eddies
with each eddy containing less energy than the last. Eventually these eddies cascade to such
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a small size that rather than breaking down any further they simply dissipate into heat.
This cascade is represented by Fig. 2.1. From here a good understanding is made of why
it is necessary to model turbulence. Figure 2.1 ⌘ represents the Kolmogorov scale, the scale
at which an eddy will dissipate it’s energy into heat rather than cascade further down. In
order to properly resolve turbulence in a computational model using a grid, the

xi spacing

of nodes must be of the same size as ⌘. The issue with this is quickly realized by starting
with Eq. 2.9.
L
= Re3/4
⌘

(2.9)

In equation 2.9 assume L to be the characteristic length of the computational domain.
This means that in just one dimension the total number of nodes needed on the computational
domain is Re3/4 . Note that this is simply for a singular dimension on the domain, to resolve
all three dimensions this number becomes much larger as outlined in Eq. 2.10.
L x L y Lz
⇤
⇤
= Re9/4
⌘
⌘
⌘

(2.10)

This begins to illustrate the extreme difficulty is modeling even the most simple of aerodynamic problems using the full N-S equations. It also highlights the need for use of RANS
modeling for many fluid dynamic problems.
2.3 RANS Models
Rather than attempting to resolve all scales of turbulence in the flow field, RANS modeling attempts to solve only down to the largest eddies of the flow field. From here the
remainder of the energy cascade is modeled with stochastic terms. It is because of this that
through RANS modeling the number of nodes in the computational grid can be significantly
reduced while still maintaining a large amount of energy in the fluid system. The process of
developing the RANS equations begins with first introducing a new form of the ui velocity,
Eq. 2.11.
16

i

= ¯i +

0
i

(2.11)

Equation 2.11 simply is attempting to say that for every state variable
an average term ¯ i and a perturbation term

0
i.

i

there exists

Equation 2.11 is then substituted into

equations 2.1, 2.2, and 2.3. From here a Favre-averaging is completed on the velocity and
energy equations resulting in a new variable ⇥ which is a function of ⇢ and u.
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The resulting RANS formulas are presented in Eqs. 2.14, 2.15, and 2.16.
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From this expansion of the N-S equations, new terms appear which represent the stochastic variables for turbulence. While there have been numerous models proposed to solve for
these stochastic variables only one such model was considered in this dissertation.
2.3.1 Spalart-Allmaras
The turbulence model selected for all demonstration scenarios utilized in this dissertation
was the Spalart-Allmaras single equation turbulence model. This model was developed in
1994 through a collaboration of e↵orts between Spalart and Allmaras [80]. The model is
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known to be both extremely robust and computationally efficient. Much of this derives from
the fact that there is simply a single equation used to model the turbulence in this model. In
the Spalart-Allmaras turbulence model, the turbulent eddy viscosity is calculated through
the below transport equation.

⌫t = ⌫efv1
fv1 =

X3
3
X 3 + Cv1

X=
The Reynolds Stresses are then calculated.
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Finally, the transport equation is set up for ⌫e to solve for the eddy viscosity.
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Each variable in equation 2.21 is defined below.
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Table 2.1 All constants used in the Spalart-Allmaras turbulent model

Cb1
Cb2
k
Cw1
Cw2
Cw3
Cv1
Ct1
Ct2
Ct3
Ct4

Values
2/3
0.1355
0.622
0.41
Cb1 /k 2 + (1 + Cb2 )/
0.3
2
7.1
1
2
1.1
2
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(2.28)

(2.29)

The constants in this model are defined below.

Constants

(2.27)

(2.30)

2.3.2 Overset Meshing
An important technique used to construct the mesh for the store separation cases in
this dissertation is called overset meshing. Overset meshing is a technique often used to
help maintain grid quality for meshes with multiple independent bodies. Examples include
fighter jets with complex store configurations, full Space Shuttle models, detailed modeling
for sports cars, etc. In all of these examples, the issue of conjoining well-constructed meshes
from each individual body becomes a non-trivial task. This issue is exasperated when the
independent dynamics of these bodies are being considered as well. In these cases, such as the
case of store separation modeling, it becomes difficult to maintain proper mesh refinement
without the use of the technique of overset meshing.
Overset meshing begins with considering two independent grids, one is the major grid
and one is the minor grid. These two grids are first overset on top of one another. A hole is
then cut in the major grid to allow room for the minor grid. This cut allows for an overlap
region in the mesh between the major and minor grids. As the simulation is being run
calculations are completed on the minor and major grids. Information is passed between the
two grids through the overlap region of the grid through interpolation. Figure 2.2 provides
a visual summary of the concept of overset meshing.
2.3.3 HPCMP CREATE-AV Kestrel and Helios
The Kestrel code is produced by the fixed-wing team for High-Performance Computing
Modernization Program Computational Research and Engineering Acquisition Tools and Environments Air Vehicles (HPCMP CREATETM -AV) high-fidelity fixed-wing modeling tool.
The primary objective of the software is to provide a high-fidelity CFD code for fixed-wing
aircraft that is easy to use, scalable to new architectures, and requires minimal case setup
time. The code is also designed to be highly adaptable within the fixed-wing design space.
Typical use cases for the Kestrel code include applications to analyze fluid-structure interactions, airframe-propulsion integration, flight controls integration, and store separation.
The code can be leveraged in cases of either jet or propeller power aircraft and operate at
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Figure 2.2 Graphic summarizing the premise of overset meshing Ramakrishnan and
Scheidegger [2].
subsonic, transonic, and supersonic speeds. To allow for this large degree of flexibility, the
Kestrel code incorporates numerous modules which expand the capabilities of the code to
allow for; adaptive mesh refinement, fluid-structure interactions, 6-DOF motion, propulsion
modeling, trim calculations, etc. The core of the Kestrel code is built on a Python-based
infrastructure with Python, C, C++, or Fortran modules being added on to allow for additional capabilities of the base code. In Fig. 2.3, a diagram overviewing the layout of the
Kestrel code is presented.
In this dissertation, the Kestrel code was utilized for all CFD simulations completed
in demonstration scenarios one and three, i.e. the oscillating store and fixed-wing store
separation cases. As a part of its module approach taken for CFD modeling, the Kestrel
code partitions the computational domain into two overset grids; namely a near-body and
o↵-body grid. For the near body domain, the second order finite volume unstructured based
Kestrel CFD (KCFD) solver [81] is utilized. The KCFD code is an enhanced version of the
Air Vehicle Unstructured Solver (AVUS) code orginially developed by the U.S. Air Force
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Figure 2.3 Overview of the modular design of the Kestrel code Morton [3].
Research Lab in the 1990s [82]. While the core of the KCFD code still remains similar to
AVUS, a series of modifications have been introduced to improve scalability, stability, and
accuracy of the code [83].
For the o↵-body grid, the Cartesian multi-block based SAMair solver is used [84]. The
SAMair solver is CFD solver which incorporates Euler, RANS, and turbulence-resolvingbased schemes. To model this o↵-body domain, the SAMair code sub-divides the computational domain between a series of Cartesian blocks. Initially, a limited number of coarse
Cartesian blocks are defined. Within these coarse blocks, a series of more refined grids can
then be generated depending on either solution features or geometric refinement. Additionally, regions of increased refinement can be specified. To help illustrate the oversetting of
these domains, a diagram is presented in Fig. 2.4 showing the oversetting of increasingly
more refined blocks. By incorporating this multi-block approach the spatial discretization
of the o↵-body domain can be largely automated. Additionally, by operating on Cartesian
grids, the CFD solver can operate at a potentially lower computational expense as grid metric terms are not needed. Cartesian grids can also be easier to implement with multigrid
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sequencing and high-order numerical methods. In this dissertation, while using SAMair a
6th order accurate central di↵erencing scheme with 5th order accurate dissipation for inviscid terms and 4th order accurate for viscous terms was used [85]. While both solvers
allow for the selection of various turbulence models, transition models, and DES/DDES
solvers, in this dissertation for turbulence modeling both near and o↵-body solvers used the
Spalart-Allmaras turbulence model with curvature corrections.

Figure 2.4 Demonstration of multiblock grid generation incorporated by SAMair. From
Wissink et al. [4].
For demonstration cases two and four, the HPCMP CREATE-AV Helios code was leveraged [85, 86]. Similar to Kestrel, the Helios software is developed as part of the HPCMP
CREATE-AV program. Development of the code is led by the NASA Ames-based US Army
rotorcraft branch. The main objective of Helios is to provide high-fidelity CFD results in
similar maner to Kestrel except with rotorcraft-based applications as the main focus of the
code [87–89]. Helios also takes the approach of being a modular code, allowing for the incorporation of additional capabilities to its base code as well. One distinct di↵erence between
the Kestrel and Helios codes is the expansion of possible solvers which can be leveraged for
the near body computational domain. With the Helios code, numerous near-body solvers can
be leveraged including; mStrand, KCFD, FUN3D, and OVERFLOW. The mStrand code,
short for Multi-Strand, is an unstructured CFD code developed for Helios with a focus on
robust near-body mesh generation and parallel grid adaptation as demonstrated in Fig. 2.5.
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Both FUN3D and OVERFLOW are CFD codes maintained by NASA. The FUN3D is a CFD
code originally developed in the 1980s with the intent of providing a platform from which
unstructured algorithms for CFD could be developed. The code as since been expanded to
allow for the analysis of cases such as airframe noise, space transportation vehicles, wind
tunnel design, flight test, etc. While FUN3D is intended to be a platform for unstructured
solver development, OVERFLOW was developed as an overset structured CFD solver. Reliance on structured domains makes grid generation for complex geometries rigorous when
using OVERFLOW. However, by leveraging structured domain connectivity many of the
computational limitations of unstructured solvers can be eliminated. Given that there is
no need to store cell connectivity information, the computational expense is generally lower
when using structured solvers compared to unstructured solvers. Additionally, whereas unstructured solvers typically, but not always [90], are limited to 2nd order-accurate schemes,
structured solvers can instead implement significantly higher-order accurate schemes.
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(a) Near-Body

(b) Near-Body with AMR

Figure 2.5 Demonstration of mStrand near-body AMR. Solution is for mStrand computed
surface pressure coefficients on a transonic ONERA wing at an angle of incidence of 6
Lakshminarayan et al. [5].

To help illustrate the broad flexibility of the Helios code, an example for the CFD simulation of rotorcraft-based store separation is provided in Fig. 2.6. For any rotorcraft-based
CFD simulation, the largest allocation of computational resources is for the development of
the rotor’s wake, requiring several rotor revolutions to develop. For accurate results, sufficient mesh resolution must be obtained such that rotor tip vortices, and their subsequent
merging, are correctly modeled. Examples of the rotor tip vortices along with their breakdown are provided as isosurfaces of vorticity magnitude contoured by coefficient of pressure
in Fig. 2.6. To properly model these flow features, a large degree of mesh refinement is often
required. However, this large degree of refinement is only required in the location of the
rotor’s wake itself. Outside of this wake, a more coarse mesh can often be used without the
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degradation of CFD modeling fidelity. Given the subsequent large potential computational
savings, it is highly beneficial to leverage an adaptive mesh refinement technique for rotorcraft CFD simulations. This is particularly true once cases of rotorcraft store separation
are considered as an adequate resolution of the rotor’s wake is required to capture a store’s
surface loads as it passes through the wake. Given the benefits of incorporating an adaptive
mesh refinement approach, Helios incorporates a high-order accurate, Cartesian multi-block
solver with the added capability of on-the-fly mesh adaptation.
Furthermore, it is also essential that for rotorcraft-based store separation, the computational domain be split into a series of overset grids. For the presented CFD simulation
shown in Figs. 2.6 to 2.8, a total of 11 near-body grids are used; five for the main rotor
configuration (four blades, one hub), four for the tail rotor (four blades), one for the fuselage,
and one for the store. In Fig. 2.6, the fuselages overset near-body grid is called out. With
such a large number of independent bodies in the computational model, obtaining a single
grid with adequate mesh quality becomes a rigorous task. Further maintaining mesh quality
during each time step as the main rotor, tail rotor, and store all move independently becomes
an infeasible task. Finally, it is also that any CFD solver utilized for rotorcraft-based store
separation be able to allow for all of these features while also incorporating a six degree of
freedom model. A free falling store is specified in Fig. 2.6. Given that Helios incorporates
adaptive mesh refinement, high order accurate o↵-body solvers, splitting of the domain between near and o↵-body solvers, and a six degree of freedom solver, the Helios code becomes
an excellent modeling tool for the application of rotorcraft-based store separation.
For demonstration case two, i.e. the isolated rotor cases, the OVERFLOW [91] CFD
solver was used. OVERFLOW was developed by NASA and uses a series of structured,
overset grids to model fluid flows. The o↵-body grids utilized the Cartesian multi-block
SAMcart solver [92]. Just as with the SAMair solver, a 6th order central di↵erencing scheme
with 5th order dissipation for inviscid terms and 4th order for viscous terms was used.
For both near-body and o↵-body turbulence modeling, the one equation Spalart-Allmaras
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Figure 2.6 Graphic demonstrating oversetting of near-body and o↵-body grids. Image
shows an Z-Y slice of overset grids with isosurfaces of vorticity magnitude contoured by
coefficient of pressure. Value blanking is applied to isosurfaces with a negative Y value.

Figure 2.7 Graphic demonstrating oversetting of near-body and o↵-body grids. Image
shows an Z-X slice of overset grids with isosurfaces of vorticity magnitude contoured by
coefficient of pressure. Value blanking is applied to isosurfaces with a positive X value.
turbulence model was used with curvature corrections. For scenario four, three solvers were
selected. For the rotor-blades near-body grids, the unstructured mStrand solver was selected,
for both fuselage and store the KCFD solver was selected, and for the o↵-body grids the
SAMcart solver is used. Once again, near-body solvers utilized a second order time and
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Figure 2.8 Graphic demonstrating oversetting of near-body and o↵-body grids. Image
shows an isometric slice of overset grids with isosurfaces of vorticity magnitude contoured
by coefficient of pressure. Value blanking is applied to isosurfaces within the 0 -90
azimuth rotation of the main rotor.
space scheme while the o↵-body solver schemes remain consistent with previous cases.
2.4 Equations of Motion
Upon completing the required CFD simulations to extract a sufficient amount of data for
training, a variety of data-driven modeling approaches were applied to construct a surrogate
model for the store’s distributed loads. While the proceeding sections will further expand
on how approaches are utilized for surrogate modeling, in this section a description will be
provided of how distributed load predictions are leveraged for store trajectory modeling.
To begin, it should be recognized that all parametric surrogate models generated in this
dissertation read in some inputs, such as angle of incidence, free stream operating conditions,
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propulsion forces, topology, etc., and output a prediction for the full load distributions on the
store’s surface. Once these load distributions are obtained, the first step toward obtaining
trajectory predictions is integrating the predicted pressure and shear-distributed loads such
that forces and moments can be obtained as shown below in Eqs. 2.31 and 2.32.
‹
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In Eq. 2.31, F~areo is the integrated load vector, P is the surrogate predicted distributed
pressure load, ~n is the surface normal vector, ~⌧ is the surrogate model predicted vector shear
~ areo is the integrated moment vector
stress loads, and S is the store’s surface. In Eq. 2.32 M
while ~l is the vectored moment arm containing the distance from the store’s center of mass.
In this dissertation, normal vectors was computed in the body reference frame. Before
these loads can be coupled with the equations of motion, the body loads needed to be
converted from the body axis to the wind axis. This conversion was computed as shown
in Eqs. 2.33 to 2.36 where
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(2.36)
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Upon competition of this rotation, linear accelerations are then computed by summing
W
aerodynamic forces, F~aero
, and applied propulsion forces, F~prop , and then dividing by store

mass, m. The gravitational vector, ~g , is then added to obtain the linear acceleration vector,
~a. Note that in this dissertation mass of the store is assumed to be constant. Equation 2.38
summarizes the computing of linear accelerations.
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m
m

(2.38)

To compute angular accelerations, Eq. 2.39 is leveraged where I is the store’s moments
~ areo is the computed moments acting on
of inertia, !
~ is the store’s angular velocity vector, M
d~!
is the store’s angular acceleration vector.
the store, and
dt
d~!
=I
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After computing the store’s linear and angular acceleration vectors, a fourth-order RungeKutta approach was taken to iteratively solve for the store’s trajectory.
2.5 Proper Orthogonal Decomposition (POD)
The foundation for modal decomposition-based methods rests on the assumption that
there must be low rank underlying characteristics which can be used to represent a given flow
field. There exist several methods for identifying these underlying characteristics, ranging
30

from POD to dynamically bi-orthonormal decomposition (DBO) [93]. The first of these
modal decomposition schemes used in this dissertation was POD. The POD algorithm which
itself is a variation of the Principle Component Analysis (PCA) [94], was introduced as a
method for extracting a low-dimensional subspace that captures the majority of the variance,
often referred to as energy, from the full phase space [95].
2.5.1 Review of POD
While there exist numerous formulations for POD, in this dissertation the snapshot
method will be used [96]. In this approach, any scalar of the flow field can be represented by the sum of the scalars time-average, ū(x), and n orthonormal POD modes

i (x)

times the temporal coefficient ai (t). The relationship is shown below, where ai (t) =<
(u(x, t)

ū(x)),

T
i (x)

>.

u(x, t) = ū(x) +

n
X

ai (t)

i (x)

(2.40)

i=1

To obtain

i (x)

the a snapshot matrix u(x, t) is first formed. In this matrix, the row

space holds spatial information while the column space holds temporal information. The
perturbation matrix, u(x, t)0 , is calculated by subtracting out the snapshot matrix’s time
average. The POD modes are then found through a single value decomposition (SVD) of
u(x, t)0 , where the subset of modes

i

are extracted from U. In Eq. 2.41, the matrix U

contains the eigenvectors for u(x, t)0 times it’s transpose, VT contains the eigenvectors of
the transpose of u(x, t)0 times itself and [⌃] contains the singular values of the SVD.

u(x, t)0 = U[⌃]VT

(2.41)

The process of reducing the dimensionality of the data-set down to a low-rank subspace
has been described in many publications [97, 98]. For this dissertation, the process of selecting an adequate subspace was based on energy retention. For this approach, the number of
modes that must be retained is dependent on the behavior of the singular values, , found in
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the diagonal of the [⌃] matrix. Given that

is little more than the square of the eigenvalues

of < u(x, t)0 , u(x, t)0T >, this then serves as a representation for how much of the snapshot
matrices energy is being captured by each mode. The amount of energy being captured
in each mode can then be visualized by plotting the ratio of each singular value
sum of

i

to the

denoted at ¯ . The objective is then to retain a subset of modes, n, such that the

below equation is satisfied. Once a low dimensional subspace has been identified a surrogate
model can be generated by constructing a continuous representation of the reconstructing
time coefficients. Several approaches for constructing this continous represent exist, ranging
from spline interpolations to neural networks.
n
X
i=1

i

¯

⇡1

(2.42)

2.5.2 Applications of POD
Given that POD was originally theorized in the 1960s [49], there have been numerous attempts to apply POD toward a better understanding of fluid flows. The earliest examples of
POD application of fluid flows showed numerous attempts at identifying coherent structures
of a specific fluid domain [99, 100]. In these earlier studies, typically, experimental measurements were taken, then decomposed using POD. From this decomposition researchers aimed
to extract meaningful correlations which would help identify dominant structures of the flow
field. In their study titled “Multifractal Analysis of a Lobed Mixer Flowfield Utilizing the
Proper Orthogonal Decomposition” from 1992, Ukeiley et al. [101] were able to utilize POD
to efficiently identify areas of high turbulent kinetic energy while studying streamwise velocity time traces of lobed mixer flow. However, the study found a key, and reoccurring,
issue with POD, its limited ability to identify coherent structures across a broad range of
scales. This has ultimately become a recurring phenomenon found when applying POD and
comes as a result of high energy modes being dominated by the most energetic spatial features of the domain. Importantly, this implies that while POD performs well in identifying
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high-energy coherent structures, often reconstruction of datasets becomes challenging once a
broad range of scales are present in a fluid flow. This characteristic of POD may eventually
prove to be a significant modeling challenge for applications to store separation, in particular
applications of rotorcraft-based store separation.
The POD algorithm has not only been used for identifying dominant flow structures but
also has been used extensively to simplify di↵erential equations. This simplification is often
achieved through a Galerkin projection of a reduced basis of POD modes onto the NavierStokes equations [102, 103]. In 1988, Aubry et al. [104] famously applied a reduced set of
POD modes, derived from experimental data, to reduce the Navier-Stokes equations via a
Galerkin projection. Results showed an ability to numerically model streamwise roll leading
to turbulent boundary layers in the near wall region. Similar studies still continue today,
with articles being published focused on shear flows [105], non-linear model reduction for
real-time predictions [106, 107], and 2D cavity flows [108].
However, the application of equation reduction modeling has limited applications to store
separation for one main reason. These applications still require the modeling of free stream
flow. This is useful for many of the two-dimensional cases reviewed so far but becomes
impractical once three-dimensional, overset grids are utilized. As computational resources
available to engineers have continued to dramatically increase [109], the amount of data any
study can feasibly generate has equally increased. It has been this increase in both available
computational resources and the ability to generate and store data that has led to more
computationally expensive modeling techniques presenting themselves as viable options for
reduced order modeling. One option consists of applying various interpolation schemes to
parametrically model both fluid flows and aerodynamic load distributions on bodies. This
option for ROM has significant potential for application to store separation. This is largely
due to forgoing the need to model freestream flows, needing only to parametrically model
a store’s surface. As such, examples of POD-based parametric interpolation ROMs can be
found in diverse fields such as material deformation [110], molecular dynamics [111], and
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coronary artery flows [112]. While numerous interpolation schemes exist, two such schemes
will be reviewed, namely Kriging interpolation and neural networks after an initial discussion
of DMD.
2.6 Dynamic Mode Decomposition (DMD)
The POD algorithm presents itself as an attractive surrogate modeling choice given its
ability to efficiently identify spatially dependent coherent structures. However, given that
POD derives modes based on energy retention rather than dynamic importance, it is plausible to assume alternative decomposition methods could provide a more efficient modeling
approach once flow fields become dominated by time dynamics rather than spatial information. As such, for cases where the typical distributed loads common to store separation
applications were to be defined via time dynamics, utilizing the DMD algorithm would potentially present itself as a more e↵ective alternative.
2.6.1 Review of DMD
The DMD algorithm was originally introduced as an improvement to the POD algorithm
[50]. Despite POD’s efficiency in identifying coherent structures in flow fields consisting
of high energy contents, the algorithm performs poorly in extracting characteristics of the
flow field which contain strong time dynamics. To mitigate these limitations, the DMD
algorithm was introduced to enhance the mode retention of these dynamics. As such it
is reasonable to assume that the DMD algorithm may outperform POD when considering
external, non-lifting bodies.
The DMD algorithm begins by formulating two snapshot matrices such that each time
solution in one matrix, u1 (x, t), corresponds to the next time solution in the second matrix,
u2 (x, t).

u1 (x, t) = [u(x, t1 ), u(x, t2 ), ..., u(x, tn 1 )]
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(2.43)

u2 (x, t) = [u(x, t2 ), u(x, t3 ), ..., u(x, tn )]

(2.44)

The matrix A is then used to linearly relate snapshots in time.

u2 (x, t) = Au1 (x, t)

The eigenvalues

(2.45)

and eigenvectors !v of matrix A are then obtained. Note that since A

is used to linearly relate snapshots through time, its eigenvalues represent the time evolution
characteristics of the full snapshot matrix u(x, t). The eigenvalues

become important later

in the DMD algorithm when trying to correlate each mode back to the original data-set. In
Eq. 2.48, !v is used to include a weighting of frequency into the mode identification.

A!v = !v

(2.46)

Next, a SVD expansion of u1 (x, t) is taken. It is through this equation that the spatial
correlations are derived in the DMD algorithm.
u1 (x, t) = U⌃VT

(2.47)

The final step is to compute the DMD modes through Eq. 2.48, where modes are found
in the

matrix.
= u2 (x, t)VT !v /⌃

(2.48)

The DMD modes, , then have three possible fundamental time evolution characteristics.
These modes can either be converging, diverging, or time repeating modes. Categorization
of modes into one of these three classes depends on the placement of the corresponding
eigenvalue , on a complex plain unit circle. If the placement is inside the unit circle, the
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corresponding mode will converge, or decay in time. If the placement is outside the circle
then the mode will diverge, or grow in time. Finally, if the placement is on the unit circle
the mode will be time-periodic.
2.6.2 Applications of DMD
Similar to POD, the original implementation of the DMD algorithm was heavily biased
toward the flow characterization of a system of interest. Examples include application to
flow characterization of wall jets [113], flow over cavities [114], wind turbine wakes [115],
and wakes generated by high-speed trains [116]. The quick and prolific adaptation of the
DMD algorithm into the field of flow characterization derives from its significant advantage
in time dynamic extraction compared to that of the POD algorithm. The DMD algorithm
obtains this advantage via efficiently extracting linear time variation of spatial correlated
flow features. In other words, through the DMD algorithm, high-dimensional measurements
can be compressed and propagated forward in time. Where POD can only extract spatially
dominant modes, the DMD algorithm can further propagate these modes providing valuable
insight into the underlying time dynamics of a system. As such, despite originally being
developed for the field of fluid dynamics the DMD algorithm has seen extensive utilization in
diverse fields such as; epidemiology [117], neuroscience [118], video processing [119], robotics
[120], finance [121], etc.
Given this ability to propagate its modes, naturally, there has become a strong inclination to deploy DMD for surrogate modeling of systems dominated by time dynamics. Yet,
there exist several modeling challenges which limit the implementation of DMD. The first of
these modeling limitations derive from the utilization of the linear time correlation matrix’s
eigenvectors when finding the DMD modes in Eq. 2.48. While this step allows for the extraction of linear time dynamics, it also results in the DMD algorithm producing non-orthogonal
spatial modes. These non-orthogonal spatial modes tend to not extract spatial information
from the snapshot matrix as efficiently as the POD algorithm. This results in an increased
required number of modes with DMD to reconstruct a snapshot matrix compared to POD.
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An additional modeling limitation of DMD is the significant increase in the rigor of identifying a relevant subspace. With POD, identification of a relevant subspace becomes trivial
as POD modes are ranked in terms of energy retention. However, when utilizing the DMD
algorithm identification of a relevant subspace requires the observation of each mode’s corresponding eigenvalue rather than a simple specification of energy retention criteria. There
is also the significant increase in memory allocation when implementing a DMD surrogate
model as opposed to a POD model. For DMD, not only is higher sampling typically required
for extraction of time dynamics, but modes must be allocated as complex variables resulting
in a significant, and in some cases limiting, increase in memory requirement. For these reasons, DMD-based surrogate models tend to be deployed to two-dimensional domains with
narrow ranges of length and time scales [122, 123]. A closer comparison of POD and DMD for
application to surrogate modeling will be demonstrated in the chapter ‘On the Construction
of a Mode Based Reduced Order Model for a Moving Store’.
2.7 Kriging Interpolation
Parametric-based modeling has become particularly attractive in recent years for their
ability to both accurately and efficiently model complex, high-dimensional information. In
particular, the possibility of modeling high-dimensional systems has led to a renewed push
for deriving interpolation-based schemes. As of 2021, 3 of the top 5 most read articles for
AIAA are about reduced order modeling [97, 98], or decomposition of datasets [124]. It
should be noted that the concept of applying interpolation modeling to fluid dynamics is not
new [125–127]. However, previous works were largely limited by both simulation run time
and an inability to manage large quantities of data. As computational resources available
to engineers have continued to expand, a renewed e↵ort has been placed on deriving new
interpolation models. One of the most popular interpolation schemes currently applied is
Kriging interpolation.
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2.7.1 Review of Kriging
Originally developed by Danie Krige for mining operations in South Africa [128], Kriging
interpolation is a geostatistical procedure for making best linear unbiased predictions at
unsampled locations based on a predefined dataset.

f]
(xo ) = h(x)T + f (x)

(2.49)

In this model predictions f]
(xo ) are produced through two functions; a mean function
h(x)T

and covariance function f (x). The mean function is built by first identifying the

desired prediction point xo . Points in the near vicinity are then applied to construct a
variogram. The variogram allows for the prediction of how the output f (x) varies as the
spacing between x and xo , denoted as

x, increases. A basis function can be fit to the

mean variation in the data-set within the vicinity of xo . This basis function can be either
exponential, Gaussian, spherical, etc. For this dissertation, a quadratic basis function was
selected. This fitted basis function then serves as the formulation for h(x)T . The basis
functions weights, , are then derived to allow for interpolated predictions.
Kriging is able to model the stochastic nature of a data-set through f (x). In Eq. 2.49
f (x) is modeled as a Gaussian process with a mean of zero and represents covariance in the
data-set within the near vicinity of x. While the detailed derivation of this function can be
found in literature [129, 130] and its derivation will not be further demonstrated here. Since
the data-set used in this disseration comes from Unsteady Reynolds averaged Navier-Stokes
(URANs) simulations data being used in this dissertation is largely dominated by its mean
trend rather than by stochastic variations.
2.7.2 Applications of Kriging
Kriging interpolation has seen broad usage, being used in fields such as medicine [131,
132], ecology [133], geology [134], even highway construction [135]. The Kriging interpolation scheme is has seen such broad usage since its inception due to its ability to accurately
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model systems with a large number of inputs, a wide non-linear spatial domain, and account
for noise in measurements through it’s stochastic term. Examples of successful modeling of
systems with large numbers of inputs include loading coefficient prediction of hydrokinetic
turbine blades, hysteretic oscillator, and thermal loadings of boxed domains [136]. These
findings have shown that Kriging interpolation can practically be applied to surrogate modeling of complex systems to a high degree of fidelity, a factor which will be essential for
applications to store separation. Kriging interpolation has also been utilized to construct
surrogate closer laws for exchange of momentum/energy between fluid and particle phases
during CFD simulations of shocks interacting with particles [137].
When coupled with POD, Kriging interpolation has allowed researchers to quickly derive
models capable of providing predictions of distributed scalar values. Examples have been
shown for applying Kriging interpolation to POD modes for the purpose of flow field reconstructions. Gunes and Rist [138] were able to successfully show how POD modes could
be extracted from direct numerical simulations (DNS) and applied to Kriging interpolation
for increased detail of particle image velocimetry (PIV) measurements. Kriging interpolation has also been applied to model free stream wakes behind cylinders. Dehghan and
Abbaszadeh [139] where able to show in their work how Kriging interpolation could be used
to accurately provide free stream predictions of oscillating flow behind a cylinder.
Given the schemes success in efficiently modeling complex systems, several studies have
begun e↵orts on applying such schemes to developing a data-driven model for the purpose of
design optimization, another task of significant interest to the field of store separation. Kriging interpolation has been used to develop metamodels designed to determine performances
of heat exchangers based on limited samples of the computational domain. This metamodel
was shown to reduce computational expense to an extend that design optimization of the
heat exchanger could be feasibly applied [140]. Kriging interpolation has also been applied
to surrogate modeling of bodies for drag minimization. It has been shown that this Kriging
based surrogate model can be derived from CFD data and used to minimize aerodynamic
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drag on a spherical body [141]. As with most surrogate dependent studies, these works found
much e↵ort must be placed on ensuring the data used for training the surrogate model is
comprehensive in capturing the underlying physics of the system of interest. This problem
becomes particularly pronounced when the domain of interest becomes highly non-linear and
broad in scope, including sub-sonic, transonic, and supersonic flows [142].
While Kriging interpolation has showed a significant capability to accurately model complex systems, there are still some significant limitations which may limit its application to
store separation modeling. A reason for this is that store separation, depending on the
specific application, is a field which may be dependent on many parameters. For some applications, it may be critical to include parameters such was angle of attack, side slide, roll, free
stream Mach number, altitude, in additional to parametric definitions of geometry. In cases
such as these, input parameters for the surrogate model may easily surpass 10 parameters, a
parameter limit beyond which Kriging interpolation has been known to struggle [143]. For
this reason, it may be necessary for an alternative modeling scheme, such as neural networks,
to be applied. Neural networks may also become more advantagous once domains are considered where a minimal prior knowledge is held regarding the underlaying characteristics of
the system.
2.8 Neural Networks
Neural networks trace their origins back in 1943 with the original conception of artificial
neural networks (ANNs) [144]. The ANN was originally developed as a means for better
understanding how brain neurons might perform complex functions. The possible advantages of modeling systems with ANNs would be noticed over the coming decades [145, 146].
However, there would be arguably little practical success seen using neural networks until
the 21st century.
There are several reasons for this recent revival of neural networks, one of which has
already been addressed, data availability. Training neural networks to complete tasks ranging
from market regressions [147] to facial recognition [148] requires a tremendous amount of
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data. A little over a decade after the inception of ANNs, in 1956 IBM released its first
disk storage unit with a maximum capacity of 3.75 megabits and a top writing speed of
97.6 kilobits per second costing over $3,400 a month [149]. As of 2021, 1 terabit hard
drive with write speeds of 6 gigabits per second can be purchased for around $50 [150].
Only recently has it become practical to accumulate enough training data and process them
to derive neural networks capable of completing a complex task. Another reason for the
recent success of the neural networks comes from an increase in computing power since the
20th century, specifically advancements made in graphical processing units (GPUs) [151].
Without leveraging a GPUs efficiency in matrix math operations and massive parallelization,
use of neural networks for image classification [152], segmentation [153] and future frame
prediction/interpolation [154, 155] would not have been possible [156].
In recent years, neural networks have been used extensively in the field of aerospace
engineering. One significant usage found for neural networks is the improved capability of
modeling transient flow features. When considering using any mode-based surrogate modeling technique, whether it be POD or DMD, an inability would be found to accurately predict
the translation of features within the training dataset. This limitation is largely unavoidable when deploying mode-based surrogate models as all modes are extracted as spatially
static flow features which can either be excited or damped. One potential workaround is
to apply a shift operator to the snapshot matrix, in e↵ect eliminating all invariances within
the dataset [157]. In one example, such techniques have been successfully deployed outside
of the aerospace field through statistical shape modeling where entries in the dataset are
rotated, scaled, and translated such that invariance between each entry is minimized [158–
160]. When applied to fluid flows, the application of such shift operators is largely limited by
the fact that significant prior knowledge of the system must be held before the operator can
be applied. However, it has been shown that neural networks can be used to automatically
determine this shift operator, hence improving the energy retention of each POD mode [161].
CNNs have also been applied extensively to fluid flow modeling. In one such example, a
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CNN was deployed for modeling of flow fields around airfoils at varying angles of attack and
Reynolds numbers [162]. The study was able to show that a CNN could be deployed to make
steady-state flow field predictions with a high degree of accuracy. Neural networks have also
recently been deployed to provide full, three-dimensional body steady state predictions of
distributed loads [163]. Results have shown that these predictions continue to work well even
in the presence of shocks.
2.8.1 Fully Connected Neural Network (FNN)
At an intuitive level, a Fully connected NN (FNN) is essentially a modeling approach that
reads in an input array and outputs a new array. To make this mapping between input arrays
and output arrays a series of neurons are leveraged. These neurons are optimally selected
such that a provided cost function is minimized. The basic architecture of any neural network
is broken down into three main categories: input layer, hidden layer, and output layer. The
input layer consists of n neurons where n is the number of inputs to the FNN. This input
layer is then connected to a hidden layer which is comprised of a predetermined number of
neurons. This connection is created by associating every input neuron to each neuron in the
hidden layer, hence forming a fully connected layer as shown in Fig. 2.10. Texts in neural
networks [6] show that computing of the output from this hidden layer is presented in the
below equation.

hW,b = X W + b

(2.50)

hW,b = (X W + b)

(2.51)

In Eq. 2.50, hW,b is the output matrix from the hidden layer, X is the matrix of input
features, W is the weight matrix that contains all the weights used to connect the input
to the hidden layer neurons and b is the bias. While this connection forms the basis for
the initial connection between inputs and hidden layers, it has one major drawback, it only
42

consists of the linear combination of inputs since Eq. 2.50 simply represented a system of
linear equations. As such, Eq. 2.50 alone can only be applied to model linear datasets.
Instead, a non-linear activation function,

as shown in Eq. 2.51, can be applied to the

hidden layer to allow for the processing of non-linear datasets. These activation functions
convert a linear input into a non-linear output depending on the activation function specified.
Examples of four typical activation functions are presented in Fig. 2.9, namely hyperbolic
tangent (tanh), sigmoid, rectified linear activation unit (ReLU) [164], and leaky ReLU [165].
In this dissertation, the ReLU activation function was utilized where negative values are
set to zero and only positive values are allowed to pass. The ReLU activation function was
selected as this activation function often provides the cheapest derivatives to compute during
network optimization thus helping to reduce overall computational expense while training
the network. Through further incorporation of additional hidden layers Deep NNs (DNNs),
more abstract features in the training data set can be learned. These NNs have already
been shown highly capable in diverse fields such as flight hazard prediction [166, 167] and
aeroelasticity [168, 169]. Additionally, while not pursued in this dissertation, recent studies
have also shown that recurrent NNs (RNNs) can be successfully applied to airfoil hysteresis
prediction [170] and wind estimation in atmospheric turbulence [171].
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Figure 2.9 Diagram demonstrating four of the most commonly used activation functions in
neural networks

More hidden layers can be added and connected to one another in a similar fashion until
eventually a final output layer is needed. By further increasing total number of hidden
layers, increasingly more abstract features can be extracted. However, for large networks
regressions become often rigorous and result in overfitted models. As such, network size
should only increase provided that enough training data is available to appropriately train
the network. Like the input layer, the output layer is comprised of m neurons where m
is the number of desired outputs from the network. The process of connecting the hidden
layer to the output layer follows the same process as before, except typically in regressions
an activation function will not be applied. To update the various weights in the network,
the method of backpropagation was introduced [172]. The method of backpropagation is
the process of applying a gradient descent in two steps. First gradients for the network
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with respect to every single weight, also called parameters, are taken. The error between
network prediction and the ground truth is then backpropagated through the network and
used alongside a gradient descent method of choice to update the model weights.
To assist in furthering the reader’s understanding in FNNs, an example overviewing
the basic architecture of a fully connected network with two inputs, a single hidden layer
with three neurons, and a single output layer is presented in Fig. 2.10. In the provided
example, the network is subdivided into two main operations, the input layer’s connection
to the hidden layer and the hidden layer’s connection to the output layer. In connecting
input to hidden layer, each neuron in the input layer is fully connected each neuron in the
hidden layer, thus resulting in a fully-connected network. To compute the value at each
hidden layer neuron, input neurons, xn where n is the number of inputs, are multiplied by
k
where j follows inputs, i follows hidden layer
their corresponding connecting weights, wj,i

neurons, and k follows the current layer excluding the input layer. After this multiplication,
a bias term, bi , is added thus modeling a linear equation for each connection. An expanded
example of computing h1 is shown in Eq. 2.52.

1
1
+ b1 ) + x2 w2,1
+ b1 )
h1 = x1 w1,1

(2.52)

After this operation is completed for each neuron in the hidden layer, an activation
function is applied such that nonlinear datasets can be modeled. To get a final output from
the network, a similar series of operations is completed connecting the neurons of the hidden
layer to the output layer.
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Figure 2.10 Diagram demonstrating input layer, hidden layer, and an output layer of an
FNN.

Given the minimum prior knowledge required to train FNNs, such models have proven
to be highly adaptable to a wide variety of applications. However, despite its advantages,
there is one glaring disadvantage of an FNN; scalability. When an order of magnitude of
ten inputs and outputs are considered, relatively small networks can be derived relating
inputs and outputs. Yet, as the number of modeling inputs increases, trainable parameters
in the network often are required to exponentially increase such that input interdependencies
can be learned. For the case of distributed load modeling, network outputs will increase to
several tens if not hundreds of thousands and as such further pursuit of an FNN becomes
infeasible. Additionally, for applications such as distributed load modeling, where outputs
are image-based, often information content is spatially clustered such that full connection of
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each layer may not be necessary. Instead, a new network architecture is required such that the
overall network size remains practical for relevant applications, such as design optimization
or trajectory predictions.
2.8.2 Convolutional Neural Network (CNN)
In principle, CNN’s main architecture is not dissimilar to that of ANNs. There is an
input layer, a few hidden layers, and then an output layer. However, what makes CNNs
unique is the way these layers are connected to one another. Rather than providing full
connections between every neuron in the network, connections are instead made through
usage of kernels. These kernels limit the number of connections any single neuron makes
with the proceeding layer to a limited receptive field, or kernel size. To help illustrate these
kernels at an intuitive level, Fig. 2.11 is provided where in fh and fw are the height and
width of the receptive field, i and j are the column and row position in the matrix, and sh
and sw are the height and width stride lengths. In Fig. 2.11 a, a demonstration of a single
kernel at three di↵erent positions connecting two layers of a CNN is shown. In this example,
the kernel is defined to have a height and width of three. Through the utilization of this
kernel, pixel communication between each layer is limited to a localized receptive field, as
opposed to fully connecting every pixel between each layer. This kernel is then passed across
the input image, the bottom matrix in Fig. 2.11 a, with a predefined stride length until the
end of the image is reached. In Fig. 2.11 a, the movement of the kernel from the red to blue
lines results in a stride length of one. To reduce the dimensionality of the image, the stride
length can be increased as shown in Fig. 2.11 b. Often, this combination of stride length
and kernel size will require to use of padding. Padding simply refers to padding the input
image with columns and rows of zero such that the prescribed stride length can be achieved
with the kernel size.
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(a)

(b)

Figure 2.11 Diagram showning a) connections between layers of the CNN and b)
dimensionality reduction using a stride length of 2. From Geron [6].

The collection of weights of the kernel’s neurons is then referred to as filters. As a kernel
passes through each layer the filter is then applied to the layer’s input matrix. The following
output is then called a feature map. This feature map highlights areas in an image that
activated the filter the most. In a simplified example, one could consider passing an image of
a house through two filters, one which highlights horizontal features and one which highlights
vertical features. When passing the image through the horizontal filter, features such as the
roof of the house will be highlighted. When passing through the vertical filter, features such
as the columns holding the roof will be highlighted. In this process, independent features of
the image can be learned by the CNN. A diagram demonstrating the application of these
two fields to an image of a house is presented in Fig. 2.12.
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Figure 2.12 Diagram demonstrating two filters being applied to an image of a house. As a
result of applying these filters, two feature mappings are produced. From Geron [6].

To help illustrate the key concepts of CNN’s and their potential applications to fluid flows,
an additional example of feature identification is presented in Fig. 2.13. In this example, a
two-dimensional slice for vorticity magnitude is extracted from a rotor’s wake. This image
can then be used as an input into a CNN-based encoder. In processing the image, the CNN
passes a series of kernels across each image. These kernels, highlighted as two red squares in
Fig. 2.13 a, thus limit the receptive field of the network to a limited scope. In addition to
limiting each layer receptive field, once trained these kernels also allow for the identification
of learned features at new locations in the image. As demonstrated in Fig. 2.13 b, this input
image is then both shrunken in height and width and expanded in depth. By increasing
the depth, or feature mappings as shown in Fig. 2.12, at each layer, an increasing number
of these key features can be extracted from the input image. As a result, CNNs have been
proven to be very valuable for a wide variety of image-based applications. After the input
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image is compressed to a series of feature mappings, a variety of potential applications can
be pursued. If the desire is to leverage this compressed space for predictions of new images,
a decoder can then be constructed to decode these compressed images to the full space. If
the desire is to identify if vortices exist in the provided image, the feature mappings can be
flattened and used as inputs to an FNN, from which a single binary output can be produced
specifying if a vortex exists in the input image or not, as illustrated in Fig. 2.13 c.

Figure 2.13 Diagram demonstrating example of CNN based encoder for feature recognition
of vortices in a given image. Red contours indicate high vorticity magnitude whereas a blue
contour indicates a lower vorticity magnitude.

Typically, multiple feature maps are produced at each layer allowing for multiple distinct
features to be identified by the network. Given enough of these feature mappings, CNNs
have been shown to provide a remarkable capacity to learn highly abstract features from
data sets. As such, a CNN’s approach to modeling images is better defined through feature
identification and replication rather than through total energy retention. For this reason,
CNNs have been shown for selected fluid flow cases to outperform typical energy retentionbased methods. As a result, vortex shedding and axial fan noise characterization [173, 174] is
better obtained with CNN. Additional examples extend to flows over cylinders [175], design
optimization [176], microstructural materials [177], and shock detection [178]. An example
of a single convolution layer is demonstrated in Fig. 2.14 including both dimensions of each
layer (height, width, and depth or feature mappings) and the limited receptive field between
each layer.
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Figure 2.14 Diagram demonstrating convolution operation between layers of the network
where n is the number of feature maps per layer.

There are three main concepts that allow CNNs to function as well as they do: translation
invariant, sparse interactions, and parameter sharing. Translation invariance simply refers
to the idea that features present in the dataset do not vary as they are translated in the
domain. A good example of this for fluid dynamics would be a shockwave or vortex moving
through a short domain that does not vary significantly in magnitude. The assumption of
sparse interactions refers to the idea that dominant, meaningful features present in all images
in the dataset are typically located in close proximity to one another. This assumption holds
particularly well for fluid dynamics. Consider for example a plane slice of a turbulent flow
field. In this example, all eddies of interest will be near one another and can be captured
within a relatively small kernel size. The equation governing the connection of CNN layers
is presented in Eq. 2.53. In Eq. 2.53, just as in Eq. 2.50, outputs are computed through
multiply weights by an input parameter then adding a bias. The noted di↵erence is that in
Eq. 2.53, the scope of connection between each layer is limited.
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f0

1

h 1 fw 1
n
zi,j,k = bk + ⌃fu=0
⌃v=0 ⌃k=0
xi0 ,j 0 ,k0 · wu,v,k0 ,k

i0 = i ⇥ sh + u

(2.53)

j 0 = j ⇥ sw + v
The last concept which allows CNNs to efficiently learn images is the concept of parameter
sharing. This concept simply means that there is a sharing of weights by all neurons with
a particular feature map. Through these three concepts, CNNs have shown to be efficient
in representing and learning of images. In Eq. 2.53, zi,j,k is the output of the neuron
located in row i, column j in feature map k in layer l. Variables sh and sw are the vertical
and horizontal strides, fh and fw are the height and width of the receptive field and fn0
is the number of feature maps. Variable xi0 ,j 0 ,k0 is the input for the neurons, bk is the
bias term for each feature map and wu,v,k0 ,k is the connection weights between the neurons.
Through this relationship, the network can efficiently minimize connectivity, and the number
of parameters, while still extracting relevant features from images. However, this gained
the ability to model multiple scales comes at the expense of both model training cost and
expansion in the number of tuning parameters including network architecture, activation
function, optimization strategy, etc. Additionally, the computational cost of inferencing can
be orders of magnitude more expensive compared to model decomposition-based surrogate
models, as will be demonstrated further in this dissertation.
Typically, when deploying a CNN, there is a requirement to minimize matrix size feed
through the network. By minimizing matrix sizes, overall network size can be reduced,
helping reduce training time and help avoid overfitting. Additionally, memory requirements
for training can be reduced, a topic of importance provided the often comparatively limited
availability of GPU dedicated RAM. One method of reducing matrix size between layers is
through the incorporation of a pooling layer. While there are a variety of types of pooling
layers, in this dissertation a so-called max pooling layer was utilized. An example of max
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pooling applied to a 4x4 matrix is provided in Fig. 2.15. In max-pooling layers, a predefined
kernel is passed across the incoming feature map with a prescribed stride length. In the
example presented in Fig. 2.15, a kernel size of 2x2 is prescribed and is moved through
Layer 1 with a stride of 2 in the row and column directions. At each position of the kernel,
only the maximum value within the kernel’s receptive field is retained. Once the kernel is
passed through Layer 1 an output from the max pooling operator is provided with a size of
2x2. As a result of the max pooling operator, not only is overall matrix size reduced, resulting
in a greatly reduced memory allocation requirement, but only the most dominant elements
within the kernel’s receptive field are retained. If applied correctly, the produced output
matrix provides a more efficient representation of a provided matrix. However, given that
a significant amount of spatial reduction occurs between the input and output of pooling
layers, such layers should be used with care so as to avoid truncating important spatial
information between layers.

Figure 2.15 Diagram demonstrating max pooling applied to a 4x4 matrix where kernal size
is a 2x2 and stride length is 2 in both the row and column directions.

At a more intuitive level, a NN’s main advantage over that of a modal decompositionbased approach is the limited prior knowledge required to extract meaningful information
from a provided data set. Consider for instance the task of facial recognition. For this task,
it is possible to leverage either an eigenvalue decomposition or a CNN to classify pictures of
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people’s faces. In fact, if all pictures in the training data set contained faces of similar proportions, are rotated consistently, and the background and lighting were similar then many
expect to find similar performance between the eigenvalue and CNN-based approaches. However, in practical applications, each image in the training dataset will contain a significant
amount of invariance. Backgrounds will vary, faces will be angled di↵erently, scaling will
vary, etc.
For successful deployment of an eigenvalue-based approach as much of this invariance
must be removed from the training dataset as possible. Thus, an eigenvalue-based approach
will require a significant amount of prior knowledge regarding the training dataset. However,
with CNN, invariance can typically be taken into account well. As such, while the network
would still benefit from the removal of the invariance, a far greater performance of the CNN
model can be anticipated than that of the eigenvalue model.
A parallel can be drawn to applying POD and DMD as opposed to a CNN. If the
fluid domain is dominated by spatial static flow features which are themselves dominated
by growth and decay a similar level of performance could be anticipated between modal
decomposition and CNN-based approaches. However, once flow features are considered which
contain large degrees of invariance to translation, rotation, and scaling given a similar level
of applied prior knowledge it is likely that a CNN will outperform any modal decomposition
scheme. As such, in this dissertation, the defining factor by which a CNN will compare to
a modal decomposition scheme is the level of invariance present in the dominant coherent
flow features.
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3 Results and Discussion
In this chapter, all results obtained and conclusions drawn from this dissertation will be
presented. As previously outlined in the Introduction chapter, the results obtained in this
work were split into four primary demonstration scenarios. As such, the proceeding four
sections of this chapter present these scenarios chronologically. First, results are presented
for the prolate spheroid subject to varying prescribed and falling motions. Conclusions
drawn from this initial investigation lay the foundation for further exploration of surrogate
modeling in three additional demonstration scenarios. In the second scenario, a series of
surrogate models are constructed for an isolated rotor operating under a set of fundamental
operating conditions. In this scenario, results are leveraged to determine the feasibility of
deriving a single surrogate model from which a wide range of design tasks can efficiently
be undertaken. To further expand the complexity of the domain, in scenario three store
geometric complexity is increased through the incorporation of lifting surfaces and sharp
edges. Additionally, scenario three investigates to influence of introducing transient shocks
into the computational domain. Finally, in scenario four the e↵ect of turbulent flow fields
is investigated for its influence on a surrogate model’s ability to predict distributed surface
loads and store trajectories. Both prescribed and free-falling motion is considered for the
store’s dynamics. With the cumulation of all four scenarios, a fundamental insight into the
application of data-driven modeling for distributed load predictions and subsequent store
trajectory predictions is gained.
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3.1 Reduced Order Model for a Moving Store (Scenario 1)
Motivating this first scenario is the fact that despite the broad application of NNs and
modal decomposition methods to fluid flow modeling, there still remains limited application
of such ROMs to the modeling of three-dimensional, unsteady, surface load development for
moving bodies. The majority of literature in the field remains limited to either unsteady twodimensional and/or steady-state three-dimensional flow fields [179–181]. These applications
are generally selected as an efficient means for deriving sufficiently large data sets such that a
meaningful ROM can be constructed. However, for practical deployment of ROM techniques,
they must be shown to be capable of operating in domains where a limited number of CFD
simulations can be completed. As such, this section of this dissertation will demonstrate
the capabilities of applying interpolation ROMs to modeling both forced oscillatory body
motion and a free-falling store. These demonstrations will give insight into the applications
of interpolation ROMs to cases of external, non-lifting body stores such as external fuel
tanks, conventional unguided bombs, and torpedoes.
In this section, surface modes derived from CFD simulation solutions of store surface
loads are utilized to construct a ROM. The ability of ROMs based on POD, DMD, and
CNN to predict CFD and experimental surface loads is demonstrated. This preliminary
validation of di↵erent ROMs demonstrated that for simple store motions the POD-based
ROM is simpler to construct and perhaps more advantageous than the CNN-based ROMs.
Two ROM-based prediction cases are demonstrated. In the first example, a POD-based
ROM is derived for the purpose of predicting surface loads from a series of CFD simulations
for a body executing forced oscillations with varying reduced frequency and amplitude.
For this case, POD is employed to extract the most dominant spatial features of the CFD
simulations POD is employed. These features are used alongside two interpolation models
to make load predictions for the oscillating body. In the second example, the POD-based
ROM is derived for trajectory predictions of a store undergoing a representative case of
subsonic, transonic, and supersonic fuselage-based separation. In a similar fashion, modes
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are extracted using POD and then used alongside an interpolation model to make load
predictions. This load prediction model is then employed to evaluate store trajectories using
the equations of motion.
3.1.1 Numerical Approach
For all three demonstration cases, a 6:1 prolate spheroid was selected for performing
store motion simulations. The generic store shape of a 6:1 prolate spheroid was selected
for two reasons. First, this body serves as a good representation for a large array of nonlifting external stores. A 6:1 prolate spheroid draws a good resemblance to both an external
fuel tank and a standard conventional aerial bomb, objects of interest for store separation.
Additionally, the 6:1 prolate spheroid is a body for which numerous well-documented studies
[40, 182, 183] have been performed.
3.1.2 Pitch up prolate spheroid demonstration case
The pitch up store demonstration case is presented in the sub-sections ‘CFD model
validation’ and ‘ROM construction for the pitching store’. As with any computational model,
before the study could proceed it is essential that there be a comparison to experimental
measurements. The experiments used for validation were completed by Wetzel et al. [184].
The experimental measurements are for a pitching up prolate spheroid of length L = 1.372m
and D = L/6 = 0.228m pitching up at 90 degrees per second in a free-stream flow with
speed of 45 m/s, or Mach number M = 0.13, and a Reynolds number ReD = 4.2 ⇥ 106
based on maximum diameter. Experimental measurements were taken for instantaneous
pitch angles of 19.9 and 24.8 at four chordwise positions; x/L=0.69, x/L=0.77, x/L=0.83
and x/L=0.90. Coefficients of pressure are then plotted from ✓ = 0 to ✓ = 180 where ✓ =
0 is the bottom of the store and ✓ = 180 is the top. The azimuthal angle ✓ is around the
x-axis as shown in Fig. 3.1 where the main features of the flow field at an angle of incidence
over the prolate spheroid are also presented. For this validation, a 6:1 prolate spheroid was
modeled using about 50,000 triangular surface elements with a wall spacing in the normal
direction ⇣ = 10 7 m. The total near-body element count was about 5 million prismatic cells.
57

A background cartesian grid was then automatically constructed and prescribed farfield
boundary conditions. The simulation was run using Kestrel’s compressible RANS solver
[81] and the Spalart-Allmaras turbulence model with curvature corrections [80, 185]. The
prolate spheroid mesh was scaled such that a free stream Mach number was higher than
experiment M = 0.25 and a the Reynolds number matched the experiment ReD = 4.2 ⇥ 106 .
In previous work, [65], a detailed validation and mesh refinement study had been conducted
using Ansys Fluent with a single body structured mesh. It was concluded that the density
of the grid used with Kestrel is capable of producing grid-independent results and provides
sufficient resolution for high fidelity simulations. Results from this validation are presented
in sub-section ‘CFD model validation’.
While there exists a plethora of reduced order modeling techniques throughout literature,
each of these techniques provides its own sets of pros and cons. Some methods perform best
in modeling flows across a broad range of scales and translations while others perform best
in systems dominated by time variance associated with specific frequencies. As such, in this
study, three of the most common approaches were considered such that the optimal decomposition method was deployed to the topic of external store separation. Once the prolate
spheroid mesh requirements were fixed and the code was validated, numerical solutions for
the pitch up motion case were obtained to test the ability of three commonly used data decomposition methods; namely POD, DMD, and CNN for time-dependent three-dimensional
CFD data replication. The best performing decomposition method was then deployed to the
remaining two demonstration cases. The pitch motion case was selected for testing various
decomposition methods as it provides an efficient representative testing case. For one, as a
result of the primary and secondary counter-rotating near body vortices (see Fig. 3.1), the
pitch up motion case produces a complex flow pattern on the store’s surface. As a result
of these separation and reattachement lines, each decomposition scheme will be required to
model steep surface pressure gradients as they vary in both magnitude and position during
the store’s pitching motion. Examples of these near-body and surface flow patterns while at
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an angle of incidence of 30 degrees are presented in Fig. 3.1. Of additional importance is the
relatively small working data-set size required to model the single pitch up motion demonstration case. In comparison to the store separation and oscillating store cases, the pitch up
case requires retaining significantly fewer snapshots, thus making the working data-set more
practical to deploy multiple CNN architectures for training. Results from this analysis are
presented in sub-section ‘ROMs for the pitch up store’.

Figure 3.1 Demonstration of CFD computed primary and secondary free stream vortex
structures. Graphic shows surface flow patterns with iso-surfaces of q-criterion contoured
by coefficient of pressure. Results shown for a pitch of 30 , M = 0.25, and ReD = 4.2 ⇥ 106 .
3.1.3 ROM for an oscillating prolate spheroid
The next demonstration cases are for a harmonically oscillating prolate spheroid. With
these cases, the study demonstrates the capability of a multi-variable surrogate ROM to
provide accurate distributed load predictions for a body executing dynamic motion in the
parameter space of several ROMs. A total of twelve oscillating store simulations and ROMs
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were completed for a range of reduced frequencies and oscillation amplitudes as summarized
in Table 3.1. Reduced frequencies were selected such that lift, drag, and pitching moment
coefficient hysteresis would remain within a quasi-steady regime [186] with symmetric flow.
Amplitude range was defined such that the influence of surface distributions would account
for both the presence and absence of the attachment and separation lines inherent to prolate
spheroids at high angles of attack [187] where primary and secondary separation is present.
Once the oscillating body training simulations were completed leading modes were identified
and then used to construct an interpolated ROM-based surrogate model capable of predicting intermediate motions in th erange of reduced frequencies and amplitudes. This model
was then validated against a series of additional CFD simulations outlined in Table 3.2. Validation case 1 attempts to validate the model for a change of reduced frequency while case 2
attempts to validate the model for a change in amplitude. The final case, case 3, combines
the e↵ect of using a new amplitude and reduced frequency to provide the most challenging
validation case for the ROM-based surrogate model for the oscillating store. CFD results for
this demonstration case are outlined in sub-section 3.1.11 while results for ROM prediction
capabilities are presented in sub-section 3.1.13.
3.1.4 Store separation and ROM for trajectory prediction
Lastly, the Kestrel code was used to obtain three CFD simulations for a representative
case of store separation. With this final demonstration case, the study demonstrates how the
surrogate ROM can be feasibly deployed for a practical task relevant to the store separation
field. For these simulations a L = 1.372m long 6:1 prolate spheroid with Dmax = 0.228m
was used as the fuselage. A second prolate spheroid, scaled down to a quarter the size of the
fuselage body, was then modeled beneath the centerline of the fuselage with a gap between
the two bodies of h = 0.02m, or h/D = 0.087. Both of these bodies used the same near
field grid as the oscillating store cases. The store’s mass properties can be found in Table
3.3. The operating conditions were set to sea level conditions for three Mach numbers 0.5,
0.8, and 1.2. By choosing these three Mach numbers the study captures information from
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the subsonic, transonic, and supersonic flow regimes. The store was allowed to drop until a
maximum pitch of 10 degrees was reached while the store has been sufficiently far from the
main body and collision will not happen. After running the three cases two POD mode-based
ROMs were constructed. The first ROM used surface mapping interpolation while the second
used Kriging interpolation. For validation of the ROM, one additional store separation CFD
simulation was completed at a Mach number of 1.1. Store trajectory predictions were then
compared between CFD simulation and the two interpolation ROM-based surrogate models.
CFD results for this demonstration case are outlined in sub-section ‘Oscillating store and
store separation’ while results for ROM prediction capabilities are presented in sub-section
‘Store separation ROM-based predictions’.
Table 3.1 Summary of all twelve oscillating store cases. All cases were run at
ReD = 4.9x106 and a free-stream M = 0.5.
Case Number Reduced Frequency Amplitude (deg)
1
0.0082
5
2
0.0082
10
3
0.0082
15
4
0.0082
20
5
0.0103
5
6
0.0103
10
7
0.0103
15
8
0.0103
20
9
0.0128
5
10
0.0128
10
11
0.0128
15
12
0.0128
20

Table 3.2 Summary of all three oscillating store validation cases. All cases were run at
ReD = 4.9x106 and a free-stream M = 0.5.
Case Number Reduced Frequency Amplitude (deg)
1
0.0115
20
2
0.0082
7.5
3
0.0092
7.5
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Table 3.3 Store inertial/mass properties as defined for the store separation simulation.
Property
Length
Mass
Pitch moment of inertia

Value
0.343m
4.897kg
0.0306kg ⇤ m2

3.1.5 Reduced order Modeling Approach
In this section, the ROM approaches employed in this work are outlined. All these modeling approaches require first to perform a modal decomposition to identify a representative
subspace of the unsteady CFD data set. After the subspace identification, an interpolation
scheme is then utilized to bring this subspace back to the full space for distributed load
predictions. In pursuit of developing a mode based interpolation surrogate model it was
important to explore multiple options for deriving the low dimensional subspaces. The POD
algorithm presents itself as the most attractive choice given its ability to efficiently identify
spatially dependent coherent structures and was ultimately the method of choice for this
study. However, given that POD derives modes based on energy retention rather than dynamic importance, it is plausible to assume alternative decomposition methods could provide
a more efficient modeling approach. If the typical distributed loads characteristic to store
separation applications were to be defined via time dynamics, utilizing the DMD algorithm
would potentially present itself as a more e↵ective alternative. Along with the question of
whether it is either time or energy dependent modes that dominate the data set, there is also
the concern that energy content may be spread over a sufficiently large spectrum that neither
POD nor DMD can efficiently identify a subspace with a minimum mode count. In this case,
one practical alternative for deriving a data-driven surrogate model would be to leverage a
convolutional neural network (CNN) to decompose, and then reconstruct, the distributed
loads. In pursuit of identifying which modeling method would best be applied to cases of
external store separation of non-lifting bodies the study will demonstrate the decomposition
and reconstruction capabilities of POD, DMD, and CNN through application to modeling of
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surface pressures of a pitch up motion store. This case was selected as it provides an efficient,
generalized case representative of the typical motion a store will undergo while separating
from its parent body.
In preparation of images for training the CNN of scenario one, CFD-solutions for surface
pressure distributions were mapped from the unstructured CFD grid to a structured Cartesian grid with 513-by-513 nodes or 512-by-512 cells. By linearly interpolating cell-centered
solutions to the structured domain, a series of 512x512 images were formed. The CNN used
for distributed load reconstructions in this study was based on an auto-encoder architecture.
The encoder used a total of four layers and 50,432 parameters to map the 512x512 images
to a series of 64x64x64 images. These images were then decoded back to the original image
again using 5 layers with 492,545 parameters. Both the decoder and encoder used ReLU as
the activation functions [164] and updated trainable parameters with the Adam optimizer
[188] with a learning rate of 1e-2 and mean squared error as the loss function. This CNN
was constructed using Google’s Tensorflow machine learning Python-based modules [189].
A visual representation of how the image is mapped through both the encoder and decoder
is displayed in Fig. 3.2
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(a)

(b)

Figure 3.2 Demonstration of image manipulation through the CNN pipeline used in this
study. Image encoder pipeline is shown in (a) while image decoder pipeline is shown in (b).
3.1.6 Interpolation Scheme
From POD, representations of surface pressure and shear stress distributions can be
expressed. However, the representations only exist for discrete times and they are limited
to modeling a single snapshot matrix. To convert discrete POD time coefficients to both a
continuous representation in time and continuous surface mapping across a range of operating
conditions, two interpolation methods were used. The first interpolation method which
was used consisted of creating a pairing of 2-D surface maps. These surface maps would
work in tandem with one another to reconstruct the predefined subspace of modes based on
amplitude, reduced frequency, pitch, and pitch rate of the store. The second interpolation
method used was Kriging interpolation. These interpolation schemes were then compared
in their ability to make surface load predictions. An overview for how these interpolation
methods were incorporated into the ROM will be presented in this section.
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3.1.7 Interpolation Mapping
In order to produce a continuous representation of the temporal coefficients, a pair of
two-dimensional mappings were constructed. During the construction of the first mapping,
the objective was to produce a continuous representation for the temporal coefficients. This
continuous representation was based on an expansion of physical quantities which could be
used to create a function for the temporal coefficients at each pre-defined reduced frequency
and amplitude.
˙ , ˙ , , ˙ , k, M )
ai (t) = F (↵, ↵,

(3.1)

2⇡f c
is reduced frequency
u1
and M is Mach number. The dot above each term denotes a rate of change with respect to
In Eq. 3.6, ↵ is angle of incidence,

is slide-slip,

is roll, k =

time. For each of the oscillating store cases, there were two variables of interest, the angle
of incidence ↵ and the rate of change of the angle of incidence ↵.
˙

˙
ai (t) = F (↵, ↵)

(3.2)

Note that for the 2-D surface mapping method, a surface must first be defined for each
case. As such, it is an inherent requirement that the two variables selected combine to
produce a unique definition of each snapshot within each case. By selecting ↵ and ↵˙ as the
mapping variables, any location on the hysteresis loop could be identified and a spline surface
could be fit for each mode temporal coefficient. While this first mapping provides the ability
to make predictions of surface pressure at any single operating condition, it’s not capable
of predictions at the intermediate locations in the parameter space. As such, an additional
interpolation is required. This was achieved through a linear interpolation mapping based
on the maximum amplitude ↵max and reduced frequency k. For the oscillating store, this
function outputs between 1 and 0 depending on the max amplitude and reduced frequency
of the motion. This linear interpolation allows the ability to properly weigh the functions
outlined Eq. 3.3 depending on relevance to the specified operating conditions. The advantage
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of pairing these two mappings is that it is relatively simple, accurate, and computationally
inexpensive to set up. There is no training requirement, as in neural network, or large matrix
inversions to make and the user has a much greater degree of control over how the mapping
can be constructed, whether a polynomial, linear, or logarithmic fit depending on the prior
knowledge of the problem in hand. The glaring disadvantage is the inability of the model
to operate under conditions where a greater parameter space is required. Take, for instance,
the case of separation of a store from a wingtip. For this case, the idealized symmetry has
been broken and now the store’s motion becomes at minimum dependent on the angle of
attack, slide-slip, and roll. Additionally, to make a fully encompassing model altitude and
Mach number need to be taken into account.
For the ROM derived from the store separation simulations, a new set of variables were
required for interpolation. Keeping in mind that the interpolation parameters selected must
represent unique snapshots for each case, the angle of incidence ↵ was selected. Note that
for this study, only fully symmetric cases of store separation were simulated. As such, both
and

are not required for unique definitions. To make interpolations between each store

separation case, only M is required. As such, only a single 2-D surface mapping is required
to model the time coefficients. To satisfy the potential requirement of operating a model
under a greater expansion of terms, Kriging interpolation was investigated as an alternative
method for surrogate modeling of the evolution of ai (t). For this demonstration, a quadratic
basis function was selected

ai (t) = F (↵, M )

(3.3)

3.1.8 ROM Approaches for Surface Load Distributions
In this section of the paper, all results obtained through both CFD simulation and ROM
emulation will be presented. To begin, the validation of the selected turbulence model and
mesh generation will be reviewed. A discussion of POD, DMD, and CNN application to
store surface pressure reconstruction will follow. Conclusions taken from this discussion will
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be used to justify the selection of the ROM method used in this study. Results will then
be shown for CFD simulation of both the oscillating body and store separation cases. This
section will conclude with a review of ROM capability and limitation to the modeling of
both distributed load and trajectory predictions.
3.1.9 CFD model validation
The pitch up motion of 6:1 prolate spheroid was simulated with the Kestrel code from
2⇡f D
= 0.0126. For
↵min = 0 to ↵max = 30 at M = 0.25 and ReD = 4.2x106 and k =
u1
this case, unsteady surface pressure measurements exist [184]. Instantaneous pitch angles
of 19.9 and 24.8 were selected for comparison to experimental results [184]. Coefficients
of pressure are compared at four chordwise positions; x/L=0.69, x/L=0.77, x/L=0.83 and
x/L=0.90. In the comparisons of Fig. 3.3, the x-axis shows angles from 0 to 180 where 0
is the bottom of the store and 180 is the top.
The computed results showed good agreement with the experimental measurements and
are consistent with the numerical findings of other CFD studies [65, 183]. However, it is
important to note that in the current study, as was consistently found in other prolate
spheroid studies, the CFD simulations were unable to replicate experimentally determined
surface pressures occurring in the transitional flow regime. Clearly, in Fig. 3.3, there exists a
deviation between experiment and simulation of the location of the secondary separation line
on the prolate spheroid while at a pitch of 19.9 . This deviation results from a difficulty in
modeling three-dimensional boundary layer transition in the simulations. This is a difficulty
that is exacerbated by the prolate spheroid’s multiple dynamic separation locations [190].
Yet, once the store pitches to 24.8 the fully turbulent numerical results match well with
experimental measurements. This is possibly due to flow transition being completed at the
x/L¿0.7 positions. As a result, at this position the numerical method and the standard
Spalart-Allmaras turbulence model provided sufficient accuracy.
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Figure 3.3 Comparison between Kestrel CFD and experimentally determined coefficient of
pressure at angles of incidence of (a) 19.9 and (b) 24.8 .
3.1.10 ROM construction for the pitching store
Before the oscillating store ROM can be constructed, a method for identifying a low
dimensional representative subspace must be selected. In this study, three approaches were
considered and their ability to reconstruct surface pressures on a pitching up prolate spheroid
was assessed. Methods were gauged on the following merits; accuracy of the reconstruction,
size of required subspace, ease of subspace identification. With these three methods, a diverse
range of model reduction techniques are represented, ranging from energy based reduction
to kernel based feature identification.
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For the two modal decomposition methods, POD and DMD, a sufficient subspace of
modes needs to be identified. The POD algorithm was first utilized for subspace identification. As such, a snapshot matrix was formed for the store surface pressures. This matrix was
formed from solutions of store surface pressure written at equal intervals of 0.1 . Through
utilizing Eq. 2.42, energy retention verse POD modes retained could be identified. Results,
shown in Fig. 3.4 a, highlight that the vast majority of energy content, e.g. 99.97%, can be
retained with retention of just the first four POD modes. Through doubling the POD mode
retention count to the first eight POD modes, energy retention only increases by 0.02% to
99.99%. As such, it was determined that for this initial investigation the first four POD
modes would be utilized to reconstruct store surface pressure distributions.
The same snapshot matrix used for the POD algorithm was then split, as outlined in
Eqs. 2.43 and 2.44, and utilized for the DMD algorithm. The resulting DMD eigenvalues,
, were then plotted on the complex plane and overlayed on a unit circle, as shown in Fig.
3.4 b. Preliminary investigation, outlined in [65], identified both freestream and surface
flow features for the pitch up prolate spheroid are defined by their growth and decay rather
than by their frequency content. As such, it was determined that the DMD modes which
correlated most accurately with store surface pressures would contain eigenvalues with real
components near one, correlating with growth/decay modes, and imaginary components
near zero, resulting in modes with minimal frequency content. To directly compare POD
and DMD capability for accurate reconstructions given a similar size subspace, the first four
DMD modes were retained. These were the modes that contained the largest real component
of

and the smallest imaginary component of .
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Figure 3.4 (a) Percent energy retention per retained mode count for 2, 4 and 8 POD
modes. (b) DMD eigenvalues plotted on the complex plan superimposed on the unit cirle.
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The entire surface pressure distribution was then reconstructed based on the three modeling approaches, as shown in Fig. 3.5, and it was found that all three approaches provided
a close representation of the CFD loads. Results are shown for four axial slices taken on
the store; x/L=0.69, x/L=0.77, x/L=0.83 and x/L=0.90. Axial slice positions were selected
to remain consistent with experimentally taken slices. Results of the comparison with the
coefficients of pressure as computed with CFD simulation show the largest deviation was
found for DMD with a maximum percent error of 12.5% at a pitch of 24.8 , x/L=0.69, and
⇥=160 . At the same location POD’s reconstruction error was 8.5% while CNN’s was the
lowest at 0.83%. It appears that the CNN resolves better than POD and DMD areas with
steep gradients. Overall, from the comparison outlined in Fig. 3.5 it might appear all three
methods are providing a very good representation of the computed loads.
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Figure 3.5 Comparison between CFD, POD, DMD, and CNN for coefficient of pressure
with M = 0.25 and ReD = 4.2x106 . Comparisons are shown at a pitch of a) 19.9 and b)
24.8 .

However, once these loads are integrated, shown as lift and drag coefficients in Fig. 3.6,
reconstruction error becomes more evident. The results for the integrated loads demonstrate
that DMD is performing worse in reconstructing the integrated loads of the pitching up
prolate spheroid. The reason for this deviation is that DMD derives its modal information
from strong time dynamics in a data-set. In this pitch up motion, time dynamics do not
play as significant of a role as the growth/decay of features in the data-set. As a result, POD
is shown to significantly outperform its DMD counterpart. One justified counterargument
to this assessment is that just the pitch up motion may not be best represented by DMD.
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Meanwhile, it may appear that the oscillating store case which has strong time repeating
dynamics may be represented better through DMD. However, when considering the intended
application of the presented ROM is for store separation, it is essential that the method
selected for model reduction be capable of finding minimum subspaces both when strong
time dynamics are present and absent from the domain. This is particularly important
for fixed-wing external store separation. External stores may experience repeating time
dynamics resulting from store parent body interactions, though historical observations show
store loads will likely be dominated by a store’s position in the flow field rather than by
oscillating loads. However, there remain key limitations to the POD algorithm which may
limit its future application to store separation modeling. Both POD and DMD extract modes
via spatially correlated information within a data-set, thus allowing massive dimensionality
reduction. Yet, while POD modes remain stationary in space DMD allows for modeling the
time evolution of these spatially correlated modes. Thus for alternative examples of store
separation, such as cavity and/or rotorcraft-based applications, POD’s dominance as the
ideal modal decomposition method becomes less clear. It is feasible for these applications
that DMD may provide a relevant subspace identification approach. In addition, there is
also evidence DMD may outperform POD for modeling the evolution of free stream shocks,
particularly in the presence of bu↵etting [191].
Another justified counterargument is that the incorrect 4 DMD modes were selected for
this application. It is feasible that the study made an incorrect assumption regarding the
flow field’s dynamics and thus identified the wrong characteristics for selecting DMD modes.
While this argument is merited, it also highlights a significant challenge to incorporating
the DMD algorithm into the store separation analysis. Counter to POD, identification of
relevant DMD modes can be both a time-consuming and non-trivial task. For DMD, flow
dynamic characteristics should be well understood and the full range of DMD modes must
be analyzed for relevance to the domain of interest. This increase in complexity for subspace
identification ultimately leads to longer time requirements for the construction of ROM.
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Considering the time-sensitive nature of the store separation analysis, it is essential that
any ROM applied to the field should be capable of being quickly derived once training data
becomes available. As such, it is clear the POD algorithm provides a significant advantage
in ease of identification of subspace.
An additional finding from Fig. 3.6 is that while the CNN was capable of providing
accurate reconstructions for lift coefficient, drag coefficient reconstructions deviate near a
pitch of 0 . This deviation highlights a significant short coming for CNN application to
CFD solutions. While CNNs are capable of both reconstructing and predicting exceptionally
complex images in data-sets, there exists a significant challenge in mapping CFD solutions to
training images without losing fidelity of the features of interest. The error in drag coefficient
reconstructions in this demonstration is a result of a loss in fidelity of the large pressure
gradients at the leading and trailing edges of the store. While maximum percent error
identified in Fig. 3.5 was limited to 0.87%, maximum percent error at leading edge stagnation
for the coefficient of pressure increased to 26%. This issue of mapping maybe avoidable when
structured surface grids are employed in NN implementation. Yet, once complex geometries
are considered the application of structured grids is very difficult. Additionally, many CFD
codes, such as Kestrel, are constructed to exclusively incorporate unstructured domains.
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Figure 3.6 Comparison between CFD, POD, DMD, and CNN for coefficient of (a) lift and
(b) drag with M = 0.25 and ReD = 4.2x106 .
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It should also be noted that the application of CNN to surrogate modeling provides additional challenges beyond the mapping issues. While CNN’s may be capable of modeling
complex domains, this comes at the cost of the simplicity of deriving the low dimensional
subspace. When POD is considered, all that is required is a SVD of a snapshot matrix.
An energy retention criteria can then quickly be established to efficiently come to a subspace. When CNN is considered, there is a significant expansion in the number of tuning
hyper-parameters required, ranging from network architecture to optimization algorithms to
activation function selection. There is also the ever-present challenge of avoiding training an
overfitted model.
This is a challenge that is compounded by the inherent small training data-sets the field
of store separation allows. Practical store separation CFD simulations must be completed
for unsteady, three-dimensional, multi-body cases and are completed for either transonic
or supersonic flows. As such, the computational cost to run these simulations is typically
high, requiring simulation runtimes that range from several hours to several days despite
running on massive computing hardware. This issue is only compounded once rotorcraftbased store separation is implemented, requiring both higher mesh refinement and smaller
simulation time steps. Due to this high cost, for practical store separation applications, it
becomes infeasible to generate data-sets that contain more than a few dozen training points.
With such a small training data-set, it becomes questionable as to how efficiently a CNN
can learn the vast number of features required to model such a complex flow field [192]. In
addition, there are also significant computational cost limitations with using CNN compared
to mode-based ROMs. To train a CNN over a sufficiently large data-set graphical processing
units (GPUs), which can cost nearly an order of magnitude more than central processing
units (CPUs), must be employed. Even with more expensive hardware utilized, runtime for
deriving a final CNN model can take either several hours or even days. In this study, the
CNN was allowed to train for 6 hours while the POD based ROM took approximately 0.4
seconds to derive.
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Yet, there are still valid future applications for NN to CFD-based model reduction.
Perhaps the most significant advantage NN models have over POD models is their ability
to learn features from a data-set at various scales and translations, such as when modeling
near wall turbulent flows [193] where it was concluded that for simple canonical domains
and wall structured data-sets NN outperforms POD. This was largely because with a CNN
once a feature is learned, the same feature can be identified at various positions within the
domain of interest. However, the limitation with CNN is that there must be a sufficient size
data-set from which features of interest can be learned. As such, one viable application of
NN to CFD data may be for domains where the computational cost of the CFD simulations
can be minimized, and thus the number of sampling points of the domain can be maximized.
Examples of such domains include two-dimensional flow simulations and simulations where
periodic boundary conditions can be leveraged to greatly reduce the cost of running the CFD
model.
Another promising application of NN is through physic’s informed NN (PiNN) [63],
wherein governing equations are incorporated in the cost function thus allowing for networks to learn from smaller training data-set. While future work may identify that this
extra modeling e↵ort is required to either model distributed loads on stores or gain more
insight into the system, at present the POD algorithm is shown to be the most efficient and
robust method for deriving low dimensional subspaces for applications to store motion and
store separation. The POD approach is simple and efficient, it does not require mappings
of CFD data and has a simple physical interpretation relating the number of modes with
the unsteadiness present for the problem. In general, modal decomposition methods show
several advantages over NN models. The POD and DMD-based reduced order models require comparable computational e↵ort and provide a similar level of fidelity in reproducing
the data with a minimal-sized subspace. Traditional neural networks (NN) on the other
hand are shown to require more computational time and produce a ROM that often reproduces the data accurately yet struggle to make accurate predictions with small training
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data sets. The PiNN has the potential of significantly enhancing accuracy [194]. Yet, their
application to complex geometries and three dimensional turbulent flow problems remains
a challenge. Application to the present problem requires the utilization of a pressure solver
on an unstructured domain once state variables are computed by the CNN. The use of NN
to surrogate model construction is another challenge, while DMD or POD were found to
be suitable for this purpose and they can produce reliable surrogate models with minimal
expense by interpolating the models and the coefficients as was discussed in section 3.2.
Of additional importance is the capability to further extend POD modes for emulation
of the near body flow field. While the focus of this study is centralized on ROM distributed
load predictions with applications to store trajectories, a comprehensive store separation
analysis requires an enhanced understanding of the store parent body interactions. Having
the capabilities to efficiently extend a ROM scheme derived for surface loads to free stream
loads could potentially provide this enhanced understanding as to what free stream features
are influencing the surface loads. It would additionally be important to understand how these
features evolve as the parameters of interest vary. As such, it’s relevant to demonstrate the
e↵ectiveness of POD based ROMs to provide efficient reconstructions of the flow field.
In this demonstration, solutions for pressure and q-criterion of the near-body flow field
were written at equal pitch intervals of 1 . These solutions were utilized to form a snapshot
matrix, from which the POD algorithm was leveraged to first identify an adequate subspace
for representing q-criterion. Results for both energy content per POD mode, Fig. 3.7 a, and
energy retained per POD mode count, Fig. 3.7 b, are shown. It was observed that while
there was a significant energy retention increase when doubling mode count from 4 to 8 POD
modes, there were diminishing returns for higher retained-mode counts. While considering
that the current application is for correct flow feature identification, it was determined that
8 POD modes and energy retention of 85% would be sufficient for the purposes of the
study. The POD modes 2 and 3 for q-criteria are plotted in Fig. 3.8 and summarize the
characteristics of all 8 modes. Figure 3.8 a demonstrates that POD modes 2 capture the
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primary vortex at a fixed position during the store’s pitch up maneuver. Figure 3.8 b then
shows POD modes 3 capturing both the primary and secondary vortex at a new position
during the store’s pitch up maneuver. The proceeding modes, modes 4 through 8, then
attempt to capture the primary and secondary vortex flow features as they evolve in space
during the store’s pitch up motion. These findings were consistent between pressure and
q-criteria POD modal analysis.
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Figure 3.7 Visualization for energy decay in singular values (a) and percent energy
retention per retained mode count for 4, 8, and 16 POD modes.
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(a)

(b)

Figure 3.8 Iso-surface POD mode 2 for near body q-criteria (a) and iso-surface POD mode
3 for near body q-criteria (b).
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Results for freestream flow predictions using the POD surrogate ROM show that a close
comparison can be made between CFD and ROM with a minimum POD mode count. In Fig.
3.9, the POD ROM is shown to accurately model the near body pressure field with minimal
error for a single slice taken at the 80% length position of the store. The maximum percent
error for this slice is limited to 0.75% and the mean squared error was 4.3x10 6 . This
comparison is consistent with other axial positions on the store as the maximum percent
error for the full near body flow field was found to be 0.75% while mean squared error was
3.3x10 7 . Not only was the POD ROM capable of providing an efficient representation of
the near body pressure field, but was also shown capable of capturing both the primary
and secondary free stream vortical structures, demonstrated in Fig. 3.10. This comparison
highlights the ability for POD ROMs to not just reconstruct, but model the evolution of free
stream coherent features.

(a) CFD

(b) POD

Figure 3.9 Comparison between CFD and POD ROM for prediction of near body pressure
field. Results shown for an angle of incidence of 27.5 , M = 0.25, and ReD = 4.2x106 at a
slice located at the 80% axial position on the store. Maximum percent error between the
CFD and POD ROM predictions at this slice for coefficient of pressure was found to be
0.75% while mean squared error was 4.3x10 6 .
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(a) CFD

(b) POD

Figure 3.10 Comparison between CFD and POD ROM for prediction of free stream
vortical flow features, shown as iso-surfaces of q-criterion with contours of coefficient of
pressure. Results shown for a pitch of 27.5 , M = 0.25, and ReD = 4.2x106 . Maximum
percent error between the CFD and POD ROM predictions for coefficient of pressure was
again found to be 0.75% while mean squared error was 3.3x10 7 .
3.1.11 Oscilating store and store separation
Once the cases outlined in Table 3.1 were completed the corresponding hysteresis loops
were constructed. A summary of the computed lift hysteresis loops is shown in Fig. 3.11.
These loads were computed through the integration of computed surface pressure distributions. The simulation results highlight an important challenge to constructing a multivariable interpolation based ROM which is constructed for the distributed surface loads.
When considering the e↵ects of amplitude on the coefficients, it is shown that there is a
highly sensitive non-linear relationship as the amplitude is increased. However, as reduced
frequency is increased only a moderate e↵ect is produced. This highlights the requirement of
the multi-variable ROM to capture a wide variety of interdependencies between parameters
and outputs.
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Figure 3.11 Harmonically oscillating body ↵(t) = ↵max sin(kt). (a) Lift hysteresis loop
comparison for all four amplitudes with a constant reduced frequency of k = 0.0128. (b)
Lift hysteresis loop comparison for all three reduced frequencies with a constant
↵max = 20 .
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In this study, there were two leading objectives. First, the study aimed to show POD
ROM capability for modeling distributed surface loads for relatively more complex cases
depending on a number of parameters. In pursuit of this objective, the oscillating store
CFD simulations were run. The second aim was to apply POD ROM for store trajectory
predictions. To achieve this objective, three store separation CFD simulations were run in
this study at Mach numbers of 0.5, 0.8, and 1.2. For both POD ROM and CFD simulation,
trajectories are computed by first integrating loads then using the equations of motion to
find an updated position for the store. The computational cost of running these CFD
simulations is provided in Table 3.4. Table 3.4 helps to illustrate the difficulty in attempting
to incorporate even RANS modeling into the store separation analysis for more complex
configurations such as aircraft or helicopters. Even for the significantly idealized case of
store separation considered in this study, computational time and expense begin to become
impractical for store separation analysis outside of analyzing a limited set of flight conditions.
For validation of POD ROM trajectory prediction capability, an additional store separation case was run at M = 1.1. Store trajectories for this case were recorded and will be
used for comparison to trajectory predictions made through POD ROM coupled with the
equations of motion. A visualization for both mesh hole cutting and isolines of constant
density while store is at ↵ = 7 and M = 1.1 are illustrated in Fig. 3.12.
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(a)

(b)

Figure 3.12 Graphic demonstrating hole cutting for near-body and background grids.
Isolines of constant density (kg/m3 ) are presented for store separation at M = 1.1 and
↵=7 .
Table 3.4 Summary of computational expense in running the CFD simulations for
trajectory predictions.
Simulation
Processor
E5-2699v4
Threads
352
Base Speed 2.8GHz
Run Time 8 hours
3.1.12 Reduced Order Model Construction
Once POD was fixed as the decomposition method of choice, the next step in constructing
the ROM was to determine the rank of the subspace required to accurately replicate each
case outlined in Table 3.1. To formulate the snapshot matrices, CFD solutions were written
every 0.05 of store rotation over the course of three complete oscillations. Snapshots were
recorded for each case and added to form a single snapshot matrix. The POD algorithm was
then used on this matrix, from which the singular value decay and mode energy retention
needed to be reviewed. While difficult to tell the exact number, in Fig. 3.13 (a) it is
seen that for the oscillating motion there is a sharp drop o↵ for the correlation strength of
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the singular values after the first few modes. To get a better understanding of how many
modes would be required to reconstruct the snapshot matrix, energy retention verse mode
retention was plotted in Fig. 3.13 (b). Results show the vast majority of the system is being
modeled through a limited mode count, with 99.87% energy retained with 8 modes, 99.94%
retained with 16 modes, and 99.97% retained with 32 modes. Based on these findings three
mode retention counts, 8, 16, and 32, were evaluated for distributed and integrated load
reconstructions at k = 0.0128 and ↵max = 20 .
A comparison was then drawn between surface pressure coefficients at the 80% chord-line
while the store was at a max pitch of 20 . What is observed, in Fig. 3.14, is that while a
close representation can be made using 8 modes, an almost extract replication of the surface
pressure coefficient distribution could be made through a mode count of only 16 modes. To
highlight this point, coefficient of pressure comparison is shown for the location of primary
and secondary separation between ⇥ = 110 -160 . The same level of agreement shown in
Fig. 3.14 is obtained for all locations on the store.
Loads were then integrated to find lift and drag coefficient reconstructions, as shown in
Fig. 3.15. Results are consistent with surface pressure coefficient reconstructions. With 8
POD modes retained, a close comparison can be made between CFD simulation and POD
reconstruction. Yet, there are still significant deviations with a maximum of 2.04% error
in calculated lift coefficient and 1.30% error in drag coefficient when using 8 POD modes.
Once the mode retention count is doubled to include the first 16 POD modes, a significantly
closer reconstruction is produced. While a closer representation could be produced through
a mode retention count of 32 POD modes, integrated load errors produced by 16 retained
modes provide sufficient accuracy needed to construct the POD ROM for this study. Percent
errors for all 3 mode retention counts are summarized in Table 3.5.
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Figure 3.13 Visualizations for rapid energy decay in singular values (a) and percent energy
retention per retained mode count for 8, 16, and 32 POD modes.
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Figure 3.14 Comparison at the 80% chord-line between POD reconstruction and CFD
simulation results at ↵ and ↵max = 20 and a k = 0.0128 when using 8, 16, and 32 retained
POD modes.
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Figure 3.15 Comparison of POD reconstruction and CFD simulation integrated load
results for lift coefficient (a) and drag coefficient (b) at ↵max = 20 and a k = 0.0128 when
using 8, 16, and 32 retained POD modes.
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Table 3.5 Summary of maximum absolute percent error with respect to CFD simulation for
lift and drag coefficient integrated loads based on 8, 16, and 32 POD mode reconstructions.
Lift
Drag

8 Modes 16 Modes 32 Modes
2.04%
0.23%
0.027%
1.30%
0.11%
0.028%

3.1.13 Oscillating body ROM-based predictions
Once the CFD method had been validated for unsteady motions, the modal method
selected, and interpolation models defined, the predictions of the full range of reduced frequencies and amplitudes were made using the two interpolation ROMs. The comparisons
are shown in Figs. 3.16-3.18 and highlight two important observations. First, the results
show that not only is a close representation made through the surface mapping interpolation
scheme, but a near exact representation of the integrated loads. Furthermore, it is shown
that there is little to no variation between CFD simulation results obtained using the Kestrel
code and what was predicted using the POD ROM-based prediction. This provides evidence
that the interpolation scheme is not only able to capture the non-linear relationship of amplitude to surface pressures but also the e↵ects from reduced frequency. In other words, this
interpolation scheme is shown to make accurate predictions from multi-variable inputs with
varying degrees of influence on the system.
When using the Kriging interpolation, the POD ROM was once again able to make reasonably accurate predictions for both changes in reduced frequency and amplitude. However,
these results also show that the Kriging interpolation was not as accurate in predicting loads
as the 2-D surface mappings, particularly when accounting for predicted drag. Table 3.6
shows the 2-D surface mappings consistently outperforming Kriging interpolation in maximum percent error for both lift, drag, and moment coefficient across all 3 validation cases.
With 2-D surface mapping, the user is allowed greater control over how the surface mappings
will exactly be constructed. For the case of the oscillating store, this allows the user to say
a thin plate spline mapping will represent the dynamics well, taking full advantage of the
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user’s prior knowledge of the system. However, it also leads to two disadvantages. Through
a direct reconstruction of oscillating store surface pressures, exact reconstructions can be
found using a limited set of POD modes.
However, for accurate predictions to be possible an interpolation scheme must be capable
of accurately modeling how POD modes will vary in magnitude as input parameters vary.
Thus, when using a direct spline interpolation method a user must have prior knowledge of
the dynamic relationship between inputs and POD modes. Yet, clearly for many practical
applications, such as store separation from a cavity or from rotorcraft, the flow field may
be very complex such that prior knowledge is at a minimum level. Additionally, the user
is limited as to how many parameters can be used to define to the system. Already in
this relatively simple case of the oscillating store, the 2-D surface mapping method is being
pushed to its limits. It would be hardly feasible to extend this model to an expansion of
8 parameters, or 4 2-d surface mappings. On the other hand, the Kriging model is shown
to make predictions that are well within reason for most applications with minimal prior
knowledge of the system. The Kriging model also has a significantly larger capability for
incorporating a wider range of parameters. Though, it should be noted that for a significantly
larger number of parameters, beyond 8, it may become more practical to derive models using
neural networks on the already constructed POD modes.
In attempting to show that a rather narrow subspace derived from POD could still be
used to construct a parametric ROM for load predictions, an important series of conclusions
were made. First, the study was able to show that through a series of surface mappings an
interpolation scheme could be derived to make surface pressure predictions for an oscillating
store with a high degree of fidelity. From these surface pressure predictions coefficients of lift,
drag and moment were computed and compared to loads calculated with CFD-simulations.
Given the limitation of the surface mapping scheme to incorporate a larger expansion of
terms, the interpolation based ROM was reconstructed using Kriging interpolation. When
Kriging interpolation was employed, the load prediction capability of the model was di-

90

minished, particularly for drag predictions. This error is directly associated with Kriging
interpolation not predicting as accurately the evolution of strong pressure gradients which
happen at the leading edge of the store.
However, the predicted loads were still reasonably accurate for both changes in reduced
frequency and amplitude allowing the scheme to be further investigated for most applications.
The results of this analysis, as outlined in Figs. 3.16-3.18, show that by incorporating either
of these interpolation schemes a ROM can be constructed to make high fidelity predictions
at a minimal computational expense. The important advantage of the present approach is
that the load prediction model is based on unsteady surface load distributions and not on
curve fitting of the load hysteresis loops. The predicted hysteresis loops result from the
integration of the surface loads predicted by the ROM.
It should be emphasized that the ROM for the oscillating body reproduces the time
history of the surface pressure distribution. The comparison of the load hysteresis loops in
Figs. 3.16-3.18 is shown that there is a uniformly good agreement for the entire hysteresis in
predicting intermediate cases. To demonstrate that the entire surface pressure is predicted
adequately a comparison of the CFD simulation and ROM model is shown in Figs. 3.19 and
3.20. The surface pressure distributions of the CFD simulation along with the predictions
based on Kriging and surface mapping appear to be in close agreement. More detailed
comparisons of the error with respect to the CFD simulations demonstrate the high fidelity
of both prediction approaches.
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Figure 3.16 Comparison of hysteric loops from case 1 for Kriging ROM, 2-D surface
mapping ROM, and CFD.
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Figure 3.17 Comparison of hysteric loops from case 2 for Kriging ROM, 2-D surface
mapping ROM, and CFD.
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Table 3.6 Summary of maximum absolute percent error across all 3 validation cases for
both Kriging and surface mapping based ROMs with respect to CFD simulation for lift,
drag, and moment coefficients.
Lift
Drag Moment
Surface Mapping 2.56% 1.55% 0.36%
Kriging
2.78% 2.65% 0.41%

Table 3.7 Summary of computational expense in running the simulation and 2-D surface
map/Kriging interpolation based ROMs for validation case 1.
Simulation 2-D Surface Map ROM Kriging ROM
Processor Type E5-2699v4
i9-9880H
i9-9880H
Processor Count 352
1
1
Run Time
110 hours
0.1 seconds
0.3 seconds

(a) CFD

(b) Kriging

(c) Surface Mapping

Figure 3.19 Contours of store surface coefficient of pressure for the case of k = 0.0115 and
↵ and ↵max = 20. From left to right images show CFD, Kriging based ROM, and surface
mapping surrogate ROM.
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(a)

(b)

Figure 3.20 Contours of percent di↵erence between store surface pressure distribution with
as found at a reduced frequency of k = 0.0115 and ↵ and ↵max = 20. (a) Error found from
reconstruction of the CFD simulation using 16 POD modes. (b) Error with using the
surface mapping surrogate ROM.
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The ability of the ROM to provide good predictions of both surface and field data was
demonstrated previously in Figs. 3.9 and 3.10. Figures 3.19 and 3.20 show the capability
of the surrogate model to provide not just good integrated load predictions but also good
predictions of load distributions. Surface distributions for a prolate spheroid provide a good
test case for a ROM’s ability to model complex surface load distributions. At sufficiently high
angles of incidence, a prolate spheroid has two pairs of separation points and the influence
of primary and secondary vortex flow features, all of which need to be predicted by a ROM
to make good load predictions. The percent di↵erence between CFD calculation and ROM
prediction in Fig. 3.20 shows that the ROM is able to predict these characteristics of the
distributed loads with a high degree of fidelity.
3.1.14 Store separation ROM predictions
The results of the oscillating store modeling indicated that a POD ROM-based model
could be constructed to provide accurate predictions for loads at intermediate conditions
which lay within the training data-sets. In this section, it is shown how a POD ROM-based
model can be extended to provide quick and accurate trajectory predictions. This ROM
consisted of 16 modes for surface pressures and shear stresses extracted from a series of
store separation CFD simulations. Once the POD ROM was derived, the reconstructed
surface pressures and shear stress distributions were then integrated to calculate lift, drag,
and pitching moment about the store’s center of mass. These loads were used with the
equations of motion to iteratively determine the store’s trajectory. To solve the equations
of motion, a first order time-stepping algorithm was employed. Trajectory predictions were
then compared between CFD and POD ROM at M = 0.5, 0.8, and 1.2 to show that the ROM
could successfully replicate the CFD simulations. Results shown in Fig. 3.21 demonstrate
that the ROM was able to nearly exactly replicate the CFD results for the store trajectory.

97

Angle of Attack Vs. Time
Angle of Attack (deg)

0
-2
-4
-6
-8
ROM-Simulation
CFD-Simulation

-10
-12

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

Time (s)

X-Position Vs. Time

Y-Position Vs. Time

0.035

0.035
0.03

Position (m)

Position (m)

0.03
0.025
0.02
0.015
0.01
0.005

0.025
0.02
0.015
0.01
0.005

0.02

0.04

0.06

0.08

0.1

0.02

0.04

Time (s)

0.06

0.08

0.1

Time (s)

(a)
Angle of Attack Vs. Time
Angle of Attack (deg)

0
-2
-4
-6
-8
ROM-Simulation
CFD-Simulation

-10
-12

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

Time (s)

X-Position Vs. Time

Y-Position Vs. Time

0.035

0.035
0.03

Position (m)

Position (m)

0.03
0.025
0.02
0.015
0.01
0.005

0.025
0.02
0.015
0.01
0.005

0.02

0.04

0.06

0.08

0.1

0.02

Time (s)

0.04

0.06

0.08

0.1

Time (s)

(b)

Figure 3.21 a: Comparison of CFD-simulation and ROM trajectory predictions using 16
modes at M = 0.8 with a: Surface Mapping and b: Kriging interpolation.
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Once the POD ROM was completed and validated this model was then used to compute
a trajectory prediction for M = 1.1, shown in Fig. 3.22. In comparing the trajectories
calculated by ROM and CFD simulation two important conclusions are drawn. First, it
is shown that a POD ROM-based predictive model can be used to make good trajectory
predictions at a minimal computational cost. Shown in Table 3.8, the POD ROM was able
to make the trajectory predictions with a small fraction of the computational power and
time required by the CFD simulation. This fact helps to reinforce the hypothesis that a
ROM constructed on POD modes could be used for applications where 1000s of simulations
are required, such as store design/control optimization. It is additionally important to note
that through the use of this single, low-cost model a variety of early stage design tasks can
be completed. Once the model is trained, users can either integrate loads to identify future
trajectories, iteratively use the model for training a controller, find peak pressure or suction
and iteratively vary topology to minimize these quantities. The significant advantage of this
modeling technique is that once a model is trained around a pre-defined set of parameters,
numerous highly iterative design tasks can be undergone.

99

Angle of Attack Vs. Time
Angle of Attack (deg)

0
-2
-4
-6
-8
ROM-Simulation
CFD-Simulation

-10
-12
0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

0.055

Time (s)

X-Position Vs. Time

Y-Position Vs. Time
0.025

Position (m)

Position (m)

0.025
0.02
0.015
0.01
0.005

0.02
0.015
0.01
0.005

0

0
0.01

0.02

0.03

0.04

0.05

0.01

0.02

Time (s)

0.03

0.04

0.05

Time (s)

(a)
Angle of Attack Vs. Time
Angle of Attack (deg)

0
-2
-4
-6
-8
ROM-Simulation
CFD-Simulation

-10
-12
0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

0.055

Time (s)

X-Position Vs. Time

Y-Position Vs. Time
0.025

Position (m)

Position (m)

0.025
0.02
0.015
0.01
0.005

0.02
0.015
0.01
0.005

0

0
0.01

0.02

0.03

0.04

0.05

0.01

Time (s)

0.02

0.03

0.04

0.05

Time (s)

(b)

Figure 3.22 Comparison of CFD-simulation and ROM trajectory predictions using 16
modes at M = 1.1 with a: Surface Mapping and b: Kriging interpolation.
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Table 3.8 Summary of computational expense in running the simulation and 2-D surface
map/Kriging interpolation based ROMs for store separation at Mach 1.1.
Processor Type
Processor Count
Base Speed
Run Time

(a)

Simulation 2-D Surface Map ROM Kriging ROM
E5-2699v4
i9-9880H
i9-9880H
352
1
1
2.8GHz
2.3GHz
2.3GHz
8 hours
2.09 seconds
3.55 seconds

(b)

(c)

Figure 3.23 Contours of store surface coefficient of pressure distributions with surface flow
pattens as found at M = 1.1 and ↵ = 7 . From left to right images show CFD, Kriging
based ROM, and Surface Mapping based ROM.
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(a)

(b)

Figure 3.24 Contours of percent di↵erence between store surface pressure distribution with
as found at M = 1.1 and ↵ = 7 . (a) Di↵erence found from reconstruction with 16
modes. (b) Di↵erence with using the surface mapping surrogate ROM.
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The predictions of the interpolated surrogate model obtained using training data from
only three representative Mach number CFD cases are acceptable. In order to demonstrate
that the interpolated model derived from the sequence M = 0.5, 0.8, and 1.2 produces good
predictions of the surface pressure and shear stress distribution comparison of the surface
pressures and surface flow lines from an isometric view are shown in Fig. 3.23. Fig. 3.24 (b)
shows the percent di↵erence in surface pressure distribution between CFD simulation and
ROM prediction for an angle of incidence of

7 and a Mach number of 1.1. While Fig. 3.24

shows reasonable agreement between CFD simulation and ROM prediction, it is clear that
the fidelity of the prediction has been significantly reduced in comparison to Fig. 3.20. This
decrease comes as a result of using a limited number of sample Mach numbers for building
the ROM based surrogate model. This limited sample of Mach numbers results in the ROM
not predicting the transition from transonic flow to supersonic flow with the same high
degree of fidelity as was found for the oscillating body. However, Fig. 3.24 highlights that
reasonable and fast trajectory predictions can be made using a POD ROM-based model. A
higher degree of fidelity could be certainly achieved if more sample Mach numbers had been
used. To provide evidence of this observation, Fig. 3.24 (a) shows the percent di↵erence
between CFD simulation and POD ROM reconstruction of the simulation using 16 POD
modes. These results show that the ROM is not limited by the POD modes but rather
its ability to interpolate the modes accurately given the small set of sample Mach numbers
and the dramatic changes of the flow field structure resulting from the increase of the Mach
number from subsonic to transonic to the supersonic regime. Yet, if a ROM technique is
to be successfully applied to the store separation analysis it must be capable of providing
accurate predictions provided a limited data-set given the high cost associated with CFD
simulations. As such, in order to construct an accurate POD-ROM it is essential that the
physics of the domain of interest be sufficiently represented in the limited data-set.
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3.1.15 Overview and Outlook
Three data reduction techniques were analyzed in this study for applications to store
separation. Namely, these methods were POD, DMD, and NN. Results indicated that POD
not only provided the smallest deviation from CFD computed surface loads, achieving a
maximum percent error of 8.5% compared to 12.5% for DMD and 26% for NN, but also
was proven most robust in accurately identifying a relevant subspace. Comparing hysterics
loops between ROM and CFD for intermediate reduced frequencies and amplitudes showed
that a POD ROM-based predictive model could be applied for high fidelity load predictions
of moving bodies at a minimal computational cost. The maximum percent error in load
prediction across all three prediction cases was 2.78%. The cost for modeling a complete
hysteric loop was reduced from 110 hours on 352 cores for the CFD model to 0.1 seconds
on a single core for the POD-based ROM. This ROM was subsequently used to determine
the store trajectory using the 6-DOF equations of motion. The results of this study also
provide evidence that a POD ROM-based model can feasibly be used for guidance and store
trajectory control studies given the model’s minimal computational cost compared to direct
CFD simulation.
Given this ROM’s large cost reduction and capability for constructing surrogate models
that provide high-fidelity predictions, this modeling technique can feasibly be deployed to
the numerous highly iterative engineering subtasks relevant to the store separation analysis.
These subtasks include controller design, store topology optimization, trajectory prediction,
etc. While the present study directly demonstrates the significant time saving a POD ROMbased predictive model provides when apply to store trajectory prediction, further work was
required to demonstrate exactly how such a ROM can be implemented into the numerous
remaining subtask relevant to the field, particularly once lifting bodies are considered. To
address these concerns, a follow-up investigation was completed demonstrating the application of a POD ROM-based predictive model for design optimization of an isolated rotor over
a series of fundamental operating conditions.
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3.2 Design Optimization (Scenario 2)
In scenario one, results indicated that the POD algorithm could potentially provide
a feasible approach for developing surrogate models for relevant engineering design tasks.
However, by demonstrating distributed load prediction and trajectory prediction capabilities,
it still remained to be shown whether a POD-based surrogate model could be leveraged for
an optimization task focused on three-dimensional bodies with dynamic motion. As such, in
this scenario, the feasibility of applying a POD-based surrogate model for the optimization
of an isolated rotor was chosen. An isolated rotor was chosen for two reasons. First, rotor
surface loads provide a comparable distribution to those found on a subsonic store. Surface
loads are dominated by smoothly varying patterns with the exception of limited regions
of flow separation. Second, there are numerous overlappings of required engineering task
between the store separation and rotorcraft design field.
It is common practice for rotorcraft analysis to include fluid-structure interactions, structural dynamics, vehicle component sizing, topology optimization, flight simulation, etc. For
each of these tasks, it is essential that there exist a model capable of providing load predictions to a high degree of accuracy for a variety of rotor configurations. One approach to
obtaining these load predictions is through mid-fidelity design tools such as Comprehensive
Analytical Model of Rotorcraft Aerodynamics and Dynamics (CAMRAD) [195], Rotorcraft
Comprehensive Analysis System (RCAS) [196], or Comprehensive Hierarchical Aeromechanics Rotorcraft Model (CHARM) [197]. Through leveraging these analysis tools numerous
sub-topics of interest have been investigated ranging from multi-rotor performance prediction [198, 199] to aeroelasticity [200, 201]. When applied to the early stages of vehicle
optimization, typically mid-fidelity tools provide an excellent path to obtaining a limited
design space from which an optimal solution can be identified. Yet, there still remain significant limitations to mid-fidelity analysis tool-sets when applied to rotor operation in turbulent
flow fields. These limitations become particularly pronounced once considering that many
urban air mobility (UAM) rotorcraft will likely have rotors operating in vortex-dominated
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highly turbulent flow fields, particularly those proposed to operate in multi-rotor configurations or in close proximity to buildings. As more rotorcraft designs are beginning to account
for these operating conditions, uncertainty in mid-fidelity tools has led to a broadening of
optimal design spaces found in the early stages of the conceptual design process.
One potential solution for narrowing this design space is through applying computational
fluid dynamics (CFD). Numerous solvers (mStrand [202], SU2 [203], OpenFoam [204], etc.)
have been developed to help streamline the process of rotorcraft CFD simulation. Large Eddy
Simulation (LES) [205] and Detached Eddy Simulations (DES) [206] studies of rotorcraft have
shown to be capable of resolving flow fields relevant for performance and loads of isolated
rotors in hover/forward flight [207], during rotorcraft pitch up maneuvers [208], and rotorship wake interactions [209]. Yet, despite significant advancements in both the hardware [109]
and software [210] rotorcraft CFD simulations still remain too computationally expensive
for many engineering tasks. For a complete comprehensive CFD analysis of a full-scale
rotorcraft, computational expense commonly requires simulation run times ranging from
days to weeks [211]. For engineering tasks, which require hundreds if not thousands of
iterations such as design optimization, full CFD modeling is not a viable option. It is
this resource and time limitation that has led to a desire for devising CFD-based surrogate
models.
To investigate POD ROM capability in the field of rotor pressure load predictions, in
this scenario a POD ROM is derived and tested under three basic operating conditions
for a single, isolated blade. With each demonstration case, design space complexity was
increased to test POD ROM reconstruction and interpolation capability. In each scenario,
the rotor blade’s taper ratio and twist were varied to construct 16 CFD simulations using
the OVERFLOW solver [212]. A POD ROM was constructed from these cases, validated
against three additional combinations of taper and twist, and then employed to achieve a
design optimization of the rotor blade. For hovering rotor demonstration cases figure of
merit and slices for the coefficient of pressure at the r/R = 0.95 radial station of the blade

106

will be used as metrics for ROM prediction accuracy. For the forward flight demonstration
case, both lift to drag e↵ective ratio and integrated sectional coefficients of thrust are used
as the metric for ROM prediction accuracy. With these three ROMs, the study aims to
provide insight into the capabilities of POD ROMs for distributed load predictions and rotor
performance prediction given a variation in blade topology over a variety of standard rotor
operating conditions.
The rest of this section is organized as follows. The CFD simulation case setup, grid
generation methods, and optimization algorithm are all outlined in the Numerical Approach
section first. The ROM Approach section then overviews the modal decomposition and interpolation schemes used in this work. The Results and Discussion section provides an overview
of the study’s findings. Results are split between hovering rotor and forward flight demonstration cases. In the final section, Conclusions and Outlook, close remarks are summarized
along with future applications of work.

3.2.1 Numerical Approach
Before this study could begin, a procedure was required for efficiently generating rotor
blade grids given a linear variation in taper ratio and twist. This procedure was necessary not
only for generating grids for CFD simulation but also for applying POD ROM for iterative
design optimization. As such, a procedure was developed over the course of this study that
allows for a parametric definition of rotor blades. The procedure starts by reading a single
input file that holds the definition of rotor blade’s twist (✓), taper ( ), sweep, dihedral, and
airfoil cross-section at a number of span-wise stations. These input file formats can either be
obtained from National Aeronautics and Space Administration (NASA) Design and Analysis
of Rotorcraft (NDARC) [213] geometry files or from CAMRAD. A PLOT3D [214] file is then
generated for the rotor’s Cartesian surface grid. With the meshing algorithm defined, the
study began generating the 16 blades, as defined in Table 3.9 and 3 validation grids, as
outlined in Table 3.10. Each blade consisted of 276 chord-wise and 128 span-wise nodes for
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a total surface cell count of 34,944. All 16 blades had a mean chord of 1 ft and a radius of
R = 10 ft. Examples of blades from cases c1 and c16 can be seen in Fig. 3.25.
Each rotor was limited to a single blade to simplify rotor geometry and limit the influence
of variables not represented in the POD ROM from a↵ecting blade pressure distributions. It
should be noted that this geometric constraint is not consistent with blade counts found on
rotorcraft and thus typical rotor performance for UAM aircraft may not be represented in the
current study. Nonetheless, this geometric constraint still allows for pressure distributions
representative of those found for blades in hover and forward flight to be modeled thus
allowing the study to efficiently identify a POD ROMs applicability to the field of rotorcraft
engineering. The selected geometries produce a constrained domain within which a POD
ROM can be tested for ability to reconstruct typical load distributions found on blades and
model their evolution as a blade’s twist and taper ratio varies.

(a) c1

(b) c16
Figure 3.25 Comparison of two geometries used in this study. Image (a) shows ✓ = 0 &
= 1.0. Image (b) shows ✓ = 30 & = 0.7.
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To generate closed surfaces for the rotor’s root and tip faces, the Chimera Grid Tools’
(CGT’s) WINGCAP software was used [215, 216]. The CGT is a tool-set developed by NASA
for the purpose of pre- and post-processing of chimera overset grids [217], particularly for use
in NASA’s OVERFLOW CFD solver. Volume grids were generated from the surface meshes
using CGT’s hyperbolic grid generator HYPGEN [218] software. An example of the HYPGEN generated extrusion is shown in Fig. 3.26. Total near body volume cell count for each
case is 3.5 million. Normal spacing at the surface was at a y+ of 1 and growth was limited
to a rate of 1.2. A Cartesian background mesh was then constructed with pressure farfield
boundary conditions extending 15 rotor radii from origin. The SAMcart solver was used for
the background mesh. For the hovering rotor cases, 5 startup revolutions were completed
before extracting rotor surface pressures. For the forward flight cases 8 rotor revolutions
were completed before extracting rotor surface pressures. Startup revolutions were selected
such that periodic solutions were obtained. Clearly, because of these requirements the cost
of the CFD simulations is high. Each forward flight CFD simulation required 12 hours to
compute on 440 cores. I visualization of the rotor’s wake is presented in Fig. 3.27.
For the high thrust hovering rotor, 16 CFD simulations covering geometries outlined in
Table 3.9, were completed with a fixed collective of 8 . These cases were used to construct
the first POD-ROM. This ROM was then validated against the three additional validation
rotor geometries outlined in Table 3.10. For the low thrust hovering rotor, CFD simulations
were again completed covering geometries outlined in Table 3.9 with a fixed collective of 4 .
A POD ROM-based surrogate model was constructed and validated for all three validation
geometries. For rotor in forward flight the same simulations were completed with a fixed
collective of 4 and free stream flow of M = 0.1 moving in the positive x-axis direction. For
all CFD simulations a tip Mach number of Mtip = 0.5 was used. For this study, no cyclic
motion was defined for the blade.
The surrogate model based on POD ROM was subsequently used to optimize the blade’s
twist and taper ratio such that either hovering figure of merit (F M ) or forward flight lift to
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Figure 3.26 Example of blade volume mesh generated for rotor geometry c1. Shown with
slices of volume mesh at radial positions of x/R = 0.30, 0.57, and 0.86.
Table 3.9 The 16 geometries used for derivation of POD-ROM in both hover and forward
flight.
Twist(deg) ✓

Taper Ratio

0

10

20

30

1.0

c1

c2

c3

c4

0.9

c5

c6

c7

c8

0.8

c9

c10

c11

c12

0.7

c13

c14

c15

c16

Table 3.10 The 3 geometries used for validation of POD-ROM in both hover and forward
flight.
Geometries
v1
v2
v3

Twist (deg)
15
0
15
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Taper
1.0
0.85
0.85

Figure 3.27 Visualization of the rotor’s wake. Wake is shown as iso-surface of vorticity
magnitude contoured by coefficient of pressure.
drag e↵ective ratio (L/De) would be maximized. To undergo this optimization, three blade
surface grids were first generated. The first grid was generated using the current iteration’s
solution for optimal twist and taper ratio. Two additional grids were then generated, the first
used a 0.1% increase in twist while the second used a 0.1% increase in taper ratio. Solutions
for distributed pressures were obtained using the derived POD ROM from which loads were
integrated and used to solve for either F M or L/De of each blade. First derivatives for
either F M or L/De with respect twist and taper ratio were solved using a first order Euler
approximation and used to select new optimal twist and taper ratio through the usage of
steepest descent algorithm. A criterion of 0.1% change in solution was selected as a stopping
condition.
In this study, F M was computed using Eq. 3.4. To compute both coefficient of thrust,
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CT , and coefficient of torque, CQ , blade distributed surface pressure solutions were numerically integrated. For rotor in forward flight, integrated sectional coefficients of thrust were
plotted from azimuth 0 to 360 . While viscous CFD solutions were obtained in this study,
shear stresses were not utilized when computing integrated loads for either POD ROM or
CFD. Given that the objective of this study was to provide an initial investigation of POD
ROM distributed load prediction capability for rotor blades, expanding POD ROM to include
multi-directional shear loads was not warranted in the current work.
3.0/2.0

FM =

CT
p
CQ 2.0

(3.4)

For the rotor in forward flight cases, L/De was computed by first integrating distributed
pressure loads for mean rotor lift L during the blades rotation. Distributed pressure loads
were then integrated to find mean power P required by rotor during blades rotation. Once
again, viscous loads were not utilized when computing integrated loads for either the POD
ROM or CFD predictions. The forumlation used to compute L/De is shown in Eq. 3.5
where v is forward velocity.

L/De =

Lv
P

(3.5)

3.2.2 ROM Approach
Surrogate model generated in this demonstration case consisted of two steps. In the first
step a POD analysis was completed to identify a low rank subspace. This subspace was then
coupled with an interpolation model to produce future predictions for the reconstructing time
coefficients. In order to produce a continuous representation of the temporal coefficients a
two-dimensional mapping was constructed. During the construction of these mappings, the
objective was to produce a continuous representation for the temporal coefficients. This
continuous representation was provided by relating twist ✓ and taper ratio

ai (t) = F ( , ✓)
112

to ai (t).

(3.6)

Note that for the 2-D surface mapping method, it is an inherent requirement that the
two variables selected combine to produce a unique definition of each snapshot. In the case
of this study, selection of interpolation parameters becomes trivial. By selecting

and ✓ as

the mapping variables, any location on the snapshot matrix could be uniquely identified and
a spline surface could be fit for each mode temporal coefficients. The advantage is that this
method is relatively simple, accurate, and computationally inexpensive to setup. There is
no training requirement as in neural networks, or large matrix inversions to make, and the
user has a much greater degree of control over how the mapping can be constructed, whether
a polynomial, linear, or logarithmic fit depending on the prior knowledge of the problem in
hand.
3.2.3 Results for POD Modeling and Optimization of an Isolated Rotors
In the following sections, the results for CFD simulation, the POD ROM reconstruction,
and necessary validations of the ROM and surrogate models will be presented. Results are
primarily split between the hovering and forward flight demonstration cases. These two
sections will be further split into three additional sections showing CFD simulation results,
POD ROM reconstruction results, and POD ROM validation results.
3.2.4 Hovering - CFD
In the first two scenarios of POD ROM rotor blade modeling, an isolated rotor blade
in hovering conditions is used. With these two demonstration cases, the study was able to
first test for the most basic operating conditions of which a rotorcraft-based POD ROM
would be required to model. For an isolated rotor blade in hover after the initial transients
are removed time variance can be neglected and thus the focus of the analysis is limited
to POD ROM capability for accuracy of both reconstruction and prediction of the spatial
characteristics of the domain. This truncation of the time domain leads to the additional
advantage of minimizing the size of the snapshot matrix required for the POD ROM to
model. As opposed to time-varying systems, such as rotor in forward flight, where numerous
snapshots are required per sampling point of the domain to accurately capture the time
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dynamics of each CFD simulation, for the hovering rotor only a single snapshot is required
per sampling point. This relatively small snapshot matrix both minimizes the computational
expense of deriving the POD ROM and helps to limit information content in the system thus
maximizing the ability of each POD mode to retain a high percentage of the total energy.
By reducing rotor collective to vary between high and low thrust hovering rotor scenarios
there is an overall increase in design space non-linearity and spatial information complexity
within the domain. In this demonstration case, the influence this increased complexity has on
POD ROM capability to both replicate and predict rotor load distributions are investigated.
Evidence for the increased complexity of spatial information can be found when comparing
rotor pressure distributions between high and low thrust configurations. For the high thrust
case, the rotor’s wake is convected downstream rapidly. This results in the rotor wake having
a smaller degree of influence on the overall rotor pressure distributions. The coefficients of
pressure were taken at the r/R = 0.95 radial station on the rotor for case c4 ( = 1.0, ✓ =
30 ) and are plotted in Fig. 3.28 (a) to demonstrate the largely smooth variations in surface
pressure of the blade. These relatively small gradients in surface pressure typically result in
smaller POD mode retention counts required to comprehensively represent the system.
This is in contrast to the low thrust hovering cases where distributed loads vary to a
larger degree in the spanwise direction, particularly at the rotor’s tip, caused by the blade’s
wake being convected away at a slower rate. As a result, there is a significant increase in
tip wake interactions with the rotor’s pressure distribution. Results for low thrust hovering
rotor coefficients of pressure at the r/R = 0.95 radial station for case c4 ( = 1.0, ✓ = 30 )
are plotted in Fig. 3.28 (b). These results demonstrate that non-linearity on coefficients of
pressure distributions at the r/R = 0.95 radial station has increased.
This increase in complexity may lead to a significant modeling challenge for POD-based
surrogate ROMs. As more spatial information is introduced into the domain, energy content
may become distributed over a larger range of POD modes. Yet, for an interpolationbased surrogate POD ROM to make accurate predictions of a domain a limited number of
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(a) High Thrust Hover

(b) Low Thrust Hover

Figure 3.28 Coefficients of pressure at r/R = 0.95 as computed through CFD for both high
thrust hover (a) and low thrust hover (b). Comparison is shown for sample geometry c4.
POD modes should be retained. While initial POD modes can typically be related well to
parameters of interest of the domain, modes associated with higher mode counts tend to be
stochastic making derivation of meaningful interpolation models rigors. Thus, by applying
the POD ROM to both high and low thrust hovering cases the study investigates the influence
this increased spatial complexity has on the capability of the POD ROM to replicate the
domain with a minimal POD mode retention count.
An alternative approach to distributed pressure load modeling could be to avoid modal
decomposition methods altogether and deploy a kernel-based learning method in the form of
a convolutional neural network (CNN). A significant advantage CNN models have over POD
models is their ability to extract features from a data set at various scales and translations.
Once a flow feature is identified, such as either rotor vortex rings [219] or shockwaves [178],
the feature can be either identified or replicated at various positions and scales within the
domain of interest with minimal computational e↵ort. Given these characteristics, CNNs
have historically shown relatively few limitations in their capability to replicate training data
sets in comparison to modal decomposition-based methods.
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However, while CNNs have shown an enhanced capability to extract meaningful features
from complex data-sets, there exist significant challenges in deriving a network capable
of utilizing these features for meaningful predictions. This challenge becomes particularly
pronounced when deriving CNN models from a sparse sampling of the domain. Typically,
to learn meaningful relationships between parameters of interest and the dynamics of the
domain a sufficiently large sampling of the domain must be obtained. Such large sampling
may be possible in the case of either two-dimensional or three-dimensional steady-state
CFD simulations. Yet, for unsteady three-dimensional CFD simulations with multi-body
motion, as is required for UAM rotorcraft CFD modeling, computational expense greatly
limits the capability to obtain the required sampling of a domain. Additionally, there is
also a significant computational expense associated with deriving CNN models compared
to POD models. Both hovering rotor POD ROMs were derived in less than a second of
computing time. Meanwhile, a CNN derived by the study for a similar rotor performance
prediction application required over twelve hours of computing time despite being deployed to
a graphical processing unit (GPU). Given the limited domain sampling capability associated
with CFD simulations of the UAM field and significant computational expense associated
with deriving CNNs, the application of ROM modeling techniques for UAM rotorcraft at
present remains largely limited to modal decomposition-based methods.
In addition to an increase in complexity of the surface pressure distribution, there is a
significant influence the rotor collective has on the range of load distributions within the
design space. When observing surface plots for the integrated figure of merit (F M ) of
both high and low thrust demonstration cases, Fig. 3.29, a series of key observations can
be drawn. First and foremost is the increased range of F M , and thus increased range of
pressure distributions, the POD ROM is required to model. For the rotor in high thrust
hover F M varies from 0.65 to 0.73. Yet, by decreasing rotor collective the range of F M for
the low thrust hovering rotor nearly doubles resulting in F M varying from 0.45 to 0.67. Note,
the minimums and maximums for the domains are found from the sparse CFD simulation
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sampling of the domain and may not necessarily reflect true local optimal solutions of the
respective domains.
Based on the limited number of CFD runs (16 for each case), Fig. 3.29 also demonstrates
how reducing rotor collective can lead to an increase in design space non-linearity. In Fig.
3.29 (a), gradients of F M with respect to ✓ and

are shown to be minimal. The F M is

shown to have a near-uniform decrease radially from the local optimal in the design space
thus resulting in a largely linear relationship between F M and the rotors

and ✓. For the

high thrust rotor maximum F M can continuously be found near ✓ = 20 as
= 1.0 to
at

goes from

= 0.7. For high thrust hovering rotor, local optimal of F M = 0.7307 is found

= 1.0 and ✓ = 20 through sparse sampling of the domain with CFD simulation.
As collective is decreased for the low thrust rotor F M , Fig. 3.29 (b), F M is shown

to be both varying non-uniformly radially from the local optimal and have a varying local
optimal ✓ as
= 10 while

goes from 1.0 to 0.7. When

= 1.0 local optimal ✓ is found to be around ✓

= 0.7 results in a local optimal twist of ✓ = 30 . Thus,

and ✓ are shown to

have varying, non-linear influences over the domain of interest. While this increase in nonlinearity will not lead to deterioration in the reconstruction capabilities of POD ROM, as it
does not necessarily produce more complex spatial information, it will ultimately create a
more challenging modeling requirement for POD ROM to produce accurate distributed load
predictions. The characteristic of having multiple variables with widely varying degrees of
influence on the system is commonplace for many practical rotorcraft applications including
hysteresis modeling, aeroelasticity, controls, etc. If a multi-variable data-driven model is to
be successfully derived for rotorcraft applications it must be capable of efficiently extracting
the relationship each design variable has with rotor surface loads, whether that relationship
is linear, quadratic, logarithmic, etc. For low thrust hovering rotor, local optimal of F M =
0.6675 is found at

= 1.0 and ✓ = 10 through sparse sampling of the domain with CFD

simulation.
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(a) High Thrust Hover

(b) Low Thrust Hover

Figure 3.29 Surface plot of F M with respect to ✓ and for both high thrust hover (a) and
low thrust hover (b) based on the 16 CFD runs for each case.
3.2.5 Hovering - ROM Reconstruction
After completing all 16 high thrust hovering rotor CFD simulations, solutions for surface
pressure were compiled to form a single snapshot matrix. The POD algorithm was then used
on this snapshot matrix after which an energy retention criteria was prescribed. Percent
energy retention per POD mode retention count can be found in Fig. 3.30 (a). Given the
limited number of snapshots used to define to design space, and thus increased ability for
POD modes to retain energy, a relatively large energy retention criteria of 99.9% was set
after which it was determined that only 8 POD modes were required to produce the desired
energy retention. This procedure was then repeated for the low thrust rotor demonstration
case and results for percent energy retention per POD mode retention count can be found in
Fig. 3.30 (b). Results of this analysis demonstrated that despite the increase in complexity
of the spatial information in the domain, the POD algorithm still appears to be capable of
efficiently capturing this information in a limited mode retention count.
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(a) High Thrust Hover

(b) Low Thrust Hover

Figure 3.30 Percent energy retention per retained mode count for 2, 4, and 8 POD modes.
Results are shown for both high thrust hover (a) and low thrust hover (b).
Once a POD mode retention count of 8 was selected, POD modes were projected back
to the domain to evaluate POD ROM reconstruction capability. In evaluating load reconstruction capabilities of surface pressure distribution for case c4, shown in Fig. 3.31 for both
collective cases of hover, it can be seen that loads are being modeled with a high degree of
fidelity in comparison to CFD. Pressure coefficient distributions at the r/R = 0.95 radial
station are shown to be correctly accounted for with the reduced representation. The maximum percent error between CFD and ROM surface pressures for all 16 reconstructions for
all radial stations was 1%. This deviation for both high and low thrust hovering cases was
located at the stagnation location near the r/R = 0.95 radial station of the blade. Historically, modeling flow features with large gradients through modal decomposition techniques
with minimum mode retention counts has proven challenging, particularly as these gradients
move within the domain. For the case of the hovering rotor, the largest pressure gradients
in the domain occur at the stagnation location. The spatial position of this location on the
blade then varies as a function of ✓, , and r/R. Yet, despite these challenges, the results
of this study show that leading-edge gradients are captured with sufficient accuracy so that
F M is still being modeled with a high degree of fidelity. The maximum percent error for
119

reconstructed F M for both high and low thrust hover was 0.41%. Percent errors in F M
reconstructions are shown in Table 3.11.

(a) High Thrust Hover

(b) Low Thrust Hover

Figure 3.31 Comparison between POD ROM and CFD for slices of coefficient of pressure
at r/R = 0.95. Comparison is shown for sample geometry c4 in both high thrust hover (a)
and low thrust hover (b).

Table 3.11 Maximum percent error between CFD and POD ROM computed F M for
geometries c1 to c16.
Twist(deg) ✓

Taper Ratio

0

10

20

30

1.0

0.20

0.36

0.19

0.04

0.9

0.06

0.09

0.07

0.16

0.8

0.01

0.10

0.12

0.41

0.7

0.11

0.07

0.08

0.08

3.2.6 Hovering - ROM Validation
After constructing the POD ROM and comparing reconstructs to CFD solutions, the
study then moved to quantify POD ROM predictive capabilities for the geometries outlined in
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Table 3.10 for both high and low thrust demonstration cases. This validation was completed
in two steps. First, distributed coefficients of pressure were compared between POD ROM
prediction and CFD simulation after which these loads were integrated to identify F M .
When comparing surface pressure distributions for both high and low thrust hover, shown
in Fig. 3.32, it was found that with a minimum mode count the POD ROM was capable
of providing high-fidelity full distributed load predictions for all three validation geometries.
Surface pressure predicted error never exceeded 1.5% error compared to the CFD simulation
in all validation comparisons.

(a) High Thrust Hover

(b) Low Thrust Hover

Figure 3.32 Comparison between POD ROM and CFD for slices of coefficient of pressure
at r/R = 0.95. Comparison is shown for validation geometry v3 in both high thrust hover
(a) and low thrust hover (b).
These predicted surface pressures were then integrated to find F M . When comparing
this F M to CFD for the high thrust hover cases it was found that for all three validation
geometries percent error never exceeded 1%, thus providing strong evidence that a POD
ROM can be efficiently deployed to model a rotor blade’s full distributed load with a high
degree of fidelity. Summary of prediction capabilities for POD ROM is shown in Table 3.12.
However, the same level of fidelity in integrated load comparison was not achieved once
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Table 3.12 Summary of percent errors in coefficient of thrust, torque, and figure of merit
predictions using POD ROM derived for high thrust hover.
Geometries

CT

CQ

FM

v1

0.47%

0.62%

0.09%

v2

0.03%

0.81%

0.77%

v3

0.80%

0.84%

0.37%

the rotor collective was decreased. While percent error for validation geometry v1 was
limited to 0.5%, the same level of fidelity was not achieved for validation geometries v2 and
v3 as shown in Table 3.13. Surface pressure prediction errors once again never exceed a
maximum of 1.5% for the low thrust hover. Yet, this error is shown to now occur over a
sufficiently larger region of the blade thus resulting in a significant increase in integrated
load error, raising F M prediction error from 0.77% and 0.37% for cases v2 and v3 of the
high thrust hover to 4.26% and 4.25% for the low thrust hover. Results of the low thrust
rotor case show that the capability of a POD ROM to make accurate load predictions is
highly dependent on how well-sampled is the domain of interest.
While this conclusion may be intuitive, properly achieving a level of sufficient sampling is
not. Even in this relatively simple demonstration, it has been shown that by simply varying
the rotor’s collective there became a significant increase in design space complexity. While
this increase in complexity was not limiting to POD ROM reconstruction capabilities, it was
shown to have a significant deterioration in POD ROM prediction capabilities. Thus, as the
design space complexity increased and domain sampling remained the same, there became
an under-sampling of

in the low thrust hover domain. These results highlight how often

this task of achieving sufficient sampling of a domain may become an iterative task, requiring
a further refinement of the sampling of the domain. To construct a more accurate ROM in
the case of low thrust hover, further sampling with new

in this domain is required.

Yet, even with the limited sampling on the domain the POD ROM is still providing reasonably accurate predictions once accounting for the significant reduction in computational
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Table 3.13 Summary of percent errors in coefficient of thrust, torque, and figure of merit
predictions using POD ROM derived for low thrust hover.
Geometries

CT

CQ

FM

v1

0.23%

0.15%

0.49%

v2

0.80%

2.94%

4.26%

v3

1.65%

1.69%

4.25%

expense in evaluating each validation case. For both high and low thrust hover, surface pressures as computed by CFD required 12 hours of computing time across 440 cores. Meanwhile,
the POD ROM was capable of making comparable predictions of surface pressures in just
a fraction of a second on a single core. In addition, prior CFD sampling of the low thrust
hover domain indicated that local optimal F M was consistently located at

= 1.0 and thus

resulting in an optimization dependent on finding an optimal ✓. For the case of low thrust
hover, it was identified that the POD ROM was capable of providing high fidelity predictions
for variations in ✓. Given this prior knowledge of the domain and the significant reduction
in computational expense, it became possible to directly apply this POD ROM to undergo
a design optimization of the rotor blade to derive a local maximum of F M . Results showed
that a optimal geometry of ✓ = 21.7 and

= 1.0 for high thrust hover and ✓ = 10 and

= 1.0 for low thrust hover could be found while taking 1 minute of compute time on a
single core. A total of 20 iterations were required to obtain the optimal solution. These
results show that by sampling a given design space a POD ROM can be efficiently derived
such that a low cost and accurate model of the blade’s surface pressures can be obtained
and practically deployed to a relevant rotor design task.
In addition to providing an efficient means for identifying local optimal positions within
a domain, the significant reduction to computational expense additionally provides the capability to efficiently obtain an increased understanding of the design space of interest. Given
the high expense of CFD modeling and only a limited sampling of any domain of interest
can be achieved. Yet, the results of this study have demonstrated how this limited sam123

(a) High Thrust Hover

(b) Low Thrust Hover

Figure 3.33 Surface plot of F M with respect to ✓ and as computed through POD ROM
derived for high thrust hover (a) and low thrust hover (b).
pling can be leveraged to obtain highly accurate, low-cost models capable of providing an
increased understanding of the domain of interest. When analyzing surface plots for F M as
computed via CFD, only a limited representation of the domain can be achieved. However,
by leveraging a validated POD ROM orders of magnitude more sampling points of the domain can be achieved, thus producing an increased resolution of the domain of interest. To
demonstrate this capability, 900 additional samples of the domain were obtained via surface
pressure predictions provided by the POD ROM and blade geometries generated through
the study’s grid generation algorithm. Results of this analysis are presented in Fig. 3.33.
While this further analysis indicated that local optimal of both CFD and POD ROM representation of the low thrust hover domain results in the same local optimal F M , results
for high thrust hover highlight how a POD ROM can be leveraged to help possibly identify
previously unknown optimal locations within the design space.

124

3.2.7 Forward Flight - CFD
Up to this point in the study, the focus has been placed on hovering rotor blades. Given
that these cases would produce a pressure distribution that was invariant to changes in
azimuth, the study could limit the focus of POD ROM modeling capability to spatial information and thus limit the snapshot matrix to a set of 16 snapshots. However, for practical
implementation, it is essential to demonstrate the applicability of ROM for both spatial and
time varying domains. As such, in this section, a POD ROM based surrogate model will be
used for the prediction of load distribution of a rotor in forward flight.
There are numerous challenges that may arise for extending the POD ROM to rotors in
forward flight. The most prevalent of which is the increase in non-linear relationship between
design variables and surface pressures. As shown in Fig. 3.34, case c4 ( = 1.0, ✓ = 30 )
and case c5 (

= 0.9, ✓ = 0 ) have widely di↵ering CT distributions between azimuth of

0 -60 and a spanwise position up to r/R=0.50. This variation is a result of flow separation
occurring as the blade travels counter clockwise past zero azimuth position. From Fig. 3.34
it can be seen that through varying ✓ and , the degree to which flow will separate on the
blade will vary greatly. This flow separation and reattachment provide a significant increase
in data-set complexity which could potentially exacerbate the issue of POD ROM either
not having enough sample points to make meaningful interpolations or not being capable of
representing the system with low mode retention counts. The latter of these issues will be
addressed in the next section.
Contributing to the difficulties of modeling the forward flight case are di↵ering influences
and ✓ have on rotor L/De. In Fig. 3.35 L/De as computed from integrated CFD modeled
pressure loads are plotted versus

and ✓. Results demonstrate the significant parabolic

influence ✓ has over blade load distributions. Rotor L/De is shown to exponentially decrease
as ✓ deviates from 10 . This relationship is in contrast to the linear and relatively small
influence

has on L/De. For the hovering rotor cases, POD ROM was shown capable of

modeling a multi-variable system with each variable holding a varying degree of influence
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(a) c4

(b) c5

Figure 3.34 Contours of CT as the blade rotates from an azimuth of 0 to 360 . Incoming
flow is entering from the 180 direction while blade is rotating counter clockwise.

Figure 3.35 Surface plot of L/De with respect to ✓ and

as computed through CFD.

over the system. Yet, the forward flight case provides a more extreme case of multi-variable
modeling wherein there is clearly a dominant term in the domain. Thus, the modeling
challenge present in the forward flight case will include demonstrating that while POD ROM
is truncating low energy information from the system, it does not truncate interdependencies
between input parameters and blade surface pressure distributions.
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3.2.8 Forward Flight - ROM Reconstruction
After all 16 forward flight, CFD simulations were completed, a single snapshot matrix was
formed. To form this snapshot matrix, solutions for rotor pressure distributions were written
every 4.5 degrees such that sufficient resolution would be obtained to model both separation
and reattachment flow at the correct azimuth angles. As a result, for each CFD simulation,
74 snapshots for rotor surface pressures were retained corresponding to a single snapshot
matrix with 1184 snapshots. After completing this snapshot matrix, the POD algorithm
was used and the percent energy retention per POD mode retention count was plotted and
results are presented in Fig. 3.36. Given the significant increase in energy content in the
system in comparison to the hovering rotor cases, energy retention was decreased to 90% so
as to avoid retaining an excessive number of POD modes. It was identified that 16 POD
modes were required to hit this energy retention criterion.

Figure 3.36 Percent energy retention per retained mode count for 8, 16, and 32 POD
modes.
After undergoing the POD algorithm and identifying the number of retained POD modes,
the study projected these modes back to the original snapshot matrix to identifiy how well
the domain of interest is represented with the selected mode count. Reconstructions and reconstruction error can be found in Figures 3.37 and Figures 3.38. This observation provides
two important conclusions. First, through the addition of flow separation and a varying
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azimuth angle, the energy content in the training data-set has been expanded. This expansion in energy content has led to an increase in the required mode retention count to obtain
independent reconstructions.

(a) POD reconstruction for c4

(b) POD error for c4

Figure 3.37 Contours of POD reconstruction for the CFD data of Fig 3.34 (a) and error for
CT as the blade rotates from an azimuth of 0 to 360 . Incoming flow is entering from the
180 direction while blade is rotating counter clockwise.

(a) POD reconstruction for c5

(b) POD error for c5

Figure 3.38 Contours of POD reconstruction for the CFD data of Fig 3.34 (b) and error for
CT as the blade rotates from an azimuth of 0 to 360 . Incoming flow is entering from the
180 direction while blade is rotating counter clockwise.
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The second important observation is that despite the expansion in energy content, POD
is shown to be capable of representing the full rotor disks of all 16 geometries with only 16
modes. For accurate reconstructions, modes retained were limited to modes with reasonably
smooth variation with respect to ✓ and . These results highlight that the POD algorithm
appears to be exceptionally well suited for applications modeling periodic pressure distributions of rotors. The maximum percent error of CT found for reconstructions of all 16
geometries was found to be below 0.1%. Not only were sectional CT shown to be modeled
accurately, but also integrated values for L/De. Maximum percent error for reconstructions
of all 16 geometries was found to be 1.39%. Percent errors for all 16 geometries are outlined
in Table 3.14. In the following section, the e↵ect of increased distributed load complexity on
POD ROM prediction capabilities will be demonstrated.
Table 3.14 Maximum percent error between CFD and POD ROM computed L/De for
geometries c1 to c16.
Twist(deg) ✓

Taper Ratio

0

10

20

30

1.0

0.0043

0.18

1.13

0.28

0.9

0.10

1.39

0.46

0.11

0.8

0.41

1.27

0.28

0.058

0.7

0.73

1.13

0.23

0.24

3.2.9 Forward Flight - ROM Validation
Further validation of POD ROM in forward flight predictions are produced for geometries v1, v2, and v3 and compared to CFD simulation. Both prediction and error contours
of sectional CT for all three validation geometries are summarized in Figs. 3.39 and 3.40.
Results show that for all three validation cases, the POD ROM is making highly accurate
predictions for CT across the rotor’s complete cycle. For the vast majority of the motion
of the blade, load distributions are being predicted almost exactly. The distributed load
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prediction error is largely limited to the correct prediction of flow separation and reattachment azimuth angles positions. Results demonstrate that once the flow is either separated
or attached, POD ROM is capable of producing high-fidelity distributed load predictions. In
addition to comparing rotor disk CT , rotor performance predictions via integrated L/De are
compared between CFD simulation and POD ROM emulation. Results, shown in Table 3.17,
demonstrate that the POD ROM is capable of providing highly accurate rotor performance
predictions subject to both variations in twist and taper ratios of the rotor. The maximum
percent error never exceeds 0.50% compared to CFD simulation.
These observations underline the two critical takeaways from this study. First, if a modal
decomposition algorithm is to be deployed for surface pressure modeling it must be capable
of efficiently representing a complex domain. In this study, it has been shown that for a wide
variety of operating conditions the POD algorithm has shown to perform exceptionally well
at representing rotor surface pressures with minimum mode retention counts.
The second observation is that for the application of POD ROM to rotor surface pressure
modeling, a sub-space must be sufficiently sampled such that the influence of design variables
on load distributions is fully captured. It is important to note that prior knowledge of a
system, particularly when applied to UAM aircraft, may be limited. As such, prior understanding of the required sample size may not be held and an iterative approach must be taken
to find the sufficient sampling size required for a POD ROM. When investigating the high
thrust rotor, this study found that 16 samples were sufficient to provide near-exact predictions for surface pressures. Yet, when considering the low thrust rotor it was identified that
while efficient reconstructions could be made through POD, more sampling conditions were
required for accurate interpolations. This was due to an increase in design space complexity
with respect to .
For the case of a rotor in forward flight it was found that similar to high thrust rotors,
the design space could be represented exceptionally well with the 16 sampling cases. Yet, a
deeper analysis of POD modes demonstrates that the total number of CFD sampling cases
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required to model the rotor’s disk could be further reduced. In Fig. 3.43, variation of POD
modes 1 and 8 with respect to ✓ and

are plotted. Results indicate that initial POD modes

are linearly varying within the system while for mode counts 8 and up the mode relationship
to design variables becomes significantly non-linear. These results highlight that the majority
of the energy for the rotor in forward flight is varying linearly. To demonstrate the dominance
of linearly determined variance in the system, a POD ROM was derived from retaining just
four sampling points, cases c1,c4,c13, and c16, thus producing only a linear mapping. In
Figs. 3.41 and 3.42, CT errors are presented for all 3 validation cases once only 4 sampling
conditions are used. Results for sectional CT integrated from POD ROM surface pressure
predictions are comparable to those obtained when using all 16 CFD simulation sampling
points. Results also demonstrate that an accurate representation of total integrated lift
can be obtained from the derived model with percent errors for rotor lift predictions never
exceeded 1%, presented in Table 3.15. Yet, while rotor lift predictions were shown to retain a
high degree of fidelity, there was a significant deviation in rotor power predictions. Thus, the
results of this analysis indicated that rotor lift performance is dominated by linearly varying
high energy POD modes while rotor drag performance is dominated by the non-linear low
energy POD modes.
To improve power performance predictions of the POD ROM, the number of sampling
points can be increased such that an accurate representation of the non-linear variation of the
low-energy POD modes can be obtained. It should be noted that this non-linear variation
is limited to variation in the ✓ space. As such to achieve this increased representation of
low-energy POD mode variation a combination of four ✓ and two

sampling points were

retained such that a POD ROM was derived from cases c1, c2, c3, c4,c13, c14, c15,
and c16. Results for rotor performance predictions with this POD ROM are presented in
Table 3.16 and demonstrate that despite halving the number of sampling points from 16 to
8 similar levels of fidelity for rotor performance predictions can still be achieved.
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Just as in the hovering cases, there was a significant reduction in computational expense
obtained when using the reduced model. The POD ROM evaluation of rotor surface pressures
across the entire periodic motion took a fraction of a second on a single core. Meanwhile,
the CFD simulation required 20 hours on 440 cores. Once applied to design optimization of
the rotor such that local optimal L/De was obtained, an optimal solution was found within
10 minutes of computing time on a single core. Results of this optimization, along with
surface mappings constructed from obtaining 900 additional rotor performance predictions
of the domain, are plotted in Fig. 3.44 for both POD ROM derived from 4, 8, and 16 CFD
sampling points. All three optimization results hint at a significant capability of POD ROM
to efficiently extract meaningful information from a domain of interest with limited sampling
such that a greater understanding of the design space can be obtained. In Fig. 3.44 (a), it
is shown that despite only ever sampling the corners of the domain and thus deriving linear
relationships the non-linear influence ✓ holds over rotor performance can still be captured.
While this influence is exaggerated in magnitude, resulting from inconsistencies in modeling
power requirements, the overall trend of this influence is preserved such that a previously
unknown local optimal solution in the area of ✓ = 12.4 and

= 1 can be obtained. By

doubling sampling size from 4 to 8, shown in Fig. 3.44 (b), results show that not only can a
relevant local optimal design point be identified but a higher level of fidelity can be achieved
for performance predictions. Through further increasing sampling of the domain, shown in
Fig. 3.44 (c), it is hinted that there perhaps exist additional local optimal solutions within
the design space as ✓ goes from 6 to 12 and

goes from 0.7 to 1. While POD ROM derived

from all 16 sampling points identified a local optimal solution of L/De = 16.1 at ✓ = 6.21
and

= 0.96, the second optimal solution found using this model was L/De = 16.0 at ✓

= 11.5 and

= 1. The second optimal solution found using POD ROM derived from 16

sampling points was less than a single degree o↵ from the optimal solution obtained using
only 4 sampling points.
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Table 3.15 Summary of percent errors in lift (L), power (P ), and L/De predictions using
POD ROM from 4 training points (cases c1,c4,c13, and c16).
Geometries

L

P

L/De

v1

0.61%

62.4%

164%

v2

0.21%

0.45%

0.24%

v3

0.23%

64%

178%

Table 3.16 Summary of percent errors in lift (L), power (P ), and L/De predictions using
POD ROM from 8 training points (cases c1, c2, c3, c4,c13, c14, c15, and c16).
Geometries

L

P

L/De

v1

0.30%

0.42%

0.13%

v2

0.09%

0.13%

0.04%

v3

0.17%

3.02%

3.26%

Table 3.17 Summary of percent errors in lift (L), power (P ), and L/De predictions using
POD ROM from 16 training points.
Geometries

L

P

L/De

v1

0.13%

0.23%

0.10%

v2

0.065%

0.30%

0.24%

v3

0.05%

0.47%

0.41%
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(a)

(b)

(c)

Figure 3.39 Contours of POD ROM prediction using 16 sample cases for rotor’s coefficient
of thrust, CT , as the blade rotates from an azimuth of 0 to 360 . Incoming flow is entering
from the 180 direction while blade is rotating counter clockwise.
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(a)

(b)

(c)

Figure 3.40 Contours of error in POD ROM prediction using 16 sample cases for rotor’s
coefficient of thrust, CT , as the blade rotates from an azimuth of 0 to 360 . Incoming flow
is entering from the 180 direction while blade is rotating counter clockwise.
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(a)

(b)

(c)

Figure 3.41 Contours of POD ROM prediction using 4 sample cases for rotor’s coefficient
of thrust, CT , as the blade rotates from an azimuth of 0 to 360 . Incoming flow is entering
from the 180 direction while blade is rotating counter clockwise.
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(a)

(b)

(c)

Figure 3.42 Contours of error in POD ROM prediction using 4 sample cases for rotor’s
coefficient of thrust, CT , as the blade rotates from an azimuth of 0 to 360 . Incoming flow
is entering from the 180 direction while blade is rotating counter clockwise.
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(a)

(b)

(c)

Figure 3.43 Surface plots showing both linear and spline representation of POD modes 1,
2, and 8.
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(a)

(b)

(c)

Figure 3.44 Surface plot of L/De with respect to ✓ and as computed through POD ROM
derived from 4 samplings points (a), 8 sampling points (b), and 16 sampling points (c).
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3.2.10 Overview and Outlook
In this study, a POD ROM was applied to three demonstration cases for distributed
pressure load predictions. Namely, these cases were high thrust hovering rotor, low thrust
hovering rotor, and rotor in forward flight. For each of these cases, blade twist and taper
ratio were varied such that 16 blade geometries were used. All three POD-based surrogate
ROMs were shown to produce highly accurate predictions for surface pressure distributions.
For both high thrust rotor and forward flight ROMs, the maximum integrated load coefficient
prediction error was below 1%. The error was increased for low thrust rotor ROM but still
limited to below 4.3%. When POD ROM was implemented, the computational expense was
significantly decreased. For hovering rotor, the expense was reduced from 12 hours on 440
cores for CFD simulation to just a fraction of a second on a single core for ROM predictions.
For forward flight rotor, the expense was reduced from 20 hours on 440 cores to less than
a second on a single core when POD ROM was implemented. The expense was reduced to
the extent that a design optimization became feasible for both hovering and forward flight
demonstration cases. Results demonstrated how a POD ROM could be efficiently derived
and deployed to model a complex design space to a high degree of fidelity and leveraged
to quickly find optimal design points within the space in addition to gaining an enhanced
understanding of the domain of interest.
While the present work provides strong evidence for the feasible application of POD
ROMs to rotorcraft, there are still several future steps remaining for an improved understanding of the application of POD-based ROMs. One significant concern is that an introduction of increased geometric complexity, such as sharp edges, and transient flow features with
strong gradients, such as transient shocks, will limit the usefulness of modal decompositionbased surrogate models. To address these concerns, a follow-up investigation was completed
for a series of both transient and supersonic-based fixed-wing store separations. The results
of this analysis are presented in the following chapter.
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3.3 Supersonic Store Separation (Scenario 3)
In the third scenario, two prominent data-driven modeling techniques will be applied,
convolutional neural networks (CNN) based autoencoder and proper orthogonal decomposition (POD), building o↵ previous work investigating distributed load reconstructions using
both approaches [67]. A preliminary investigation is first pursued to identify the capability
of both modeling methods to replicate distributed loads on the store’s surface and provide
accurate trajectory replications of a store separating from a transonic delta wing. Upon
completion of this preliminary investigation, two new ROMs were derived and deployed to
trajectory prediction modeling of a store separating from a delta wing at supersonic speeds.
To validate the CFD model used in this paper, a comparison is made between CFD simulation and CTS experimental measurements [220] for a case of store separation at Mach
0.95. After this validation, three CFD simulations are run at Mach numbers 1.2, 1.4, and
1.6. Both POD and CNN-based ROMs are then constructed and validated. The POD and
CNN-based ROMs are used to provide predictions for both surface pressure and shear stress
distributions at di↵erent intermediate Mach numbers. To demonstrate the e↵ectiveness and
accuracy of the two ROMs, two CFD simulations were run at M = 1.3 and M = 1.5 from
which comparisons were drawn between surrogate ROMs and CFD trajectory predictions.
This section begins with a review of all CFD simulation case constructions in the section
Numerical Modeling. After reviewing each case, techniques used for surrogate model generation will be reviewed in section Reduced Order Modeling of this paper. Finally, all results
obtained in this study will be presented and discussed in the section Results and Discussion.
3.3.1 Numerical Modeling
The first results to be presented in this study were for the validation of the CFD model
utilized in this work. The store separation case which was selected for validation consisted of
a generic store separating from a 45 degrees sweep wing with NACA 64A010 airfoil sections,
a root chord cwr = 7.62 m, and a span bw = 6.5 m. The combined wing-pylon mesh
consisted of 14,000 surface elements with roughly 1 million near-body elements. Just below
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the pylon, a cylindrical store was placed. This store included four fins with 45 degrees
of sweep and used NACA-0008 airfoil cross-sections with a root chord csr = 0.8 m and a
span of bs = 0.15 m. The store was then placed at a distance h = 0.1778 cm beneath the
wings pylon as in the experimental setup [220]. This store mesh consisted of about 50,000
surface elements with roughly 3 million near-body elements. Both store and wing surface
grids were extruded such that a maximum Y+ of 1 was achieved at the first cell o↵ the wall.
The store’s mass and ejection properties can be found in Table 3.18 and they also match
the experiment. The Cartesian background mesh generated for this study consisted of 1.5
million structured hexahedral elements. The boundary conditions being used in this case
consisted of a symmetry plane, pressure far-field, and no-slip wall. The symmetry plane
was located at the wings root. Surfaces of the wing, pylon, and store were then specified as
no-slip walls. A pressure far-field was placed 20 wing chord lengths from the store’s surface.
The case was then initialized at a free-stream Mach number of M=0.95 and a Reynolds
number of Re=3.1x107 based on a store axial length of L = 3 m. After a converged solution
was reached the store was allowed to separate from the pylon.
For experimental validation of the CFD model, a comparison was made to a series of
wind tunnel experiments run by Heim [220]. These experiments were run at a free-stream
Mach number of M=0.95 and a Reynolds number of Re=3.1x107 based on store axial length.
The results from this experimental study include both surface pressure measurements and
trajectory readings for the store. Surface pressure measurements were taken through pitotstatic ports placed on the

= 5 plane of the store and trajectory measurements were

obtained through CTS. The reference frame which was being used for this study, as well as
the experiment, is shown in Fig. 3.45. Results for the validation of the CFD model can
be found in the subsection entitled CFD Validation. Once the CFD model was validated
against the available experimental measurements, solutions for store surface pressures and
shear stresses were saved at time intervals of

t = 1x10 3 s such as a POD and CNN-based

ROM could be derived. Solution interval was selected such that the CNN-based surrogate
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model was capable of producing accurate interpolations in time. These ROMs were then
deployed for trajectory replication. Results of this analysis can be found in the subsection
entitled Transonic Reduced Order Model.
Table 3.18 Summary of store mass and ejection properties.
Mass
Center of Mass
Roll Moment of Interia
Pitch Moment of Interia
Yaw Moment of Interia
Forward Ejector Location
Aft Ejector Location
Forward Ejector Force
Aft Ejector Force

907 kg
1417 mm (aft of store nose)
27 kg*m2
488 kg*m2
488 kg*m2
1237.5 mm (aft of store nose)
1746.5 mm (aft of store nose)
10.7 kN
42.7 kN

Figure 3.45 Absolute reference frame being used in this study.
After validation of the numerical solution obtained with the Kestrel code, three additional store separation simulations were completed to build CNN and POD-based surrogate
predictive models. Simulation conditions for these cases were the same as the validation case
with the exception being variation in Mach number. The three Mach numbers selected for
these cases were 1.2, 1.4, and 1.6 with a Reynolds number of 4.7x107 , 5.5x107 , and 6.3x107
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respectively. For the derivation of the surrogate models, solutions were saved at the intervals
of

t = 5x10 4 s. With this prescribed solution interval, each sampling run produced 1000

sampling points for each of the four variables of interest; pressure, X, Y, and Z stresses.
Both POD and CNN surrogate models were derived using half of the available snapshots
while half of the snapshots were retained for validation.
To limit parameters of interest for the ROM, store ejection forces were neglected in
these simulations. As such, to ensure the store would not strike the pylon between Mach
numbers 1.2 and 1.6 this gap was increased to 0.12 meters. Note that instead of exclusively
varying Mach number, additional parameters such as ejection force and location can be
introduced. However, including additional parameters exponentially increases the required
sampling such that parameter interdependencies can be established. To limit the overall
computational expense incurred, this study will only investigate variation in Mach number.
Yet, the procedure outlined in this study nonetheless remains scaleable to increases in the
scope of the parameter space [67] [68]. Once the POD-based ROM was constructed two
additional simulations were run at Mach numbers 1.3 and 1.5 for POD-based surrogate
trajectory prediction comparison. Results for the application of both CNN and POD-based
surrogate models can be found in the subsection entitled Supersonic Reduced Order Model.
3.3.2 Reduced Order Modeling Approach
The leading objective of this study was to deploy two of the most commonly used datadriven modeling techniques for unsteady surface load prediction. The first modeling method
utilized was centered around the POD, an algorithm that has been deployed to various
topics of aerospace engineering, ranging from shockwave boundary layer interactions [221] to
atmospheric boundary layer influence on a ship’s wake flow [222]. Through numerous studies,
the POD algorithm has been demonstrated to work well at efficiently identifying relevant
subspaces for a wide variety of complex flow fields. For this scenario, POD will be leveraged
to identify a low-rank subspace from which Kriging interpolation is leveraged to produce
future predictions for the subspaces reconstructing time coefficients. However, despite this
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broad range of applications there exist known limitations to the POD algorithm. Examples
of these limitations include the efficient extraction of low energy content and modeling of
invariance in flow features without significant prior knowledge of the system.
Unfortunately, these limitations can often be encountered in flow domains containing
transient shocks or fast-moving vortical flow structures. Given the presence of shocks in
this work, a CNN-based autoencoder will be derived and utilized as an alternative surrogate
modeling technique. It will be seen that through the application of CNNs, certain limitations of the POD algorithm can be overcome. Provided a sufficiently sized network and
comprehensive training data set, multi-scaled flow features of interest can be learned rather
than truncated based on energy content. In addition, CNN’s convolution mappings allow for
the capability to efficiently extract features and their invariance to translation, scaling, and
rotation with minimal prior knowledge of the domain. Yet while CNNs provide a significant
increase in modeling capability, the successful derivation of high-fidelity surrogate models
through these networks becomes rigorous. This challenge becomes particularly evident once
considering complex fluid flows with sufficiently large domains such that relevant flow features become numerous. It will be the objective of this study to demonstrate not only the
direct application of POD and CNN methods for surrogate modeling but also to compare
complexity in the derivation of such models.
3.3.3 Convolutional Neural Network (CNN)
In addition to utilizing the POD algorithm, this study also investigated the application
of CNNs for the reconstruction, replication, and prediction of the surface load distributions
of the store. The CNN is defined by its ability to efficiently derive meaningful information
from large image-based data sets through the usage of kernel mappings between layers which,
unlike fully-connected neural networks (FNNs), limits each neuron’s receptive field to a limited scope. In addition, a series of filters are utilized at each layer to exaggerate the defining
characteristics of the training data. Given enough of these filters, or feature mappings, CNNs
have been shown to provide a high capacity to learn highly abstract features from data sets.
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As such, a CNN’s approach to modeling images is better defined through feature identification and replication rather than through total energy retention. For this reason, CNNs have
been shown for select fluid flow cases to outperform typical energy retention-based methods
such as vortex shedding and axial fan noise characterization [173, 174]. An example of a
single convolution layer is demonstrated in Fig. 2.14 including both dimensions of each layer
(height, width, and depth or feature mappings) and the limited receptive field between each
layer.

(a) Unstructured surface grid

(b) Structured CNN grids

Figure 3.46 (a) Unstructured grid used for CFD and (b) overlapping structured grids
utilized by CNN.
One significant challenge in the application of CNNs to CFD solutions is the requirement
for structured domains. To train, the CNN kernels must be allowed to pass through structured domains, i.e. structured images of CFD solutions. In the case of CFD simulation of
simple geometries, the requirement of structured domains may not pose a significant change.
However, in the case of more complex geometries, such as the store geometry used in this
study, there is significant ease in deriving grids for CFD simulation when selecting unstructured over structured domains. In addition two of the most widely utilized CFD solvers for
store separation, KCFD and mStrand, run exclusively on unstructured domains for the near
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body flow. As such, for the application of CNNs to the field of store separation mapping from
unstructured to structured domains will likely be required. In this study, a series of three
overset structured domains were constructed to represent the store’s surface geometry. The
structured grid used for the store’s main body consisted of 256x256 cells, the grid used for the
store’s fins consisted of 397x100 cells, and the grid used for the store’s trailing edge consisted
of 64x64 cells. Structured grid resolutions were selected such that a similar spatial resolution
was maintained between CFD and the CNN models. Solutions for CFD computed surface
pressures and shear stress distributions were then interpolated from the unstructured grid to
the series of overlapped structured grids. To validate selection of structured domain spatial
resolution, both surface load distributions and store trajectory reconstructions from CNN
are compared with CFD computed solutions. Figure 3.46 presents a comparison between
the domain utilized for CFD simulation and CNN training and predictions.
Once these grids were constructed, cell-centered CFD solutions were linearly mapped to
the newly constructed structured grids after which a series of CNN-based autoencoders were
derived for each grid. The CNN architecture used in this study can be broken down into
two main components; encoder and decoder networks. The encoder network consisted of a
single channel input layer, three two-dimensional convolution layers, two max-pooling layers,
a flat layer, and two dense layers with a total of about 1.1 million training parameters. The
objective of the encoder network is to project the distributed loads down to a small latten
space of a one-dimensional array. In a similar fashion to the POD-based surrogate ROM,
Kriging interpolation is then leveraged to relate the free stream Mach number, pitch, yaw,
and roll to each parameter within the latten space. The decoder then takes this interpolated
latten space and constructs the corresponding distributed loads. A total of about 1.8 million
parameters are used for the decoder.
At this point, it should be recognized that total training parameter sizes for both the
encoder and decoder utilized in this study are quite large in comparison to network sizes found
in previous studies completed for applications of low Reynolds number two-dimensional flows
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[223, 224]. Ultimately, the underlying driving mechanism pushing the increased network size
in this study is the corresponding comparative increased complexity of the flow field. Once
three-dimensional transient flow simulations at high Reynolds numbers are considered the
required number of flow features for the CNN to model increases. As a result, the total size
of the network must correspondingly increase to account for the increased number of features
in the dataset.
Compounding the issue of large network sizes is the limited capability to obtain a large
sampling of the domain when considering three-dimensional store separation. In the present
study, a relatively simple geometric configuration is considered for the wing and store. For
the configuration considered in this study, the computational expense utilized to obtain
just three CFD simulations is large. Once higher-fidelity geometries are considered for the
store and parent-body vehicle, computational expense drastically increases [225]. Given
this combination of large network requirements and limited sampling capabilities within the
field of store separation, this study thus investigates the feasibility of deriving a meaningful
CNN surrogate model for fixed-wing supersonic store separation while avoiding training a
large, overfitted model. In pursuit of minimizing overfitting, e↵orts were made to produce a
minimum allowable sized network. Additionally, only half of the available training data was
utilized for training while the remainder was withheld for model validation.
The rectified linear units (ReLU) activation was used as the activation functions [226]
and trainable parameters are updated using the Adamax optimizer [188] with a learning
rate of 10

2

while mean squared error as the loss function. Both networks were constructed

using Google’s Tensorflow machine learning Python-based modules [189]. A summary of
both encoder and decoder architecture can be found in Tables 3.19 and 3.20 respectively.
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Table 3.19 Summary of encoder architecture constructed for encoding distributed loads in
store’s surface. Total parameter count for the encoder is 1.1 million.
Layer Number
1
2
3
4
5
6
7
8
9

Type Output Shape Parameters
Input
256x256x1
0
Max Pooling
127x127x1
0
Convolutional
127x127x64
1088
Max Pooling
62x62x64
0
Convolutional
62x62x128
131200
Convolutional
62x62x1
2049
Flatten
3844x1
0
Dense
256
984320
Dense
64
16448

Table 3.20 Summary of decoder architecture constructed for decoding distributed loads in
store’s surface. Total parameter count for the decoder is 1.8 million.
Layer Number
1
2
3
4
5
6
7
8

Type Output Shape Parameters
Input
64x1
0
Dense
256x1
16640
Dense
3844x1
987908
Reshape
62x62x1
0
Convolution Transpose
126x126x64
1088
Convolution Transpose
256x256x128
295040
Convolutional
256x256x256
524544
Convolutional
256x256x1
4097

3.3.4 Results for CNN and POD Surrogate Modeling of Fixed-Wing Store Separation
In the following sections, a discussion of all results obtained in this study will be presented. This discussion will begin with an overview of the validation of the CFD model used
in this study. Demonstration of both POD and CNN-based ROMs applied to a single case
of store separation will be presented next wherein an emphasis will be placed on both replication fidelity and model derivation cost. Finally, both POD and CNN-based methods will
be deployed to generate a surrogate model for store distributed loads such that trajectory
predictions can be obtained.
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3.3.5 CFD Validation
To validate the CFD model, a single case of store separation was run at the same conditions as in the experiment [220], e.g. M = 0.95 and Re = 3.1x107 . The steady flow
solution about the store-parent body configuration, as shown in Fig. 3.47, was first obtained
after which the store was ejected. During separation, both recordings for the store’s Euler
angles and positions for up to 0.5 seconds after separation were recorded for comparison
to experimental measurements. In addition to the store’s trajectory, coefficient of pressure
measurements along the store’s length with an o↵set of

= 5 at both 0 and 0.32 seconds

after separation were taken. Comparisons, presented in Figs. 3.48 and 3.49, showed a close
agreement between CFD and the experiment for both store surface pressures and trajectories. Comparisons of surface coefficient of pressure shown in Fig. 3.48 demonstrate that
store surface pressure coefficients are being modeled quite well. Comparisons of the store’s
trajectory, presented in Fig. 3.49, also demonstrate good agreement with the experiment.
The computed results are comparable with results found in the literature [72, 227, 228]. The
small discrepancies in the roll angle,

, and the pitch angle, ⇥, are attributed to the dif-

ferences in unsteady aerodynamic coupling e↵ects of the CFD solution and the experiment
including the resolution of moving shock waves.
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Figure 3.47 Slice along store’s centerline with iso-lines of coefficient of pressure at time t =
0 seconds. Graphic also shows store-parent body grid oversetting with background
Cartesian grid.
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Figure 3.48 Coefficient of Pressure comparison between Kestrel and experiment for both
(a) 0 and (b) 0.32 seconds after separation. Extraction is taken along the = 5 plane of
the store’s surface.
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Trajectory Replications
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Figure 3.49 Angle and position trajectory comparison between Kestrel and experiment for
M = 0.95.

While nearly exact trajectory predictions are obtained for X, Y, Z, and

it should be

noted that the largest deviation found between experimentation and the CFD simulation
was for the stores roll,

, with a maximum deviation of

= 4 at a time of 0.5 seconds

after separation. The sensitivity of CFD in predicting the roll angle

highlights a significant

challenge for store separation modeling and becomes a reoccurring challenge for the application of both POD and CNN-based ROMs. The ability of any numerical model to accurately
model a store’s roll rate will correlate to a model’s capability to resolve accurately fin surface
load distributions. The store’s fins are the passive control surface in the system holding a
significant influence on store roll rates and thus must be modeled with a large degree of
fidelity. Yet, resolving load distributions on the store’s fin becomes particularly challenging
for computational models at transonic and supersonic conditions. Furthermore, both CFD
and data-driven based models introduce errors once highly separated flows dominate the
load distributions [229]. A visualization of the computed flow pattern at 0.5 seconds after
the separation of the store is shown in Fig. 3.50. Figure 3.50 a, demonstrates the prevalence
of strong pressure gradients occurring on the fins. This complexity of pressure distributions
is then coupled with large regions of flow separation and cross-flow as demonstrated with
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surface flow patterns in Fig. 3.50 b. While the current CFD solution appears to capture the
store’s roll rates with sufficient fidelity when compared to previous studies, it has yet to be
demonstrated that these flow patterns can be accurately modeled through the application
of data-driven modeling techniques employed in the next section.

(a)

(b)

Figure 3.50 Visualization of load distributions of store at a time of 0.5 seconds after
separation. Subfigure (a) shows contours of coefficient of pressure while subfigure (b)
overlays surface flow patterns on contours of coefficient of pressure.

3.3.6 Transonic Reduced Order Model
The first demonstration case pursued in this study aimed to apply both a POD and
CNN-based ROM for store trajectory replication of the CFD validation simulation for the
experimental conditions. Through this preliminary investigation, the study was able to efficiently compare the capabilities of both ROMs when applied to the complex time-dependent
load distributions. Once both ROMs trained by CFD snapshots were derived, direct comparisons between POD, CNN, and CFD were obtained for surface pressure distributions both
on the store’s main body and fins. These distributed loads were then integrated and coupled
with the equations of motion such that both the store’s angular and positional trajectories
could be identified. While it is essential to demonstrate both ROMs are capable of both
obtaining accurate load and trajectory predictions, it also equally important to identify the
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computational e↵ort required when utilizing each model. As such this preliminary investigation will present the cost to both derive each ROM for surface load surrogate modeling
and obtain store trajectory replications.
For the construction of both ROMs, the first step was to obtain store distributed loads
from the CFD simulation. As such, solutions from the CFD simulation for both surface
pressure and shear stress load distributions were saved every 0.001 seconds e.g. a total of
500 instantaneous solutions or snapshots. These solutions were formulated into a single
snapshot matrix for each scalar from which the POD algorithm was utilized to obtain a
low-rank subspace capable of retaining about 99% of the total energy in the system. Upon
completing the analysis it was identified that this desired energy retention criteria could be
achieved through a subspace of 64 POD modes. A demonstration of the POD analysis applied
to surface pressures is presented in Fig. 3.51. The results shown in Fig. 3.51 are consistent
with results obtained for store shear stresses. After the low dimensional POD subspace was
identified, a continuous representation of the store distributed loads was obtained as outlined
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in the section entitled Reduced Order Modeling Approach of this paper.
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Figure 3.51 Graphics demonstrating both (a) energy decay of singular values and (b)
energy retention verse retained POD mode count for 32, 64, and 128 modes.
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Once the POD-based ROM had been derived, then the construction of the series of
CNNs required to model the store’s full distributed loads was attempted. As an initial
step, solutions computed through CFD needed to be interpolated from the unstructured
grid to a series of structured grids. Upon completion of this solution mapping, the first
significant di↵erence in the cost of the derivation of both CNN and POD-based models can
be established. When applying POD, it becomes relatively simple to derive the required
snapshot matrix. Solutions are written at equal time intervals, formulated into an array,
and included as one column in the snapshot matrix. If significant prior knowledge is held
regarding the system, such as features being identified as translation invariant, further preprocessing can be completed. Yet, for many applications where little prior knowledge is held,
few additional steps can be taken. Meanwhile, obtaining training data sets for CNNs can
quickly become a computationally intensive endeavor. Even for this relatively simple case
with URANs-based CFD solutions, large grid refinement is required to adequately resolve
load distributions. Given this large degree of refinement, interpolation of both pressure and
surface shear stress loads between curvy-linear structured and unstructured grids can take
several hours to complete.
The computational cost of deriving a CNN-based ROM increases further upon completion
of the solution mappings. One of the most significant limitations of any CNN-based model
is the computational cost associated with training. Despite running on high-end graphical
processing units (GPUs), training both surface pressure and shear stress vectors for both the
main body, fins, and trailing edge required approximately 12 hours to complete. As demonstrated in Table 3.21, from both a hardware and time-to-run outlook cost of obtaining the
CNN model has significantly increased in comparison to the POD model. Note that during
training, only a single GPU was utilized per structured overset grid. As such, since there
were three grids, a total of three GPUs were used to train the encoders and decoders used in
this study. Additionally, while it remains possible to avoid the added upfront interpolation
cost and train the CNN directly on unstructured CFD data, CNN’s that utilize unstruc-
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tured domains run significantly slower than their structured domain alternatives. Yet, as
mentioned in the section entitled Reduced Order Modeling Approach, there are undoubtedly conditions under which this increase in derivation cost may be necessary to account for
features that the POD algorithm may prove incapable of resolving.
Previous works have highlighted CNN’s capabilities in modeling a broad range of complex
flow features with minimal prior knowledge of the domain. Results from this preliminary
investigation add to this broad consensus. The networks utilized in this study were shown
to relatively efficiently decompose each training image down to a minimal encoded space
which could then be decoded back to the full space again with a large degree of fidelity. To
demonstrate the decomposition of each training image, Fig. 3.52 was constructed. In Fig.
3.52, a visualization is provided demonstrating how a single input image is provided to the
network and then decomposed down to a series of smaller images and feature mappings which
are eventually encoded into a single one-dimensional array. For brevity, in Fig. 3.52 outputs
only from encoder layers 2, 5 and 9 are provided. The fidelity with which this encoded space
is then decoded is presented in Fig. 3.53. Results showed that reconstruction percent error
rarely exceeded even 0.5% compared to the training data.
Table 3.21 Summary of computational expense in the derivation of POD and CNN based
ROMs. For reference, the cost to obtain CFD solution is presented in the first column.
Processor Count
Processor Type
Run Time

CFD
POD
CNN
220
1
3
CPU
CPU
GPU
6 hours 1 second 12 hours
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Figure 3.52 Encoder compressing input image of surface pressure to the latten space where
n is the depth of each convolution layer. For brevity only outputs from encoder layers 2, 5
and 9 are provided.

(a)

(b)

Figure 3.53 Demonstration of (a) decoded image of surface pressure and (b) percent error
contour plot compared to original training image.

In comparing both distributed surface pressures (Fig. 3.54) and trajectory replication
(Fig. 3.55), the preliminary investigation identified that both CNN and POD ROMs were
capable of providing high fidelity replications of the dataset. In Fig. 3.54, near-exact replications of store coefficients of pressure are obtained while using both CNN and POD-based
ROMs. For brevity, load comparisons for surrogate predicted and CFD computed shear
stress are not shown. However, a similar level of fidelity is achieved in this study with all
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load distributions. Figure 3.55 then demonstrates that distributed loads are being modeled
with sufficient fidelity that replicated loads can be integrated, time stepped using the equations of motion, and provide trajectory replications that nearly exactly match that of the
original CFD simulation. Results of this analysis strongly hint at the possibility of deriving
similar ROMs for not only trajectory replications as it is shown in Fig. 3.55, but also for
store trajectory predictions. Results additionally indicate that both time and spatial resolution for both POD and CNN training data sets were adequately selected. Close matching
between the two domains for load distributions indicates the selected spatial resolution for
the CNN’s structured domains was sufficient and accurate trajectory replications indicate
that the time interval for saving snapshots was adequately selected.
The pursuit of ROM derivation for trajectory predictions will be demonstrated further
in the following section, yet before proceeding the cost of obtaining trajectory replications
for both POD and CNN-based ROMs must be addressed. To obtain trajectory replications
modeled in Figs. 3.55 and 3.56, hundreds of evaluations of the ROM for distributed loads
must be obtained. For the case of POD, these evaluations are very fast. The cost of evaluating a POD-based ROM will linearly relate to the number of retained POD modes as each
POD mode requires a single interpolation function evaluation. For the POD model, only
64 function evaluations are required to make a single prediction of the ROM. Yet, when
deploying the CNN-based ROM there exist a vast expansion of required function evaluations
required to obtain a single prediction. Given this expansion, the time to obtain trajectory
replications in this study increased from 2 minutes for the POD-based ROM to 25 minutes
for the CNN-based ROM.
As a final remark, it is noted that direct comparisons between CNN and POD-based
ROMs on the merit of run-time alone is not necessarily a one-to-one comparison. Evaluation
times when deploying a CNN-based ROM can be greatly reduced through the implementation of both increasingly higher-end GPUs and by training over multiple GPUs. In this study,
NVIDIA P-100 GPUs were used for training. The utilization of higher-end graphic cards
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will decrease both training and evaluation times. Additionally, this study does not consider
a further partition of each network across multiple GPUs for training. As such, the incorporation of more GPUs for distributed training will further decrease the required training
time. Yet, this discrepancy in evaluation time nonetheless highlights the seemingly unavoidable conclusion that the application of CNN-based ROMs, while potentially necessary, will
inevitably result in increased computational cost in comparison to POD-based methods, either in time spend or required hardware cost. Precisely how limiting this expense is will
be largely dependent on available computational resources available. Fortunately, engineers
who typically perform high fidelity CFD simulations for cases of store separation will likely
have access to sufficiently large computational resources. As such, for application to the field
of store separation, the substantial increase in computational expense associated with deriving CNN surrogate models may not necessarily be a practical limiting factor. A summary of
computational costs for both POD and CNN-based ROM evaluations is presented in Table
3.22.
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Figure 3.54 Coefficient of Pressure comparison between CNN, POD, and CFD for both (a)
0 and (b) 0.32 seconds after separation. Slice is taken along the = 5 plane of the store’s
surface.
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Trajectory Replications
M = 0.95
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Figure 3.55 Angle and position trajectory comparison between CNN, POD, and CFD for
M = 0.95.
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Figure 3.56 Comparison of final store position between CNN, POD, and CFD for M = 0.95.

160

Table 3.22 Summary of computational expense in evaluation of POD and CNN based
ROMs. For reference, cost to obtain CFD solution is presented in the first column.
Processor Count
Processor Type
Run Time

CFD
POD
CNN
220
1
1
CPU
CPU
GPU
6 hours 2 minutes 25 hours

3.3.7 Supersonic Reduced Order Model
The results presented for the case of transonic trajectory replications indicate that POD
should be the algorithm of choice for surrogate model construction. It was shown that the
derived CNN-based ROM model presented no significant improvement in modeling fidelity
over POD despite requiring orders of magnitude higher computational cost for both model
derivation and trajectory predictions. The superiority of POD over CNN-based modeling
techniques for the presented case of transonic store separation indicates that distributed
loads found on the store’s surface which dominate the store’s trajectory can be defined by
growth/decay patterns. As such, these surface patterns can efficiently be decomposed to a
limited set of eigenvectors, or POD modes, which are capable of modeling the vast majority
of the variance in the system. However, while surface flows in the presented case of transonic
store separation appeared to be well suited for POD, it is possible that for supersonic cases of
store separation surface flow patterns may become dominated by transient patterns such as
fast traveling shockwaves. Once these transient flow patterns appear, the modeling capabilities of the POD algorithm may greatly diminish. In this case, the additional cost of deriving
a CNN-based surrogate model may become justified to increase surrogate modeling fidelity.
To investigate this possibility, the study will present in this section a comparison between
POD and CNN-based surrogate models for application to both trajectory replication and
predictions of supersonic store separation.
After running the three fixed-wing store separation cases for supersonic Mach numbers a
modal analysis was completed using the POD algorithm. During each simulation, solutions
for store pressure and shear stress distributions were saved at time intervals of 5x10
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4

seconds

for a total of 1000 snapshots per case. For both POD and CNN-based surrogate models,
only half of the available training data was used for deriving the surrogate models while
the remaining samples were used for model validation. Once again the POD algorithm was
utilized to identify a low-rank subspace. Results presented in Fig. 3.57 show the singular
values of 1500 modes for the store surface pressure. The trend displayed shows a rapid decay
in the amplitude of the singular values. As was observed in the transonic store separation
case, results again imply that the system of interest is dominated by a low rank of spatial
information rather than some underlying time dynamics. A comparison of energy retention
between POD mode retention counts of 32, 64, and 128 is present in Fig. 3.57 b. Given
the significant expansion in the snapshot matrix between the transonic and supersonic cases,
energy retention criteria were limited to 90% to limit maximum mode retention counts
from becoming excessively large. As such, the POD-based surrogate model deployed for
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application to supersonic store separation resulted in a retention of the first 64 POD modes.
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Figure 3.57 Graphics demonstrating both (a) energy decay of singular values and (b)
energy retention verse retained POD mode count for 32, 64, and 128 modes.
To construct the CNN-based surrogate model, once again CFD solutions were interpolated from the unstructured surface grid to all three structured surface grids. Half of the
interpolated solutions were then utilized to train all 12 autoencoder-based CNNs while the
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remaining half were leveraged for validation of the trained model. The total time required
to train all 12 models was 72 hours, a significant increase in computational cost over that of
POD. Yet, it remains possible that this increase in computational cost is required to obtain
a surrogate model with sufficient fidelity that both trajectory replications and predictions
can be obtained. The computational cost of model derivation is summarized in Table 3.23.
Table 3.23 Summary of computational expense in the derivation of POD and CNN-based
ROMs. For reference, the cost to obtain the CFD solution is presented in the first column.
Processor Count
Processor Type
Run Time

CFD
POD
CNN
220
1
3
CPU
CPU
GPU
6 hours 1 minute 72 hours

Early investigation into the application of both POD and CNN-based surrogate models
indicated a possible improvement in modeling fidelity when CNN-based models were deployed. In Figs. 3.58 and 3.59 a comparison is drawn between POD and CNN for their
ability to replicate a transient shock appearing on the store’s fin between 0.15-0.16 seconds
after initial separation with a free stream Mach of 1.2. Forr CNN-based surrogate model,
time steps 0.15s and 0.16s are solutions used for training while solution at 0.1555s is a prediction in time. Results demonstrated in Fig. 3.58 suggest that the overall coefficient of
pressure distributions on the store’s fin are being modeled well. To further analyze the fidelity of surrogate models, in Fig. 3.59 coefficients of pressure are extracted at the y/bs =
0.3 position where y is the distance from the fin’s root and cs is fin chord length at y/bs =
0.3. Results indicate two key findings. First, for all three instances in time the CNN-based
model provides an improved resolution of the transient shock, found near the x/csr = 0.2
position where x is the distance from the fin’s leading edge. This improved modeling capability can be explained by each approach’s capability to model invariance in a given data
set. Note that when POD is deployed, information in a data set is extracted by identifying
the most dominant overall variance. As such, any feature present in the data set possessing
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a significant amount of invariance to translation, rotation, and/or scaling will be challenging
to represent in a limited number of POD modes. Yet, while the POD algorithm struggles to
efficiently account for such invariance without significant preprocessing of the data set and
a strong prior knowledge of the domain, CNN-based models have historically demonstrated
a significant capability to efficiently account for such invariance. Through the implementation of a CNN, features of interest at various scales and rotations can be extracted and
replicated/predicted in various positions within the domain.

(a) CFD

(b) CNN

(c) POD

Figure 3.58 Contours of store surface coefficient of pressure distribution as found 0.1555
seconds after initial separation with a free stream Mach of 1.2 as modeled through CFD,
CNN, and POD.
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Figure 3.59 Line plots demonstrating transient shock modeling between POD, CNN, and
CFD simulation at Mach of 1.2.
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The second key observation from Fig. 3.59 is that while there appears to be an improvement in modeling fidelity of transient shocks with CNNs, both leading-edge and trailing-edge
pressure distributions are slightly better resolved through POD. In Fig. 3.59, a comparison
between the coefficient of pressure replications at the x/csr = 1.0 and x/csr = 0.0 positions
highlights an improved modeling fidelity with POD over that of CNN. Further demonstration
of pressure distributions are presented as percent error contour plots in Fig. 3.60. Results
indicate that leading-edge percent error in coefficient of pressure replications with CNN regularly appears with a maximum of 10%. When modeled through POD percent error rarely
exceeds 2% at the leading and trailing-edge. This noted improvement in modeling fidelity
when deploying POD can be accounted for by leading and trailing-edge load distributions
being largely growth decay defined rather than defined via transient e↵ects.

(a) CNN

(b) POD

Figure 3.60 Contours of percent error with respect to CFD simulation as found 0.1555
seconds after initial separation with a free stream Mach of 1.2.

While the justification for POD performance is clear, the justification for the poor performance of CNN at the leading edge is less clear. One possible explanation could be a poor
mapping between unstructured and structured domains. In addition to the high computa165

tional cost, one significant challenge in undergoing this mapping is to ensure all features of
interest are preserved between the two domains. It is possible that sufficient resolution was
not obtained at the leading edges of the store’s fins. As a result, large pressure gradients at
the stagnation and separation regions of the fin may not have been not properly represented
in the training data set. Another possible explanation could simply be that the selected
hyperparameters for the network were not appropriate and as such the network did not possess a sufficient capacity to model the desired features. Nonetheless, as demonstrated by the
accuracy of CNN trajectory reconstructions for both transonic and supersonic cases, shown
in Fig. 3.61, leading edge modeling fidelity disparities appear to have a minimal overall influence on store trajectory. As such, the achieved resolution for CNN was deemed acceptable
for the present study.
While both these explanations hint toward a possible approach to improve CNN modeling
fidelity, they also highlight significant limitations of CNN-based modeling when applied to
high-resolution CFD solutions including complex flow features. If the modeling limitation
at the leading edge were a result of both insufficient grid resolution on the structured grids
and heavily influenced store trajectory, then further refinement of the structured grids will
be required. Yet, at current grid resolutions, the overall training time required for the CNNbased model is three days, already many times greater than that of obtaining new CFD
simulation solutions. With such a large training cost, without a greater allocation of GPUs
for training further refinement of surface grids will likely push training costs beyond a point
where the derivation of the CNN-based surrogate model is justified.
The high computational cost associated with CNN-based modeling additionally highlights
a limited capability to address the second explanation of the error, an improper selection of
hyperparameters. Given the ability of CNNs to model a broad range of complex problem
sets, it is likely that further pursuit of tuning hyperparameters and expanding the size of
CNN could potentially improve the fidelity of the CNN-based model. Yet, given the large
cost associated with deriving all 12 CNN models, there remains a limited capability to further
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pursue iterative variations of kernel sizes, feature depths, activation functions, optimization
algorithms, etc. with an ad hoc approach. One potential solution would be to utilize a genetic
algorithm-based approach to identify an optimal subset of hyperparameters for the network
[230]. However, such an approach still remains computationally intensive. In practical
applications of surrogate modeling of store separation, it is essential that models utilized for
store separation be derived as quickly as possible. As such, without a significant increase in
allocated GPUs for training, extending surrogate model derivation time from several days
to several weeks for moderate incremental fidelity refinement may not be justified.
Once both POD and CNN models were validated for distributed load replications at
supersonic Mach numbers, both models were utilized to replicate store trajectories for all
three Mach numbers. In Figs. 3.61-3.63 it is shown that by retaining the first 64 modes the
POD-based surrogate model was capable of producing high fidelity replications of the store’s
trajectory. Both positions and Euler angles are replicated with a high degree of fidelity.
The largest deviation between CFD simulation and the POD-based surrogate model was the
store’s roll trajectory with a maximum deviation ranging from

= 4 - 6 . These findings

are consistent with results previously identified in the section entitled CFD Validation of this
paper. Through comparison of CFD simulation to experimental measurements, it was previously identified that accurate modeling of a store’s roll trajectory presents several challenges.
A store’s fins will typically experience complex surface flow patterns as a result of shocks
and separated flow. These flow patterns become particularly rigorous to model through both
CFD simulation and POD-based models, as was demonstrated with transient shocks in Figs.
3.59-3.60. Yet, even with this error present in the POD-based surrogate model trajectory
replications are being achieved with a high degree of fidelity over a range of Mach numbers.
It should also be noted that POD-based surrogate model errors in roll trajectory are comparable to errors identified between CFD simulation and experimental measurements. In
addition, this high degree of fidelity in replications when deploying a POD-based surrogate
model is once again coupled with a great reduction in computational expense. Trajectory
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replications when deploying the POD-based surrogate model were reduced to one minute on
a single core.
While the POD algorithm was clearly demonstrated to be a useful surrogate modeling
approach for supersonic store separation, the outlook is less clear for CNN-based approaches.
For Mach numbers of 1.2 and 1.4, trajectory replications when deploying the CNN-based
surrogate model were comparable to results obtained with POD. However, for a higher Mach
number of 1.6 errors in trajectory replications become more significant. These results indicate
that despite a significant amount of time (about three days) spent training across multiple
GPUs the network was only capable of learning pressure and shear stress distributions flow
low Mach numbers. Increasing training time from three days to one week may have increased
the fidelity of the network for all three Mach numbers. Yet, there are two issues with this
argument. First, there is again the issue of time to train. Already, the time to derive the
CNN-based surrogate model is orders of magnitude greater than that of the POD-based
surrogate model. At the same time even for lower Mach numbers, there appears to be no
significant improvement in model fidelity for the store’s trajectory. If a greater degree of
interest were to be placed on accurate modeling of the interaction of shocks with surface
load distributions then increasing training time may be fully warranted. However, further
increasing training time for only incremental trajectory modeling improvements may again
not be justified for practical applications of surrogate modeling.
An additional counterargument to the claim of increasing run times for increased modeling fidelity pertains to the training data set used to derive the CNN-based surrogate model.
While for each CFD simulation several hundred samples are obtained, the data set is still
only derived from three CFD simulations. As such, the challenge in surrogate model derivation for the present domain is defined by having both highly sampled and sparsely sampled
dimensions. In the present domain, there are three dimensions of interest; space, time, and
Mach number. Given a high grid resolution and low time step, a large sampling of both
space and time dimensions can be obtained for each CFD simulation completed.
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Yet, for Mach number, only a single sample is obtained per CFD simulated case of store
separation. With such an extreme sparse sampling of a parameter, it becomes questionable
to what fidelity a network could accurately learn the influence of the parameter on a domain.
One potential solution would be to obtain a further sampling of the domain with respect
to Mach number. Yet, even in the simplified cases of fixed-wing store separation presented
in this study CFD simulation run times require several hours over hundreds of cores. For
practical deployment of surrogate modeling to more realistic geometries, such as full aircraft
and/or rotorcraft, high computational expense greatly limits the ability to obtain further
sampling points in the domain. It is essential that any modeling technique deployed for
store separation surrogate modeling be capable of providing high fidelity predictions with a
minimal sampling of the domain. Results found thus far in the study indicate that while
a POD-based surrogate model can be quickly derived and deployed for accurate trajectory
modeling, there is a significant challenge in deploying a CNN when sparse sampling is present
in the data set.
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Figure 3.61 Comparison of store trajectory between POD, CNN, and CFD simulation at
Mach of 1.2.
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Figure 3.62 Comparison of store trajectory between POD, CNN, and CFD simulation at
Mach of 1.4.
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Figure 3.63 Comparison of store trajectory between POD, CNN, and CFD simulation at
Mach of 1.6.
3.3.8 Supersonic Reduced Order Model Predictions
Up to this point in the study, all results pertaining to both CNN and POD-based surrogate models have been demonstrated as reconstructions of CFD simulation data. While
reconstruction capability is important to demonstrate, for practical application to the field
both surrogate models must be demonstrated to provide high-fidelity predictions for both
surface flow features and store trajectories. To investigate these prediction capabilities for
both CNN and POD-based surrogate models, two additional CFD simulations were run at
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Mach numbers 1.3 and 1.5. When comparing both surrogate models to these newly obtained
CFD simulated trajectory predictions it was identified that a similar level of fidelity could
be obtained between surrogate model reconstruction and prediction capabilities. Results of
this analysis are presented in Figs. 3.64 and 3.65 and demonstrate a similar level of fidelity is
obtained for both surrogate model reconstructions and predictions. The POD-based surrogate model was shown to provide high fidelity trajectory predictions for both Mach numbers
while reducing computational runtime from several hours to under a minute. Meanwhile, the
CNN-based surrogate model again showed a comparable ability to predict store trajectories
up to 0.15 seconds after separation, as demonstrated in Figs. 3.66 and 3.67. However, after
0.15 seconds there is a significant deviation between predictions produced at M = 1.3 and
M = 1.5. These results once again highlight the significant challenge of applying a CNN to
surrogate modeling of store separation. While time and spatial dimensions are represented
well with CNN, given a limited sampling capability the influence of Mach number on distributed loads is not captured well with the CNN. A summary of the computational cost
associated with obtaining trajectory predictions is presented in Table 3.24.
Trajectory Predictions
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Figure 3.64 Comparison of store trajectory between POD, CNN, and CFD simulation at
Mach of 1.3.
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Trajectory Predictions
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Figure 3.65 Comparison of store trajectory between POD, CNN, and CFD simulation at
Mach of 1.5.

(a)

(b)

Figure 3.66 Overlay of CNN, POD, and CFD trajectory predictions at M=1.3 and 0.15
seconds after separation.
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(a)

(b)

Figure 3.67 Overlay of CNN, POD, and CFD trajectory predictions at M=1.5 and 0.15
seconds after separation.

Table 3.24 Summary of computational expense in running both full simulation and ROM.
Processor Count
Processor Type
Run Time

CFD
POD
CNN
220
1
1
CPU
CPU
GPU
6 hours 1 minute 15 minutes

To further demonstrate both surrogate models’ distributed load prediction capabilities,
the coefficient of pressure distributions at a time of 0.16s after separation at a new Mach
number of M = 1.3 as predicted by CFD, POD, and CNN are plotted in Figs. 3.68 and
3.69. Results shown in both Figs. 3.68 and 3.69 demonstrate a comparable prediction
capability between CNN and POD. Flow features of interest including stagnation (high
pressure) and separation (low pressure) regions are shown to be accurately modeled. To
quantitively observe the level of fidelity with which these flow features are captured contour
plots for percent error are presented in Fig. 3.69. These results demonstrate a similar
level of error is obtained between the two models with a maximum percent error of 15%
for both. The mean squared error between the surrogates and CFD for results presented in
Fig. 3.68 was 0.008 for the POD model and 0.019 for the CNN model. Given the similar
levels of fidelity obtained between both CNN and POD-based surrogate models for both
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trajectories and distributed load predictions, at least for low Mach numbers, results indicate
a clear advantage for the application of a POD-based surrogate model to supersonic store
separation. The computational cost for both surrogate model derivation and the obtaining
of distributed predictions was shown to be orders of magnitude cheaper when deploying a
POD-based surrogate model versus a CNN-based surrogate model.
However, the present results do not indicate that the POD algorithm will be the clear
choice for all applications of store separation. While the case of supersonic store separation
did contain flow features dominated by transient e↵ects, results indicate that the majority
of the store’s load distributions are defined as either growth or decay patterns. By again
observing pressure distributions in Fig. 3.59, it is identified that while a transient shock
exists in the data set, the majority of the load distributions on the store’s fins either remain
constant, grow, or decay over time. As such, the POD algorithm is demonstrated to be a
highly efficient algorithm for the identification of a low-dimensional subspace. However, for
some applications of store separation, such as rotorcraft or cavity-based separation, a flow
field may be dominated by transient e↵ects. In such cases, the majority of flow features
may contain a significant amount of invariance to translation, rotation, and scaling. If this
invariance dominates a significant quantity of the store’s pressure distributions then the
performance of the POD algorithm will likely diminish. If this happens, it may become
necessary to expend the additional computational resources and e↵ort to derive a CNNbased surrogate model. In such a case, network performance would greatly benefit from the
additional implimentation of a scheme to efficiently optimize network architecture.
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(a) CFD

(b) POD

(c) CNN

Figure 3.68 Contours of store surface coefficient of pressure distributions computed at
Mach 1.3 and 0.16 seconds after separation. From top to bottom, images show a) CFD; b)
POD; and c) CNN.
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(a) POD

(b) CNN

Figure 3.69 Contours of surrogate model coefficient of pressure prediction percent errors
computed at Mach 1.3 and 0.16 seconds after separation for a) POD and b) CNN.
3.3.9 Overview and Outlook
The CFD model used in this study was first validated against available experimental
measurements for both surface pressure coefficients and store trajectory. The results of this
analysis showed a close comparison between CFD simulation and the CTS measurements.
After the validation of the CFD model, two surrogate modeling methods were leveraged
to provide distributed pressure and shear load replications and predictions for the store’s
surface. Through the integration of these distributed load predictions, store trajectory replications and predictions found when using both surrogate models were shown to be near exact
for X, Y, and Z positions along with both pitch and yaw trajectories.
It was shown that in addition to providing accurate trajectory predictions, both surrogate models showed the ability to predict relevant surface flow features. Transient shocks
were shown to be replicated with relatively small error while regions of flow separation and
reattachment were shown to be predicted with a high degree of fidelity. These predictions
were also demonstrated to be obtained with greatly reduced run times, taking only a few
minutes to obtain compared to the several hours required for CFD simulation. However,
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while both surrogate models were shown to provide accurate predictions, the computational
cost for the derivation of the POD model was found to be significantly reduced in comparison
to the CNN model. The POD-based model required only a second on a single CPU while
CNN required multiple days across several GPUs.
With the completion of the third demonstration scenario of this dissertation, results
indicated that both CNN and POD-based surrogate models could feasibly be derived and
leveraged for distributed load predictions of fixed-wing and fuselage-based applications of
store separation. Yet, all three previous demonstration scenarios excluded the influence
turbulent flows would have on surrogate modeling. As such, in the final demonstration
scenario surrogate models were derived for both prescribed motion and free falling body
cases of rotorcraft-based store separation.
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3.4 Rotorcraft Store Separation (Scenario 4)
It has been previously noted that there exists a plethora of literature on the topic of store
separation. Yet, despite significant e↵ort applied to the analysis of fixed wing-based store
separation, there is still a lacking of literature on the topic of rotorcraft-based separation. The
present lack of literature on rotorcraft-based store separation modeling provides a significant
challenge for next-generation military rotorcraft currently under development [231]. Given
the increase in cruise speed and new store configurations this next generation of rotorcraft
will bring, it is likely that design optimization and controller training will become a necessary
early-stage design task for many of the stores these aircraft will hold. To complete these
tasks it is essential that a high-fidelity, low-cost model exist for predicting store surface load
distributions. A high-fidelity low-cost model that can accurately predict time-dependent
surface loads could facilitate more optimal designs of store geometries and controllers.
Despite the lack of literature on rotorcraft-based store separation there still exists a
plethora of approaches to modeling fixed wing store separation. One popular approach
is to experimentally predict the store’s trajectory using CTS. Yet, trajectory predictions
obtained through the CTS approach inherently truncate unsteady aerodynamic e↵ects and
rely exclusively on quasi-steady measurements to evaluate the loads. Loads that a store will
experience in the downwash, will be dominated by transient coherent flow features, such
as rotor tip vortex [232], rather than quasi-steady aerodynamics. Additionally, there is the
challenge of accurately capturing rotor downwash in a wind tunnel through the use of both
sub and full-scale models [233]. For these reasons, experimentation in full-scale flight tests
can be both dangerous and expensive to conduct.
While experimental rotorcraft store separation may be prohibitively costly or outright
infeasible, CFD simulations have consistently been shown to provide good load predictions,
even when using unsteady Reynolds averaged Navier-Stokes (URANs) based modeling. Early
work completed by Wake and Baeder highlighted how URANs-based CFD could be used for
accurate calculation of rotor hover performance [234]. Further work completed by Potsdam
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et al. showed that an one equation turbulence model could be used to calculate UH-60A
rotor vibration air loads at both high-speed and low-speed flight conditions, including in the
presence of dynamic stall [235]. More recent results have shown that URANs simulations
can be extended for accurate fuselage surface pressure predictions in both attached and
separated regions of the fuselage [236]. Yet, despite advancements in both hardware and
software rotorcraft CFD simulations still prove to be too computationally expensive for many
engineering tasks. For a complete comprehensive CFD analysis of a full-scale rotorcraft,
computational expense commonly requires simulation run times ranging from days to weeks
[211]. For engineering task which requires hundreds if not thousands of iterations, such as
design optimization, full CFD modeling is not an option. It is this resource limitation that
has led to a push in recent years for a CFD-based data-driven reduced order model (ROM)
for parametric-based engineering applications.
In this section of the dissertation, two such surrogate ROMs will be generated. The
first presented surrogate model is used to demonstrate surrogate model interpolation and
extrapolation performance while the second surrogate model is generated for a single case of
store separation from a helicopter. While there are numerous available methods for the construction of ROMs, in this study a modal decomposition and interpolation-based approach
will be taken. For the modal decomposition, proper orthogonal decomposition (POD) will
be used while surface splines will be leveraged for interpolation of modes. In previous work
completed and presented in this dissertation, a POD-based interpolation ROM was derived
for distributed load predictions of both oscillating body, applications of design optimization,
and supersonic fixed wing supersonic store separation.
While these works showed how POD-based interpolation ROMs could be applied to predict distributed loads on stores and then used for trajectory prediction, there still remained
the significant question as to how this modeling method would work when stores are subjected to periodic turbulent flow fields. In this paper, a method for ROM construct will be
reviewed and applied to reconstruct surface pressures on a pitching store under the influence
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of a rotor’s wake. The store in this study was pitched at three pitch rates ↵˙ =90 /s, 120 /s,
and 150 /s. Solutions from these cases were used to identify a limited subspace of POD
modes. A single surface spline was then used to interpolate these modes for load predictions
at ↵˙ = 115 /s and 162 /s. The ↵˙ = 115 /s case investigates POD ROMs ability for interpolation predictions while ↵˙ = 162 /s case test ability for extrapolation predictions. This
POD ROM was constructed for both surface and near body pressure coefficients.
As a final step, a demonstration is provided for the application of a POD-based interpolation ROM for rotorcraft based trajectory predictions. To derive this ROM, three CFD
simulations of a store being launched from a rotorcraft are completed. Propulsion force used
for launching of the store varied between the three cases with propulsion forces of 1000,
1500, and 2000 newtons being used. Solutions for store surface pressure and shear loads
were recorded and leveraged to construct a POD-based ROM. This ROM was then used
for both replication and prediction of the store’s distributed loads which which loads were
integrated, coupled with the equations of motion for store trajectory modeling.
3.4.1 Numerical Approach
For the purpose of this study, three solvers were selected. For the rotor-blades near-body
grids, the mStrand solver was selected, for both fuselage and store the KCFD solver was
selected, and for the o↵-body grids the SAMcart solver is used [92]. All three bodies were
constructed with roughly 50,000 unstructured surface elements. A previous mesh validation
study was completed for both store and fuselage. The Helios isolated rotor blade tutorial
surface mesh was leveraged as the rotor blade grid for this study. For turbulence modeling,
all three solvers used the Spalart-Allmaras model with curvature corrections.
All prescribed motion CFD simulations were run assuming a hovering rotorcraft with a
rotor operating at 8 collective and an angular velocity of 1250 rotations per minute (RPM).
As such a time step of 4.8 ⇥ 10 5 s was prescribed so as to limit blade motion to 0.36 per
iteration. The rotor used in this study consisted of two blades each with a mean chord length
of 5.5 inches, a radius of 66.5 inches, and a root cutout at the 12% radial position. Each
180

blade was prescribed a linear twist of 10 between the 16% and 95% radial stations, a 45
sweep between the 95% and 100% radial stations, and a 0.6 taper ratio between the 95%
and 100% radial stations. Tip Mach number of the blade was Mtip = 0.65 and the Reynolds
number with respect to tip Mach number and chord length was Re = 2⇥106 . As a simplified
stand-in for the fuselage, a 6:1 prolate spheroid was placed 3.75 inches beneath the rotor.
The fuselage length was selected to be 100 inches with a diameter of 16.7 inches. This 6:1
prolate spheroid was then scaled with a 1:4 ratio to produce a store with a length of 25
inches and a diameter of 4.17 inches. The leading objective of this work was to investigate
POD-base ROM capabilities for load reconstruction and predictions when surface loads are
dominated by both fuselage wake and rotor downwash. As such the store was placed 1.7
inches beneath the fuselage and moved forward in the positive x-axis direction such that the
store nose would align with the fuselage nose.
This store was then pitched from 0 to 20 at a five di↵erent pitch rates; 90 /s, 120 /s,
150 /s, 115 /s, and 162 /s. The first three cases were used to construct the POD-based
ROM from which the next two cases were used to investigate ROM’s prediction capabilities.
Importantly, these two validation locations allow for the investigation of not only interpolation but also extrapolation predictions. The center of rotation was selected sufficiently far
upstream that stores motion was comprised of a 20 pitch and a 22.5 inch plunge with the
objective of limiting x-axis translation. Figs. 3.70 and 3.71 provide a visualization of the
pitching motion for all five pitching store cases.
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(a)

(b)

Figure 3.70 Isometric and Z-X plane views of rotor, fuselage, store positioning for the pitch
up motion CFD simulations.

Figure 3.71 Z-X plane of store’s position with respect to fuselage as store pitches from 0
to 20 .
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For all three cases of store separation from rotorcraft, four main near-body geometries
were utilized; main rotor, tail rotor, fuselage, and store. For the main rotor, the same blade
geometry was used as in the prescribed motion cases. This blade mesh consisted of 50,000
surface elements with 2.7 million near-body volume cells. The same blade geometry was
kept as in the previous case, with the exception that the blade count was increased to 4
blades as opposed to 2 blades. For the main rotor, tip Mach number was kept the same at
Mtip = 0.65 for a Reynolds number of Re = 2 ⇥ 106 with respect to the rotor’s mean chord
length. As with the pitching motion CFD simulations, various flow solvers were selected for
the near and o↵-body flow fields. For the main rotor, the mStrand solver was selected such
that a high-fidelity discretization of the rotor could be achieved. The mStrand solver was
also selected for the tail rotor. This tail rotor consisted of 4 blades with no twist or taper, a
NACA-0012 cross-section, a radius of 15 inches, and a root cutout of 25%. A rotation rate
was selected for the tail rotor such that a tip Mach number of 0.6 was achieved. Each blade
mesh consisted of 40,000 surface elements with 1.7 million near-body volume cells.
For the fuselage and store geometry, the KCFD solver is selected such that the validated
store mesh and simulation parameters could be utilized. The store’s grid and geometry were
kept the same between the pitching motion and store separation CFD simulations. To allow
for the ejection of the store, mass properties outlined in Table 3.25 were applied. For the
fuselage, the ROBIN Mod7 geometry was used [237]. The original ROBIN geometry was
developed by NASA Langley in the 1970s with the objective of deriving a generic fuselage
that could be analytically defined [238]. As such, this geometry has been leveraged for
numerous wind tunnel [239, 240] and numerical investigations [241, 242]. Modifications
to this geometry were completed with the objective of producing a generic fuselage shape
more representative of a medium-range civilian helicopter resulting in ROBIN Mod7 [243].
Fuselage mesh consisted of 48,000 surface elements with 2.5 million near body cells. The
o↵-body mesh consisted of 60 million cells and leveraged the SAMcart CFD solver with
adaptive mesh refinement.
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To derive a trajectory prediction surrogate model, three CFD simulations were completed
using this rotorcraft store setup. Store propulsive force was varied between each simulation
resulting in forces of 1000, 1500, and 2000 N. Store was allowed to fall until the store had
transversed clear of the rotor’s wake. During separation, solutions for pressure and shear
stress distributions were recorded and leveraged to construct the surrogate model. This
model was then utilized for trajectory prediction of a store separating under a new propulsion
force of 1250 N. Visualization of store rotorcraft configuration is provided in Figs. 3.72 and
3.73

(a) Initial Position

(b) Position after 5 Rotor Revolutions

Figure 3.72 Visualization of store trajectory. Graphic a) shows store’s initial position at
time 0.24s b) shows store’s position after 5 revolutions of the rotor at time 0.48s.
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(a) Isometric view

(b) Z-X Plane

Figure 3.73 Visualization of field after 5 revolutions of the main rotor. Graphic a) shows
isosurfaces of vorticity magnitude contoured by coefficient of pressure and graphic b) shows
a slice take at Y = 0 with isolines for coefficient of pressure along with overset meshing.
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Table 3.25 Store inertial/mass properties as defined for the store separation simulation.
Property
Value
Mass
50kg
Pitch moment of inertia
0.116kg ⇤ m2
Yaw and Roll moment of inertia 1.234kg ⇤ m2
3.4.2 Reduced Order Model Construction
As previously highlighted in this disseration, throughout the literature there are predominately two approaches to constructing such ROMs [244]. The first method consists of
applying convolutional neural networks (CNN) to learn the abstract features of the data-set
and provide future predictions for how these features translate, rotate, and scale within some
parameter space. Yet there are significant limitations in applying such models to the topic
of rotorcraft store separation. For one, there is a significant increase in expense of completing store separation when considering rotorcraft-based applications of store separation. To
complete a high-fidelity CFD simulation of rotorcraft based store separation, an initial start
up
The most significant among these limitations is the large data-sets required to train CNNs
coupled with the limited number of CFD simulations that can be completed. While it is
likely CNNs could be extended to learn complex distributed load patterns on a stores surface,
there remains significant questions as to how these networks can be trained when a data-set
is limited to an order of magnitude of ten data-points. In addition, there are also challenges
in mapping images from unstructured grids, tuning of the vast array of hyper parameters,
allocation of graphical processing units with sufficient memory, etc.
The alternative approach to ROM construction consist of mode decomposition based
modeling. For this demonstration case, POD was used to find a low dimensional subspace.
Once a POD model had been constructed for the surface loads of various cases an interpolation scheme is needed in order to make possible use of these modes for intermediate case
predictions. For the purpose of this study, a single surface spline was constructed which
relates the reconstructing time coefficients to pitch rate and time. This surface spline then
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allows for both interpolation prediction with new pitch rates within the dataset and extrapolation with pitch rates which lay outside of the 90 /s-150 /s positions the model was trained
in. For the single case of store separation, time coefficients were mapped to store separation
time to provide future predictions for the distributed load evolution.
3.4.3 Results for POD Surrogate Modeling of Rotorcraft Store Separation
In this section of the paper, all results for both CFD and ROM reconstruction/validation
will be overviewed. In this overview, CFD solutions for pitching store will be summarized
and potential challenges for ROM construction will be presented. The ROM reconstruction
capabilities, proceeded by ROM prediction capabilities for both surface and near body coefficient of pressure distributions will then be reviewed. After reviewing the interpolation and
extrapolation ROMs for the prescribed motion store, results will be presented for the store
separation case.
3.4.4 Pitch Up Motion - CFD Results
In order to gain a complete insight into the numerous challenges faced by a ROM designed
for rotorcraft based store separation, it is essential that a review of the training data-set be
complete. This review first starts with gaining an understanding of the surrounding free
stream flow. For this study, the entirety of the local flow field is dominated by the rotor’s
downwash. As this downwash passes over the fuselage, a low pressure region forms due to a
large area of flow separation on the undercarriage. As a result, in Fig. 3.74 (a) the rotor’s
tip vortices are not just convected down, but also rapidly towards the fuselage’s centerline.
This inward movement of the strong tip vortices results in a significant interaction between
vortices and the store or fuselage.
Yet, just as the tip vortices are being convected to the centerline, flow close to the
fuselage’s centerline is diverging in the radial direction. This reverse flow, shown in Fig.
3.74 (b), is due to large flow circulation underneath the fuselage’s undercarriage from the
massively separated flow. As a result, there become two dominate flow patterns that e↵ect
the store’s pressure distribution. Forward of the store’s centerline, it can be observed that
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surface flow patterns are dominated by the interactions with the downward convecting vortex
rings. Evidence of such is presented in Fig. 3.75 a. It can be observed that there is a strong
divergence of the surface flow on the forward centerline region from interaction with the
vortical flow. Meanwhile, aft of the store’s centerline the surface flow becomes chaotic as
a result of backflow on the large region of recirculating flow. Through plotting of resulting
surface pressure coefficients on the store, it can be observed how these two district flow
characteristics influence load distribution. Notably, the loads appear to be stronger yet less
chaotic in the front of the store. The aft region appears to be the opposite, being more
chaotic yet lower in magnitude. The characteristic of having multiple regions with widely
varying surface flow patterns on a single body can reasonably be anticipated to become
commonplace as further analysis is completed with higher-fidelity geometries. As such, it is
essential that any ROM used with applications to rotorcraft based store separation must be
capable of efficiently replicating these varying regions to a high degree of fidelity.
In addition to the challenge of multiple regions of influence, there is also the issue of
modeling the stores varying interaction with rotor’s wake. Just as the rotor’s downwash is
convecting down with a set velocity, the store is also pitching and plunging with it’s velocity
and angular rate. As this velocity and angular rate varies, the reduced order model will
also have to take into account this variation in interaction with the wakes flow. Over the
course of the stores pitching motion from 0 to 20 the number of interactions the store will
have with the cyclic downwash will vary as the pitch rate varies. The e↵ect this variation
ultimately has on integrated loads is represented in Fig. 3.76.
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(a)

(b)

Figure 3.74 Graphic shows isometric view with lines of constant vorticity magnitude along
with Z-X y=0 plane for near-body flow (a) and Z-X plane view of coefficient of pressure
contours with 3-D velocity vectors along with Z-X y=0 plane plane for near-body flow.

(a)

(b)

Figure 3.75 Store surface shear flow patterns (a) and surface coefficient of pressure
contours (b) at t = 0.0s. Perspective is presented from the positive Y-X plane.
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Figure 3.76 Coefficient of lift and drag for store during pitching motion from 0 to 20 .
3.4.5 Pitch Up Motion - ROM Reconstruction
With the modeling challenges established, the study began with the construction of
the POD-based ROM. The first step in the process was identifying a sufficient POD mode
subspace capable of efficiently representing the training data-set. To complete this task, a
single snapshot matrix was formed with solutions for coefficient of pressure of cases ↵˙ =
90 /s, 120 /s, and 150 /s. Solutions used for snapshot matrix were all written with equal
time intervals of 0.0024s such that rotor rotation was limited to 12.5 between solutions.
After completing SVD on the snapshot matrix, the singular values were then used for analysis
of both individual and cumulative mode energy retention as shown in Fig. 3.77. For the
purpose of this study, and to allow for a more efficient representation of the store’s surface
pressures, an energy retention criteria of 90% was placed. The corresponding POD mode
count required to retain this level of energy retention was 64. As such, the study applied 64
POD modes to reconstruct coefficient of pressure as the store pitched from 0 to 20 .
Fig. 3.78 shows both coefficient of pressure reconstruction (a) and error with respect
to CFD (b) for a time of t = 0.0s. The comparison shows that minimal levels of error in
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reconstruction are achieved with a POD mode count of 64. Maximum error in coefficient
of pressure is found to be 0.0001, corresponding to a 0.6% error with respect to the CFD
solution. For a closer comparison, solutions for coefficient of pressure were extracted along
the store’s circumference at the x/L=0.3 and x/L=0.7 axial positions and are plotted in
Fig. 3.79 where ⇥ = ±⇡ is the bottom of the store and ⇥ = 0 is the top. This comparison
reinforces the observation that a minimum subspace of 64 POD modes are required to represent to full space. These finding are consistent with distributed load reconstructions for
other combinations of pitch rate and time. Coefficient of lift and drag as calculated from
these load reconstructions are shown in Fig. 3.80. These results show that despite being
required to model distributed loads with multiple regions of distinct surface patterns, accurate reconstructions can still be achieved with a minimum subspace of POD modes. In the
next section, the ROM-based model capability for making predictions of distributed loads
at new combinations of time and pitch rate under both interpolation and extrapolation will
be presented.
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Figure 3.77 Plots of POD mode energy retention for both individual modes (a) and
cumulative retained mode counts (b).
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(a)

(b)

Figure 3.78 Contours of 64 mode POD reconstruction (a) and error with respect to CFD
simulation (b) for coefficient of pressure contours at t = 0.0s.

(a)

(b)

Figure 3.79 Coefficient of pressure line plot comparison between 64 mode POD
reconstruction and CFD simulation at t = 0.0s. Slices are taken at the x/L=0.3 and
x/L=0.7 axial positions.
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Figure 3.80 Comparison between 64 mode POD reconstruction and CFD simulation of
coefficient of lift and drag for store during pitching motion from 0 to 20 .

3.4.6 Pitch Up Motion - ROM Validation
Once a minimum subspace was identified, the study used a combination of pitch rate and
time to construct a single surface spline from which future predictions of the reconstructing
time coefficients could be made. For model validation the study ran two additional CFD
simulations for a pitching store with ↵˙ = 115 /s and ↵˙ = 162 /s. With these two cases, a
good insight can be gained for the capabilities of POD based ROM operating in rotorcraft
wake for not only for interpolated conditions, but also for extrapolated conditions.
For validation a direct comparison between surface pressure predictions through ROM
and CFD was made at ↵ = 10 . The ROM predicted distributed loads were then subtracted
from CFD numerical solutions. Contour plots for both predicted pressure and error compared
to CFD are presented in Fig. 3.81 for ↵˙ = 115 /s and in Fig. 3.82 for ↵˙ = 162 /s. While
this comparison shows an order of magnitude increase in maximum error in comparison
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to the reconstruction error, the predicted surface pressures are still providing an accurate
representation of the distributed loads for both ↵˙ = 115 /s and ↵˙ = 162 /s.
Once coefficients of pressure were extracted along the store’s circumference at the x/L=0.3
and x/L=0.7 axial positions, the comparisons shown in Figs. 3.83 and 3.84, a more clear
understanding for load predictions can be obtained. For ↵˙ = 115 /s, ROM predicted pressure coefficient distributions provide a near exact representation of the CFD simulation and
locations of flow separation, ⇥ = ±2, are closely modeled. However, when the ROM is
making extrapolations with ↵˙ = 162 /s these locations of flow separation, while not poorly
represented, are not being modeled with the same level of fidelity. In Fig. 3.84 (a), it can
be seen that the separation location predicted by CFD, ⇥ =
the ROM and is instead located closer to the ⇥ =

2, is over predicted through

1.5 position. Yet despite this limitation

in prediction capabilities, it should be highlighted that the ROM predictions for ↵˙ = 162 /s
are being produced at a pitch rate that exist 20% outside of the original training data-set.
As a final comparison loads were integrated and plotted as a function of pitch. The
comparison shown in Fig. 3.85 highlight a similar trend to that found in Figs. 3.83 and
3.84. Interpolation predictions for ↵˙ = 115 /s provided a near extract representation of the
loads. Not only is the periodic interaction of store and downwash modeled, but also the
minute fluctuations in load happening within these cycles. In Fig. 3.85 (a), integrated loads
for both lift and drag coefficient, with the exception of ↵ = 20 , almost exactly follow the
loads calculated by CFD. Not only is the overall periodic interaction with rotor’s downwash
captured by the model, but also minute fluctuations within each period of interaction. This
prediction shows that despite operating in a complex flow field, POD is still capable of
representing the spatial flow features with a high degree of fidelity. Yet, there is still a
notable departure for drag predictions at ↵ = 20 . One possible explanation for this deviation
is error in predicted flow separation location as the store pitches to a high angle of attack.
Another possible explanation is a breaking down of the models interpolation capabilities once
predictions near the final time step. While this study shows ROM extrapolation capabilities
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for new pitch rates, there was no investigation into extrapolation capabilities for later times.
As such, it is feasible that interpolation abilities deteriorate once positions close to t at
↵ = 20 are achieved.
Yet, despite this apparent limitation in predicting future time events, the extrapolated
predictions for ↵˙ = 162 /s provide an excellent prediction of the experienced loads. In Fig.
3.85 (b), ROM extrapolation prediction capabilities are again shown to preform well. While
predicted loads do not retain enough fidelity to capture minute fluctuations, the periodicity of interaction with rotor’s wake is still accurately modeled. This perhaps unexpected
extrapolation capability hints that there exist underlining flow characteristics which are exceptionally well suited for POD to extract, allowing for a limited number of CFD simulations
to represent a wide range of operating conditions. This capability of POD ROM to efficiently
extract meaningful information from rotorcraft based scenarios will be all the more important once high-fidelity geometries/numerical methods are implement and the computational
cost of running the CFD simulations are drastically increased. If a POD ROM-based surrogate model is to be applied to rotorcraft based store separation, the ROM must be capable
of providing accurate predictions with a minimum number of CFD simulations. Results of
this study indicate that POD based ROMs can be highly efficient in extracting surface flow
features from bodies in a rotor’s downwash and thus maybe a well suited modeling method
for future application to rotorcraft store separation trajectory prediction.
As a final analysis for the pitching store, the POD based ROM was extended for application to prediction of near field coefficients of pressure for the store. For this ROM,
64 POD modes were once again retained and a similar surface spline was constructed as
a function of pitch rate and time. Direct comparison between CFD and ROM near field
predictions at ↵ = 10 are presented in Figs. 3.86-3.87. These prediction capabilities are
consistent with solutions found at di↵erent ↵ as shown through mean squared error plots in
Fig. 3.88. While predicted near field solutions no longer have the same level of fidelity as
surface pressure predictions, there is still a close representation of the near-body flow which
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can be obtained using the POD ROM-based surrogate model. While beyond the scope of
this study, flow predictions appear to be of sufficiently high fidelity for application to either
flow visualization or CFD initialization purposes. Yet, regardless of the application having
the capability to quickly and efficiently extending a ROM from surface to free stream flow is
of significant advantage for any model applied to fluid flows with high levels of turbulence.
Results of this analysis provide evidence that a POD based ROM can be extended to provide
accurate flow field predictions for stores in rotor’s downwash. Of additional importance to
note is the time and computational cost saving achieved through using this ROM. For both
free stream and surface coefficient of pressure predictions, run time was reduced from 12
hours on 880 processors to 0.15 seconds on a single processor. This vast reduction allows
for this ROM to apply high-fidelity flow predictions to early stage design processes such as
design optimization or controller training.

(a) POD ROM prediction

(b) Error

Figure 3.81 Comparison between 64 mode POD interpolation prediction and CFD
simulation of coefficient of pressure contour at ↵˙ = 115 /s and ↵ = 10 .
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(a) POD ROM prediction

(b) Error

Figure 3.82 Comparison between 64 mode POD extrapolation prediction and CFD
simulation of coefficient of pressure contour at ↵˙ = 162 /s and ↵ = 10 .

(a)

(b)

Figure 3.83 Comparison between 64 mode POD interpolation prediction and CFD
simulation of coefficient of pressure at ↵˙ = 115 /s and ↵ = 10 . Slices are taken at the
x/L=0.3 and x/L=0.7 axial positions.
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(a)

(b)

Figure 3.84 Comparison between 64 mode POD extrapolation prediction and CFD
simulation of coefficient of pressure at ↵˙ = 162 /s and ↵ = 10 . Slices are taken at the
x/L=0.3 and x/L=0.7 axial positions.
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(a) POD ROM interpolation prediction

(b) POD ROM extrapolation prediction

Figure 3.85 Comparison between 64 mode POD prediction and CFD simulation of
coefficient of lift and drag for store during pitching motion from 0 to 20 .
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(a) CFD simulation

(b) POD ROM prediction

Figure 3.86 Comparison between 64 mode POD interpolation prediction and CFD
simulation near body coefficient of pressure contour at ↵˙ = 115 /s and ↵ = 20 .

(a) CFD simulation

(b) POD ROM prediction

Figure 3.87 Comparison between 64 mode POD extrapolation prediction and CFD
simulation near body coefficient pressure contour at ↵˙ = 162 /s and ↵ = 20 .
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Figure 3.88 Mean squared error in free stream coefficient of pressure prediction during
pitching motion from 0 to 20 .
3.4.7 Store Separation - CFD Results
To identify the capabilities of a POD-based ROM to produce trajectory replications for
a store operating in the wake of a rotor, a single case of rotorcraft-based store separation
was produced in this dissertation. To emulate a store being launched from a rotorcraft, the
store was separated with an ejection force of 450 pounds in the negative x-axis direction.
Before separating the store, the rotor was allowed to rotate until a periodic thrust coefficient
had been achieved. This periodic solution was obtained after 5 revolutions of the rotor,
summarized in Fig. 3.89. Before a surrogate model can be derived, it is once again essential
to first highlight potential modeling changes the present case setup presents.
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Figure 3.89 Time history of the rotor thrust coefficient. Data from the final rotation of the
rotor is highlighted green indicating time history extracted for deriving surrogate models.

In observing the rotor’s wake in Fig. 3.90, similar to the prescribed motion case there
become two distinct regions of concern for surrogate modeling. These regions of interest
can once again be subdivided between a fuselage wake coming o↵ the leading edge of the
fuselage and the rotor’s tip vortices. While results from the previous sections demonstrated
that a POD surrogate model can feasibly be deployed to model load distributions of a body
operating in such a flow field, further analysis is required to demonstrate such a surrogate
model can be deployed to accurately replicate the store’s trajectory. Given the high degree
of fidelity achieved by the surrogate model in the prescribed motion cases, it would be
reasonable to assume the surrogate model would have little difficulty in being coupled with
the equations of motion to produce an accurate trajectory.
However, when deploying the surrogate model for trajectory replications rather than
prescribed motion cases, there are a number of modeling challenges that arise. For one,
whenever a surrogate model is deployed for any time stepping task there is always the
concern of error accumulation during the simulation. While results in the previous section
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demonstrated high fidelity predictions were produced, there is still the concern that small
errors in predicted load distributions may accumulate over the course of the simulation
leading to significant errors in the final predicted trajectory of the store.
There is additionally the concern that the present case of store separation has far greater
x-axis translation than the previous prescribed motion cases. While prescribed motion results indicated a clear presence of distinct regions influenced by the fuselage wake and rotor
tip vortex, these regions had minimal translation along the store’s surface given that there
was minimal movement of the store in the x-axis, as shown in Fig. 3.71. With the store being
launched in the negative x-axis direction these distinct regions of influence will now transverse along the length of the store’s surface. As previously highlighted in this dissertation,
modal decomposition-based surrogate models have been shown to have minimal capability
to represent transient features in a data set. As such, in this final section of the dissertation,
the POD algorithm is validated for its capability to model heavily transient flow features as
they transverse the length of the store’s body. Visualization of flow field 0.24 seconds after
initial separation is presented in Figs. 3.91 and 3.93. This visualization is presented as three
separate views for isosurfaces of q-criteria contoured by coefficient of pressure. For better
visualization of the store within the flow field, value blanking is prescribed for flow fields
solutions in the negative y-axis zone. For clarity, the flow is visualized only on the left part
of the domain even though the flow field is not symmetric with respect to the X-Z plane.
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Figure 3.90 Visualization of the flow field after 5 revolutions of the main rotor. Graphic
shows a slice take at Y = 0 with isolines for coefficient of pressure along with overset
meshing.

Figure 3.91 Iso-view for isosurfaces of q-criteria contoured by CP 0.24s after separation.
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Figure 3.92 Z-X view for isosurfaces of q-criteria contoured by CP 0.24s after separation.

Figure 3.93 Z-Y view for isosurfaces of q-criteria contoured by CP 0.24s after separation.
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3.4.8 Store Separation - ROM Reconstruction
Upon completion of the rotorcraft store separation case, the first task was to complete
the POD algorithm and identify a sufficient subspace for representing the store’s load distributions. The snapshot matrices used for this evaluation used snapshots for the coefficient of
pressure and shear stresses taken at intervals of

t = 3 ⇥ 10

3

corresponding to 25 rotation

of the main rotor. This resulted in 4 snapshot matrices being evaluated with a total of
120 snapshots per matrix for each case. Graphics showing singular value decay and energy
retention count is shown in Fig. 3.94. As anticipated, results shown in Fig. 3.94 highlight
the widened distribution of energy present in the data set. These results are consistent with
results found in the previous section where supersonic store separation was considered with
an increased complexity of surface geometry. In the previous case, energy was distributed
over several POD modes as large regions of flow separation and transient shocks were introduced. In the present case, this increased distribution of energy within the POD subspace is
a result of underlying features of the data set transversing along the length of the store, in
e↵ect increasing the total variance in the training data set. As a result, when retaining the
first 8 POD modes only roughly half of the total variance can be represented. To achieve
a variance resolution of over 90% with the POD model an increased mode retention count
of around 64 is required. Given the large distribution of variance in the system, it would
appear large mode retention counts are required to model the system.
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(a)

(b)

Figure 3.94 Plots of POD mode energy retention for both individual modes (a) and
cumulative retained mode counts (b).

However, there is a significant di↵erence between accurately accounting for integrated
loads and accurately retaining variance from the snapshot matrix. In recalling Eq. 2.40,
before the singular values are obtained the mean value of the snapshot matrix is subtracted.
As such, singular values and their decay represent the surrogate model’s ability to represent
these fluctuations of surface loads from the mean low distribution. However, if the fluctuations present in the dataset are relatively small compared to the mean distribution, a data
set is then dominated by its mean and a POD surrogate model may still perform well with
integrated loads despite retaining a limited amount of the total variance. Results presented
in Fig. 3.95 highlight this claim. For the present case of rotorcraft store separation, despite
only retaining less than 40% of the total variance in the data set, a POD surrogate model
derived when using only the first 4-POD modes accurately models the mean variation in the
store’s lift coefficient during its trajectory. While this level of fidelity may not be sufficient
for detailed design optimization of the store’s surface load distributions, it may be sufficient
for modeling of the store’s trajectory at a minimal cost. Since there is a linear relationship
between POD mode retention count and the computational cost of deriving surrogate model
predictions there is an argument to be made that minimizing POD mode count may be
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required to minimize runtime or required computing hardware. Yet, if a higher resolution
of store distribution loads is required, results presented in Figs. 3.96 - 3.99 demonstrate
that further retention of the 64 POD modes seems sufficient for high-fidelity distributed load
representations. Results presented in Figs. 3.96 - 3.99 show a comparison between CFD,
4-mode POD, and 64-mode POD for the ability to replicate distributed loads 0.24 seconds
after separation corresponding to results presented in Figs. 3.91 - 3.93.

Figure 3.95 Time history of store’s lift coefficient compared between CFD, 4-mode POD,
16-mode POD, and 64-mode POD.
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Figure 3.96 Extract for coefficient of pressure computed 0.24s after separation by CFD,
4-mode POD, and 64-mode POD.
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Figure 3.97 Isolines for X-shear stress computed 0.24s after separation by CFD, 4-mode
POD, and 64-mode POD.

Figure 3.98 Isolines for Y-shear stress computed 0.24s after separation by CFD, 4-mode
POD, and 64-mode POD.

Figure 3.99 Isolines for Z-shear stress computed 0.24s after separation by CFD, 4-mode
POD, and 64-mode POD.
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Once a detailed analysis of distributed load reconstructions had been completed, two
ROMs were produced for store trajectory replications; 4-mode POD ROM and 64-mode
POD ROM. These ROMs were constructed to identify ROM variance retention rates influence on store’s final trajectory. After deriving each ROM, load predictions were produced,
integrated, and coupled with the equations of motion to time step the store’s trajectory. Trajectory replication results for both ROMs are presented in Figs. 3.100 and 3.101. Results
indicate that for store position trajectory, dynamics are largely dominated by the store’s
mean surface flow and thus both ROMs produce comparable performance. Similar conclusions can be drawn when observing store Euler angle trajectory with the exception that
64-mode POD ROM does produce some modeling fidelity improvements. Thus, in comparing ROM trajectory predictions, it would be reasonable to assume ROM variance retention
rates hold little influence over a store’s trajectory.

Figure 3.100 Time history of store’s trajectory compared between CFD and POD.
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Figure 3.101 Time history of store’s trajectory compared between CFD and POD.

However, a more precise conclusion would be ROM variance retention rates hold little
influence over a store’s trajectory for application to rotorcraft store separation. There are
two dominant factors explaining why low POD mode retention counts still produce accurate
trajectory predictions. As the store is launched, there are a variety of flow regimes for the
store to traverse through; the rotor’s helical shear layer, rotor tip vortices, and fuselage wake.
As the store transverses through each of these flow regions, solutions for the surface flow
will be distinctly impacted resulting in a broad range of flow features in the training data
set. This broad range of features results in the large di↵usion of variance found in Fig. 3.94.
Additionally, the rotorcraft case of store separation results in the slowest flow investigated
in this study. Inherent to the case setup, while rotorcraft cases of separation by far result
in the most turbulent flow fields they also result in relatively low velocity flows compared to
super and transonic cases of separation. This results in a flow that is mainly dominated by
its mean flow rather than by its perturbations. As such, accurate integrated load predictions
and trajectory predictions may be obtained while only retaining a limited number of POD
modes.
As a final conclusion on the application of a POD-based surrogate model to rotorcraftbased store separation, if all that is desired is a trajectory replication model then a POD
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model can be derived with a relatively low mode retention count. However, if a more detailed
analysis is required it is likely far more POD modes will need to be retained. A summary of
computational expense for CFD, 4-mode POD ROM, and 64-mode POD ROM is provided
in Table 3.26. It should be noted that for the present study, there was minimal di↵erence
between retaining 4 modes and 64 modes. Yet, this was a result of using slow-cost splines
to produce predictions. If a more advanced interpolation scheme were to be used, such as
Kriging interpolation, the deviation in cost would likely be higher consistent with previous
findings in this dissertation.
Table 3.26 Summary of computational expense in running both full simulation and ROM.
Processor Count
Processor Type
Run Time

CFD 4-mode POD ROM 64-mode POD ROM
880
1
1
CPU
CPU
CPU
10 days
10 seconds
35 seconds

3.4.9 Store Separation - ROM Validation
In this final section of the dissertation, results will be presented for rotorcraft-based
store trajectory predictions. To predict the store’s trajectory, a POD-based surrogate model
is derived from three CFD simulations for rotorcraft-based store separation. The store is
launched from a rotorcraft using three separate ejection forces. During each simulation,
solutions are saved at time intervals of 0.05s resulting in able 100 snapshots per case. Solutions for surface pressures were extracted and formulated into a single snapshot matrix from
which the POD algorithm was applied. In observing the energy decay and energy retention
of POD modes a similar trend is observed as was previously identified in the store trajectory
replication section. The information content is distributed over a broad range of POD modes
in comparison to previous demonstration scenarios. Once again, this increased modal energy
distribution is largely caused by the periodic interaction of the store with the rotor’s downwash. The resulting interactions thus produce strong periodic surface flow features which
appear at varying axial positions as the store transverses in the x-axis. To account for the
212

various positions these transient flow features may appear, several dozens of modes must
be retained. When using only the first 4 POD modes, only 33%, energy is retained. When
increasing the mode retention counts to 64 modes, 94% energy is retained. The POD mode
trends are presented in Fig. 3.102. While results are only presented for surface pressures,
similar trends were identified for X, Y, and Z shear stresses.

(a)

(b)

Figure 3.102 Plots of POD mode energy retention for both individual modes (a) and
cumulative retained mode counts (b).

However, as was observed in the previous section when considering store trajectory modeling energy retention rate should not be the sole factor by which POD modes should be
selected. For accurate trajectory predictions, it is essential that mean integrated load coefficients are accurately represented, not nessicarly their minute fluctuations. As such, once
again both 4 and 64 POD modes were retained for the generation of a surrogate model.
This surrogate model was then leveraged to predict the trajectory of the store launched
from the rotorcraft given a new thrust of 1250 N. Before comparing trajectory predictions
of the surrogate models, it is important to first highlight the variation in integrated load
performance between the 4-mode and 64-mode POD surrogate models. As such, surface
load predictions were produced with both surrogate models over the time period of the store
separation. These loads were integrated to obtain lift coefficient, from which a comparison
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was made to loads obtained through CFD. A time history of the lift coefficient is presented
in Fig. 3.103. Just as in the trajectory replication case, results highlight that with just 4
POD modes, an accurate representation of the store’s mean variation in the integrated loads
can be obtained. The accurate integrated load peak is properly predicted at 0.24 seconds
after separation and overall trends of the lift coefficient are modeled well.
However, the results of this analysis also indicate a significant deviation from previous
findings in the trajectory replication section. Previously, the surrogate model was able to
accurately replicate minute functions in the integrated load coefficient. When attempting
to make predictions for rotorcraft-based applications, increasing POD mode retention count
appears to do little to improve overall modeling fidelity. At first, these results may appear
counterintuitive given that with just 4 POD modes an accurate replication of the mean
variation in the loads can be obtained. However, through an improved understanding of the
behavior of the POD modes themselves, it becomes clear why increasing the mode retention
rate does not improve overall POD surrogate model performance.

Figure 3.103 Time history of store’s lift coefficient compared between CFD, 4-mode POD,
and 64-mode POD.
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In observing the amplitude variation of high energy POD modes 2 and 3 with respect to
prescribed thrust and time it is observed that amplitude is smoothly varying and periodic
peak amplitudes align well between all three prescribed thrust cases. The POD modes 2
and 3’s time variation is presented in Fig. 3.104. These smooth and well-aligned variations
ultimately result in a POD mode from which meaningful interpolations can be drawn. Yet,
in observing amplitude variation of lower energy POD modes 32 and 64, it is observed that
variation becomes chaotic and periodic oscillations of the amplitude of the mode do not align
well between all three prescribed thrust cases. As such, for the present case of rotorcraft
store separation, it would appear that higher sampling is required such that meaningful
interpolations could be drawn for the higher POD modes. The POD mode 32 and 64’s
time variation is presented in Fig. 3.104. To further illustrate the limited modeling fidelity
improvement from increasing mode retention count in the absence of improved sampling,
extracts for pressure coefficient are presented in Fig. 3.105 while side views of isolines for X,
Y, and Z shear stress distributions are shown in Figs. 3.106 to 3.108. These findings further
highlight the observation that without the further refinement of the sampling domain no
further modeling fidelity improvement is gained through a higher POD mode retention rate.
Driving this observed increase in non-linearity for an amplitude variation of the low energy
POD modes is the complexity inherent to the rotorcraft store separation domain. When
considering fixed-wing applications of store separation, store distributed loads are largely
dominated by the store’s dynamics alone, i.e. the store’s pitch, roll, and yaw positions and
rates. As such, the results of this dissertation have largely indicated that large POD mode
retention counts can be meaningfully utilized to construct a surrogate model. However,
for applications of rotorcraft store separation, distributed surface loads on the store will
likely be influenced not just by the store’s angular trajectory, but additionally, the rate
of convection of the rotors downwash, spatial position within the rotors wake, acceleration
through the rotors wake, etc. As such, in the present study results appear to indicate that for
rotorcraft applications only the highest energy POD modes can be meaningfully leveraged
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for interpolation-based surrogate models. To retain more POD modes, it is likely that higher
sampling rates are required.
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Figure 3.104 Graphic demonstrating variation in POD mode amplitude required for
reconstruction of all three training cases.
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Figure 3.105 Extract for coefficient of pressure computed at 0.24s, 0.3s, 0.35s, and 0.4s
after separation by CFD, 4-mode POD, and 64-mode POD.
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Figure 3.106 Isolines for X-shear stress computed 0.24s after separation by CFD, 4-mode
POD, and 64-mode POD.

Figure 3.107 Isolines for Y-shear stress computed 0.24s after separation by CFD, 4-mode
POD, and 64-mode POD.

Figure 3.108 Isolines for Z-shear stress computed 0.24s after separation by CFD, 4-mode
POD, and 64-mode POD.
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With the store distributed load predictions analysis complete, POD surrogate models
with 4 and 64 POD modes retentions were leveraged for trajectory predictions with a new
launching force of 1250 N. To predict the store’s trajectory, distributed load predictions
were first produced by the surrogate model. After obtaining the load distributions, the loads
were integrated and coupled with the equations of motion to update the angular and spatial
positions of the store. Results for the store trajectory predictions are presented in Figs.
3.109 and 3.110. These results are consistent with previous findings from the analysis of
distributed load predictions. With the 4 POD mode surrogate model, trajectory predictions
are accurately produced with minimal error. Store positions are nearly exactly predicted
while store angular trajectories are closely modeled. However, by further increasing the POD
mode retention rate to 64 modes, no further refinement in modeling fidelity is obtained.
Ultimately, results for the trajectory prediction analysis indicate two key findings. First,
if the design objective for the surrogate model is to obtain accurate trajectory predictions,
results at present indicate that with largely sparse sampling high-energy POD modes can
be leveraged to replicate mean trends in store-integrated loads and trajectory. By retaining
only the leading POD modes, results presented in Fig. 3.103 showed that integrated lift
coefficients mean variation was accurately modeled. This representation was achieved with
sufficient fidelity that predictions of store’s motion could be accurately achieved, as presented
in Fig. 3.109. The second key finding is that if a higher fidelity representation for store
distributed loads is required of the surrogate model, without higher rates of sampling it
remains unlikely that low energy POD modes can be reasonably leveraged for meaningful
interpolations. At present, it results indicate that low-energy POD modes are not modeling
similar flow features between each training case. Further sampling may alleviate this issue.
However, if further sampling of the domain is not feasible, then an alternative surrogate
modeling approach must be taken, such as NN’s.
As a final note, the significant computational savings of applying a POD-based surrogate
model should not be understated. The computational expense for rotorcraft-based CFD
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simulation is typically large. For each trajectory prediction obtained in this study, computational resource requirements resulted in utilizing 880 CPUs over the course of 10 days.
While current computational resources may reasonably allow for limited sampling of rotorcraft domains with CFD, further increasing sampling sizes to hundreds if not thousands of
samples remains infeasible. As such, the massive observed reduction in computational expense when utilizing the POD-based surrogate model is clearly observed as a highly desirable
trait. Computational cost when utilizing both POD-based surrogate models is reduced from
days across nearly a thousand CPUs to a few seconds on a single CPU. Thus, given that
with just 4 POD modes meaningful load predictions are obtained, further application of the
surrogate model is now feasible for not just trajectory predictions, but controller training
or design optimization applications as well. A summary of the computational expense of
obtaining trajectory predictions from CFD, 4 POD mode surrogate model, and 64 POD
mode surrogate model is presented in Table 3.27.

Figure 3.109 Time history of store’s trajectory compared between CFD and POD.
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Figure 3.110 Time history of store’s trajectory compared between CFD and POD.

Table 3.27 Summary of computational expense in running both full simulation and ROM.
Processor Count
Processor Type
Run Time

CFD 4-mode POD ROM 64-mode POD ROM
880
1
1
CPU
CPU
CPU
10 days
10 seconds
35 seconds

3.4.10 Overview and Outlook
This scenario investigates the use of ROMs for helicopter-based store separation problems. Earlier work that developed a POD-based approach for fixed-wing store separation
is extended to a hypothetical rotary-wing application. In this study two ROM’s were presented, one for the purpose of distributed load and near body flow predictions of pitching
store and another for store trajectory prediction. For the pitching store, three training CFD
simulations were completed at ↵˙ = 90 /s, 120 /s, and 150 /s. Solutions were written with a
time interval of 0.0024s as the store pitched up to ↵ = 20 and plugged 22.5 inches. A ROM
was then constructed for both near field and surface pressure coefficients comprising of 64
POD modes and retaining 90% of the snapshot matrices energy content. A surface spline
was then constructed which defined the time coefficients as a function of pitch rate and time.
These ROMs were used to make predictions for coefficients of pressure both on and o↵ the
store at ↵˙ = 115 /s and 162 /s. Results of this analysis showed a high fidelity representation
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of the pressure coefficients could be produced at a minimal computational cost. These results insinuate that POD ROMs may be capable of providing accurate trajectory predictions
for cases of rotorcraft based store separation. The POD method of ROM construction can
potentially be highly efficient at extracting the dominate underlying flow characteristics for
bodies moving through rotor’s downwash. The ROMs were shown to be capable of not only
providing accurate predictions for new ↵˙ within the training data-set range but were also
shown to provide highly accurate predictions for extrapolated data points up to 20% out of
the original training data range.
For the second ROM constructed during this scenario, three additional simulations were
completed for a store being launched from a rotorcraft. Solutions were saved at intervals
of 0.05s resulting in approximately 100 snapshots per store separation simulation. A POD
analysis was then completed from which it was determined that with 4 POD modes, accurate
model for the reconstruction and predictions of the store’s mean integrated loads could
be obtained. This 4 mode POD ROM was shown capable of making not only accurate
predictions for the integrated distributed loads but also providing accurate predictions for
the store’s trajectory. Through further analysis of the amplitude variation of the POD modes,
it was determined that a further retention of more POD modes would not result in a higherfidelty ROM. Low energy POD modes were found to vary too chaotically for meaningful
interpolations to be extracted. As such, results indicate that for rotorcraft applications, to
make use of low energy POD modes a higher sampling rate is required.
While this work provides insight for how POD ROMs may be applied to rotorcraft based
store separation, there are some notable limitations to this study. For one, this study only
considered CFD simulations using URANs. This modeling choice allowed the study to more
efficiently derive and post-process a training data-set. However, in future work analysis
should be completed using detached/large eddy simulations (DES/LES). It may be reasonable to assume for some applications of rotorcraft store separation, trajectories will be
minimally a↵ected by small-scale turbulence. Yet, for a complete analysis, a more broad
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range of scales should be introduced to the training data-set. It still remains to be seen if a
similar POD based ROM can extract meaningful information once these smaller turbulence
scales are introduced. In addition, more store separation simulations must be completed
to verify that increased sampling of the domain results in meaningful interpolations being
possible with low energy POD modes. As an additional step, future work should include
high-fidelity geometries which are more representative of more realistic applications oriented
scenarios.
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4 Conclusions and Outlook
The overarching objective of this dissertation was to identify the feasibility of deploying
modal decomposition and neural network-based surrogate models to the topic of store separation. To evaluate the feasibility of deploying such models, four fundamental applications of
surrogate modeling needed to be demonstrated; distributed load and trajectory prediction,
design optimization, predictions under supersonic conditions, and predictions in turbulent
flow fields. As such, a series of four scenarios were devised, each attempting to evaluate a
specific subset of fundamental questions regarding the application of data-driven modeling
to the broad field of store separation. Findings from these four scenarios are summarized
below
In the first scenario, a series of data-driven modeling approaches were leveraged for three
sub-task; pitch-up store distributed load modeling, oscillating store distributed load prediction, and store trajectory prediction. For the first, sub-task, the data-driven modeling
approaches of POD, DMD, and CNN were compared for accuracy and efficiency in replicating distributed loads on a pitching-up prolate spheroid. While the results of this analysis
indicated that all three modeling approaches were capable of modeling complex load distributions consisting of multiple transient separation lines, the POD-based surrogate model
was found to be the most efficient modeling approach. As such, for the second and third
sub-task, only the POD algorithm was leveraged for surrogate model derivation. During
the second sub-task, results demonstrated that hysterics loops between surrogate model and
CFD for intermediate prescribed reduced frequencies and amplitudes compared well with
a maximum percent error of 2.78%. The surrogate model was also shown to operate at a
greatly reduced computational expense. The cost for modeling one complete hysteric loop
when using CFD was 110 hours cross 352 CPUs. Meanwhile, through leveraging of the surrogate model computational cost was reduced to 0.1 seconds on a single CPU. Given the high
fidelity of the surrogate model, the final sub-task of trajectory prediction was pursued. Once
again, results demonstrated that the surrogate model was capable of providing high-fidelity
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results at a minimal computational expense. Results of the first scenario were demonstrated
in section 3.1.
In the second scenario, a surrogate model was leveraged such that a design optimization
could be completed for an isolated rotor operating under a series of fundamental operating
conditions. Namely, these operating conditions were hover low thrust, hover high thrust,
and forward flight. For all three operating conditions, the surrogate model was shown to
be capable of providing high-fidelity predictions at a minimal computational expense. For
both high thrust hover and forward flight operating conditions, the maximum percent error
in efficiency predictions was limited to below 1%. Maximum percent error for hover low
thrust rotor was found to have increased, yet still remained below 4.3%. These errors were
particularly low considering the massive computational savings the surrogate model, once
derived, allowed. For forward flight predictions, the computational cost was reduced from 20
hours across 440 cores when using CFD to less than a second on a single core when using the
surrogate model. In addition to showing accurate predictions, the surrogate model was also
leveraged to efficiently optimize the rotor’s twist and taper ratio such that figure of merit
was maximized in hover and the lift to drag e↵ective ratio was maximized in forward flight.
Results of the second scenario were demonstrated in section 3.2 .
In the third scenario, two surrogate models were derived for fixed-wing based supersonic
store separation. One of these surrogate models were derived using a CNN-based approach
while the other made use of the POD algorithm. Results of this study demonstrated that
both approaches appear to be viable methods for the generation of a meaningful distributed
load surrogate model. Accurate reconstructions and predictions were generated for store
distributed loads both in the presence of transient shocks, and significant regions of flow
separation. Predictions from surrogate models were produced with sufficient fidelity that
loads could be integrated to provide correct predictions for the trajectory of the store at new
operating conditions. The most significant deviation found between the utilization of a CNNbased surrogate model and a POD-based surrogate model was the required computational
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cost in model derivation. When deriving the POD based model, only a single CPU core
is required. However, when deriving a CNN-based model for large input images within a
reasonable amount of time, multiple high-end GPUs are required for training. As such, it
was determined that a CNN-based surrogate model should only be leveraged if an increased
resolution of shocks and regions of flow separation is required. Results of the third scenario
were demonstrated in section 3.3 .
In the final scenario, the POD algorithm was leveraged for the construction of a surrogate
model for two rotorcraft-based sub-task; prescribed motion and store ejection. For the first
sub-task, a POD-based surrogate model was derived from distributed load modeling of a
store pitching and plunging in the wake of a rotorcraft. Store pitching rate was varied such
that three CFD cases were completed. Solutions for surface pressure were written and leveraged to construct a surrogate model from which interpolation and extrapolation predictions
were produced. Results of this analysis indicated that the surrogate model was capable of
predicting the distributed loads with a high degree of fidelity at a minimal computational
expense for both interpolations within the training dataset and extrapolations up to 20%
outside of the set. For the second sub-task, three CFD simulations were completed for a
store being launched from a rotorcraft. Store was launched using three propulsion forces
from which one additional case was completed for validation of the surrogate model. Results
from this sub-task showed that while the high energy POD modes could be leveraged for the
construction of a meaningful surrogate model, further incorporation of the low-energy POD
modes proved rigorous. Low energy POD modes were shown to vary stochastically in time
and not align well between sampling points in the domain. It was determined that to gain
further resolution with the surrogate model, further sampling of the domain was required.
However, even with using just the high energy POD modes, a meaningful surrogate model
could be derived capable of providing accurate predictions of the store’s trajectory. Results
of the fourth scenario were demonstrated in section 3.4 .
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4.1 Innovations of Dissertation
The results of this dissertation provide a series of key insights into the application of datadriven modeling to the broad field of store separation. As a result, a series of key innovations
were achieved over the course of this study. A list summarizing these innovations is provided
below.
1. While POD, DMD, and neural network approaches are all capable of providing sufficient accuracy for distributed load predictions, there were clear di↵erences in computational e↵ort required to derive each surrogate model. Through POD, the computational
e↵ort is minimal requiring only one singular value decomposition to complete. Computational expense is increased when considering DMD. In addition to a singular value
decomposition, an eigenvalue decomposition and pseudo-inverse of the DMD modes are
required. Additionally, DMD memory allocation requirements are inherently greater
than that of POD as DMD requires to use of complex variables and greater sampling
such that time dynamics can be extracted. Model derivation cost is greatest with
neural network-based approaches as networks often expand to millions of training parameters such that the full scope of flow features can be modeled. As such, the results
of this dissertation show that in the generation of a surrogate model, a POD-based
approach should be preferred unless a data set is dominated by its invariance.
2. In the construction of a surrogate model, there is significant concern that parameters
of interest to the domain will be truncated during the model reduction. As such, a
surrogate model was generated for distributed load modeling of an oscillating prolate
spheroid subject to varying reduced frequency and amplitude of oscillation. It was
shown in this dissertation that the resulting surrogate model was capable of making
high-fidelity distributed load predictions for variations in both the dominant parameter,
amplitude of oscillation, and the non-dominant parameter, reduced frequency. Thus,
the results of this dissertation highlight that during the truncation of the domain for
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generating the surrogate model the influence of relevant parameters of the domain are
retained.
3. In this dissertation, it was demonstrated that a surrogate model based on distributed
load predictions could be leveraged to provide accurate trajectory replications and
predictions over a variety of operating conditions. Results were demonstrated for
subsonic, transonic, and supersonic. Results additionally indicated that computational
cost was reduced sufficiently that trajectory predictions could be obtained in just a
few seconds without resorting to massively parallelized systems. Thus, the generated
surrogate model allowed provides a model with the ability to be leveraged by a wider
variety of engineers for a plethora of applications.
4. An important application of surrogate modeling is the prediction of distributed loads on
lifting bodies. In the third scenario of this dissertation, a demonstration was provided
in which a surrogate model was shown capable of providing high-fidelity predictions for
an isolated rotor operating under a series of fundamental operating conditions. The
fidelity of the surrogate model was maintained across all radial stations of the rotor
under both hovering and forward flight operating conditions.
5. One application that a surrogate model needed to be demonstrated relevant for was
that of design optimization. During the third scenario, a surrogate model was derived,
validated, and leveraged to undergo a design optimization of a rotor operating in a
series of fundamental operating conditions. To complete this optimization, a steepest
decent approach was taken where in surrogate model predictions were leveraged to
numerically compute the first derivatives of the cost function with respect to the parameters of interest. As such, this scenario provides a demonstration of how a domain
can be sparsely sampled such that a meaningful surrogate model can be generated for
optimization-based tasks.
6. Before the completion of this dissertation, one major concern with the application of
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a surrogate model for store separation was geometric and flow field complexity. While
previous results of this dissertation showed for smooth bodies, high-fidelity surrogate
models could be generated, for realistic applications of store separation stores will typically have complex geometries with sharp edges and lifting surfaces. Additionally,
often cases of interest for fixed-wing store separation involve supersonic operating conditions. As such, in this dissertation, a POD and CNN-based surrogate model was
generated for fixed-wing supersonic store separation. Results showed that with both
approaches, a high-fidelity distributed load prediction model could be obtained despite
the increased complexity of the domain.
7. During the application of POD and CNN-based surrogate models, key observations
were made. For one, there were significant deviations in inferencing cost between
deploying modal decomposition schemes and neural networks. The number of required
function evaluations required to produce a prediction with modal decomposition-based
surrogate models is equal to the number of modes retained. As such, surrogate model
trajectory predictions when deploying POD were always found in under a minute.
However, equivalent neural network-based trajectory predictions are required over an
order of magnitude greater amount of time on greater parallelized hardware. Driving
the increased inference cost was the large size requirements of the neural network once
deployed to CFD simulation data sets. Such data sets typically include a vast number
of required flow features to model all operating a various length and time scales. The
wide scope of features ultimately leads to large neural networks resulting in significant
inferencing costs.
8. The final demonstration scenario of this dissertation involved two sub-task of a store
operating in the wake of a rotorcraft. In the first sub-task, results demonstrated that a
highly accurate surrogate model could be derived for a pitching store in the wake of a
rotor. A particularly novel finding in this investigation was the fact that a POD-based
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surrogate model could be derived for not just accurate interpolation predictions, but
accurate extrapolations as well. Results thus indicated that a body’s distributed loads
when in wake of a rotor are largely dominated by growth and decay of key spatial
features rather than by translating or scaling surface flow features.
9. When observing the results for the launched store from rotorcraft, it was observed that
a POD-based surrogate model’s capabilities significantly deteriorate in comparison to
previous demonstration cases. The derived surrogate model was shown only capable of
providing an accurate representation of the store’s mean variation in distributed pressure and shear loads. The surrogate model struggled to provide detailed predictions of
the store’s distributed loads. However, level of fidelity obtained by the surrogate model
was identified to sufficient that accurate trajectory predictions would be obtained.
10. The root cause of modeling fidelity degradation was found to be a lack of interoperability of the low-energy POD modes. For the case of a store transversing through a rotor’s
wake, it was found that a sufficient range of variance was introduced into the data-set
such that low-energy POD modes no longer varied in an easily interpretable manner
from case to case. As such, for application to rotorcraft-based cases of store separation, it was deemed that further sampling of the domain is required for low-energy
POD modes to be meaningfully leveraged by the surrogate model. If greater sampling
were to be obtained, it is likely that mode variance between sampling cases can be
better interpreted allowing for a meaningful derivation of an interpolation model.
4.2 Future Work
While this dissertation was able to demonstrate the application of modal decomposition
and neural network-based surrogate models for a variety of configurations, there still remains
a significant amount of future work required to increase understanding of the application of
surrogate modeling to the field of store separation as a whole.
1. While results presented in scenario one showed high-fidelity predictions could be ob230

tained at a minimal computational expense, results were only demonstrated for a body
with smoothly varying topology. To further increase geometric complexity, in scenario
three bodies with sharp edges and lifting surfaces were considered. Results showed
that there was a significant increase in the complexity of surface load distributions,
such as transient flow separation lines, which resulted in a 4 times increase in the total
number of POD modes required to achieve similar fidelities between scenarios one and
three. It is likely that further increases in geometric complexity will result in an even
greater increase in the complexity of surface load distributions. As such, future studies
should expand upon these results to include higher fidelity store geometries. Stores
should also be considered with folding and collapsible surfaces.
2. The primary focus of this study was fixed-wing applications of store separation. As
such, a broad range of potential operating conditions were presented in this study,
ranging from subsonic to supersonic and even rotorcraft based applications of store
separation. However, the overall field of store separation expands well beyond what
this dissertation could feasibly investigate. Yet, it is likely many other subtopics of store
separation could equally benefit from the development of a data-driven surrogate model
for distributed load modeling. As such, further e↵ort should be expended investigating
trajectory predictions using modal decomposition and neural network-based surrogate
modeling over a wider scope of store separation. Cases such as torpedo separation
from ships, booster rocket separation, re-entry vehicle separation, cavity separation,
etc. should be characterized for either their increase or decrease in surrogate modeling
fidelity.
3. To emulate a turbulent flow field, both prescribed motion and store separation from
a representative rotorcraft were modeled. Results of this study clearly demonstrate
that typical dominant coherent flow features common to rotorcraft operation were
present, such as the rotor tip vortices. Furthermore, given that meaningful prediction
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for store trajectory was obtained while only modeling variation in mean integrated load
coefficients, it is likely that only these dominant coherent flow features are required
to accurately predict the store’s trajectory. However, for applications outside of store
navigation prediction. While results from this investigation were promising, future
studies should investigate the e↵ect increasing length and time scales present in the
training data set has on surrogate modeling fidelity by leveraging LES/DES/DDES
CFD simulations.
4. In this study, a significant amount of e↵ort was placed modeling store distributed loads.
For most of the scenarios presented in this dissertation, it was identified that truncation
of the freestream flow allowed for a great reduction in total computational cost while
still maintaining modeling fidelity. However, in the final demonstration scenario it was
determined that for application to rotorcraft-based store separation, only modeling
surface flows greatly limits the applicability of the surrogate model. In such cases, it is
possible that retention of information regarding the freestream flow field is required to
obtain a meaningful representation of the store’s surface flow. As such, future studies
should place a greater influence on modeling the o↵-body flow field through modal
decomposition and neural network-based surrogate models.
5. Throughout this study, it was identified that both modal decomposition and neural
network-based surrogate models had specific operating conditions under which each
modeling approach would be preferred. It was found that for datasets containing large
quantities of invariance POD can be leveraged to efficiently exact a low dimensional
subspace. For applications were invariance dominates flow features, such as the rotorcraft store separation cases, the POD algorithm struggles to comprehensively identify a
meaningful subspace. As was demonstrated via the application of CNN to shock wave
modeling, an NN-based approach can often take this invariance into account. Yet, this
gained modeling advantage occurs at the expense of a greatly increase training cost.
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As such, further e↵ort should be placed on identifying a practical surrogate modeling
approach that leverages the dimension reduction efficiencies of modal decomposition
schemes with the invariance modeling capabilities of neural networks.
6. In addition to deploying an autoencoder for store-distributed load modeling of rotorcraftbased store separation, future work should investigate as to whether or not DMD
provides modeling fidelity improvements over that of a POD-based surrogate model.
While DMD does provide a significant increase in rigor of deriving meaningful modes,
there are key advantages of the DMD algorithm which may allow for a more meaningful surrogate model to be derived. As the store is launched in the presence of the
rotor’s wake, there is a time the periodic influence of the wake on the store’s load
distributions. It is possible that through POD, the dissertation was not able to extract meaningful time dynamics and as such could only rely on the most dominant
spatial variance on the derived snapshot matrix. It is also possible that by deploying
a DMD model, underlying time dynamics can be leveraged to construct a meaningful
reduced representation of the store’s load distributions potentially providing frequency
information of the most dominant load distribution patterns on the store.
7. The focus of this dissertation is placed on the generation of a surrogate model for the
full distributed surface loads found on a store during separation. The approach of modeling surface loads was selected as it ultimately allows for a highly adaptable model
which can be leveraged for topics ranging from design optimization to controller training or even improved surface modeling for CFD. It was additionally demonstrated how
this surrogate model can be leveraged for trajectory predictions for subsonic, transonic,
supersonic, and rotorcraft applications. To help illustrate this concept, an overview
is presented in Fig. 4.1 a wherein S t is the current states, S t+1 is the updated states
computed by coupling surrogate model predictions with the equations of motion. However, for applications only focused on navigation clearly a method for controlling the
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store’s trajectory is required. Given the low computational cost associated with the
surrogate models generated in this study, one approach to incorporating such a controller is available via deep reinforcement learning. Deep reinforcement learning-based
control schemes have been shown to identify optimal control patterns for complex systems. However, the implementation of such modeling techniques requires the existence
of a high-fidelity model capable of providing several evaluations for each stage of the
learning process. By leveraging the surrogate modeling approaches discussed in this
dissertation, potentially a deep reinforcement learning-based approach may be feasibly
deployed to several complex cases of store separation. An overview of how the work
completed in this dissertation could be expanded to include store navigation is presented in Fig 4.1 b. In this figure, cheap evaluations produced through the surrogate
model are leveraged to efficiently train the network.
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(a) Trajectory Prediction

(b) Trajectory Control

Figure 4.1 a) Outline of how a surrogate model can be leveraged to update a state vector,
S t , such that a store’s trajectory can be obtained. b) Outline of how a surrogate model can
be leveraged to produce efficient evaluations required to train a deep reinforcement learning
model.
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