Abstract. We present a randomized misfit approach as a data reduction method for large-scale inverse problems via a novel randomization of the objective function. Derived using stochastic programming, the method may be understood as an application of a Johnson-Lindenstrauss transform or random projection to reduce the dimension of the data-misfit vector. Using large deviation bounds, it is shown that the solution of this reduced inverse problem with a significantly reduced data dimension is a discrepancy principle-satisfying solution to the original problem. The purpose of this paper is to develop a systematic framework for the application of random projections in the context of ill-posed inverse problems with large data sets and give theoretical insight into the efficacy. This randomized misfit approach permits the use of a large class of distributions from the extensive literature on random projections. In particular, we analyze sparse random projections which have additional data-reduction properties. We also provide a different proof for a variant of the Johnson-Lindenstrauss lemma. This proof provides intuition into the O(ε −2 ) factor. The main contribution of this paper is a theoretical result that shows the method efficacy is attributable to the combination of both Johnson-Lindenstrauss theory and Morozov's discrepancy principle. This result provides justification for the suitability of the proposed approach in solving inverse problems with big data. Numerical verification of theoretical findings are presented for model problems of estimating a distributed parameter in an elliptic partial differential equation. Results with different random projections are presented to demonstrate the viability and accuracy of the proposed approach.
1. Introduction
The randomized misfit approach for inverse problems
Consider the following additive noise-corrupted pointwise observational model d j = w (x j ; u) + η j , j = 1, . . . , N,
where the objective is to reconstruct the distributed parameter u given N data points d j , with N large. For a given u, the observations w (x; u) are obtained by solving a complex forward model, governed by PDEs. The location of an observational data point in an open and bounded spatial domain Ω is denoted by x j , and η j is assumed to be Gaussian random noise with mean 0 and variance σ 2 . Concatenating the observations, we rewrite (1) as
where F (u) := [w (x 1 ; u) , . . . , w (x N ; u)] is the parameter-to-observable map.
Although the forward problem is usually well-posed, the inverse problem is ill-posed. An intuitive reason is that the dimension of observations d is much smaller than that of the parameter u (which is infinite before discretization), and hence the observations provide limited information about u. As a result, the null space of the Jacobian of the parameter-to-observable map F is non-empty. For a broad class of inverse scattering problems in particular, the Gauss-Newton approximation of the Hessian is a compact operator and therefore its range space is effectively finite-dimensional [1, 2, 3] . The standard deterministic Tikhonov approach mitigates the ill-conditioning by adding a quadratic term to the cost function, so that our inverse problem may now be formulated as min · is a norm weighted by a regularization operator R. This method is representative of the classical non-statistical approach which does not typically account for the randomness due to measurements and other sources (though one can equip the deterministic solution with a confidence region by postprocessing-see, e.g., [4] and references therein). If the regularization term is replaced by the Cameron-Martin norm of u (the second term in (4) below), then Tikhonov solution is in fact identical to the maximum a posteriori (MAP) point of (4) [5, 6, 7, 8] . This point estimate, however, offers limited insight regarding the randomness inherent in the problem.
The Bayesian paradigm [7, 9, 10, 11, 12] allows for a systematic accounting of the ill-posedness and error uncertainty in inverse problems. Here, we seek a statistical description of all possible parameter fields that conform to some prior knowledge and are consistent with the observations. The Bayesian approach reformulates the inverse problem in the framework of statistical inference, incorporating uncertainties in the observations, the forward map F, and prior information into a probability distribution. The probability density is the solution to the Bayesian inverse problem. It requires specification of a likelihood model, which characterizes the probability that the parameter u could have produced the observed data d, and a prior model, which is problem-dependent and encodes all information regarding u before observations are made.
The additive-noise model (2) is used to construct the likelihood pdf which is expressed as
The prior is chosen to be the Gaussian measure µ := N (u 0 , C) where u 0 is a mean function and C is an appropriate covariance operator [7] . Here C is defined to be the inverse of an elliptic second-order differential operator with high-enough order to guarantee well-posedness [7, 13, 14] . We then discretize the prior, the forward equation, and the parameter u (yielding a finite-dimensional vector u ∈ R m ) through the finite element method (see [13, 14] for a comprehensive treatment) so that the finitedimensional posterior probability of u is given by Bayes formula as
where
. We then define the MAP point (or estimator) of (3) by
We note that the last term in (4) may be viewed as a Tikhonov regularization term, and subsequently the MAP point may be considered as a solution to the deterministic inverse problem with a regularization "inspired" by the prior. It is important to stress that the Bayesian solution provides more than a point solution. The Bayesian posterior encodes all possible solutions with an associated confidence (probability). For the purpose of this paper, we restrict ourselves to the MAP computation, in order to focus on methodology development in addressing the challenge of big data, i.e., large N .
The main idea of the paper is as follows. Let r ∈ R N be a random vector with mean zero and identity covariance, i.e. E r rr = I (equivalently, let r be the vector of N i.i.d. random variables ζ with mean zero and variance 1).
Then the misfit term of (4) can be rewritten as:
which allows us to write the objective functional in (4) as
We then approximate the expectation E r [·] using a Monte Carlo approximation (also known as the Sample Average Approximation (SAA) [15, 16] ) with n i.i.d. samples {r j } n j=1 . This leads us to define the following randomized inverse problem
For a reduced misfit vector dimension n N , we call this randomization the randomized misfit approach (RMA). The reduced data problem (5) may be solved using any scalable robust iterative optimization algorithm. For our numerical experiments in section 3 we choose an implementation of the state-of-the-art bound constrained trust region Newton-CG method [17] .
If we define the MAP point of (5) as
the optimal RMA cost as J n := J n (u n ), and the optimal true cost as J := J (u ), then we need to address the challenge of estimating the errors |J n − J | and u n − u as the sample size n increases. This is the subject of section 2.
A brief literature review and our contributions
Since [18] , the majority of randomized methods aimed at reducing the computational complexity of large-scale inverse problems focus on using the randomized SVD (RSVD) algorithm of [19] to generate truncated SVD approximations of the parameter-toobservable operator [20, 21, 22, 23] , the regularization operator [24, 25] , or the priorpreconditioned Hessian of the objective function [13, 26, 27, 28, 29] . The RSVD algorithm uses a Gaussian random projection matrix to produce a low-rank operator (the "sample matrix"). This operator is subsequently factored to generate an approximate SVD decomposition for the original operator A. Theoretical results in [19] guarantee the spectral norm accuracy of this approximation is of order σ k+1 (A) with a very high user-defined probability. Here k is equal to the reduced parameter dimension n plus a small number of oversampling vectors. Theoretical results known about the accuracy of an inverse solution (e.g., Proposition 2 in [30] , Theorem 1 in [22] ) to a problem approximated with a randomized method are derived using this result. A method referred to as source encoding is shown in [31] to be a fast, effective method for parameter estimation in the context of seismic inversion. Source encoding involves taking random linear combinations of sources to produce a randomized objective function, in an effort to reduce the computational complexity of an inverse problem with multiple sources. The work in [32] provides an explanation for the efficacy this method by showing that the method is equivalent to the SAA [15, 16] through a stochastic programming reformulation of the inverse optimization problem. Recently, the work in [33] shows that source encoding in its stochastic reformulation (and as a stochastic trace estimator method [34] ) is equivalent to an application of the random projection in [35] . This paper extends above work in many directions. The randomized misfit approach, in contrast with the aforementioned methods which typically reduce the parameter dimension through low-rank approximations, focuses on data dimension reduction. Our work extends to a much larger class of random projections than the distribution given in [35] . This class includes Gaussian random projections and very sparse random projections. We also offer an insight into why the reduced data dimension n is O(ε −2 ), where ε is the relative error of the randomized cost function. We build a theoretical foundation for why a small number of samples works well in the context of inverse problems. Moreover, we show the solution of the randomized problem is indeed a reasonable solution to the original problem. Although this result has been suggested with numerical results in the above-indicated papers, to our knowledge, a theoretical guarantee of solution viability has not been derived previously.
The two main theoretical contributions of this paper are: 1) we use large deviation theory and the stochastic reformulation of a general inverse optimization problem [32, 33] to show a version of the Johnson-Lindenstrauss embedding theorem [36, 37, 38] and 2) we discover that the efficacy of the randomized misfit approach is due to Morozov's discrepancy principle and large deviation theory acting in concert with each other. For the specific application of random projections to inverse problems, we prove that it is the combination of both effects that allows this method to work well, even with very small sample size n. Related methods [32, 33] note that the lower bounds on the reduced data dimension given by the current literature are pessimistic in practice. In particular, it is well-known that taking only a handful of randomly weighted combinations is surprisingly effective. In this paper, we present a discrepancy principle-based justification: it is the error inherent to inverse problems that allows for further reduction in the reduced data dimension offered by random projection theory. We stress here that the randomized misfit approach achieves overall data reduction, even in the case of problems with just one source. The approach does not take random combinations of sources as in [31, 32, 33, 39] but rather of the data-misfit vector itself.
The structure of the paper is as follows. Section 2 presents the theoretical analysis for the randomized misfit approach by deriving the large deviation bounds on the error for a broad class of distributions. The reduced data dimension is shown to be independent of the original dimension. This derivation leads to a different proof of a variant of the celebrated Johnson-Lindenstrauss embedding theorem. Using Morozov's discrepancy principle, Theorem 2 shows that the effective reduced data dimension is also bounded below by the noise in the problem. Therefore, the RMA solution is a guaranteed solution for the original problem with a high user-defined probability. Section 3 summarizes numerical experiments on a model inverse heat conduction problem in one-, two-, and three-dimensions. We compare the RMA solution obtained with four different distributions to the solution of the full problem. We also provide numerical support for Theorem 2.
2. An analysis of the randomized misfit approach (RMA)
For a given u in parameter space, it is clear that J n (u; r) in (5) is an unbiased estimator of J (u). It is also clear from the Law of Large Numbers that J n (u) converges almost surely to J (u). However, the efficacy of the randomized misfit approach lies in the exponential decay of its errors which, as shown below, is provided by large deviation theory.
We first show that errors larger than δ/2, for a given δ > 0, decay with a rate at least as fast as the tail of a centered Gaussian. That is, for some distribution in (5) we have
2 . for some c > 0 and some θ.
This rate is sufficient to guarantee the solution attained from the the randomized misfit approach is a discrepancy principle-satisfying solution for the original inverse problem as will be shown in Theorem 2. Inequality (7) is equivalent to the statement that P |J n (u; r) − J (u)| > δ 2 satisfies a large deviation principle with large deviation rate function I (δ) [40] .
The following proposition may be viewed as a special case of Cramér's Theorem, which states that a sample mean of i.i.d. random variables X asymptotically obeys a large deviation principle with rate I (δ) = sup k kδ − ln E e kX [40] . However we require the exact non-asymptotic bounds as derived here to show convergence of the RMA for n = O(1). Recall that a real-valued random variable X is θ-subgaussian if there exists some θ > 0 such that for all t ∈ R, E e tX ≤ e θ 2 t 2 /2 .
Proposition 1
The RMA error |J n (u; r) − J (u)| has a tail probability that decays exponentially in n with a nontrivial large deviation rate. Furthermore, if the RMA is constructed with r such that 2|J n (u; r) − J (u)| is the sample mean of i.i.d. θ-subgaussian random variables, then its large deviation rate is bounded below by c
for some c > 0.
Proof. Given r, define the random variable
By a standard Chernoff bound (see, e.g. [41] ), we have that the RMA tail error decays exponentially as
where I(δ) = max t tδ − ln E e tT (r;u)
is the large deviation rate. The second part of the proposition follows with c = 1 by bounding E e tT (r;u) in (9) and computing the maximum of tδ − θ 2 t 2 /2. A great number of distributions are known to be subgaussian, notably the Gaussian and Rademacher (also referred to as Bernoulli) distributions, and in fact any bounded random variable is subgaussian. One class of subgaussian distributions that offers theoretically verifiable data dimension reduction is the following.
Definition 1 ( -percent sparse random variables [37, 42] ) Let s = (10)
is a -percent sparse distribution.
Note that for = 0, ζ corresponds to a Rademacher distribution, and that = 2/3 corresponds to the Achlioptas distribution [35] . By inspection we have that E [ζ] = 0 and E [ζ 2 ] = 1, and thus draws from ζ can be used in the randomized misfit approach. Distribution (10) is well-suited for the randomized misfit approach: it is easy to implement, and the computation of the randomized misfit vector amounts to only summations and subtractions, adding a further speedup to the method. Increasing from s = 1 to s > 1 results in a s-fold speedup as only 1/s of the data is included.
The RMA method takes n random combinations from the N -dimensional misfit vector to form an n-dimensional misfit vector. Note that since each random combination has a different sparsity pattern, we effectively do not exclude any data, yet each computation requires only -percent of the data. MCMC-based sampling methods require the number of samples to be large to ensure accuracy. However, RMA is not an MCMC method for attaining the inverse solution. It is a Monte Carlo approximation of the cost function for large-scale inverse problems with a large data dimension, to be subsequently solved with any robust optimization algorithm. Additionally, the noise inherent in the problem, along with the large deviation principles make the probability of failure very small for moderate size n. This will be made rigorous in Theorem 2. The methods mentioned in section 1.2 rely on similar ideas to obtain accurate results with relatively few random vectors, most notably the RSVD algorithm [18] .
We note that for the distribution (10), 1 ≤ s < ∞, the random variable ζ distributed by (10) has † E e tζ ≤ e b 2 t 2 2
. So, we may use it in the following theorem. and X = r w. Then 
For 0 < t ≤
using (12) Then
, † Using the inequality (2k)! ≥ 2 k k! and the Taylor expansion around 0, we have that for t ∈ (0, 1] A sharper result can be obtained for RMA constructed with b-subgaussian random variables where b ≤ 1. Note that this includes the distribution (10) with s = 1 (Rademacher) and s = 3 (Achlioptas) by the above theorem. Following [38, (5) 
Computing the derivative, we have that f (t) attains a maximum at
Thus, we have
where we employed the Taylor expansion in the second equality, and in the last inequality c is some constant less than 1/4. Note that the last inequality holds for δ v 2 and taking 2θ 2 = v 4 concludes the proof.
The next theorem is our main result. It guarantees with high probability that the RMA solution will be a solution of the original problem under Morozov's discrepancy principle, for relatively small n. We first need the following lemma.
Suppose that r is distributed such that the large deviation rate of the RMA error is bounded below by c δ 2 2θ 2 for some c > 0 and θ = v 2 / √ 2. Given a cost distortion tolerance ε > 0 and a failure rate β > 0, let
Then with probability at least 1 − e −β ,
and hence,
Proof. The proof follows from setting δ = ε v 2 in (7).
This lemma demonstrates a remarkable fact that with n i.i.d. draws one can reduce the data dimension from N to n while bearing a relative error of ε = O (1/ √ n) in the cost function, where the reduced dimension n is independent of the dimension N of the data. This idea is the basis for data-reduction techniques via variants of the Johnson-Lindenstrauss Lemma in the current research area of random projections (see, e.g. [44, 45, 46] for examples of recent applications).
Unlike other applications of the Monte Carlo method, e.g. Markov chain Monte Carlo, in which n must be large to converge, n can be moderate or small for inverse problems, depending on the noise η in (2). In the following theorem we show this is possible via Morozov's discrepancy principle [47] . To avoid over-fitting the noise, from (1) one seeks a MAP point u such that |d j − w (
We say that an inverse solution u satisfies Morozov's discrepancy principle with parameter τ if
Theorem 2 Suppose that the conditions of Lemma 1 are met. If u n is a discrepancysatisfying solution for the RMA cost, i.e.,
for some τ ≈ 1, then with probability at least 1 − e −β , u n is also solution for the original problem that satisfies Morozov's discrepancy principle with parameter τ , i.e.
Proof. The claim is a direct consequence of (14) . We now in the position to show a different proof of the Johnson-Lindenstrauss embedding theorem using a stochastic programming derivation of the RMA. Following [48] , we define a map S from R n to R N , where n N , to be a Johnson-Lindenstrauss transform (or JLT) if
holds with some probability p = p (n, ε), where ε > 0.
Theorem 3 (Johnson-Lindenstrauss embedding theorem [36, 37, 38] ) Suppose that r is distributed such that the large deviation rate of the RMA error is bounded below by c δ 2 2θ 2 for some c > 0 and some θ. Let 0 < ε < 1, v i ∈ R N , i = 1, . . . , m, and n = O (ε −2 ln m). Then there exists a map F : R N → R n such that
Proof. The conditions of Lemma 1 hold, thus for a given v ∈ R N , note that (14) is equivalent to
Define F (v) := Σv. Inequality (16) is then a direct consequence of (17) for a pair (v i , v j ) with probability at least 1 − e − c 2 nε 2 . Using an union bound over all pairs, claim (16) holds for any pair with probability at least 1 − m −α if n ≥ c (2+α) ε 2 ln m. As discussed above, J n (u; r) is an unbiased estimator of J (u). It is therefore reasonable to expect that J n := min u J n (u; r) converges to J := min u J (u). The following result [16, Propositions 5.2 and 5.6] states that under mild conditions J n in fact converges to J . It is not unbiased, but is however downward biased.
Proposition 2 Assume that J n (u; r) converges to J (u) with probability 1 uniformly in u, then J n converges to J with probability 1. Furthermore, it holds that
that is, J n is a downward-biased estimator of J .
Stochastic programming theory gives a stronger characterization of this convergence. One can show that u n converges weakly to u with the rate of n − 1 2 . If J (u) is convex with finite value, then u n = u with probability exponentially converging to 1. See Chapter 5 in [16] for details. For a linear forward map F (u) = Fu, that is, J (u) is quadratic, we can derive a bound on the solution error using the spectral norm of F. 
where G := F ΣΣ F + C −1 1 2 , and n = O (ε −2 (2 + α) ln r).
Proof. The first assertion follows from (15) and the definition of u n (6), indeed
and the other direction is similar. For the second assertion, note that u and u n are solutions of the following first optimality conditions
Define ∆ := u − u n . An algebraic manipulation of (19) gives
Taking the inner product of both sides with ∆ we have
Then we can bound the left-hand side of (20):
To bound terms on right hand side of (20), we need the following straightforward variant of (17), i.e. ∀v ∈ R N and n = O (ε −2 ):
Using Cauchy-Schwarz inequality we have
where we have used (22) and definition of matrix norm. Next, combining (23) and (21) ends the proof. Note that for inequalities in (23) to be valid, it is sufficient to choose n, α, ε such that (22) is valid for m basis vectors spanning the column space of F, and hence n = O (ε −2 (2 + α) ln m) by the union bound. (18) is not a unique estimation. One can first rewrite J (u) and J n (u; r) as
Remark 1 The bound in
If Σ is a Johnson-Lindenstrauss transform, then S := Σ 0 0 I is also a JLT with the same parameters:
Applying [48, Theorem 12] , we conclude that with probability at least 1/3,
where λ min is the minimum nonzero singular value of
Numerical Experiments
In this section we evaluate the performance of the randomized misfit approach using four different distributions for r in (5). We also verify that the convergence is indeed O(1/ √ n) as guaranteed by Theorem 3. Lastly we verify Theorem 2. The distributions that we test with the randomized misfit approach are:
• Gaussian
• Rademacher
• Achlioptas
• 95%-sparse (s-sparse (10) There are a number of other distributions suitable for RMA in the current literature on Johnson-Lindenstrauss transforms that we do not consider, particularly the Subsampled Randomized Hadamard Transform of [49, 50] and its subsequent fast and sparse variants. These will be tested in future work.
For our model problem we consider the estimation of a coefficient in an elliptic partial differential equation. This Poisson-type problem arises in various inverse applications, such as the heat conductivity or groundwater problem, or in finding a membrane with a given spatially-varying stiffness.
For concreteness we consider the heat conduction problem on an open bounded domain Ω, governed by
where u is the logarithm of distributed thermal conductivity, w is the forward state (the map from log conductivity to temperature), n is the unit outward normal on ∂Ω, and Bi is the Biot number. Here, Γ R is a portion of the boundary ∂Ω on which the inflow heat flux is 1. The rest of the boundary is assumed to have Robin boundary condition. We are interested in reconstructing the distributed log conductivity u, given some temperature measurements w observed on Ω.
The standard H 1 (Ω) finite element method is used to discretize the misfit and the regularization operator. The synthetic truths that we seek to recover are a 1-D sinusoidal curve, a 2-D Gaussian on a thermal fin, and a cube with non-zero log conductivity values on a sphere in the center and semispheres in the opposing corners. Figure 1 shows representations of u truth on a mesh for these cases.
The synthetic noisy temperature observations are then generated at all mesh points through the forward model (24) . The misfit vector generated from 1(a) has data dimension N = 1025 (with 1% percent added noise), from 1(b) has data dimension N = 1333 (with .1% percent added noise), and from 1(c) has data dimension N = 2474 (with .2% percent added noise), respectively. The parameter fields are used to obtain noise-corrupted temperature data through the forward model (24) .
For the optimization algorithm we use a subspace trust region inexact Newton conjugate gradient method developed in [51, 17, 52, 53, 54] . The stopping criteria used is when either the Newton step size, cost function value, or norm of the gradient is below 10 −6 .
Convergence results
We first verify the convergence of the RMA cost J n (u 0 ) to the original cost J (u 0 ) for a fixed distributed parameter u 0 , using the model heat problem (24) . We choose a random u 0 from the prior distribution and construct the RMA cost J n (u 0 ) with the various random projections listed above. Since u 0 lives in high-dimensional space R m , where m is the number of finite element nodal values, for the purpose of visualization Figure 2 shows plots of the RMA costĴ n (κ) := J n (u 0 + κs) in a direction s := ∇J (u 0 ) for the 3D example. For each of the random projections tested we observe convergence ofĴ n (κ) toĴ (κ) as n increases. More importantly, for all distributions, the minimizer ofĴ (κ) is well-approximated byĴ n (κ), even for n small, thus verifying Theorem 2. The plots for the 1D and 2D examples are similar and thus omitted (see http://users.ices.utexas.edu/~ellenle/RMAplots.pdf).
Theorem 4 states that u n , the minimizer of J n , and the minimum objective function value J n converge at the same rate, given by the distortion tolerance ε, but with different constants. Figure 2 illustrates how an RMA solutionû n may converge quickly toû , although convergence of the minimum valueĴ n (û n ) toĴ(û) can be slow due to the different constant. To test this hypothesis at the actual minimizer u n , we plot the error of the RMA MAP point u n and its corresponding optimal value J n in Figure 3 for the 3D example and different random projections ‡. Both the absolute errors |J n − J | and u n − u and normalized errors |J n − J |/|J | and u n − u / u are shown, and a reference curve 1/ √ n is plotted to show the convergence rate is indeed 1/ √ n for both u n and J n . However as can be seen, the absolute error of u n is orders of magnitude smaller than J n for all considered random projections.
The results of minimizing the RMA cost with different n in the 1D, 2D, and 3D example are shown alongside the true MAP estimate u in Figures 4, 5 and 6 . The figures shown are results with r distributed by the Achlioptas distribution (66% sparse). We see that the original MAP point u is well-approximated by the RMA solution u n in all cases with 50 ≤ n ≤ 100.
In a different experiment, we consider a 3D example in which only surface observations are available. The parameters are the same as the problem in Figure 1 (c) but the data are now obtained from 901 observations on the surface of the cube (except the bottom surface), and the truth log conductivity is non-zero within the sphere of radius 0.5 centered at the origin as seen in Figure 7 . Figure 8(d) shows the original MAP estimate u . Compared to the above example the recovery is poorer, but this is expected due to having less observational data. Our interest however is in reducing the data dimension while recovering a reasonable MAP estimation. Subsequently, we compare the RMA MAP point u n to the true MAP point u (a minimizer of J). The ‡ Again, similar results have been obtained for the 1D and 2D examples and are omitted here. results in Figure 8 show the RMA solutions u n as n increases. As can be seen, with n = 150, i.e. a 6-fold reduction in the data dimension, the RMA approximation u 150 is still a good approximation to the original MAP solution u . Table 1 presents results for solving the model problem for the 1D, 2D, and 3D examples with Morozov's criterion, again using the Achlioptas random projection in the randomized misfit approach. We perform several numerical experiments and choose an n for each example such that Morozov's principle is met for J n (u n ) with τ ≈ 1. We then compute the corresponding ranges for τ that are guaranteed with probability at least p ≥ 1 − e −β , after choosing an acceptable cost distortion tolerance of ε = 0.5 and β as large as possible from (13) . As can be seen, evaluating J (u n ) gives a τ within (f) n = 600 Figure 4 . 1D elliptic PDE example: convergence of u n to u as n increases. The Achlioptas random projection (66% sparse) is used for Σ and the original data dimension is N = 1025.
Verification of Theorem 2
the specified range, which satisfies Morozov's criterion. That is, even for moderately small values of n, if the discrepancy principle is satisfied for J n (u n ), then the discrepancy principle is also satisfied for J (u n ). Thus u n is a discrepancy principle satisfying solution for both the randomized reduced data dimension problem (5) and the original problem (4). 
Conclusions and future work
We have presented a randomized misfit approach as a general framework for reduction of the data dimension in large-scale inverse problems. The method builds on recent efforts to reduce the computational complexity of large-scale inverse problems via randomization, but applies the random reduction directly to the data misfit vector. Any subgaussian distribution guarantees the solution obtained from the randomized misfit approach will satisfy Morozov's discrepancy principle with a low failure rate (that decays exponentially with respect to the reduced dimension n). By a stochastic approximation, we have shown that the method is equivalent to applying a random projection to the data misfit vector. This leads to a different stochastic programming-based proof (up to a constant) of a Johnson-Lindenstrauss lemma variant proved previously (see, e.g. [55, 56] for proofs based on combinatorics and communication theory, respectively). Our connection provides two main theoretical insights. The first is intuition into the numerical accuracy of previous work that uses a surprisingly small reduced data dimension n using Morozov's discrepancy principle. These methods may be understood as random projection methods, for which this highaccuracy dimension reduction property is well-established and drives an active area of research in computer science and machine learning. The second is an intuition into the ubiquitous O(1/ √ n) factor in Johnson-Lindenstrauss transforms (a rate shown to be tight by [55] ) using a Monte Carlo framework. The focus of this work is on the presentation and analysis of the method. We presented results for a medium size (N = O(10 3 )) synthetic example in 1D, 2D, and 3D with four different distributions for numerical justification of theoretical results and Figure 8 . 3D elliptic PDE example with surface observations: convergence of u n to u as n increases. The MAP solution is nearly approximated with an RMA reduced data dimension of n = 150 (a 6-fold reduction from the N = 901 observational data points on the surface). The Achlioptas random projection (66% sparse) is used for Σ.
illustration of the method. Future work will apply the method to larger problems with big data, e.g. time dependent data governed by complex forward models, and extend it to a Bayesian framework. Our results are valid for nonlinear inverse problems with the exception of part (ii) in Theorem 4 (which only applies to linear forward models). We expect such a result is also true for nonlinear inverse problems, and this is under investigation. Combining dimension reduction and uncertainty quantification is the broader focus of our current research towards developing scalable methods for largescale inverse problems in high-dimensional parameter space with big data.
