Many recent papers considered the problem of multivariate integration, and studied the tractability of the problem in the worst case setting as the dimensionality d increases. The typical question is: can we find an algorithm for which the error is bounded polynomially in d, or even independently of d? And the general answer is: yes, if we have a suitably weighted function space.
Introduction
Many papers over the past decade have considered the problem of integration over the d-dimensional unit cube,
in the worst case setting for functions f in the unit ball of some reproducing kernel Hilbert space. Stated broadly, the central question addressed in those papers has been: how does the nth minimal error (that is, the worst case error for the most economical algorithm that uses only n function values) change as n and d increase? The dependence on n is determined by the definition of the norm in the Hilbert space, and more particularly, by the assumed smoothness of the functions in the space. Often, and again in this paper, f is assumed to have all its mixed first derivatives in an L 2 space, in which case the best possible result (even in dimension d = 1) is not better than order n −1 . For the dependence on d, it is by now well known that, in the classical spaces in which all of the d variables are treated equally, the nth minimal error grows exponentially in d, i.e., the problem is intractable, see [17] . On the other hand, in the weighted spaces introduced by [23] , or in the spaces with finite-order weights introduced in [5] , the worst case error is bounded independently of d or is polynomially dependent on d under suitable conditions on the weights.
There are important computational problems defined on spaces of functions with infinitely many variables, d = ∞. These include path integrals that are important in quantum physics and chemistry, see, e.g., [2, 3, 9, 10, 27] , and in financial mathematics, see, e.g., [6, 8, 15] . This is why in this paper, instead of taking d finite and then letting it go to infinity, we first consider functions with a countably infinite number of variables, that belong to a particular reproducing kernel Hilbert space. The reproducing kernel in this Hilbert space is built from a standard 1-dimensional reproducing kernel K(x, y) = min(x, y), by forming weighted sums of products. Initially we consider product weights, as in [23] ; later we consider finite-order weights, as in [5] . We assume in the first part of the paper that the weights are such that the resulting sum converges point-wise, thus even for d = ∞ we have a separable reproducing kernel Hilbert space. For this space, the limit of d-variate multivariate integration with respect to the Lebesgue measure exists as d approaches infinity, and is a continuous linear functional. Therefore we do not need to define an infinite dimensional measure and integrals on the Hilbert space for d = ∞.
We assume that point evaluation of our integrands is possible only at points with finitely many non-zero components. Moreover, we assume that the cost $(k) of a single point evaluation depends on the number k of non-zero components of the point. It seems reasonable that function evaluation at a point with 1,000 non-zero components is more expensive than evaluation at a point with only a handful of non-zero components, thus we assume that $(k) is a non-decreasing function of k. On the other hand, the nature of the dependence of $(k) on the number of non-zero variables k could be very different in different applications, thus we allow considerable flexibility in the choice of the cost function $.
We obtain in this paper both upper and lower bounds on the worst case ε-complexity (that is, on the minimal cost of all algorithms whose worst case errors are at most ε), and provide conditions for polynomial tractability and weak tractability. (Polynomial tractability means that the ε-complexity is bounded polynomially in ε −1 ; weak tractability means that the ε-complexity is not an exponential function of ε −1 .) After establishing the setting in Section 2, we explore the particular case of product weights in Section 3. To obtain upper bounds on the worst case ε-complexity, we construct two alternative classes of algorithms which we call the fixed dimension and changing dimension algorithms. In the fixed dimension (or FD) algorithm, f is evaluated only at points whose first d components (at most) are non-zero, for some value of d. In this case the algorithm finds an appropriate value of d, depending on the required accuracy ε. In the changing dimension (or CD) algorithm, f is evaluated at a finite number of points each of which has finitely many non-zero components specified by a finite subset u of the natural numbers, with the choice of the family of subsets determined by the weights associated with each subset. In both the FD and CD algorithms we then apply the componentby-component (CBC) algorithm for randomly shifted lattice rules of [22] . Since the CBC algorithm was developed for a fixed dimension d, its use in connection to the FD algorithm is straightforward. For the CD algorithm, where integrand values are used for some finite number of subsets u of the natural numbers, the CBC algorithm is applied separately for each choice of the subset u.
The lower bounds on the worst case ε-complexity are obtained by general arguments. We use the fact that, in general, finite cost does not allow us to obtain information about the behavior of integrands with respect to some components. This leads to a lower bound in terms of the cost function, and allows us to find sometimes sharp estimates on the worst case ε-complexity. We provide conditions on tractability, and illustrate the results for three families of product weights and two families of cost functions $(k) (one polynomial in k, the other geometric).
In Section 4 we study finite-order weights. For finite-order weights of order ω, each function is a sum of functions that depend on at most ω variables. In contrast to the product weight case, it turns out that the cost function $ plays a minor role for upper bounds. The reason is simple: function evaluations at points with more than ω non-zero components are never used. For $(k) = Ω(k s ) with a positive s, we provide necessary and sufficient conditions for polynomial tractability and weak tractability.
In Section 5, we extend the treatment to more general integration problems. Specifically, more general reproducing kernels are considered; the domain on which the integration takes place is generalized to D ∞ , where D ⊆ R may be bounded or unbounded; the 'anchor' point at which the inactive variables are fixed is allowed to be any real number a, instead of just zero; and the integration problem is allowed to be weighted, with a weight function of product form. While most of the results extend in a natural way to this generalized case, the extension has one new feature, namely that in some cases the Hilbert spaces we consider are not reproducing kernel Hilbert spaces, since function evaluation might be ill-defined for some points in the domain D ∞ . Yet we are still able to use much of the machinery as before to analyse the integration problem, since in all our function evaluations we assume that the number of components whose values are different from the anchor value a is finite, and such function evaluations are well defined and continuous.
Other studies of tractability of the integration problem for functions with an infinite number of variables have been done in, e.g., [1, 16, 20, 25] , with the first two considering varying cost of function evaluations. More precisely, in [1] sample points are functions from increasing subspaces H j ⊂ H j+1 , j = 1, 2, . . . , and the cost of computing f (x) equals the dimension of the smallest subspace H j containing x. The paper [16] uses similar model assumptions to those in the current paper, for the special case $(k) = k. Moreover, [16] considers only reproducing kernel Hilbert spaces and does not provide constructive algorithms.
The Setting
In this section we define basic notions used in this paper: integration of functions of infinitely many variables from a weighted Sobolev space, the cost of sampling the function, algorithms, complexity and tractability.
Function Space
We consider functions from a reproducing kernel Hilbert space which resembles the standard Sobolev space that is often considered for functions of finitely many variables. We begin with D = [0, 1] and the reproducing kernel
Let H(K) be the corresponding reproducing kernel Hilbert space. That is, H(K) is the Hilbert space of absolutely continuous functions f : D → R vanishing at 0 with f ∈ L 2 (D), whose inner product is given by
We define the reproducing kernel Hilbert space of functions of infinitely many variables in terms of its kernel. Let u be a finite subset of N := {1, 2, . . . }, and let γ = {γ u } u⊂N be a given set of nonnegative numbers γ u that are called weights. We assume that γ ∅ = 1 and
Consider the following reproducing kernel
where
with the empty product defined to have the value 1. Since K(x j , y j ) ∈ [0, 1], we note that K γ is well defined due to (1) . The reproducing kernel Hilbert space
Here, x u = (x j ) j∈u is a vector with |u| components, and (x u ; 0) denotes the vector y = (y 1 , y 2 , . . . ) with y j = x j if j ∈ u and y j = 0 otherwise. Moreover, ∂ |u| /∂x u is a simplified notation for j∈u (∂/∂x j ). The norm in H γ is given by f Hγ = f, f 1/2 H γ , as usual. Hence, functions from H γ are once differentiable with respect to all variables, and their mixed derivatives are square integrable.
If γ u = 0 for some u then we assume that
and interpret 0/0 = 0. In particular, if γ u = 0 for all non-empty u then H γ consists of constant functions and f Hγ = |f (0)|.
For a finite subset u, let H(K u ) denote the Hilbert space with the reproducing kernel K u . Of course, H(K ∅ ) = span{1} and for u = ∅ the inner product in
For non-empty u, a function in H(K u ) vanishes whenever x j = 0 for some j ∈ u. Thus the function f ≡ 1 does not belong to H(K u ). Therefore the spaces H(K u ) and H(K v ) are orthogonal for u = v. This means that an arbitrary function f ∈ H γ has a unique orthogonal representation
. Each function f u depends only on the variables with indices in u. To stress this fact we write
The decomposition in (2) is just the infinite dimensional generalization of the anchored decomposition discussed, for example in [13] , with anchor at the origin. Obviously,
The space H γ is the direct sum of spaces H(K u ),
, where U := {u : |u| < ∞ and γ u > 0}.
Integral
For f ∈ H γ we are interested in approximating the integral
We have
with the representer h ∞ from H γ given by
We also have
We stress that h ∞ is well defined and h ∞ H γ < ∞, again due to the assumption (1).
Algorithms
We assume that we can compute f (x) only for x with finitely many nonzero components, i.e., for x = (x u ; 0) for some u with finite cardinality. We also assume that for each f ∈ H γ and u, the cost of computing f (x u ; 0) is equal to $(|u|) for a given cost function
where N 0 := {0} ∪ N = {0, 1, 2, . . .}. We assume that $ is non-decreasing. Examples of the cost function include
It seems natural to claim that the cost of computing f (x), for x = (x u ; 0), should be at least equal to |u|. If so, then the parameters s and r should be chosen such that s ≥ 1 and r ≥ sup k≥2 exp(ln(k)/k) = exp(1/e) = 1.4422 . . . . However, we do not impose restrictions on s and r since we want to see how the results depend on the full range of s and r. In particular, we want to know what happens if s = 0, i.e., when the cost is independent of the number of variables. In any case, it is up to the reader to select s and r. Without loss of generality
1
, we consider linear algorithms of the form
for some integer n, sets u i of finite cardinality, real numbers a i , and points (x (i)
The cost of the algorithm Q is then defined by
whereas the worst case error of Q is defined by
This implies that e(Q; H
γ ) = I ∞ − Q = h ∞ − n i=1 a i K γ ((x (i) u i ; 0), ·) H γ and e(Q; H γ ) = h ∞ 2 H γ − 2 n i=1 a i h ∞ (x (i) u i ; 0) + n i,j=1 a i a j K γ ((x (i) u i ; 0), (x (j) u j ; 0)) 1/2 .
Tractability
The (worst case) ε-complexity is defined as the minimal cost among all algorithms with errors not exceeding ε, i.e.,
We say that the integration problem I ∞ is weakly tractable iff
This means that comp(ε;
. If the integration problem I ∞ is not weakly tractable then we say that I ∞ is intractable.
The integration problem I ∞ is said to be polynomially tractable iff there are nonnegative numbers C and p such that
The tractability exponent p * is the infimum of p satisfying (4). It is easy to see that p * ≥ 1 if at least one γ u is positive for a non-empty u. Indeed, it is well known that for functions f (x) = f u (x u ) with f u ∈ H(K u ) corresponding to a positive γ u , the minimal worst case error of algorithms using n function values is of order at least n ), and therefore p * ≥ 1. These definitions are similar to tractability definitions for multivariate problems defined on spaces of functions of finitely many variables. The reader may consult [18] for motivation and history of tractability studies.
Product Weights
In this section, we assume that γ is a set of product weights, that is,
for some nonnegative numbers γ j with j ∈ N. We always assume that at least one γ j is positive. Observe that we now have u : |u|<∞ γ u = ∞ j=1 (1 + γ j ), and (1) holds iff
Hence, in this section we assume that (5) holds. For product weights, K γ and H γ have the tensor product form
We provide two specific algorithms with error at most ε. Their costs yield upper bounds on the ε-complexity and sufficient conditions for tractability. Then we provide a lower bound on the ε-complexity and necessary conditions for tractability.
Fixed Dimension Algorithm
In this subsection, we use n function values for points for which at most the first d components are nonzero. Therefore the cost of such algorithms is at most n · $(d). We then choose d and n such that the error is at most ε. More precisely, for given d and a prime number n, we consider the fixed dimension algorithm, for short the FD algorithm, of the form
where the points t
In the general formulation (3), this corresponds to restricting each u i to the set {1, 2, . . . , d}. Let
Then we have
The points t (i) are (randomly-shifted ) rank-1 lattice points obtained from the componentby-component (CBC) algorithm, see e.g., [22] . We know from [4, 11] that (there exist shifts for which)
for all λ ∈ (1/2, 1]. Here and elsewhere in the paper, ζ stands for the Riemann zeta function,
We estimate the error between I ∞ and Q
To estimate the first term, we use the representers of I ∞ and I d to obtain ). This leads to
Hence the worst case error of Q
To guarantee that the error is at most ε, we choose d and n in such a way that the first term in the upper bound is at most (1 − t) ε 2 and the second term is at most t ε 2 for some t ∈ (0, 1). The choice of t will depend on the weights γ j and the cost function $.
Let tail γ (d) be the tail and decay γ be the decay of the weights γ defined as
Clearly, decay γ ≥ 1 due to (5), and
Moreover, tail γ is non-increasing and lim d→∞ tail γ (d) = 0. We now define tail
For t ∈ (0, 1),
Such d(ε) exists since tail γ (d) goes to zero and B γ,d goes to B γ as d tends to infinity, with
Thus
We choose λ such that
Finally we choose
Here, nextprime(x) is the smallest prime n ≥ x. It is known that for any x > 1 there is a prime number between x and 2 x , so that x ≤ nextprime(x) ≤ 2 x . We summarize the above analysis in the following theorem.
, and let λ satisfy (12) . The FD algorithm Q FD given by (6) , with d and n given by (9) and (14), and with the sample points t
being randomlyshifted rank-1 lattice points obtained from the CBC algorithm, has error at most ε and cost bounded by
γ , and B γ are given by (13) , (8), and (10), respectively. Note that we have omitted the combinatorial cost of the summation of function values, which is of order n, as well as the cost for the CBC construction of n points with d variables, which is of order n ln(n) d, see [19] .
We illustrate the theorem for three families of weights and two cost functions. The computational details needed in these examples are given in the appendix.
Then decay γ = 1 and therefore λ = 1. We now have
Hence the integration problem I ∞ is polynomially tractable with the tractability exponent
and obtain for ε → 0 that
Hence the integration problem I ∞ is weakly tractable if 2/(α − 1) < 1, i.e., if α > 3. For α ∈ (1, 3] we cannot claim anything about tractability of I ∞ . We shall see later through the analysis of lower bounds that the problem is indeed intractable for α ∈ (1, 3] . Now let $(k) = r k with r > 1. We take t = ε 2 and obtain for ε → 0 that
(1 + o (1)) .
Observe that the upper bound on the complexity is now the doubly exponential function, and we cannot claim anything about tractability of I ∞ . As we shall see later, the integration problem I ∞ is indeed intractable for α ∈ (1, 3] . It is never polynomially tractable, and it is an open problem if it is weakly tractable for α > 3.
Then decay γ = β and λ ∈ (max(1/2, 1/β), 1]. We now have
with s ≥ 0. We take, say, t = 1/2 and obtain
.
Hence the integration I ∞ is polynomially tractable with the tractability exponent
since we can take λ arbitrarily close to max(1/2, 1/β). Hence, for s = 0 and β ≥ 2, we obtain the minimal tractability exponent p * = 1. Also for s > 0 and large β, the tractability exponent p * is close to 1. On the other hand, for fixed β the upper bound on the tractability exponent goes to infinity with s. We shall study in the next section an algorithm that avoids this bad property.
Next consider $(k) = r k with r > 1. We take t = ε 2 and obtain for ε → 0 that
Hence the integration problem I ∞ is weakly tractable if β > 3. As we shall see later, with another algorithm we obtain even polynomial tractability for all β > 1.
Then decay γ = ∞ and λ ∈ (1/2, 1]. We now have
with s ≥ 0, we take t = 1/2 and obtain
Hence, the integration problem I ∞ is polynomially tractable with the minimal tractability exponent p * = 1. Note that the parameter s of the cost function affects now only the power of ln(1/ε).
For $(k) = r k with r > 1, we take again t = 1/2 and obtain
Hence, for large r or for q close to 1, the upper bound on p * is large, and goes to infinity as r goes to infinity or q goes to 1. As we shall see later, this bad property does not hold for the algorithm that follows.
Changing Dimension Algorithm
In this subsection, we propose a more general algorithm that uses function values with a varying number of nonzero components. We shall see that this will sometimes yield a more efficient algorithm than the FD algorithm studied in the previous subsection. We first note that the decomposition (2) can also be expressed as the anchored decomposition
This formula for f u is established in Theorem 1 of [13] for the finite dimensional case, and the infinite dimensional case follows by taking the limit as d → ∞. Since x u has only finitely many nonzero components, the last formula allows us to evaluate f u (x u ) by computing at most 2 |u| function values f (x v ; 0) with the cost at most |u| =0
|u| · $( ). For finite subsets u ⊂ N and f ∈ H γ , let
We consider the changing dimension algorithm, for short the CD algorithm,
with finitely many nonzero values of n u that will be specified later.
We choose n u such that the error of Q CD is at most ε. For n u = 0, Q n u ,u ≡ 0 and
For n u > 0, we use the CBC algorithm to obtain the (randomly-shifted) lattice points t
u . For prime n u it can be derived from the results in [4, 11] that for all λ ∈ (1/2, 1] we have
Using 1/(n − 1) ≤ 3/(n + 1) for n ≥ 2, we now overestimate both (22) and (23) by
Since the last estimate holds for all u, we have
We choose the parameters n u assuming that decay γ > 1, that is, we now assume that
For such a, we rewrite the last error bound as
We define n u = n u (ε) as 0 or the smallest prime number such that γ
This implies that
so that the worst case error of Q CD is indeed at most ε. Next we discuss the cost of Q CD . We can assume that the weights are ordered,
Then γ u ≤ |u| j=1 γ j for all u, and each γ u goes to zero super-exponentially as |u| goes to infinity. With the presence of γ u in n u , for fixed λ ∈ (1/2, 1] there is a guaranteed decay of n u as |u| gets larger, since γ aλ u eventually overcomes the exponential factor C |u|λ λ . This ensures that there are only finitely many nonzero values of n u . More precisely, the decay of weights yields
The cost of Q CD is given by
Since $ is non-decreasing, we have
We now use (25) with the estimate nextprime(k) ≤ 2k for k ∈ N, and obtain
Moreover, we have
We summarize the analysis of the algorithm Q CD in the following theorem.
given by (20) , with n u given by (25) , and with the sample points t
being randomly-shifted rank-1 lattice points obtained from the CBC algorithm, has error at most ε and cost bounded by
where Γ 1−a , C λ , L, and M are given by (24) , (23), (26), and (27) , respectively.
We now illustrate the theorem with the same weights and cost functions as before. Again, the computational details are given in the appendix.
Example 1 (continued). For the weights γ
−α with α > 1, we have decay γ = 1, and Theorem 2 is not applicable. In this case we have only the FD algorithm.
Example 2 (continued). For the weights γ
with β > 1, we have decay γ = β and we can use Theorem 2. Furthermore, for a ∈ (0, 1 − 1/β) we have
For any z > 1 we can estimate M by
Using this in the upper bound of Theorem 2, we obtain
For both cost functions we thus obtain
, where λ ∈ (1/2, 1], z > 1 and a ∈ (0, 1 − 1/β), and the factor in the O notation is independent of ε −1 but depends on all of λ, z and a, and tends to infinity as one of the parameters tends to its limiting value. Hence I ∞ is polynomially tractable with the tractability exponent
Let us compare the FD and CD algorithms. For
, both algorithms yield polynomial tractability of the integration problem I ∞ . However, they provide different bounds on the tractability exponent. The upper bound on the exponent is smaller for the FD algorithm if β ≥ 2 and s < 1, whereas the upper bound is smaller for the CD algorithm for s ≥ 1. For $(k) = r k , the FD algorithm yields only weak tractability of I ∞ if β > 3, whereas the CD algorithm always yields polynomial tractability of I ∞ .
Example 3 (continued). For weights γ j = q j with q ∈ (0, 1), we have decay γ = ∞ and
We can now estimate M by
Substituting this into the upper bound of Theorem 2, we obtain , they both yield polynomial tractability with the minimal exponent, and there is not much difference between them in this case. However, for the second cost function, $(k) = r k , the FD algorithm yields polynomial tractability with the exponent at most 1 + 2 ln(r)/ ln(1/q) which is larger than 1, whereas the CD algorithm still yields the minimal tractability exponent. So, the cost of CD algorithm is smaller than the cost of FD algorithm by a factor of ε −2 ln(r)/ ln(1/q) .
Lower Bounds
In the previous subsections, we presented upper bounds on the complexity obtained by the fixed and changing dimension algorithms. We now obtain lower bounds on the complexity and compare how much they differ from the upper bounds obtained before. 
where tail
γ is defined by (8) , and G −1
Proof. Take an arbitrary algorithm Q whose cost is at most N . We may assume that Q is linear and has the form (3), which we may rewrite in the form
where U Q = {u : |u| < ∞ and n u > 0}. Let J Q := u∈U Q u denote the set of indices for which function values of the corresponding variables are used by the algorithm Q. Since
Clearly, c > 0, f * ∈ H γ and f * H γ = 1. Note that f * is a linear combination of univariate functions whose variables x j are not used by the algorithm Q. Therefore f * (x (i) u , 0) = 0 for all u ∈ U Q , and Q(f * ) = 0. We have
Since |J Q | ≤ G(N ) and the weights γ j are ordered, we have
Since this estimate holds for all linear algorithms Q with cost at most N , then it also holds for e γ (N ), as claimed. The last step is easy. If
We now specify the lower bound on the complexity by continuing the three examples, again with details provided in the appendix.
Substituting (29) and (15) into Theorem 3 yields for ε → 0 that This shows that the integration problem I ∞ is intractable for α ∈ (1, 3] , is weakly tractable for α > 3, and is never polynomially tractable. Now consider $(k) = r k with r > 1. We have
where µ r = 1/(r − 1) . Substituting (31) and (15) into Theorem 3 yields
Hence, for α ∈ (1, 3] we have 2/(α − 1) ≥ 1 and the integration problem I ∞ is intractable. For α > 3, the lower bound on the complexity means that the integration problem I ∞ is not polynomially tractable but it may be weakly tractable. Since the FD algorithm does not supply a weakly tractable bound in this case, we do not know whether I ∞ is indeed weakly tractable. 
Again, this lower bound is trivial for s = 0. Comparing this lower bound with the upper bounds provided by the FD and CD algorithms, see (18) and (28)
For $(k) = r k , Theorem 3, (17) and (31) yield
This corresponds to the previous cost function with s ≥ 1. Comparing this lower bound with the upper bound provided by the CD algorithm, see (28), we conclude that the integration problem I ∞ is polynomially tractable with the tractability exponent
Example 3 (continued). Let γ j = q j with q ∈ (0, 1). Theorem 3 yields that for both cost functions the complexity is bounded from below by at best a power of ln(1/ε). This is a weak bound since we already know that the complexity is lower bounded by ε −1 . However, it does not really matter since we know that for both cost functions the CD algorithm yields polynomial tractability of I ∞ with the minimal tractability exponent 1.
For the benefit of the reader, we briefly summarize the tractability results obtained in this section for product weights and cost functions studied in the three examples. • Consider the cost function $(k) = r k with r > 1.
It is open if I ∞ is weakly tractable for α > 3.
with β > 1. Then I ∞ is polynomially tractable with the tractability exponent
The upper bound can be achieved by the CD algorithm.
-Let γ j = q j with q ∈ (0, 1). Then I ∞ is polynomially tractable with the minimal tractability exponent p * = 1. This can be achieved by the CD algorithm.
Finite-Order Weights
In the previous section we studied product weights. Here, we consider finite-order weights of order ω, with ω ≥ 1, which are defined by
Finite-order weights were defined in [5] for spaces of functions with finitely many variables, and they proved to be very useful for obtaining tractability of many linear and nonlinear multivariate problems. Note that in our case there may be infinitely many positive weights γ u even if ω = 1.
Since we have a countable number of positive weights γ u and since their sum converges, we can arrange them in non-decreasing order. Let {γ u j } ∞ j=1 = {γ u } u : |u|<∞ be such that γ u j ≥ γ u j+1 for all j. Clearly such an ordering might not be unique; we may arbitrarily assign an ordering when there is a tie. To omit the trivial case, we assume that at least one γ u is non-zero for |u| > 0.
Similarly to the product weights case, let tail γ,fo and decay γ,fo be the tail and the decay of the finite-order weights, i.e., Since ∞ j=1 γ u j = u : |u|<∞ γ u < ∞, we have decay γ,fo ≥ 1 and lim d→∞ tail γ,fo (d) = 0. We shall see that the cost function $ does not play a major role in the upper bounds of complexity. The reason is simple: for finite-order weights we never use function values with more than ω nonzero components. On the other hand, the cost function $ does play a role in our lower bounds. We will prove that, for $(k) = Ω(k s ) with s > 0, polynomial tractability holds iff decay γ,fo > 1.
Note that for the special case $(k) = 1 for all k, we can use the FD algorithm, as in (6) of Section 3.1, with arbitrarily large d but instead of obtaining n points t (i) by the CBC algorithm we now specify them differently. Using the averaging argument for the square of the worst case error with respect to n points t Proof. (of Theorem 5) As a preliminary step, note that for finite-order weights of order ω, any function f ∈ H γ can be written as f = u : |u|≤ω f u with f u ∈ H(K u ). Corresponding to the ordering of the finite-order weights {γ u j } ∞ j=1 , this can be expressed as
where each f u j can be computed using the explicit formula
Thus the cost of computing f u j (x u j ) for |u j | ≤ ω is the cost of at most 2
Proof of (a). We propose to approximate
for some real numbers a u j ,i and points t
. Moreover, we assume that only finitely many n j may be positive.
As we already mentioned, it is well known that the nth minimal worst case error of integration for the space H(K) of univariate functions is of order n for some positive c. By a relabeling of the variables, for each j we may consider f u j as a function of m = |u j | variables, with m ≤ ω, and therefore conclude that for any δ ∈ (0, 1) there exists a positive c δ independent of u j and n j such that
Hence, arguing as in (21), the worst case error of the algorithm Q satisfies
We now minimize the right-hand side of (34) with respect to the choice of n j under the assumption that ∞ j=1 n j ≤ S for some positive integer S, with n j treated initially as a real number. Let M denote the number of active n j , i.e., the number of n j ≥ 1. Clearly, M ≤ S and for the active n j it is best to choose those associated with the largest γ u j , i.e., n 1 , n 2 , . . . , n M should be active. By direct differentiation we see that the best choice of real n j for j = 1, 2, . . . , M is n j = c γ
Since n j must be integers, we take
and as a result we now have
For such integers n j with the best choice of M , we obtain
We now estimate the cost of the algorithm Q given by (33). Since the cost of computing f u j (t
, and
With e γ (N ) denoting the minimal worst case error of algorithms whose costs are bounded by N as in Section 3.3, we conclude from the analysis of the algorithm Q that
Assume now that decay γ,fo > 1. If decay γ,fo ≥ 3 then
). The condition e γ (N ) ≤ ε then yields comp(ε;
). Hence we have polynomial tractability with p * = 1. For decay γ,fo ∈ (1, 3) we take a positive δ such that δ < (3 − decay γ,fo )/2. Then for any q ∈ (1, decay γ,fo ) we have ). Hence we have polynomial tractability with p * ≤ 2/(decay γ,fo − 1). The lower bound p * ≥ 1 is already explained in Section 2.4. This completes the proof of (a).
Proof of (b). We now assume that $(k) = Ω(k
with s > 0, and turn to lower bounds on e γ (N ). Since our problem is linear, we may restrict our attention to linear algorithms. Take an arbitrary linear algorithm Q of the form (3) (writing v i instead of u i )
with cost at most N , i.e.,
Equivalently, we may use the expression f = ∞ j=1 f u j discussed at the beginning of the proof to rewrite
where, for each j, n j is the number of sets v i in (36) which contain u j as a subset, and these n j sets are labeled by v i 1 , . . . , v i n j . The functions f u j are from H(K u j ). It is known that the integration problem over H(K u j ) is at least as hard as the univariate case. More precisely, there exist a positive number b and functions f * u j ∈ H(K u j ) for which the integration error is bounded from below by b(n j + 1)
The use of different algorithms Q results in the same lower bound with different n j . Hence, to obtain a lower bound on e γ (N ) we need to minimize the right-hand side of (37) with respect to the choice of n j . To that end, we need to first relate the sum ∞ j=1 n j to N , the upper bound on the cost of Q.
From the definition of n j it follows that
(number of subsets of v i with cardinality s,ω) ) we conclude that there is a positive number c independent of N , n and the
We now minimize the right-hand side of (37) with respect to n j under the assumption that ∞ j=1 n j ≤ S, similarly to the way we did for (34). With the number of nonzero n j again denoted by M , this yields . From (38) and the monotonicity of the γ u j we conclude that
. This completes the proof of (b).
Proof of (c).
Assume that I ∞ is weakly tractable, i.e., lim ε→0 ε ln(comp(ε; H γ )) = 0. From (38) we know that .
Thus we conclude that lim ε→0 ε ln(tail
Finally assume that lim ε→0 ε ln(tail
We use the algorithm Q as in part (a), and choose δ ∈ (0, 1/2) and M = √ S in (35). We estimate γ u j by γ u 1
and obtain
we obtain the error at most ε with cost at most N = 2 S $(ω) 2 ω . Hence,
This means that I ∞ is weakly tractable, and completes the proof. 2
Generalization
We have so far discussed the unweighted integration problem for D
and for the space with a very special reproducing kernel K. We now indicate how the results can be extended to the weighted integration over possibly unbounded domains and for spaces with more general reproducing kernels K. Since our paper is already long, we are quite brief in this section, leaving many details to be filled in by the reader.
Function Spaces
Let D ⊆ R be a nonempty Borel measurable set and let a ∈ D. Let K be a real nonzero reproducing kernel defined on D × D such that K(a, a) = 0, so that all functions from the reproducing kernel Hilbert space H(K) vanish at a. We assume that H(K) is separable.
As before, we let K u (x u , y u ) = j∈u K(x j , y j ) for any finite u. Note that H(K u ) is a well-defined reproducing kernel Hilbert space of functions f u : D |u| → R such that f u (x u ) = 0 if at least one component of x u is a. We extend the domain of functions from
Recall that for given γ = {γ u } u⊂N , we defined U = {u : |u| < ∞ and γ u > 0}. We consider the space F ∞ consisting of finite linear combinations of functions from H(K u ) for u ∈ U,
It is a pre-Hilbert space when endowed with the following norm
The space H γ is defined as the completion of the space F ∞ and consists of functions
As before,
We consider two scenarios. Assume first that
Then H γ is a reproducing kernel Hilbert space, H γ = H(K γ ), with the reproducing kernel
Note that in this case
. Assume instead that (39) does not hold. Then H γ is not a reproducing kernel Hilbert space and f (x) may be ill -defined for x for which (39) does not hold. However, for all x = (x u ; a) having finitely many components different from a = (a, a, . . .
consists of finitely many terms.
In the special case of product weights, i.e., γ u = j∈u γ j , (39) is equivalent to
and when this holds then
. A necessary and sufficient condition for (40) is that
In particular, H γ is not a reproducing Hilbert space when K(x, x) is unbounded on D as illustrated in the following example. (1 + γ j |x j − a|) does not exist for some x, e.g., for x = (a + 1/γ 1 , a + 1/γ 2 , . . . ).
Example 6. An important class of reproducing kernels is given by
where the function ψ is positive for almost all points in D, and (1/ψ) 2 is integrable over finite intervals, so that K is well defined. We assume that 0 ∈ D since now a = 0. The corresponding space H(K) consists of absolutely continuous functions f with f (0) = 0 and bounded f ψ in the L 2 norm. The inner-product in , y) . For the discussion of the role of ψ and the properties of H(K), we refer to [26] where such spaces have been introduced. Here we only say that we can make the corresponding spaces H(K) very large or small by an appropriate choice of ψ.
Weighted Integrals
Let ρ be a probability density function on D. We assume that
Then
is well defined for f ∈ H(K u ). One could consider different weights ρ j for different j. The choice of ρ j = ρ is for simplicity.
We are now interested in approximating
The weighted integration I ∞ is well defined iff
< ∞. This is why we assume that
As shown in [21] , there are kernels K and weight functions ρ satisfying (43) for which the errors of optimal algorithms converge arbitrarily slowly to zero, even if U = {{1}}. This is why we make the stronger assumption that
This assumption is sufficient to prove the existence of algorithms whose worst case error is of order n
. For the specific kernel of the form (41) and D = R, we can obtain a higher rate of convergence using randomly-shifted rank-1 lattice rules transformed from the unit cube to the full domain via the inverse of the cumulative distribution function corresponding to the density ρ, see [12] . However, we will need an even stronger assumption that
We stress that the property (39) is completely independent of the assumption (43). Regardless of the property (39), the integration problem I ∞ is well defined as long as (43) holds.
In the case of product weights we have
Algorithms and Tractability
Algorithm errors and tractability are defined as before. We assume that we can only compute L x,u (f ) := f (x u ; a) for finite u with cost $(|u|). As already discussed L x,u is well defined for finite u independently of whether (39) holds. We have
Fixed Dimension Algorithms
In this subsection we propose two fixed dimension algorithms: one algorithm for a general kernel, and the other algorithm for the specific kernel (41) where a better convergence can be obtained. For the first algorithm we need to assume that A1
,γ for all d. We define the first fixed dimension algorithm by
; a)
for t (1) , . . . , t
vanishes on any H(K v ) with v ⊆ {1, . . . , d}, we have
The first term is the square of the truncation error, and it is u : |u|<∞, u ⊆{1,...,d} γ u A 2|u| 0 . For the particular case of ordered product weights, we have
with the tail of the weights tail γ (d) defined as in Section 3.1. The second term is the square of the integration error for the space H(K γ,d ). From [21] we know that there are points t (1) , . . . , t
. This leads to the following theorem.
Theorem 6 Consider a general kernel K and suppose that (44) holds. Let ε ∈ (0, 1) and t ∈ (0, 1). There exist sample points t (i) for which the algorithm Q given by (46), with
and n = n(ε) := A , has error at most ε and cost bounded by cost(Q 
γ , A 0 , and A 0,γ are given by (8) , (42), and (43), respectively. The results of [21] used to obtain the theorem above for general kernels are nonconstructive. We now consider the FD algorithm Q FD defined in (6) for the specific kernel (41) with ordered product weights. The result will be constructive, but we need the stronger assumption (45).
It is proved in [14] that, for a prime number n, the CBC algorithm provides (transformed randomly-shifted) lattice points t (1) , . . . , t
for which the worst case error of the algorithm Q
. Furthermore, it is proved in [12] that a better error estimate can be obtained if we assume that the Fourier coefficients of θ,
converge to zero sufficiently fast, i.e.,
for all |h| > 0.
When this holds, we have for all λ ∈ (1/(2r), 1] that
To ensure that A 3,λ,γ < ∞, we choose λ such that 
where A 3,λ,γ , tail
γ , A 0 , and A 0,γ are given by (49), (8) , (42), and (43), respectively.
Changing Dimension Algorithms
Throughout this subsection we consider ordered product weights. As in the previous subsection, we first discuss general kernels K for which (44) holds. First we consider the changing dimension algorithm
where for n u = 0 we set Q nu,u ≡ 0, and for n u > 0,
It follows from [21] that for every u there are points t
for which
Hence, we can proceed exactly as in Section 3.2 just after (23), however, now with λ = 1, 3
replaced by 2, and C λ replaced by A . This leads to the following theorem. given by (51), with
has error at most ε and cost bounded by
where given by (20) , with
and with the sample points t
u being transformed randomly-shifted rank-1 lattice points obtained from the CBC algorithm, has error at most ε and cost bounded by
where Γ 1−a is given by (24) , A 3,λ,γ is given by (49),
Lower Bounds and Tractability
It is clear by now that we can extend Theorem 3 for this more general setting for ordered product weights. For G(N ) defined in Theorem 3, the minimal worst case error among all algorithms with cost not exceeding N is now bounded from below by
Since both the upper and lower bounds of this and the previous section differ by the multiplicative factor A 0 (A 0 = 1/ √ 3 in Section 3), all tractability results are easily extendable to the more general case considered in this section at least for product weights and kernel K satisfying (41), (45), and (48).
Finite-Order Weights
The results on finite-order weights presented in Section 4 are also valid for more general kernels K. We only need to assume that e γ (N ) (
Using (15) and (29), Theorem 3 therefore yields for ε → 0 that
Note that this bound is trivial for s = 0. Second cost function. Let $(k) = r k with r > 1. We take t = ε 2 and obtain from (15) and Theorem 1 that, for ε → 0,
Here the multiplying factor n(ε) and the factor ln(r) in the exponent have been absorbed into the o(1) term.
To find G(N ) for this cost function, note that for all j and m ≥ 1 satisfying 
It follows that
We now derive µ r . The differentiable function g r (x) := x/r x , x ≥ 0, is easily seen to have a maximum value of 1/(e ln(r)) at x r := 1/ ln(r), and to be increasing to the left of x r and decreasing to the right of x r . Thus µ r satisfies g r (µ r − 1) < g r (µ r ) and g r (µ r ) ≥ g r (µ r + 1), which in turn is easily seen to hold if and only if
It then follows from (15), (31), and Theorem 3 that Upper bound for the FD algorithm. We first address the FD algorithm. From (11) and (17) (1 + o (1)) .
Upper bound for the CD algorithm. We now turn to the CD algorithm, For a ∈ (0, 1 − 1/β) we have (1 − a) 
)) .
We now estimate M given by (27) . Note that for |u| = we have u = {u 1 , u 2 , . . . , u } for distinct integers u i . Each such u corresponds to ! integer vectors (u j 1 , u j 2 , . . . , u j ) where (j 1 , j 2 , . . . , j ) is a permutation of (1, 2, . . . , ) . Dropping the property that the integers u i are distinct we can estimate M by .
It is proved in [7] , see also [18] but depends on all of λ, z and a, and tends to infinity as one of the parameters tends to its limiting value.
Lower bound. We now a lower bound on the complexity. 
Upper bound for the FD algorithm. We now address the FD algorithm. From (11) and (19) .
Upper bound for the CD algorithm. We turn to the CD algorithm. We now have
We estimate M given by (27) . We know that We now use the following fact
for all x, η > 0.
We need to estimate e , with c a positive number independent of η but dependent on a and q. This holds for any η > 0 and λ ∈ (1/2, 1], with the implied constant in the big O bound tending to infinity if η goes to zero or λ goes to 1/2.
Lower bound. We conclude by a brief comment on the lower bound. Theorem 3, (19), (29), and (31) yield that for both cost functions the complexity is bounded from below by at best a power of ln(1/ε). This is a weak bound since we already know that the complexity is lower bounded by ε −1 .
