Cone-equivalent nilpotent groups with different Dehn functions by Isenrich, Claudio Llosa et al.
CONE-EQUIVALENT NILPOTENT GROUPS WITH DIFFERENT DEHN
FUNCTIONS
CLAUDIO LLOSA ISENRICH, GABRIEL PALLIER, AND ROMAIN TESSERA
Abstract. For every k ⩾ 3, we exhibit a simply connected k-nilpotent Lie group Nk whose Dehn
function behaves like nk, while the Dehn function of its associated Carnot graded group behaves like
nk+1. This property and its consequences allow us to reveal three new phenomena. First, since those
groups have uniform lattices, this provides the first examples of pairs of finitely presented groups
with bilipschitz asymptotic cones but with different Dehn functions. The second surprising feature
of these groups is that for every even integer k ⩾ 4 the centralized Dehn function of Nk behaves like
nk−1 and so has a different exponent than the Dehn function. This answers a question of Young.
Finally, we turn our attention to sublinear bilipschitz equivalences (SBE), which are weakenings of
quasiisometries where the additive error is replaced by a sublinearly growing function; they were
introduced by Cornulier. The group N4 had specifically been considered by Cornulier who suspected
the existence of a positive lower bound on the set of r > 0 such that there exists an nr-SBE between
N4 and its associated Carnot graded group, strengthening the fact that those two groups are not
quasiisometric. We confirm his intuition, thereby producing the first example of a pair of groups for
which such a positive lower bound is known to exist. More generally, we show that rk = 1/(2k − 1)
is a lower bound for the group Nk for all k ⩾ 4.
1. Introduction
The goal of this work is to improve our understanding of the large scale geometry of simply
connected nilpotent Lie groups and, more specifically, of an asymptotic invariant called the Dehn
function, which encodes fundamental geometric and algebraic information on the group. Given a
simply connected Lie group G equipped with a left-invariant Riemannian metric, the Dehn function
δG(r) is the smallest real number such that every rectifiable loop γ of length ⩽ r in G admits a filling
by a Lipschitz disc of area ⩽ δG(r). An important feature of the Dehn function is the invariance of
its asymptotics under quasi-isometry (see §3.1).
1.1. The quasi-isometry versus cone-equivalence classification. To put the results of this
paper into perspective, let us recall some known facts on the large scale geometry of simply connected
nilpotent groups. A motivation for focussing on this class of groups is that every finitely generated
nilpotent group maps with finite kernel onto a lattice in a unique simply connected nilpotent Lie
group (called its real Malcev completion) [Mal51]. It follows that the quasi-isometry classification of
finitely generated nilpotent groups reduces to that of simply connected nilpotent Lie groups, which
is conjectured to have the following very neat formulation (see [Cor18, Conjecture 19.114]).
Conjecture 1.1. Two simply connected nilpotent Lie groups are quasi-isometric if and only if they
are isomorphic.
Conjecture 1.1 is more commonly stated in the discrete case: two finitely generated torsion-free
nilpotent groups are quasi-isometric if and only if they have isomorphic real Malcev completions (this
is mentioned as an open question in [FM00]). It is tempting to ask whether a quasi-isometry between
two such groups implies that they are commensurable. This turns out to be false. Indeed, for any
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2ring R, let Hd(R) denote the d-dimensional Heisenberg group over that ring. Then Hd(Z[√2]) and
Hd(Z)2 are both (uniform) lattices in Hd(R)2, therefore they are quasi-isometric. However, their
rational Malcev completions are not isomorphic, which is equivalent to saying that the groups are
not commensurable [Mal51].
The lowest-dimensional example of a pair of simply connected nilpotent Lie groups for which
Conjecture 1.1 is still open occurs in dimension 5 (for a complete overview of the state of the art in
dimension ⩽ 6 we refer to [Cor18]). This shows that we are still far from having a complete proof
even in low dimensions. On the other hand there is ample evidence pointing towards the veracity
of Conjecture 1.1, with one of the first striking results being Pansu’s Theorem. In order to state it
precisely we need to recall the notions of a Carnot graded Lie algebra (resp. a Carnot graded nilpotent
Lie group).
We denote γ1g = g, γi+1g = [g, γig] the lower central series of the Lie algebra g (resp. γiG the lower
central series of the group G). A Lie algebra g (resp. group G) has step1 s if s is the smallest integer
such that γs+1g = {0} (resp. γs+1G = {1}). The lower central series gives rise to a filtration of g in
the sense that [γig, γjg] ⊂ γi+jg.
A Lie algebra is called Carnot gradable if this filtration comes from a grading, i.e. a decomposition
g =⊕imi satisfying γjg =⊕i⩾jmi and [mi,mj] ⊂mi+j ; such a grading is called a Carnot grading. It
is always possible to associate a Carnot graded Lie algebra gr(g) to any nilpotent Lie algebra g by
letting gr(g) = ⊕i⩾1mi for mi = γig/γi+1g and defining the Lie bracket in the obvious way to make
mi a grading (see §7.2 for more details). We denote gr(G) the simply connected nilpotent Lie group
whose Lie algebra is gr(g). The pair (gr(G),m1) is then called a Carnot-graded group (some authors
say stratified group). Observe that gr(g) has the same dimension and step as g.
We say for convenience that two groups are cone equivalent if their asymptotic cones with respect
to any given non-principal ultrafilter are bilipschitz2. It is easy to see that two groups that are quasi-
isometric are cone equivalent. Pansu’s fundamental Theorem provides a complete classification of
simply connected nilpotent groups up to cone equivalence.
Theorem 1.2 ([Pan83, Bre07] and [Pan89]). Let G be a simply connected nilpotent Lie group,
equipped with a left-invariant word metric d associated to some compact generating subset. Then(G,d/n) converges in the Gromov-Hausdorff topology to gr(G) equipped with a left-invariant sub-
Finsler metric dc as n →∞. Moreover, if two simply connected nilpotent Lie groups G and G′ have
bilipschitz asymptotic cones (e.g. if they are quasi-isometric), then gr(G) and gr(G′) are isomorphic.
In particular, Theorem 1.2 shows that two simply connected nilpotent Lie groups G and G′ are
cone equivalent if and only if gr(G) and gr(G′) are isomorphic. Another beautiful piece of work
on this subject is due to Shalom. He shows that Betti numbers are invariant under quasi-isometry
among finitely generated nilpotent groups [Sha04, Theorem 1.2]. This enabled Shalom to produce
the first examples of cone equivalent nilpotent groups that are not quasi-isometric. To close this
quick survey we mention that Sauer [Sau06] strengthened Shalom’s Theorem by proving the quasi-
isometry invariance of the real cohomology algebra of such groups, thereby extending the class of
cone equivalent pairs that can be distinguished up to quasi-isometry.
In this paper we shall focus on a family of pairs of cone equivalent nilpotent groups that can be
distinguished by Shalom’s criterion. Our work will provide an independent proof of the fact that
they are not quasi-isometric, based on a “more geometric” invariant: their Dehn function. While
this is a nice side-product of our approach, our real motivation for studying this family is that it will
allow us to reveal the three new phenomena described in the abstract. We will now provide detailed
descriptions of these phenomena. To do so we start by defining our family of pairs.
1.2. Central products and non-Carnot gradable nilpotent groups. Most examples of simply
connected nilpotent Lie groups that one might readily think of are Carnot graded. In particular this
1Various terminologies exist in the literature: s-step nilpotent, s-nilpotent, or nilpotent of class s.
2Note that our notion of cone equivalence differs from Cornulier’s notion of cone bilipschitz equivalence between
maps in [Cor11].
3is the case for all groups of dimension at most 5, with two exceptions, and for all 2-nilpotent groups.
However, this observation is rather misleading, as the predominance of Carnot gradable groups turns
out to be a low-dimensional phenomenon. Indeed, in high-dimensions being Carnot gradable is a
rather rare phenomenon and it even seems reasonable to go as far as to say that a generic nilpotent
Lie group will not be Carnot gradable. This emphasizes the importance of understanding nilpotent
Lie groups that are not Carnot gradable, even if the tools at hand are much more limited.
One way of obtaining interesting examples of nilpotent Lie groups that are not Carnot gradable is
a general construction called a central product. Given two Lie algebras k and l, central subspaces z ⊂ k
and z′ ⊂ l, and an isomorphism θ ∶ z→ z′, we define the central product g = k×θ l to be the quotient of
the direct product k × l by the central ideal {(z,−θ(z)); z ∈ z}.
Let k (resp. l) be the maximal integer such that z (resp. z′) is contained in the k-th (resp. l-th)
term of the lower central series of k (resp. l). If k > l ⩾ 2 and k and l have 1-dimensional centres, it is
easy to check that the Lie algebra g is not Carnot gradable and that gr(g) is isomorphic to the direct
product k × (l/z′).
To introduce the explicit family of groups that will form our main object of study, we start by
recalling a classical class of Carnot graded Lie algebras.
Definition 1.3. The standard filiform p-nilpotent Lie algebra lp is the step (p − 1) nilpotent Lie
algebra of dimension p with basis {x1, x2, . . . , xp} satisfying [x1, xi] = xi+1 for 2 ⩽ i ⩽ p − 1 and[xi, xj] = 0 for 1 < i ⩽ j ⩽ p or if (i, j) = (1, p).
We denote by Lp the corresponding simply connected Lie group. The semi-direct product Λp ≅
Zp−1 ⋊φ Z, with φ(x1)(xi) = xi+1, 2 ⩽ i ⩽ p − 1, and φ(x1)(xp) = 0, defines a lattice in Lp, where we
denote by x1 the generator of Z and by x2, . . . , xp the generators of Z
p−1. This provides us with a
natural presentation P(Λp) of Λp which we will use later.3
If p ⩾ 3, the center of lp is the one dimensional subalgebra spanned by z ∶= xp. For 3 ⩽ q ⩽ p we
define the Lie algebra gp,q to be the central product (defined unambiguously) of lp and lq. We let
Gp,q be the corresponding simply connected Lie group. Gp,q admits a uniform lattice Γp,q which is
simply the central product of Λp and Λq. As a concrete example, observe that G3,3 and Γ3,3 are the
5-dimensional Heisenberg group H5(R) and its integer lattice H5(Z) respectively.
The groups Gp,q and their corresponding Lie algebras gp,q will form our main object of study in
this paper; in particular the cases when q = p − 1 or q = p. A key motivation for this is that the Lie
algebras gp,q for q, p ⩾ 3 are Carnot gradable if and only if q = p and thus that the corresponding
groups Gp,q are not isomorphic to their asymptotic cones if q ≠ p. Indeed, for 2 < q < p, the associated
Carnot-graded Lie algebra gr(gp,q) is isomorphic to the direct product lp× lq−1 (note that l2 = R2) and
thus gr(Gp,q) ≅ Lp×Lq−1. Moreover, we observe that Gp,q and thus gr(Gp,q) are max(p−1, q−1)-step
nilpotent. We will now proceed to exploit the difference between Gp,q and Lp × Lq−1 to reveal the
first phenomenon from the abstract.
1.3. A family of pairs of cone equivalent groups with different Dehn functions. We shall
use the following notation4: if f, g are functions defined on Z⩾0 we write f(n) ≼ g(n) if ∣f(n)∣ ⩽
A∣g(An +A)∣ +A for some A ⩾ 0, and f(n) ≍ g(n) if f(n) ≼ g(n) ≼ f(n). Finally, f(n) ≺ g(n) means
that f(n) ≼ g(n) holds but f(n) ≍ g(n) does not.
Our main result is a computation of the Dehn functions of the groups Gp,p and Gp,p−1:
Theorem A. For all p ⩾ 4, δGp,p(n) ≍ np−1 and δGp,p−1(n) ≍ np−1.
On the other hand it follows from classical arguments that gr(Gp,p−1) ≅ Lp×Lp−2 has Dehn function≍ np. Hence we deduce from Pansu’s Theorem the following corollary.
3Note that using the same notation for the generators of the lattice Λp and the generators of the Lie algebra lp will
not cause any confusion, as it will always be clear from context which one of the two we are working with.
4We emphasize that in contrast to a common convention in the setting of Dehn functions we do not allow for a linear
term in the definition of ≼. This has two reasons: (i) we do not consider any Dehn functions of hyperbolic groups, and
(ii) we require this stronger form of equivalence in the context of sublinear bilipschitz equivalence below.
4Corollary B. For every r ⩾ 3 there is a pair of finitely generated (or simply connected Lie) r-nilpotent
groups with bilipschitz asymptotic cones but whose Dehn functions have different growth types.
Note that for p = 3 Theorem A does not hold in the p − 1 case: while the Dehn function of
G3,3 = H5(R) is known to be quadratic [All98, OS99], the Dehn function of G3,2 ≅ H3(R) × R is
cubic. We also emphasize that the fact that G3,3 does have quadratic Dehn function will later form
the basis for our induction argument in the proof of the upper bounds in Theorem A.
It has been known since Gromov [Gro93] that topological properties of asymptotic cones impose
restrictions on Dehn functions (e.g. if the asymptotic cone is a real tree, resp. simply connected, then
the Dehn function is linear, resp. polynomially bounded). A consequence of a theorem of Papasoglu
is that if δgr(G) ≲ nd, then δG(n) ≲ nd+ε for every ε > 0 ([Dru98, 2.7], [Pap96]). Corollary B shows
that there is no converse to this theorem, proving that the fine behaviour of the Dehn function is
not always captured by the asymptotic cone. The fact that central products can have a lower Dehn
function than its factors has been noticed by Olshanskii and Sapir [OS99], and by Young [You13] for
a large class of examples. However, in all situations studied by these authors, the groups in question
are actually step 2 nilpotent and therefore Carnot gradable.
The lowest-dimensional occurence of the phenomenon described by Corollary B is in dimension
6. Indeed, the group G4,3 shares its asymptotic cone with two other 6-dimensional step 3 groups
and the Dehn function of G4,3 is cubic whereas for the two others it is quartic. We refer to §10
for a detailed discussion of all 6-dimensional nilpotent Lie algebras and the Dehn functions of their
associated simply connected nilpotent Lie groups.
1.4. Sublinear bilipschitz equivalence. Considering the Dehn function of the group G4,3 was
suggested by Cornulier and triggered our work [Cor17, Question 6.20]. His motivation came from the
following quantitative version of cone equivalence.
Definition 1.4 (Cornulier [Cor17]). A map between two metric spaces F ∶ (X,dX) → (Y, dY ) is
called a sublinear bilipschitz equivalence (SBE) if there exists a non-decreasing map v ∶ R+ → R+
that is sublinear (i.e. limt→∞ v(t)/t = 0) and x0 ∈ X, y0 ∈ Y , and M ⩾ 1, such that for all r ⩾ 0 and
x,x′ ∈ B(x0, r)
M−1dX(x,x′) − v(r) ⩽ dY (F (x), F (x′)) ⩽MdX(x,x′) + v(r),
and for all y ∈ B(y0, r) there exists x ∈X such that
d(F (x), y) ⩽ v(r).
SBEs are designed to induce bilipschitz homeomorphisms between asymptotic cones [Cor11, Propo-
sition 2.13.]5. In [Cor11] Cornulier observes that Pansu’s Theorem can be reformulated in terms of
the existence of a SBE between G and gr(G) (see Corollary 9.5). On the other hand quasi-isometries
correspond to the special case of v being bounded. Hence the study of simply connected nilpotent
Lie groups up to sublinear bilipschitz equivalence is a way to interpolate between the conjectural
quasi-isometric classification and Pansu’s Theorem. Cornulier proves that for every pair (G,gr(G))
where G has step c one can choose v of the form v(t) ≍ te with e = 1− 1/c [Cor17, Theorem 1.21]. He
suggests the pair (G4,3, L4 ×Z2) as a possible example for which the infimum of such e is not equal
to zero [Cor17, Example 6.19].
The Dehn function is well-known to be invariant under quasiisometry and Cornulier observed a
weaker stability result for the Dehn function under SBE: having distinct Dehn functions implies an
asymptotic lower bound on the possible functions v such that there can exist an O(v)-SBE. Exploiting
a slightly stronger version of Theorem A, saying that the filling occurs in a ball of radius comparable
to the length of the loop, we are able to confirm Cornulier’s intuition and, more generally, prove the
following result.
Theorem C. Let p ⩾ 4. If 0 ⩽ e < 1
2p−1 then there is no sublinear bilipschitz equivalence between
Gp,p−1 and Lp ×Lp−2 with v(t) = O(te).
5Note that they were called “cone bilipschitz equivalences” in [Cor11].
5On the other hand the aforementioned result of Cornulier shows the existence of a O (t p−2p−1 )-SBE for
our examples. We emphasize that using the linear upper bound on the diameter is crucial for obtaining
our lower estimate: indeed, only using the Dehn function would provide us with the much weaker
bound of 1
p2+p−1 on the exponent. It would be interesting to understand the precise asymptotics of
the exponent as a function of p as p→ +∞.
Remark 1.5. As already mentioned, the fact that the groups considered in Theorem C (or their
lattices) are not quasiisometric is also a consequence of [Sha04, Theorem 1.2]. Indeed we shall see
that b2(Λp × Λp−2) = b2(Γp,p−1) + p, where p is 1 or 2 according to whether p is even or odd (see
Lemma 7.12).
1.5. Centralized and regular Dehn functions differ for nilpotent groups. We now recall
the algebraic definition of the Dehn function. Given a presentation (not necessarily finite) ⟨S ∣ R⟩
of a group G, one can define its Dehn function as follows: we call an element w of the free group
FS generated by S null-homotopic (in G) if it represents the trivial element in G. For every null-
homotopic word w ∈ FS we define Area(w) to be the minimal integer k such that
w = k∏
i=1 u−1i riui,
where ui ∈ FS and ri ∈ R±1. The Dehn function δG,S,R(n) is the (possibly infinite) infimum of Area(w)
over all null-homotopic words w ∈ FS of length at most n. If the group is finitely presented, then the
Dehn function takes finite values and its asymptotic behavior does not depend on the choice of finite
presentation. A similar statement holds for compactly presented groups (see §3).
In [BMS93] Baumslag, Miller and Short introduce the closely related notion of centralized Dehn
function of a presentation ⟨S ∣ R⟩ of a group G, which they define as follows:
Definition 1.6. Denote R the normal subgroup of FS generated by R. Given a null-homotopic word
w ∈ FS , we define its central area Areacent(w) to be the minimal integer k such that
w = k∏
i=1 ri
in R/[FS ,R], with ri ∈ R±1. The centralized Dehn function δcentG,S,R(n) is the (possibly infinite)
infimum of Areacent(w) over all null-homotopic words w of length at most n.
As for the Dehn function, one can show that the asymptotic behavior of the centralized Dehn
function of a finitely presented group does not depend on a specific choice of finite presentation,
so we simply denote it by δcentG . Note that we have δ
cent
G ⩽ δG by definition. It turns out that
δcentG is in general easier to estimate as it is closely related to the second cohomology group of G, or,
equivalently, to the central extensions of G. In particular we have the following useful characterization
of the centralized Dehn function for torsion-free nilpotent groups.
Proposition 1.7 (see Proposition 7.2). Let Γ be a torsion-free nilpotent group and let g be the Lie
algebra of its Malcev completion. Then δcentΓ (n) ≍ nr, where r is the largest integer such that g admits
a central extension R→ g˜→ g whose kernel belongs to γrg˜.
Such a central extension will be called r-central in the sequel. The centralized Dehn function was
used in [BMS93] to obtain sharp lower bounds on the Dehn functions of certain nilpotent groups.
In [You06] Young mentions that for nilpotent groups it is unknown whether δcentΓ (n) ≍ δΓ(n). Later
Wenger exhibited a 2 step nilpotent group whose Dehn function strictly lies between quadratic and
n2 logn [Wen11], therefore answering Young’s question negatively. Here we show that even the growth
exponents of the two functions can be different.
Theorem D. Let k be an integer ⩾ 2. We have
δcentΓ2k,2k−1(n) ≍ δcentΓ2k+1,2k(n) ≍ n2k−1.
Hence the Dehn function and the centralized Dehn function have different exponents for Γ2k+1,2k.
61.6. Structure of the paper. In §2 we give an overview of the proof of our main results. In §3
we introduce basic notions and results regarding compact presentations, Dehn functions and filling
diameters. In §4 we prove the upper bound in Theorem A for p = 4 as a warm-up for the general
case. In §5 we set the stage for the proof of the upper bound in Theorem A for general p, by deriving
an explicit compact presentation for Gp,k and then proving several preliminary results satisfied by
words in its generators. §6 contains the proof of the upper bound in Theorem A. In §7 we explore
the existence of central extensions of central products. In Section 8 we derive the lower bounds in
Theorem A for all p, showing that for odd p the lower bounds on the Dehn function of Gp,p−1 provided
by the centralized Dehn function are not optimal, thus also completing the proof of Theorem D. §9
is concerned with applying our results in the theory of SBE’s, leading to a proof of Theorem C. In
§10 we give an overview of the Dehn functions of nilpotent groups of dimension less or equal to six.
Finally we list some open questions and speculations arising from our work in §11.
1.7. Conventions and notations.
Groups and Lie algebras. For g, h ∈ G elements of a group we will use the conventions [g, h] = g−1h−1gh
and denote gh = h−1gh = g[g, h]. We use the same bracket notation to designate words over a
generating set formed as commutators, in which case [g, h]−1 denotes the word [h, g]. For m ⩾ 3 we
abbreviate m-fold commutators in the following way: [u1, . . . um] denotes [u1, [u2, . . . , [um−1, um]⋯].
In the Lie algebra presentations we only mention the nonzero brackets.
When working with words w(X) in the generators of a group G with presentation P = ⟨X ∣ R⟩
we will be careful to distinguish equalities of words and equalities of their corresponding elements in
the group. To do so, for words w1(X) and w2(X) we will write w1(X) = w2(X) if they are equal as
words and w1(X) ≡ w2(X) (with respect to P or G) if they represent the same element of the group.
Whenever this is not clear from context we will make sure to mention the presentation (or group)
explicitly when using ≡. We will denote by `(w) the word length of a word w(X) and for a group
element g ∈ G by ∣g∣X ∶= CayG,X(1, g) the distance of g from the origin in the Cayley graph. We call
a word w(X) central if it represents a central element of the group G.
Asymptotic comparisons. We shall use the notation A ≲a B to mean that there exists some C < ∞
only depending on a such that A ⩽ CB. Similarly we denote A ≃a B if A ≲a B and B ≲a A. Sometimes
we will also say A is in Oa(B) if A ≲a B and A = Oa(B) if A ≃a B.
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on a previous version of this paper. We also thank Francesca Tripaldi for helpful discussions.
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72. Overview of the proof
To provide the reader with an intuition for the proofs in this paper we now briefly explain the
moral ideas behind why the groups Gp,p−1 satisfy the conclusions of Theorem A and Theorem D.
The proof of Theorem A and Theorem D has three fundamental parts, which make up most of
this paper:
(1) the proof of the upper bound of np−1 on the Dehn functions of Gp,p−1 and Gp,p. This will
make up by far the biggest part of this work and will be contained in §4 – §6;
(2) the proof thatGp,p−1 admits no (p−1)-central extension when p is odd, which will be contained
in §7;
(3) the proof that the Dehn function of Gp,p−1 is nevertheless bounded below by np−1, irrespec-
tively of the parity of p, which will be contained in §8.
Parts (2) and (3) turn out to be easier to explain in the setting of Lie algebras, while we postpone
most of the explanation of Part (1) to §2.2. So we will adopt the Lie algebra point of view here.
We recall the notation x1, . . . xp = z for the standard generators of the Lie algebra lp of Lp and
we will denote by x1, . . . , xp−1, xp = z, y1, . . . , yq−1, yq = z the standard generators of the Lie algebra
gp,q
6 of Gp,q for p ⩾ q ⩾ 3. We denote its dual basis by ξ1, . . . , ξp−1, ξp = ζ, η1, . . . , ηq−1, ηq = ζ. We will
restrict to the case q = p − 1 for simplicity, even though parts of our subsequent arguments extend
directly to general q ∈ {3, . . . , p − 1}.
2.1. The fundamental reason for why everything works. At the base of all three parts is
the existence of the central element z which connects the two factors of the central product via the
identification z = θ(xp) = yq in gp,q = lp ×θ lq, respectively its group theoretic analogue.
From the Lie algebra point of view this comes into play as follows: the differential of ζ is dζ =−ξ1 ∧ ξp−1 in lp, and thus in lp × lp−2 = gr(gp,p−1), but dζ = −ξ1 ∧ ξp−1 − η1 ∧ ηq−1 in gp,q.
The computational consequence is that it will be more difficult for a form ω ∈ ⋀2 g∗p,q to have
vanishing exterior derivative if it has terms with a non-trivial ζ contribution than is the case in ⋀2 l∗p.
Indeed, dζ being a linear combination of two basis elements means that its differential “interacts
non-trivially” with more other basis elements than if it only had one summand.
From the group theory point of view the relation z = xp = yq will enable us to move central words
in the xi between factors, allowing us to commute them more easily with other words in the xi.
We briefly expand on how these observations come into play in Parts (1)–(3), thereby providing
the moral idea of why and how our proof works.
Part (1): Let us just mention at this point that the argument is by induction on p and ultimately
boils down to the idea that we can commute central words of length n in the xi with other words
of length n in the xi at cost n
p−1 rather than np (as one might naively expect). We achieve this by
passing through the second factor of the central product via the subgroup Gp−1,p−1 ⩽ Gp,p−1, which
has Dehn function np−2 by induction. Actually proving this for general p will require a chain of
combinatorial results. However, a good intuition for the general ideas should be attainable from the
case p = 4, which we will sketch in §2.2 and prove in detail in §4.
Part (2): In the lp-factor of the Carnot Lie algebra lp × lp−1 = gr(gp,p−1) associated to gp,p−1 there is
a 2-form ν2p′ with p′ = ⌈p/2⌉, which defines a (2p′ − 1)-central extension of lp and thus of lp × lp−2. A
precise definition of this form will be given in §7.4. Note that if p is even (2p′ −1) = p−1, whereas if p
is odd 2p′ − 1 = p. Interestingly, the form ν2p′ only defines a cocycle in Z2(gp,p−1,R) if p is even, that
is, its exterior derivative does not vanish when p is odd. In terms of linear algebra the non-vanishing
6To avoid confusion, let us mention that when we work with the Lie group Gp,q we will denote the generators of
the Lq-factor by y1, yp−q+2, . . . , yp−1, yp = z, as this turns out to be more convenient, while for the Lie algebra setting
the indices chosen here turn out to be easier to work with. The Lie algebra approach and thus this choice of indices
will only appear in §7.
8of its exterior derivative precisely boils down to the fact that dζ has one summand more in gp,q than
in lp × lp−2 due to the central product structure.
Irrespectively of the parity of p there are no other forms defining r-central extensions for r ⩾ p − 1
in Z2(gp,p−1,R) and we deduce that gp,p−1 admits a (p− 1)-central extension if and only if p is even.
In combination with Theorem A this proves Theorem D.
Part (3): On first sight there is one more candidate for a cocycle defining a (p−1)-central extension
of gp,p−1, namely ξ1 ∧ ξp−1. But of course it is a non-candidate, because it is the 2-form defining the
“obvious” (p − 2)-central extension lp × lp−1 → gp,p−1.
However, this “false candidate” for a (p−1)-central extension is precisely the reason why the Dehn
function of Gp,p−1 for odd p is bigger than one might expect from the centralized Dehn function.
Indeed, as we already mentioned, ξ1 ∧ ξp−1 defines a cocycle in Z2(gp,p−1,R) and in a sense the
only problem is that the commutator [x1, xp−1] ∈ γp−1gp,p−1 on which it is non-trivial is equal to z
and in particular does not vanish in gp,p−1.
We found a solution to overcome this issue and confirm our intuition that the Dehn function of
Gp,p−1 is bounded below by np−1 also when p is odd. The idea is to exploit a “perturbation” of the
2-form ξ1 ∧ ξp−1 in order to show that the null-homotopic loops [xn1 , [xn1 , . . . , [xn1 , xn2 ] . . . ]] have area
bounded below by np−1. We will explain the technique used for this approach in the first half of §2.2.
2.2. Sketch of proof of Theorem A. The proof of Theorem A will cover the largest part of this
paper. It splits into two independent parts: the proof of the lower bound, and the proof of the upper
bound. The former will be contained in §8, while the latter will span §4 – §6. To make it more
accessible we will provide a brief summary of the main ideas involved.
We start by discussing the proof of the lower bound. When p is even, then the lower bound is
simply given by Theorem D. The case when p is odd is much more involved and requires new ideas.
Our method is inspired by Thurston’s proof of the exponential lower bound on the Dehn function of
the real 3-dimensional SOL group [ECH+92]. Thurston proceeds as follows: he exhibits a 1-form α
on G such that dα is left-invariant, and a sequence of loops γn of length n such that the integral of
α along γn is ⩾ λn for some λ > 1. A direct application of Stoke’s theorem then implies that the area
of any smooth embedded surface bounded by γn must be bounded below by cλ
n for some constant
c > 0 only depending on α and on a choice of left-invariant Riemannian metric on G. Our main idea
here is to relax the assumption that dα is invariant to the weaker assumption that it is “bounded”.
To that purpose, we define the space of bounded k-forms on G to be the space of forms α such that
supg∈G ∥(g∗α)1G∥ <∞, where ∥ ⋅ ∥ is a norm on ⋀k g∗ (note that the boundedness condition does not
depend on a choice of such a norm). It is quite immediate to see that Thurston’s approach works
verbatim replacing the condition that dα is invariant by the condition that dα is bounded.
We go back to our situation. We start by observing that Gp,p−1 maps surjectively to Lp−1. We
shall consider a 2-cocycle of Lp−1 associated to its central extension Lp and consider an invariant
2-form β representing it in de Rham cohomology. We will then consider a relation r of length n in
Lp−2 and a primitive α of β whose integral along (a continuous path associated to) r has size ≍ np−1.
Although the word corresponding to r won’t define a relation in Gp,p−1, its commutator [y, r] for a
suitable word y will. The problem at this point is that the integral of α along [y, r] will be zero.
So we shall perform a suitable “local perturbation” of α, obtaining a 1-form α′ whose integral along[y, r] is ≍ np−1, and such that dα′ while not being invariant anymore will remain bounded. This will
show that the area of [y, r] in Lp−1 (and a fortiori in Gp,p−1) is at least np−1.
Actually when trying to implement the previous argument, we run into a regularity problem: we
have to deal with forms that are not smooth, preventing us from using Stokes theorem. A solution
would be to smoothen our forms so that the previous argument could be applied directly. However,
this would make our computations more cumbersome. We chose instead to privilege an alternative
approach, which better suits the study of Dehn functions associated to compact presentations. The
idea is to replace the condition that dα is bounded by the fact that the integral of α along any loop of
9bounded length is bounded. This condition is easy to work with and has the nice advantage of making
sense for continuous 1-forms. Moreover it satisfies a discrete version of Stokes theorem, inspired by
[CT17, Section 12.A].
We now turn to the proof of the upper bound in Theorem A that occupies the largest part of
the paper and is our main contribution to the subject. In §4 we start by proving the upper bound
δG4,3(n) ≲ n3. Indeed, while containing the main idea, this bound turns out to be considerably easier
to obtain than the more general bound δGp,p−1(n) ≲ np−1. At the end of §4, we shall explain the
difficulties arising in the general case, and our strategy to overcome them. For now, we shall focus
on the special case p = 4 and further restrict to the discrete group Γ4,3.
The key idea in the proof is to exploit the fact that there is a canonical embedding Γ3,3 ≅ H5(Z)↪
Γ4,3 of the 5-dimensional Heisenberg group which, as we mentioned before, has Dehn function n
2.
We will explain the main steps of the proof and, in particular, where we use the embedding of H5(Z):
In a first step we reduce to considering null-homotopic words w = w(x1, x2) in the generators of
the first factor Λ4 ⩽ Γ4,3 of the central product. The core of the argument, which we will explain now,
consists of transforming w(x1, x2) into a word that closely resembles the normal form xa33 xa11 xa22 xa44 .
Since for a null-homotopic word we must have a3 = a1 = a2 = a4 = 0 we can then conclude from there.
Given a word w(x1, x2) of length `(w) = n the idea is to push all x1’s to the left one-by-one,
starting with the leftmost one. Modulo γ2(Λ4) this will eventually yield the word xa11 xa22 . However,
whenever we commute a x1 with a x
O(n)
2 we produce an error term x
O(n)
3 which we then need to
move out of the way. We do this by pushing it to the very left of the word, at the cost of producing
a central word of the form [xO(n)1 , xO(n)3 ]. All steps up to this point require O(n2) relations and
repeating this O(n) times, once for each instance of x1, would provide us the desired area bound of
O(n3).
However, the problem is that this is only true modulo γ3(Λ4). Instead we also need to move the
word of the form [xO(n)1 , xO(n)3 ] which we produced out of the way in every step. We want to do
this by moving it to the very right of the word. This involves commuting it with words of the form
x
O(n)
1 , which in the 3-Heisenberg group H3(Z) ≅ Λ3 = ⟨x1, x3⟩ requires O(n3) relations. After O(n)
repetitions we would thus end up with an upper area bound of O(n4) rather than O(n3). This is
the point at which we make fundamental use of the fact that the group ⟨x1, x3⟩ is the left factor of an
embedded 5-dimensional Heisenberg group obtained by taking the central product of Λ3 with itself.
Indeed, this allows us to replace the central word [xO(n)1 , xO(n)3 ] in the left factor by a central word v
of the same length in the right factor of the central product Γ3,3 using O(n2) relations. We can then
commute v with x
O(n)
1 using only O(n2) relations. After O(n) repetitions of the total process, each of
which at a total cost of O(n2) relations, we thus reach a word that closely resembles the normal form
xa33 x
a1
1 x
a2
2 x
a4
4 . For this we required only O(n3) relations, rather than the expected O(n4) relations,
and we can conclude from there. Note that in fact in this last step we use that H5(Z) has Dehn
function n2 once more to simplify a product of O(n) copies of central words of the form [xO(n)1 , xO(n)3 ]
into the trivial word.
We will use various analogues of both of the kinds of above transformations coming from the
embedded copy of H5(Z) ⩽ Γ4,3 for general p, by exploiting the embedded subgroup Gp−1,p−1 ⩽ Gp,p−1.
They will appear at many points of the proof and ultimately lead to two key technical results: the
Main commuting Lemma (Lemma 6.2) and the Cancelling Lemma (Lemma 6.9), which in essence can
be seen as our most general versions of the first and second application of H5(Z) above. There will
be various challenges to overcome for general p in comparison to p = 4. The most obvious one is that
the central series of Λp has more than three non-trivial terms. This means that there is not enough
space to mimic the trick we used for p = 4, where we conveniently left terms in γ1(Λ4) in the middle,
moved terms in γ2(Λ4) to the left and finally moved terms in γ3(Λ4) to the right, which provided us
with a suitable normal form.
When computing the upper bounds for the Dehn functions of the Gp,p−1 we will use Dehn functions
of compact presentations rather than either geometric methods or Dehn functions of discrete groups.
Indeed, while we do use a more geometric approach in our proof of the lower bounds, we were not
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able to find an obvious geometric model for our groups that allows for the “easy” computation of
upper bounds on Dehn functions. On the other hand they are too complicated to pursue a discrete
combinatorial approach. It is thus really the hybrid approach between the two points of view provided
by compact presentations of Lie groups that allows us to prove our results. Indeed, it provides us
with the “geometric” flexibility of writing our words in a relatively simple and thus manageable form
on the combinatorial side, while at the same time allowing us to use all of the classical tools and
manipulations from discrete combinatorial group theory, thereby not requiring the use of an intricate
geometric model. We thus believe that this kind of approach really merits attention, as it might also
be instrumental in other problems in this area. We emphasize that this has also been suggested in
[dCT10].
3. Dehn functions, filling diameters and filling pairs
In this section we will introduce basic notions on Dehn functions, filling diameters and filling pairs
and collect some important well-known results on them.
3.1. Dehn functions of compactly presented groups. Let G be a compactly generated locally
compact group. For any compact generating set S let K(G,S) be the kernel of the epimorphism
FS ↠ G where FS denotes the free group over S. Recall that G is compactly presented with compact
presentation P = ⟨S ∣ R⟩ if K(G,S) is the normal closure of R ⊂K(G,S) such that R is bounded with
respect to the word metric on FS . Simply connected Lie groups are known to be compactly presented
(see for instance [Tes18, Th 2.6]). For simply connected nilpotent Lie groups such presentations
can theoretically be obtained over an arbitrary compact generating set from the knowledge of a Lie
algebra presentation using the Baker-Campbell-Hausdorff series (of which only finitely many terms
actually appear). These presentations are however unpractical to work with and in §5.1 we shall thus
provide explicit constructions of compact presentations for the groups Lp and Gp,q.
Let P = ⟨S ∣ R⟩ be a compact presentation of a locally compact group G. Recall that a freely
reduced word w over S represents the identity in G if and only if it belongs to the normal closure of
R. Further recall that we call such a word null-homotopic, that we define Area(w) as the minimal
number of conjugates of relations r ∈ R±1 whose product is freely equal to w and that the Dehn
function δP of a compact presentation P is defined by
δP(n) = sup{Area(w) ∶ w null-homotopic and freely reduced of length ⩽ n} .
Remark 3.1. Two remarks are in order here. First, it is easy to check that provided that it is
finite, the asymptotic behaviour of δP(n) does not depend on a choice of compact presentation.
Second, by definition any compactly presented locally compact group admits a presentation of the
form ⟨S ∣ R⟩ where R = Rk consists of all null homotopic words in S of length at most k and for any
such presentation δP is finite ([Cor07, Proposition 11.3]).
It turns out that the Riemannian definition of the Dehn function that we gave in the introduction
and the combinatorial definition have the same asymptotic behaviour. More generally, given a Rie-
mannian manifold M define F (r) to be the supremum of areas needed to fill loops of length at most
r in M . The following result is due to Bridson when G is discrete [Bri02, Section 5].
Proposition 3.2 ([CT17, Proposition 2.C.1]). Let G be a locally compact group with a proper cocom-
pact isometric action on a simply connected Riemannian manifold X. Then G is compactly presented
and the Dehn function of G satisfies
δ(r) ≍ max{F (r), r} .
To complete the picture we mention that the asymptotic behavior of the Dehn function is invariant
under quasi-isometry; this was proved for finitely presented groups in [Alo90] and the proof adapts
without changes to compactly presented groups.
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3.2. Fillings in balls of controlled radius. We will be interested in constructing fillings where we
simultaneously control the number of relations and the length of their conjugators. Geometrically
this amounts to filling a word in a ball of controlled radius. As in the previous section let P = ⟨S ∣ R⟩
be a compact presentation of a locally compact group G.
Definition 3.3. Given a null-homotopic word w(S). We say that a filling
w(S) = k∏
i=1 u−1i riui
of area k has (filling) diameter d if `(ui) ⩽ d for 1 ⩽ i ⩽ k.
We will say that a word w = w(S) has (word) diameter ⩽ d in G if the associated path in the
Cayley graph of G stays at distance ⩽ d from the identity 1 ∈ G. Equivalently w has diameter ⩽ d if
for any decomposition w = w1 ⋅w2 into two subwords we have distCay(G,S) (1, [w1]) ⩽ d.
We will often drop the specification “word” and “filling” diameter when it is clear from the context
which one we mean. Note in this context also that if a word has filling diameter d then in particular
it has word diameter d +M , where M is the maximal length of a relation in R. More generally we
obtain:
Lemma 3.4. For a null-homotopic word w = w(S) the following are equivalent:
(1) w admits a filling of area ⩽ k and filling diameter ⩽ d +OP(1);
(2) w admits a van Kampen diagram of area ⩽ k and diameter ⩽ d +OP(1);
(3) w admits a filling w(S) =∏ki=1 u−1i riui with words ui of word diameter ⩽ d +OP(1).
Proof. These equivalences are well-known for finitely presented groups and the identical proof works
for compactly presented groups. See for instance Proposition 4.1.2 and the subsequent proof of the
van Kampen Lemma in [Bri02]. 
Remark 3.5. The constants OP(1) can differ between different implications. When passing from
(2) to (1) a van Kampen diagram of diameter ⩽ d implies that the word has a filling of diameter⩽ d. Conversely filling diameter ⩽ d only implies that the van Kampen diagram has diameter ⩽ d+M
though. The same considerations hold for the equivalence of (2) and (3).
It turns out that Lemma 3.4(3) will be the easiest to check in our proofs and we will thus from
now on work with this property.
We will say that two words w(S) and w′(S) are equivalent with area (or at cost) k and diameter
d if w′ ⋅ w−1 is null-homotopic and admits a filling with area k and diameter d. In this case we will
also say that the identity w ≡ w′ holds with area k and diameter d in G.
Remark 3.6. We emphasize that the definition of the diameter of the equivalence w ≡ w′ involved
a choice: we chose to estimate the diameter of a filling of w′ ⋅ w−1 rather than w′−1 ⋅ w. While both
words have the same filling areas they differ by a conjugation by w′ and thus their filling diameters
can differ by `(w′). We shall stick to this choice throughout the paper.
We will frequently use the following simple observation:
Lemma 3.7. Let w = w(S) be a word that decomposes as w(S) = w1(S) ⋅ w2(S) ⋅ w3(S) and let
w′2 = w′2(S) be equivalent to w2 mod ⟨⟨R⟩⟩ via a transformation with area k and diameter d.
Then the identity w ≡ w′ mod ⟨⟨R⟩⟩ for w′ = w1w′2w3 holds with area k and diameter d′ ⩽ d + r in
G, where r is the word diameter of w1. In particular, if d ⩽ n and r ⩽ n then d′ ⩽ 2n.
Proof. This follows easily from the definitions and Lemma 3.4. 
We call a word w1 (resp. w3) as in Lemma 3.7 a prefix (resp. suffix ) word for the transformation
of w into w′.
Remark 3.8. The fact that only the prefix word w1 plays a role in the estimate in Lemma 3.7 comes
from the choice we discussed in Remark 3.6.
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3.3. Filling pairs.
Definition 3.9. Given two increasing unbounded functions f, g ∶ R+ →R+, we say that a compactly
presented group admits a (f, g)-filling pair if every null-homotopic word w = w(S) of length n has a
filling of area in O(f(n)) and filling diameter in O(g(n)).
Filling pairs are quasi-isometry invariants of compactly presented groups up to equivalence ≍ (where
for hyperbolic groups we allow for a linear term in the first entry). The proof is the same as for Dehn
functions and we refer to Lemma 9.7 for details, where we prove a more general result for SBEs.
If G is a topological group, recall that H < G is a retract of G if it is a closed subgroup and there
is an endomorphism ρ ∶ G → H which restricts to the identity on H. The following are well-known
in the context of Dehn functions of finitely presented groups (see [BMS93, Lemma 1], resp. [Bri93,
Proposition 2.1]) and their proofs adapt easily to filling pairs of compactly presented groups.
Lemma 3.10. Let G be a compactly presented locally compact group. If H is a retract of G, then H
is compactly presented and any filling pair for G is a filling pair for H.
Lemma 3.11. Let H1 and H2 be noncompact compactly presented locally compact groups. Let H =
H1 ×H2 and let (f1, g1) (resp. (f2, g2)) be filling pairs for H1 (resp. H2). Then(n2 + f1(n) + f2(n), n + g1(n) + g2(n))
is a filling pair for H.
4. Warm up – an upper bound for the Dehn function of G4,3
As a warm up for the general proof of the upper bound of np−1 on the Dehn function of Gp,p and
Gp,p−1 we will discuss the special case when p = 4. The case of general p is very subtle, requiring a
careful chain of technical lemmas. In contrast the case p = 4 captures much of the essence of how
our general proof works, while avoiding almost all of the technical difficulties. In particular, we can
work hands on with the finitely presented lattice Γ4,3. We will conclude this section by explaining
the difficulties we will face when dealing with general values of p and how we will resolve them.
4.1. Deriving a cubical upper bound for Γ4,3. As recalled in the previous section, the Dehn
functions of Γ4,3 and of G4,3 are equivalent, and it will be easier here to deal with Γ4,3. Some of the
techniques and notation we will use in this section are inspired by Olshanskii and Sapir’s combinatorial
proof that the Dehn function of the 5-dimensional Heisenberg group is quadratic [OS99]. However,
our line of argument is rather different from theirs. Indeed we will start by assuming that δH5(n) ≍ n2,
which is the main result of their work, and deduce from it that δΓ4,3(n) ≍ n3.
We recall that we work with the presentation
P(Γ4,3) = ⟨ x1, x2, x3, x4,y1, y3, y4,
z
RRRRRRRRRRRRRRR
[x1, xi] = xi+1,2 ⩽ i ⩽ 4,[y1, y3] = y4, [xi, yj] = 1,
x4 = y4 = z is central ⟩
for G4,3. Observe that it naturally contains the presentation P(Γ3,3) of the 5-dimensional Heisenberg
group H5(Z) given by
P(Γ3,3) = ⟨ x1, x3, x4,y1, y3, y4,
z
RRRRRRRRRRRRRRR
[x1, x3] = x4,[y1, y3] = y4, [xi, yj] = 1,
x4 = y4 = z is central ⟩ .
We state the following result:
Theorem 4.1 ([All98, OS99]). Γ3,3 admits (n2, n) as a filling pair.
The linear bound on the diameter is not stated in these references. However, it is easy to deduce
it from Allcock’s proof. Since he works with the Riemannian version of the Dehn function in the real
Heisenberg group, we postpone the presentation of his argument to §6.
The key observations that makes our proof work is that the natural embedding of H5(Z) in Γ4,3
combined with Theorem 4.1 allows us to manipulate words of length n in the letters {x1, x3, y1, y3}
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at cost ≲ n2 and in a ball of diameter ≲ n. The following is a particularly important immediate
consequence, as it enables us to “change between factors” and thus exploit the central product
structure of Γ4,3.
Lemma 4.2. There is a constant C0 > 0 such that every word w(x1, x3) of length n representing an
element of γ3(Γ4,3) is equivalent to the word w(y1, y3) with area ⩽ C0n2 and diameter ⩽ C0n in Γ4,3.
The most important class of central words w(x1, x3) ∈ γ3(Γ4,3) will be words of the form
T = T (m,n, l) ∶= [xm1 , xn3 ] [xl1, x3] ,
where m and n are integers and l is an integer satisfying 0 ⩽ ∣l∣ < ∣m∣. In a sense they are the discrete
prototype for the words Ωjk that we will introduce in §5.2 and then use throughout the remainder of
the paper. The following observation is straight-forward
Lemma 4.3. The equality T (m,n, l) ≡ zmn+l holds in Γ3,3. Conversely, for every integer k there are
integers m, n, l satisfying T (m,n, l) ≡ zk, ∣n∣ ⩽ ∣m∣ ⩽ 3∣n∣, 0 ⩽ ∣l∣ < ∣m∣ and sgn(mn) = sgn(l).
We record the following simple consequence of Lemmas 4.2 and 4.3:
Lemma 4.4. There is a constant C1 > 0 such that for every two words T1 = T (m1, n1, l1) and
T2 = T (m2, n2, l2), their product T1 ⋅ T2 can be transformed into a word T3 = T (m3, n3, l3) with
(1) m3 ⋅ n3 + l3 =m1 ⋅ n1 + l1 +m2 ⋅ n2 + l2;
(2) ∣m3∣, ∣n3∣ ⩽ 3√∣m3 ⋅ n3 + l3∣; and
(3) the identity T1 ⋅ T2 ≡ T3 holds with area ⩽ C1 (∣m1∣ + ∣n1∣ + ∣m2∣ + ∣n2∣)2
and diameter ⩽ C1 (∣m1∣ + ∣n1∣ + ∣m2∣ + ∣n2∣) in Γ3,3 (and thus in Γ4,3).
This innocuous observation allows us to obtain the second key tool for our proof, which shows that
the area of certain central and null-homotopic words is bounded by n
3
2 in their length n, rather than
by n2 as one might a priori expect.
Lemma 4.5. Let N, I > 0 and let Ti = T (mi, ni, li), 1 ⩽ i ⩽ I be words with ∣mi ⋅ ni + li∣ ⩽ N2 and∣mi∣, ∣ni∣ ⩽ 3N . Assume that ∏Ii=1 Ti is null-homotopic. There is a constant C2 > 0 such that the
identity
I∏
i=1Ti ≡ 1
holds in Γ4,3 with area ⩽ C2 ⋅ I ⋅N2 and diameter ⩽ C2 (⋅(IN2) 13 +N).
Proof. The proof is by induction on I, with the result for I = 1 being trivial. Assume that the result
holds for I ⩾ 1 and let ∏I+1i=1 Ti be null-homotopic. Since Ti ≡ zmini+li for 1 ⩽ i ⩽ I + 1 is in the center
of Γ3,3 it follows that ∑I+1i=1 mini + li = 0. In particular, there is some i0 such that Ti0 ⋅ Ti0+1 ≡ zk with∣k∣ ⩽ max{∣mi0 ⋅ ni0 + li0 ∣, ∣mi0+1 ⋅ ni0+1 + li0+1∣} ⩽ N2.
By Lemma 4.4 there is a word T ′i0 = T (m′i0 , n′i0 , l′i0) which satisfies the identity T ′i0 ≡ Ti0 ⋅Ti0+1 with
area ⩽ C1 ⋅ 122N2, diameter ⩽ C1 ⋅ 12 ⋅N and such that, moreover, the word
T1 ⋅ ⋅ ⋅ ⋅ ⋅ Ti0−1 ⋅ T ′i0 ⋅ Ti0+2 ⋅ ⋅ ⋅ ⋅ ⋅ TI (4.1)
satisfies the induction hypothesis for I. Choosing C2 ⩾ 122 ⋅ C1 thus completes the assertion on the
area.
By Lemma 3.7 it suffices to show that the word diameter of the prefix word T1 ⋅ ⋅ ⋅ ⋅ ⋅ Ti0−1 is≲ ((I ⋅N2) 13 +N) in Γ4,3 to obtain the desired diameter bound. However, this follows by observing
that by assumption ∏i0−1i=1 Ti ≡ zt with ∣t∣ ⩽ (i0 − 1)N2 ⩽ I ⋅N2 and that the subgroup ⟨z⟩ ⩽ Γ4,3 is
n
1
3 -distorted [Osi01] (also see Lemma 5.12 below). 
We will now explain how to use Lemmas 4.2 and 4.5 to show
Theorem 4.6. Γ4,3 admits (n3, n) as a filling pair.
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Claim 4.7. It suffices to prove that there is a constant C > 0 such that all null-homotopic words
w = w(x1, x2) of length `(w) ⩽ n admit a filling of area ⩽ Cn3 and diameter ⩽ Cn in Γ4,3.
Proof. The subgroup generated by the xi intersects the subgroup generated by the yi in the central
subgroup ⟨z⟩. Thus, given a word u of length at most n in the generators xi and yi of Γ4,3, we can
use the commutation relations [xi, yj] = 1 and Lemma 4.2 to replace it by a word v in the xi of the
same length at cost ⩽ K1 ⋅ n2 and in a ball of diameter ⩽ K1n for a suitable constant K1 > 0. Using
O(n) relations of the form [x1, xi] = xi+1 we can now replace v by a null-homotopic word w(x1, x2)
of length bounded by K2n for a suitable constant K2 > 0. 
Claim 4.8. There is a constant C > 0 such that for all n ∈ Z, the null-homotopic word [xn2 , x1]xn3
admits a filling of area ⩽ Cn2 and diameter ⩽ Cn in Γ4,3.
Proof. The proof is straight-forward: consider xn2x1 and move x1 to the left, by commuting it with
the x2’s one by one, using the relation [x1, x2] = x3. Then move all x3’s produced in the process to
the right using the relation [x2, x3] = 1 (see also Proposition 5.5 below). 
So let w(x1, x2) be a null-homotopic word of length `(w) ⩽ n.
To obtain an upper bound on the area of w(x1, x2) we will iteratively move all instances of x1 in
w to the left, starting with the left-most. After moving an x1 to the left we move all x3’s created in
the process to the left. As a consequence we will obtain a word of the form Ti = T (mi, ni,0) with∣mi∣, ∣ni∣ ⩽ n, which we move to the right.
After the i-th iteration of this process we may assume that we have a word of the form
xk13 x
k2
1 x
k3
2 x
±1
1 v(x1, x2) i−1∏
j=0Ti−j ,
where ∣k2∣ + ∣k3∣ + 1 + length(v(x1,w)) ⩽ n and ∣k1∣ ⩽ i ⋅ n.
Since the exponent sum of the x1’s and x2’s is zero, repeating this process I ⩽ n times will yield a
null-homotopic word
xa3
I∏
j=0Ti−j .
Since ∏Ij=0 Ti−j is in the center of Γ4,3 it follows that it is null-homotopic and thus a = 0. We now
apply Lemma 4.5 with N ∶= n to conclude that ∏Ij=0 Ti−j admits a filling of area ⩽ C2I ⋅ n2 ⩽ C2n3
and diameter ⩽ 2 ⋅C2 ⋅ n.
It remains to explain the i+ 1-th iteration of our procedure and to check that it has quadratically
bounded area and linearly bounded diameter. It is here where we will make fundamental use of
Lemma 4.2. We will discuss the case x+11 , the case x−11 being similar. The following identities hold in
Γ4,3:
xk13 x
k2
1 x
k3
2 x1v(x1, x2) i−1∏
j=0Ti−j (4.2)
≡xk13 xk21 x1xk32 x−k33 v(x1, x2) i−1∏
j=0Ti−j (4.3)
≡xk13 xk2+11 x−k33 xk32 v(x1, x2) i−1∏
j=0Ti−j (4.4)
≡xk13 x−k33 xk2+11 T (k2 + 1,−k3,0)xk32 v(x1, x2) i−1∏
j=0Ti−j (4.5)
≡xk1−k33 xk2+11 [yk2+11 , y−k33 ]xk32 v(x1, x2) i−1∏
j=0Ti−j (4.6)
≡xk1−k33 xk2+11 xk32 v(x1, x2) [yk2+11 , y−k33 ] i−1∏
j=0Ti−j (4.7)
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≡xk1−k33 xk2+11 xk32 v(x1, x2)T (k2 + 1,−k3,0) i−1∏
j=0Ti−j (4.8)
Setting Ti+1 = T (k2 + 1,−k3,0) completes the i + 1-th step. We remark that in the case x−11 we
obtain new terms x+k33 and T (k2, k3,0).
Using that ∣k2∣+ ∣k3∣+1+`(v(x1, x2)) ⩽ n we obtain that the number of relations required to obtain
consecutive lines of the equation is bounded as follows:
(4.3) Cn2 (by Claim 4.8)
(4.4) n2 (using the relation [x2, x3] = 1)
(4.6) & (4.8) C0n
2 (by Lemma 4.2)
(4.7) 4n2 (using the relations [xi, yj] = 1)
In particular, there is a constant C3 > 0 such that the total cost of this transformation is ⩽ C3n2.
Since we repeat this process I ⩽ n times, this provides the desired area estimate in Theorem 4.6.
The subgroup ⟨x3⟩ ⩽ Γ4,3 is n 12 -distorted [Osi01] (or Lemma 5.12 below), meaning that the prefix
word of all of our transformations has diameter in O(√i ⋅ n + n) = O(n). Thus, by combining the
linear diameter bounds in Lemma 4.2 and Claim 4.8 with Lemma 3.7, we obtain that all of our
transformations satisfy a linear diameter bound, completing the proof of Theorem 4.6.
4.2. Developing a strategy for the proof for general p. In some sense what made our proof
work for p = 4 is that this degree is low enough so that we could conveniently shift powers of x3 to
the left, central words of the form T (n,m, l) to the right and keep the remainder of our word in x1
and x2 in the middle. This allowed us to elegantly avoid and hide a key difficulty that makes any
brute force attempt to generalize our approach to arbitrary values of p fail: the distortion of terms
in γi(Γp,p−1) being n 1i , the cost of “naively” creating and reordering powers of the xi will be much
too high. On the other hand the commuting trick exploiting the second factor (generated by the yi’s)
will only work for central words.
We overcome these difficulties through a sequence of results that on the surface seem like a long
list of technical lemmas, but really follow a concrete strategy designed to avoid the above obstacles.
Moreover, it will turn out to be of great use to switch to the setting of compact presentations and
work in the real Malcev completion Gp,p−1 rather than in the discrete group Γp,p−1. But for now let
us pretend we work in Γp,p−1. For k ⩾ 1 and n = (n1, . . . , nk) ∈ Zk, we let Ωk(n) be the following word
in x1 and x2
Ωk(n) ∶= [xn11 , . . . , xnk−11 , xnk2 ] .
We observe that Ωk(n) corresponds to an element of the k-th term of the lower central series of the
free group ⟨x1, x2⟩. In particular, for k = p it defines a relation in Λp, and therefore in Γp,p or Γp,p−1.
The non-technical key steps of our proof for general p are:
Step 0: Similar arguments as above allow us to reduce to words w(x1, x2).
Step 1: We use the results on efficient sets of words presented in §5.3 to argue that we can reduce
to null-homotopic words of the form
w(x1, x2) = xn11 xm12 ⋯xnk1 xmk2
with ∣ni∣, ∣mi∣ ⩽ n and k uniformly bounded by some constant C > 0.
Step 2: By shifting the xni1 ’s to the left in blocks, we transform the word w into a product of ⩽ C ′
iterated commutators of the form Ωki(ni)±1, with 2 ⩽ ki ⩽ p − 1 and ni ∈ Rki and order them by the
size of the ki (for a suitable constant C
′ > 0). This provides us with a word of length ≲ n that (at
least morally) is very similar to a word in the Malcev normal form of §5.1.
Step 3: We consecutively merge all terms of the form Ωk(ni) for increasing k, starting with k = 2.
Using that w is null-homotopic this process will terminate in the trivial word. At any stage we will
make sure that the remaining word stays of length ≲ n.
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Note that for technical reasons the above steps don’t appear in the precisely same order in §6.
However, keeping them in mind when reading the proof should be helpful in understanding its struc-
ture.
The most difficult steps are Steps 2 and 3. Performing them essentially requires us to be able to
do two things at sufficiently low cost:
(1) Merge two words of the form Ωk(n1) and Ωk(n2) into a new word of a similar form and of
length ≲ n.
(2) Commute certain types of words. In particular, we will have to commute words of the form
Ωk1(n1) with words of the form Ωk2(n2) at cost ≲ np−1.
The bulk of the technical work in §6 is concerned with resolving these two problems. Concretely,
(1) will be resolved by Lemma 6.9, which we will often refer to as the Cancelling Lemma, while (2) will
be resolved by Lemma 6.2, which we will often refer to as the Main commuting Lemma. Note that the
Cancelling Lemma and the Main commuting Lemma are in some sense beefed-up and considerably
harder to prove versions of Lemma 4.5 and of the commutation of terms enabled by Lemma 4.2.
In fact we will first prove the Main commuting Lemma and then the Cancelling Lemma, as the
former will be required in the proof of the latter. The proofs of both will be by a rather subtle double
induction in p and k and will be divided into several auxiliary technical lemmas. Throughout the
proofs of these results we will rely heavily on applying the fact that, by induction, δΓp−1,p−1 ≍ np−2 to
rewrite words in the generators of the canonically embedded subgroup Γp−1,p−1 ↪ Γp,p−1. Similar to
the use of Lemma 4.2 in §4.1, we will also make essential use of the fact that we can replace words
of length n in x1 and x3 that are contained in γp−1(Γp−1,p−1) by words in y1 and y3 at cost ≲ np−2,
to enable us to commute them with words in the xi at a low cost. In particular, we will use this to
start the induction in some of the technical Lemmas leading up to the Main commuting Lemma.
5. Preliminaries for the general case
In this section we set the stage for the proof of the upper bound on the Dehn functions of Gp,p
and Gp,p−1 for general p. In §5.1 we start by constructing explicit compact presentations. In §5.3
we recall the notion of efficient words, which will allow us to restrict to certain families of simpler
words when proving upper bounds on the Dehn functions. We then explain how to obtain such a set
of efficient words with respect to our presentations. Finally, in §5.4 we prove some technical results
that we will require in §6 to compute upper bounds on diameters of fillings.
5.1. Compact presentations of the groups Γp,q and Gp,q. Recall from the introduction that Λp
denotes the model filiform group with presentation
P(Λp) = ⟨ x1, x2, . . . xp−1, z RRRRRRRRRRRRRRR
[x1, xi]x−1i+1, i = 2, . . . p − 2[xi, xj] , i, j = 2, . . . , p − 1[x1, xp−1] z−1, [xi, z] , i = 1, . . . , p − 1 ⟩
and Lp denotes its real Malcev completion. The group Γp,q is defined as the central product of Λp
with Λq for 3 ⩽ q ⩽ p ⩾ 4. We deduce the following finite presentation of Γp,q:
P(Γp,q) = ⟨ x1, x2, . . . xp−1, z
y1, yp−q+2, . . . yp−1,
RRRRRRRRRRRRRRRRRRR
[x1, xi]x−1i+1, [y1, yi] y−1i+1, i = 2, . . . p − 2[xi, yj] , i, j = 1, . . . , p − 1[x1, xp−1] z−1, [y1, yp−1]z−1
z central
⟩ .
Observe that for Γp,p−1 we purposefully used the notation y1, yp−q+2, . . . , yp instead of y1, y2, . . . , yq−1
as it allows us to see Γp,q as a subgroup of Γp,p. Actually, it will be more convenient to work with
compact presentations of their respective Malcev completions Gp,q. We describe below a way to
deduce a compact presentation of the group from a finite presentation of a lattice.
Let Γ be a finitely-generated torsion-free nilpotent group. Then Γ is strongly polycyclic, i.e. admits
a composition series Γ = P 0Γ▷P 1Γ▷⋯▷PnΓ = {1} with P iΓ/P i+1Γ = Z. It can be chosen to refine
the lower central series, i.e. CiΓ = P kiΓ for all i with suitable ki. Choosing representatives of the
generators of the quotients P iΓ/P i+1Γ, one can build a generating set S = {γ1, . . . γn} such that
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[γi, γj] ∈ ⟨γj+1, . . . γn⟩ whenever i < j and every γ ∈ Γ uniquely writes as γ`11 ⋯γ`nn with `i ∈ Z. S is
called a Malcev basis for Γ.
Example 5.1. Note that S = {x1, x2} forms a generating subset of Λp and that Ŝ = {x1, . . . , xp}
is a Malcev basis. Similarly T = {x1, x2, y1, yp−q+2} is a generating subset of Γp,q and the set T̂ ={x1, x2, . . . xp−1, z, y1, yp−k+2, . . . yp−1} is a Malcev basis.
With respect to the integer coordinates `i one can prove that the multiplication law is polynomial,
i.e. that there are polynomialsM1, . . .Mn ∈ Z[X1, . . .Xn,X ′1, . . .X ′n] such that (γ`11 ⋯γ`nn )⋅(γ`′11 ⋯γ`′nn ) ≡
γ
M1(`1,`′1)
1 ⋯γMn(`n,`′n)n [BK81, 5.1]. An effective way of constructing the Malcev completion of Γ is to
extend this polynomial law (denote it ⋆) from Zn to Rn. Let G be any simply connected nilpotent
Lie group containing Γ as a lattice. Then the isomorphism Γ → (Zn,⋆) extends to an isomorphism
G → (Rn,⋆). This can be established independently of the existence part of the Malcev theorem
[Rag72, Corollary 2 p.34] by Zariski-density arguments.
We shall use the following notation throughout: for γ ∈ Γ and a ∈ R we denote γa = exp(a log γ)
and for all subsets S ⊂ G and A > 0 we define SA = {γa ∶ a ∈ [−A,A], γ ∈ S}. The subsequent result
explains how one can obtain a compact presentation for a simply connected nilpotent Lie group G
starting with a Malcev basis of a lattice Γ < G.
Proposition 5.2. Let Γ be a lattice in a simply connected nilpotent Lie group G and let A > 0. Let
Ŝ = {γ1, . . . , γn} be a Malcev basis of Γ.
(1) For 1 ⩽ i < j ⩽ n there exist monomials Pj+1, . . . Pn ∈ Z[X,Y ] such that for all `,m ∈ Z the
following equality holds in Γ:[γ`i , γmj ] ≡ γPj+1(`,m)j+1 ⋯γPn(`,m)n .
(2) The set of freely reduced words [γj , γi]γPj+1(1,1)j+1 ⋯γPn(1,1)n for 1 ⩽ i < j ⩽ n determines a
presentation for Γ over the generating set Ŝ.
(3) The set of freely reduced words RA = {σi(a, b)} ∪ {ρi,j(a, b)} with
σi(a, b) = γai γbi (γa+bi )−1 and ρi,j(a, b) = [γaj , γbi ]γPj+1(a,b)j+1 ⋯γPn(a,b)n
for i < j, a, b ∈ [−A,A] determines a presentation for G over the generating set ŜA.
Proof. (1) is a direct consequence of the existence of the polynomials M1, . . .Mn and the construction
of Ŝ from a refinement of the lower central series. For (2) note that these relations allow us to transform
any word over Ŝ into its Malcev normal form γ`11 ⋯γ`nn . Finally, we prove (3) in three steps:● ŜA is a generating set: this is clear from the isomorphism G → (Rn,⋆). Moreover, ŜA is
compact as image of a compact set under the exponential map.● The relations in RA hold in G, i.e. they lie in ker(FŜA → G): a ↦ γa defines a group
homomorphism by construction, so the σi(a, b) hold. To prove that the ρi,j(a, b) hold let ϕ
be any linear form on the Lie algebra g of G and define pi(a, b) ∶= ϕ(log[ρi,j]G) (where [⋅]G
denotes the evaluation in G). Then (2) implies that ϕ(a, b) = 0 for all (a, b) ∈ Z2. On the
other hand pi is a polynomial function by the Baker-Campbell-Hausdorff formula. We deduce
that it is identically 0 on R2 and therefore that ρi,j(a, b) holds for all a, b.● As in (2) the relations in RA allow us to transform any product of powers of elements in ŜA
into its normal form γa11 ⋯γann . Hence, the normal subgroup of G generated by RA coincides
with ker(FŜA → G). 
Remark 5.3. Compact presentations offer a technical advantage over finite presentations when
manipulating words as they allow to reduce length. For instance, representing a central element in
H5(Z) by a short length word over Ŝ needs a product of two commutators due to divisibility issues
(compare [OS99] and §4.1) while a single one is sufficient over ŜA.
Remark 5.4. For our purposes it will suffice to consider only the case A = 1 and we will restrict to
it in §6. However, producing a presentation for general A is no harder and might be useful for future
applications. Hence, we write our results in this general context in this section.
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Convention. From now on we will omit the relations σi(a, b) from our compact presentations to
simplify notation, as they are rather self-explanatory.
To obtain an explicit compact presentation for Gp,q we compute the polynomials Pi,j corresponding
to the Malcev basis Ŝ.
Proposition 5.5. For a, b ∈ R the following relation holds in Lp:
[xa1 , xbi ] ≡ xabi+1x−(a2)bi+2 x(a3)bi+3 ⋯z(−1)p+i+1( ap−i)b. (5.1)
In particular, let S = {x1, x2} and Ŝ = {x1, . . . , xp−1, z}. Then for every A > 0 the set SA is a compact
generating subset of Lp and the latter admits a compact presentation PA(Lp) given by the generating
subset ŜA and the relators
RA = {[xa1 , xbi ] = xabi+1x−(a2)bi+2 x(a3)bi+3 ⋯z(−1)p+i+1( ap−i)b},
for 2 ⩽ i ⩽ p − 1 and a, b ∈ [−A,A]. Moreover, for a, b ∈ R the identity (5.1) admits a filling of area≲p,A ap−i+1b2 and diameter ≲p,A ∣a∣ + ∣b∣ in PA(Lp).
Proof of Proposition 5.5. It suffices to prove the formula and area estimate for i = 2 since ⟨x1, xi⟩ ≃
Λp+2−i with x1 ↦ x1 and x2 ↦ xi defines an isomorphism. The first step is to prove [x1, xb2] = xb3
for every b; this is obtained by induction on b (for integer b) and we deduce the area and diameter
estimates O(b2) and O(b) respectively. We now assume the formula for (a, b), denoting its area by
Area(a, b), and consider xa+11 xb2. In the following calculation we record the cost on the right.
xa+11 xb2 = xa1x1xb2 ≡ xa1xb2x1xb3 (Area b)≡ xb2xa1xab3 x−(a2)b4 x(a3)b5 ⋯z(−1)p+1( ap−2)bx1xb3 (Area(a, b))≡ xb2xa+11 xab3 x−(a+12 )b4 x(a+13 )b5 ⋯z(−1)p+1(a+1p−2)bxb3 (Area b2∑p−2j=1 (aj))≡ xb2xa+11 x(a+1)b3 x−(a+12 )b4 x(a+13 )b5 ⋯z(−1)p+1(a+1p−2)b (Area b∑p−2j=1 (a+1j ))
We provide some explanations for our transformations: on the third line the rightmost x1 is brought
to the left which creates xj-terms for j ⩾ 4; they are gathered with the previous ones. On the fourth
line the rightmost xb3 is brought to the left and no new term is produced since x3 commutes with all
the xj for j ⩾ 4.
We deduce from our estimates that
Area(a + 1, b) ⩽ Area(a, b) + b +Cb2ap−2 +C ′b(a + 1)p−2,
where C and C ′ are positive constants, and thus that Area(a, b) = Op,A(ap−1b2) by induction on a.
For the diameter bound observe that the i-th term of the lower central series is n
1
i -distorted [Osi01]
(see also Lemma 5.12 below). Thus all prefix words of transformations appearing above have diameter
in Op,A(∣a∣ + ∣b∣) and we conclude by Lemma 3.7 that our filling for (5.1) has diameter ≲p,A ∣a∣ + ∣b∣.
Finally, the remaining properties follow from Example 5.1 and Proposition 5.2. 
Combining Proposition 5.5 and the fact that Gp,q is the central product of Lp with Lq, we deduce
the following compact presentation of Gp,q.
Corollary 5.6. For every p ⩾ 4, and 3 ⩽ q ⩽ p, a compact presentation of Gp,q is given for every
A > 0 by PA(Gp,q) = ⟨T̂A ∣ RA⟩, where T̂ = {x1, x2, . . . xp−1, xp, z, y1, yp−q+1, . . . yp−1, yp}, and
RA =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
[xa1 , xbi] = xabi+1x−(a2)bi+2 x(a3)bi+3 ⋯z(−1)p+i+1( ap−i)b, 2 ⩽ i ⩽ p[ya1 , ybi ] = yabi+1y−(a2)bi+2 y(a3)bi+3 ⋯z(−1)p+i+1( ap−i)b, p − q + 1 ⩽ i ⩽ p,[xai , ybj] = 1, a, b ∈ [−A,A], 1 ⩽ i, j ⩽ p,
z = xp = yp
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
.
We end this section by recalling the following well-known free equalities that hold in every group
and that we will require at many points throughout the remainder of this work.
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Lemma 5.7. Let G be a group and let u, v,w be words in some generating set for G. Then the
following free identities hold:
(1) [u ⋅ v,w] ≡ [u,w]v ⋅ [v,w];
(2) [u, v ⋅w] ≡ [u,w] ⋅ [u, v]w;
(3) uw ≡ u [u,w].
5.2. A family of special words. We now introduce a family of words that will play a crucial role
in the following sections. For p ⩾ j ⩾ 2, k ⩾ 1 and n = (n1, . . . , nk) ∈ Rk we let Ωjk(n) be the word
Ωjk(n) ∶= [xn11 , . . . , xnk−11 , xnkj ] .
For j = 2, we shall simply denote it7 by Ωk(n).
We observe that although Ωjk(n) is a priori defined as a word in S∞ we can view it as an element
of FSA by identifying x
ni
i with a product of ⌈∣ni∣/A⌉ letters of the form xti1 with ∣ti∣ ⩽ A. In what
follows such identifications will be made implicitly.
5.3. Reduction to products of efficient words. We build here on [dCT10]. We let S be a finite
alphabet and let FS denote the free group on S. Given a subset F ⊂ FS and an integer k ⩾ 1, we
denote F[k] the collection of concatenations of at most k words in F .
Definition 5.8. Given an integer r ⩾ 1, a subset F ⊂ FS is called r-efficient with respect to a
presentation ⟨S ∣ R⟩ of a group G if there exists a constant C such that for every w ∈ FS there exists
w′ ∈ F[r] such that w ≡ w′ mod ⟨⟨R⟩⟩ and `(w′) ⩽ C`(w).
Given a set F of words in S, we shall say that we have a filling pair (f, g) for G in restriction to
words in F if every relation of length n that lies in F admits a filling of area in O(f(n)) and filling
diameter in O(g(n)).
The following is based on an original observation of Gromov [Gro93, 5.A′′3 ].
Proposition 5.9 ([dCT10, Proposition 4.3]). Let s > 1. Assume that F is r-efficient for some r ⩾ 1
and that (ns, n) is a filling pair for G in restriction to F[k] for all k ⩾ 1. Then (ns, n) is a filling
pair for G.
Proof. The statement of [dCT10, Proposition 4.3] is that ns is an isoperimetric function for G.
However, it is easy to deduce from its proof that (ns, n) is a filling pair. Indeed, the proof consists of
filling a loop of length n using k loops of length in O(n/k) and a loop γ′ in F[k] of length in O(n).
While the argument used in [dCT10] to obtain the desired area bounds applies for very general
functions, it is not hard to check that using their methods one can actually produce a filling of area≲ ns by iterating this procedure logk(n) times. In particular, this yields the existence of such a filling
of γ of diameter in O(∑j⩾1 n/kj) = O(n). 
We recall that S = {x1, x2} ⊂ Λp. We define the subset FA ⊂ FSA of all powers of elements in SA:FA ∶= {sn ∣ s ∈ SA, n ∈ N} .
The main result of this section is
Proposition 5.10. For all p ⩾ 3 and A > 0 the subset FA is Op(1)-efficient with respect to the
compact presentation PA(Lp) of Lp provided by Proposition 5.5.
We immediately deduce the following corollary, which is the statement we shall need in our proof
of the upper bound of the Dehn function. Define
TA ∶= {xa11 , xa22 , ya31 , ya43 ∣ ∣a1∣, ∣a2∣, ∣a3∣, ∣a4∣ ⩽ A} ⊂ Gp,p−1
and GA ∶= {sn ∣ s ∈ TA, n ∈ N} .
Corollary 5.11. For all p ⩾ 4 and A > 0 the subset GA is Op(1)-efficient with respect to the compact
presentation of Gp,p−1 provided by Corollary 5.6.
7A notation that we had already introduced in our sketch of proof in §4.2.
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Cyclic subgroups of the i-th term of the descending central series have distorsion in n1/i ([Osi01]).
The following lemmas provide related estimates that will be required in various places of our proof.
Lemma 5.12. Let b ∈ R and let 2 ⩽ i ⩽ p. Then xbi ≡ w mod ⟨⟨RA⟩⟩ for a word w ∈ FA[Op(1)]
satisfying
`(w) = Op(b 1i−1 ) +Op(1).
In particular, SA is a generating subset of Lp.
Proof. The proof is by descending induction on i.
An iterated application of Proposition 5.5, Lemma 5.7(2) and the fact that Lp is metabelian yields
the identity
Ω2p−1 (b 1p−1 , . . . , b 1p−1 ) ≡ xbp mod ⟨⟨RA⟩⟩ ,
proving the case i = p.
Now assume that the result holds for i = i0 + 1 and let β ∶= b 1i0−1 . Observe that an iterated
application of Proposition 5.5, Lemma 5.7(2) and the fact that Lp is metabelian to the innermost
commutator yields the following identities in Lp (i.e. modulo RA):
Ω2i0−1(β, . . . , β) ≡ p∏
j1=3 Ω
j1
i0−2 (β, . . . , β, (−1)j1+1( βj1 − 2)β)≡ . . .
≡ ∏
3⩽j1<⋅⋅⋅<ji0−2⩽px
(−1)j1+1(−1)j2−j1+1⋯(−1)ji0−2−ji0−3+1( βj1−2)( βj2−j1)⋯( βji0−2−ji0−3)β
ji0−2 .
Because (x
j
) is a polynomial of degree j in x, we deduce that for any choice of 3 ⩽ j1 < ⋅ ⋅ ⋅ < ji0−2 ⩽ p
the exponent of xji0−2 is a polynomial of degree ji0−2 − 1 in β. Since there are only finitely many
terms for each index i0 ⩽ ji0−2 ⩽ p, we deduce that there are polynomials qj(β) of degree j − 1 for
i0 ⩽ j ⩽ p such that
Ω2i0−1(β, . . . , β) ≡ p∏
j=i0 x
qj(β)
j .
Finally, an explicit evaluation shows that qi0(β) = (β1)i0−2 ⋅ β = βi0−1 and we deduce that
xbi0 ≡ (Ω2i0−1(β, . . . , β))−1 ⋅ p∏
j=i0+1x
qj(β)
j mod ⟨⟨RA⟩⟩ .
The result now follows by applying the induction hypothesis to the x
qj(β)
j . 
Lemma 5.13. For m1, . . . ,mk, n1, . . . , nk ∈ R let w = xm12 xn11 ⋅ ⋅ ⋅ ⋅ ⋅xmk2 xnk1 and let l ∶= ∑ki=1(∣mi∣+ ∣ni∣).
There exist b1, . . . , bp ∈ R, with ∣b1∣ = Op(l) +Op(1) and ∣bi∣ = Op(li−1) +Op(1) for 2 ⩽ i ⩽ p, such that
w ≡ xb11 ⋅ ⋅ ⋅ ⋅ ⋅ xbpp mod ⟨⟨RA⟩⟩ .
Proof. We will move all x1’s in w to the left to put the word in normal form. Introducing the notation
ñi ∶= ∑kj=i nj we first observe that, by Proposition 5.5, the identity
xni−11 xmi2 xñi1 ≡ xñi−11 xmi2 x−ñimi3 x(ñi2 )mi4 ⋅ ⋅ ⋅ ⋅ ⋅ x(−1)p( ñip−2)mip
holds in Lp for 1 ⩽ i ⩽ k, where we use the convention ñ0 ∶= ñ1. Thus, moving powers of x1 to the
left, starting with the left-most one, and [xi, xj] = 1 for i, j ⩾ 2 imply that
w ≡ xñ11 ⋅ x∑ki=1mi2 ⋅ x−∑ki=1 ñimi3 ⋅ x∑ki=1 (ñi2 )mi4 ⋅ ⋅ ⋅ ⋅ ⋅ x(−1)p∑ki=1 ( ñip−2)mip mod ⟨⟨RA⟩⟩ .
Set b1 ∶= ñ1 and bj ∶= (−1)j∑ki=1 ( ñij−2)mi. Using that (xj) is a polynomial of degree j in x and that∣ñi∣ ⩽ l, it is now easy to deduce that ∣bi∣ = Op(li−1) +Op(1). This completes the proof. 
We will now explain how to derive Proposition 5.10 from Lemmas 5.12 and 5.13.
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Proof of Proposition 5.10. Since SA is a compact generating subset of Lp, it is enough to consider
words in SA. Let w = xm12 xn11 ⋅ ⋅ ⋅ ⋅ ⋅ xmk2 xnk1 be a word in SA of length `(w). By Lemma 5.13 there
exist b1, . . . , bp ∈ R with ∣b1∣ = Op(`(w)) +Op(1) and ∣bi∣ = Op(`(w)i−1) +Op(1), 2 ⩽ i ⩽ p, such that
w ≡ xb11 ⋅ ⋅ ⋅ ⋅ ⋅ xbpp mod ⟨⟨RA⟩⟩ .
Lemma 5.12 implies that there exist words uj ∈ FA[Op(1)] with
x
bj
j ≡ uj mod ⟨⟨RA⟩⟩
and `(uj) = Op(b 1j−1j ) + Op(1) for 2 ⩽ j ⩽ p. Note, moreover, that u1 = xb11 ∈ FA and `(u1) =
Op(`(w)) +Op(1).
Observe that the word u ∶= u1 ⋅ ⋅ ⋅ ⋅ ⋅ up satisfies w ≡ u mod ⟨⟨RA⟩⟩ and u ∈ FA[Op(1)]. Moreover, a
direct calculation shows that `(u) = Op(`(w))+Op(1). This shows that FA is Op(1)-efficient, ending
the proof of the proposition. 
5.4. Upper bounds on diameters. We conclude this section by recording a few results which we
will require to show that all fillings in §6 have linearly bounded diameter.
Lemma 5.14. Let I ⩾ 0, and let j ⩽ k be two integers in {2, . . . , p − 1}, and, for 1 ⩽ i ⩽ I, let
ui = ui(x1, xj) be a word of word length ni = `(ui) ⩾ 1 such that ui represents an element in γk(Lp).
Then the element g ∈ Lp represented by the word w =∏Ii=1 ui satisfies
∣g∣SA ≲p p∑
m=k+1(
I∑
i=1n
m−j+1
i ) 1m−1 .
Moreover, w has word diameter ≲p ∑pm=k+1 (∑Ii=1 nm−j+1i ) 1m−1 +maxi∈Ini.
Proof. The subgroup of Lp generated by x1 and xj is isomorphic to Lp−j+2 and there is a canonical
embedding Lp−j+2 ↪ Lp induced by an embedding of presentations. Thus, by Lemma 5.13 for Lp−j+2,
there are bm,i ∈ R such that
ui ≡ xbk+1,ik+1 ⋯xbp,ip mod ⟨⟨RA⟩⟩
with ∣bm,i∣ ≲p 1 + nm−j+1i ≲p nm−j+1i , for k + 1 ⩽m ⩽ p and 1 ⩽ i ⩽ I. We deduce that
I∏
i=1 ui ≡ xbk+1k+1 ⋯xbpp mod ⟨⟨RA⟩⟩
for bm ∶= ∑Ii=1 bm,i. In particular, ∣bm∣ ≲p I∑
i=1n
m−j+1
i .
By Lemma 5.12 there is a word w = wk+1 ⋅ ⋅ ⋅ ⋅ ⋅wp with
w ≡ I∏
i=1 ui mod ⟨⟨RA⟩⟩,
wm ≡ xbmm mod ⟨⟨RA⟩⟩ and
`(w) ⩽ p∑
m=k+1 `(wm) ≲p
p∑
m=k+1 ∣bm∣ 1m−1 ≲p
p∑
m=k+1(
I∑
i=1n
m−j+1
i ) 1m−1 .
This completes the proof. 
Corollary 5.15. Assume that in Lemma 5.14, n is a positive integer such that ni ⩽ n for 1 ⩽ i ⩽ I.
Then in the conclusion we obtain
∣g∣SA ≲p p∑
m=k+1 (I 1m−1 ⋅ n1− j−2m−1 ) .
In particular, for I ⩽ n and j = 3 we deduce that∣g∣SA ≲p n.
and w has word diameter ≲p n.
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In a second application of Lemma 5.14 we will require the following estimate.
Lemma 5.16. For n, k,B ⩾ 1, p ⩾ k + 1 and 1 ⩽ j ⩽ ⌈log2(n)⌉ =∶ l there is a constant C = C(p,B)
such that the following inequality holds:
p∑
m=k+1(2jk ⋅ ( n2j )
m−2 +B ⋅ j∑
i=1 2(i−1)k ( n2i )
m−2) 1m−1 ⩽ C ⋅ n
Proof. First observe that by definition of l:
p∑
m=k+1(2jk ⋅ ( n2j )
m−2 +B ⋅ j∑
i=1 2(i−1)k ( n2i )
m−2) 1m−1 ⩽ n ⋅ p∑
m=k+1(2
j(k−m+1)
2l−j +B ⋅ j∑i=1 2
i(k−m+1)
2l−i )
1
m−1
.
Since k −m + 1 ⩽ 0 and l ⩾ j we now deduce from the geometric series that
p∑
m=k+1(2
j(k−m+1)
2l−j +B ⋅ j∑i=1 2
i(k−m+1)
2l−i )
1
m−1 ⩽ p∑
m=k+1 (1 + 2 ⋅B) 1m−1 ⩽ 2 ⋅ p ⋅B.
This completes the proof. 
6. Upper bounds on the Dehn functions of Gp,p and Gp,p−1
In this section we will derive upper bounds on the Dehn functions of Gp,p and Gp,p−1. In §6.1 we
state a sequence of auxiliary results and explain how they are used to prove the desired upper bounds
by induction on p. This will be visualized by Figure 1. In the remaining sections we then prove these
results in the described order, finishing with the proof of the main result in §6.8.
6.1. Main theorem and structure of the proof. The goal of this section is to prove the following
key result of our paper.
Theorem 6.1 (Main Theorem). For p ⩾ 3, (np−1, n) is a filling pair for both Gp,p and Gp,p−1.
The proof proceeds by induction on p. We will see that for both groups we can reduce to null-
homotopic words of the form w(x1, x2), where x1 and x2 generate the first factor (see §6.8). In view
of the canonical embedding Gp,p−1 ↪ Gp,p, we deduce that it is enough to show that δGp,p−1(n) ≼
np−1 (see Lemma 6.31). The core of the proof consists in deducing from δGp−1,p−1(n) ≼ np−2 that
δGp,p−1(n) ≼ np−1.
We recall the following notation, for every A > 0:
TA ∶= {xa11 , xa22 , ya31 , ya43 ∣ ∣a1∣, ∣a2∣, ∣a3∣, ∣a4∣ ⩽ A} and SA ∶= {xa11 , xa22 ∣ ∣a1∣, ∣a2∣ ⩽ A} ,
and GA ∶= {sn ∣ s ∈ TA, n ∈ N} and FA ∶= {sn ∣ s ∈ SA, n ∈ N} .
We will fix A = 1 once and forever and will omit the prefix A in all expressions, as one fixed choice
for A will suffice for the remainder of our proof (cf. Remark 5.4). By Propositions 5.9 and Corollary
5.11, it suffices to prove that for every α > 1 we have δG[α](n) ≼ np−1.
We now describe the structure of the proof via a list of technical lemmas. In what follows, saying
that an identity between words in TA holds in Gp,p−1 will be shorthand for saying that it holds
in P(Gp,p−1). It is easy to deduce from its presentation that Gp,p−1 is a metabelian group. The
first important step is to prove that the commutation relations in Gp,p−1, induced by its metabelian
structure, have area ≲p np−1 and diameter ≲p n. More generally we prove
Lemma 6.2 (Main commuting Lemma). Let α,n ⩾ 1 and 2 ⩽ k ⩽ p − 1. Let w1,w2 be either powers
of x2 or words in F [α] representing elements of the derived subgroup, such that `(w1), `(w2) ⩽ n.
Then the identity [w1,w2] ≡ 1 holds in Gp,p−1 with area ≲α,p np−1 and diameter ≲α,p n.
This result will be the consequence of four more specific lemmas. Before stating them we shall
recall and introduce some additional notation.
We will denote by n = (n1, . . . , nk) ∈ Rk a k-tuple of real numbers and ∣n∣ ∶= ∑ki=1 ∣ni∣ its `1-norm.
As before, for p − 1 ⩾ k ⩾ 1, we denote
Ωjk(n) ∶= [xn11 , . . . , xnk−11 , xnkj ] ,
23
and
Ω̃jk(n) ∶= [yn11 , . . . , ynk−11 , ynkj ] .
To simplify notation, when j = 2, we shall simply write Ωk(n) and Ω̃k(n).
We record the following key observation.
Lemma 6.3 (Substitution Lemma). For n ∈ Rp−2 the word Ω3p−2(n) is central in Gp,p−1. In partic-
ular, the identity
Ω3p−2(n) ≡ Ω̃3p−2(n)
holds in Gp,p−1 with area ≲p ∣n∣p−2 and diameter ≲p ∣n∣.
Proof. This is a direct consequence of the fact that there is a canonical embedding of presentationsP(Gp−1,p−1) ↪ P(Gp,p−1) such that the word Ω3p−2(n) ⋅ (Ω̃3p−2(n))−1 is contained in the image ofP(Gp−1,p−1) and the fact that null-homotopic words of length n in P(Gp−1,p−1) admit a filling of area≲p np−2 and diameter ≲p n. 
Despite being very basic, this result is the fundamental reason for why the Dehn functions of Gp,p
and Gp,p−1 are bounded by np−1 rather than np. Indeed, it allows us to “push” words in the first
factor which represent central elements into the second factor at a cost that is bounded by the Dehn
function of Gp−1,p−1. Using that the yi commute with the xi we can then commute them with words
in the xi at a lower cost than one might a priori expect. We use Lemma 6.3 at various points and, in
particular, in the proof of Lemma 6.5 to kick-start our induction step from p − 1 to p.
As mentioned above, the Main commuting Lemma 6.2 will result from four sublemmas, dealing
with specific commuting relations involving words of type Ωjk. These lemmas depend on a parameter
k ⩽ p − 1. By k-lemma, we mean the statement of the corresponding lemma for a specific value of k.
The first one deals with commutators of words of type Ωjk with words representing elements of the
derived subgroup.
Lemma 6.4 (First commuting k-Lemma). Let n,α ⩾ 1, j ⩾ 3, 1 ⩽ k ⩽ p−2, and let w = w(x1, x2) be a
word of length at most n in F[α] corresponding to an element of [Gp,p−1,Gp,p−1], and let n ∈ Rk with∣n∣ ⩽ n. Then the relation [Ωjk(n),w] ≡ 1 holds in Gp,p−1 with area ≲p,α np−2 and diameter ≲p,α n.
Our second lemma treats commutators of words of type Ωjk with powers of x2.
Lemma 6.5 (Second commuting k-Lemma). Let n ⩾ 1, j ⩾ 3, 1 ⩽ k ⩽ p − 2, n ∈ Rk and m ∈ R with∣n∣ ⩽ n. Then the relation [Ωjk(n), xm2 ] ≡ 1 holds in Gp,p−1 with area ≲p ∣m∣ ⋅ np−3 + np−2 and diameter≲p n + ∣m∣.
The following lemmas are versions of Lemma 6.4 and 6.5 for Ωk instead of Ω
j
k.
Lemma 6.6 (Third commuting k-Lemma). Let n,α ⩾ 1 and 2 ⩽ k ⩽ p − 1. Let w = w(x1, x2) be a
word in F[α] of length at most n corresponding to an element of [Gp,p−1,Gp,p−1], and let n ∈ Rk with∣n∣ ⩽ n. Then the relation [Ωk(n),w] ≡ 1 holds in Gp,p−1 with area ≲p,α np−1 and diameter ≲p,α n.
Lemma 6.7 (Fourth commuting k-Lemma). Let n ⩾ 1, 1 ⩽ k ⩽ p − 1, n ∈ Rk and m ∈ R with ∣n∣ ⩽ n.
Then the relation [Ωk(n), xm2 ] ≡ 1 holds in Gp,p−1 with area ≲p ∣m∣ ⋅np−2+np−1 and diameter ≲p n+ ∣m∣.
To prove the Main commuting Lemma 6.2, we shall need a further reduction step, reducing to
words of bounded length in elements of type Ωk.
Lemma 6.8 (Reduction Lemma). Let α ⩾ 1 and let w = w(x1, x2) be a word of length at most n inF[α] corresponding to an element of [Gp,p−1,Gp,p−1]. Then there exists L = Oα,p(1) such that the
identity
w(x1, x2) ≡ L∏
j=1 Ωlj(mj)±1,
holds in Gp,p−1 with area ≲α,p np−1 and diameter ≲α,p n, for some ∣mj ∣ ≲α,p n, and 2 ⩽ lj ⩽ p − 1.
The Main Theorem 6.1 will be a consequence of the Reduction Lemma 6.8 and the following more
subtle technical result, which deals with products of Ωk-terms with different values of k.
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Lemma 6.9 (Cancelling k-Lemma). Let n ⩾ 1, 2 ⩽ k ⩽ p − 1 and for all 1 ⩽ j ⩽ p − 1, let Mj be a
positive integer. Consider a word w(x1, x2) of the form
w(x1, x2) = (Mk∏
i=1 Ωk(nk,i)±1)(
Mk+1∏
i=1 Ωk+1(nk+1,i)±1) . . .⎛⎝
Mp−1∏
i=1 Ωp−1(np−1,i)±1⎞⎠ ,
where nl,i ∈ Rj satisfies ∣nl,i∣ ⩽ n.
If w is null-homotopic, then it admits a filling of area ≲p,M np−1 and diameter ≲p,M n in Gp,p−1,
where M = maxjMj.
Finally we record the following technical result which plays a key role at various stages of the
proof.
Lemma 6.10 (Cutting in half k-Lemma). Consider the group Gp,p−1. Let k ⩾ 2 and n = (n1, . . . , nk) ∈
Rk. Identities of the form Ωk(2n) ≡ Ωk(n)2k ⋅ wk(n) and Ωk(2n) ≡ wk(n) ⋅ Ωk(n)2k hold in Gp,p−1,
where wk = ∏Li=1 Ωli(mi)±1 with L = Op(1), li ⩾ k + 1 and ∣mi∣ ≲p ∣n∣ for 1 ⩽ i ⩽ L. Moreover, these
identities have area ≲p ∣n∣p−1 and diameter ≲p ∣n∣ in Gp,p−1.
The way the Cutting in half k-Lemma is used throughout the proof is a bit subtle: we will require
its version for p − 1 as part of the induction step when proving the commuting k-Lemmas for p. On
the other hand, its p-version will be obtained as a corollary of the Main commuting Lemma 6.2 that
results from the four commuting k-lemmas. Finally its p-version will be instrumental in the proof of
the Cancelling k-Lemma 6.9 for p.
Regarding the proof of the diameter bounds we will adopt the following
Convention. Throughout this section the diameter bounds for our fillings will follow from Lemma
3.7. In most cases this will be obvious, since the transformations used, as well as their prefix words,
will satisfy evident linear diameter bounds. To keep the proofs as simple as possible we will only add
detailed explanations for the diameter bounds where this is not the case.
Throughout the remainder of this section we will assume that by induction δGp−1,p−1(n) ≍ np−2
and that every null-homotopic word of length ⩽ n in P(Gp−1,p−1) admits a filling of area ≲p−1 np−2
and diameter ≲p−1 n. Moreover, we will also assume that the p − 1-version of all other results in this
section holds. We will then deduce the p-version of all results through the sequence of implications
described in Figure 1.
6.2. Preliminary results. We will now record a few simple preliminary results which we will require
at different points in the subsequent sections.
Lemma 6.11. The following identities hold in Gp,p and Gp,p−1 for all p ⩾ 3, β,n,m ∈ R and ∣β∣ ⩽ 1:
(1) [x1, xn2 ] ≡ xn3 with area ≲p n2 and diameter ≲p ∣n∣;
(2) [xm1 , xn2 ] ≡ xn3 [xn3 , xm−11 ] ⋅ [xm−11 , xn2 ] and [xm1 , xn2 ] ≡ [xm1 , xn3 ]x−n3 [xm+11 , xn2 ] with area ≲p n2
and diameter ≲p ∣n∣ + ∣m∣;
(3) [xβ1 , xn2 ] ≡ xβn3 xt44 ⋯xtp−1p−1 ztp for ∣ti∣ ≲p n with area ≲p n2 and diameter ≲p ∣n∣.
Proof. Identities (1) and (3) are immediate consequences of Proposition 5.5. For the first identity in
(2) observe that by (1) x−n2 x1 ≡ x1xn3x−n2 with area ≲p n2 and diameter ≲p ∣n∣. Thus, we obtain[xm1 , xn2 ] ≡ x−m1 x−n2 x1xm−11 xn2 (6.1)≡ x−(m−1)1 xn3x−n2 xm−11 xn2 (6.2)≡ xn3 [xn3 , xm−11 ] [xm−11 , xn2 ] . (6.3)
The second identity follows from the first one by replacing m by m+1 and rearranging the terms. 
We will also require the following:
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Results for p − 1
Main Theorem for Gp−1,p−1 and Cutting in half Lemma 6.10 for p − 1
Fractal form Lemma 6.16 for p
Second commuting k-Lemma 6.5 for p
by descending induction on k
First commuting k-Lemma 6.4
for p by descending induction on k
Third commuting k-Lemma 6.6 for pFourth commuting k-Lemma 6.7 for p
Reduction Lemma 6.8 for p
by induction on α
Main commuting Lemma 6.2 for p
by descending induction on k
Cutting in half k-Lemma 6.10 for p
by ascending induction on k
Cancelling k-Lemma 6.9 for p
by descending induction on k
Main Theorem for Gp,p−1
Results for p
Main Theorem for Gp,p and cutting in half Lemma 6.10 for p
Figure 1. Main steps and structure of the proof of Theorem 6.1 (by induction on p).
Lemma 6.12. For n ⩾ 1, k ⩾ 3, and w = xtkk ⋅. . . xtp−1p−1 ztp with ∣ti∣ ⩽ ni−1 there are ni ∈ Ri, k−1 ⩽ i ⩽ p−1,
with ∣ni∣ ≲p n such that the identity
w ≡ p−1∏
i=k−1 Ωi(ni)
holds in Gp,p−1 (and in Gp,p).
Proof. This is a direct consequence of Lemma 5.12 and its proof. 
As a consequence of Lemma 6.12 and the induction hypothesis for p − 1 we obtain:
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Lemma 6.13. Let n, I ⩾ 1. If m1, . . . ,mk ∈ Rp−2, with ∣mi∣ ⩽ n, satisfy the identity
I∏
i=1 Ω3p−2(mi)i ≡ 1 (6.4)
in Gp−1,p−1 (and thus in Gp,p−1) for i ∈ {±1}, then the corresponding relation admits a filling of area≲p I ⋅ np−2 and diameter ≲p n +∑pm=3 (I ⋅ nm−2) 1m−1 . In particular, if I ⩽ n then the area is ≲p np−1
and the filling diameter is ≲p n.
Proof. By definition the Ω3p−2(mi)i are central in Gp−1,p−1. Thus there are qi ∈ R with Ω3p−2(mi)i ≡
zqi . Since the distortion of ⟨z⟩ ⩽ Gp−1,p−1 is ≃ n 1p−2 we deduce that ∣qi∣ ≲p np−2. Since the right hand
side of (6.4) is trivial we must have ∑Ii=1 qi = 0. In particular, there is i0 such that ∣qi0 + qi0+1∣ ⩽
max{∣qi0 ∣, ∣qi0+1∣}. Thus, Lemma 6.12 implies that there is ∣m′∣ ≲p ∣qi0 + qi0+1∣ 1p−2 ≲p n such that
Ω3p−2(mi0)i0Ω3p−2(mi0+1)i0+1 ≡ Ω3p−2(m′)
in Gp−1,p−1. Since this is an identity of length ≲p n in Gp−1,p−1 it has area ≲p np−2 and diameter ≲p n.
We can thus reduce to a null-homotopic product
(i0−1∏
i=1 Ω3p−2(mi)i) ⋅Ω3p−2(m′) ⋅ ⎛⎝ I∏i=i0+1 Ω3p−2(mi)i⎞⎠
of I − 1 terms such that every factor is of length ≲p n and equal to zr with ∣r∣ ≲p np−2. Repeating this
argument a further I − 1 times shows that our initial word can be reduced to the trivial word at cost≲p I ⋅ np−2. Noting that by Corollary 5.15 all prefix words of our transformations satisfy the asserted
diameter bound of n +∑pm=3 (I ⋅ nm−2) 1m−1 completes the proof. 
We finish with two more technical results which we will require later.
Lemma 6.14. Let n ⩾ 1, k ⩾ 2, and let ∣ni∣, ∣nk,j ∣ ⩽ n for 1 ⩽ i ⩽ k − 1 and 3 ⩽ j ⩽ p. Denote
u = xnk,33 . . . xnk,p−1p−1 znk,p . The identity
[xn11 , . . . , xnk−11 , u] ≡ p−1∏
j=3 [xn11 , . . . , xnk−11 , xnk,jj ] ,
holds in Gp−1,p−1 (and thus in Gp,p−1) with area ≲p np−2 and diameter ≲p n.
Proof. It follows readily from Lemma 5.7 that this identity holds in Gp−1,p−1 and we obtain the area
and diameter estimates using the induction hypothesis for Gp−1,p−1. 
This result will allow us to commute elements of the form[xn11 , . . . , xnk−11 , xnk,33 . . . xnk,p−1p−1 znk,p]
with words w(x1, x2) in the derived subgroup of Gp,p−1 using the First commuting k-Lemma 6.4 (see
§6.3). We end this section with the following converse of Lemma 6.12.
Lemma 6.15. Let k ⩾ 1. For every n ∈ Rk there are ti ∈ R with ∣ti∣ ≲p ∣n∣i−1, k ⩽ i ⩽ p, which satisfy
the following identity in Gp,p−1
Ωk+1(n) ≡ xtk+1k+1 xtk+2k+2⋯xtp−1p−1 ztp .
Proof. This is an immediate consequence of Lemma 5.13. 
6.3. First and Second commuting k-Lemmas. For simplicity of notation, we will assume that
j = 3. The proof for j > 3 is the same. Recall that we are proceeding by induction on p. In particular
the Main commuting Lemma 6.2 and the Cutting in half Lemma 6.10 can be used in the group
Gp−1,p−1 with area ≲p np−2 and diameter ≲p n.
A crucial step in the proof of the First commuting Lemma 6.4 will be the following technical result,
allowing us to cut Ω3k(n) into pieces. We notice that Ω3k(n) is a word in x1 and x3 which therefore
belongs to Gp−1,p−1.
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Lemma 6.16 (Fractal form Lemma). Let 1 ⩽ k ⩽ p − 3 and let n ∈ Rk. In Gp,p−1, Ω3k(n) is
equal to a word w consisting of ≲p ∣n∣k copies of Ω3k ( n2⌈log2(∣n∣)⌉ ) and 2(j−1)k “error terms” wk,j for
1 ⩽ j ⩽ ⌈log2(∣n∣)⌉. Each wk,j is a product of Op(1) commutators of the form Ωl(m)±1 with ∣m∣ ≲p ∣n∣2j .
In Gp,p−1, the area of this identity is ≲p ∣n∣p−2 and its diameter is ≲p ∣n∣. Moreover, the word diameter
of w is ≲p ∣n∣.
Valence 2kLevel Term Total number
0
1
n − 1
n
Ωk(n)
Ωk(n/2)
Ωk(n/2n−1)
Ωk(n/2n)
1
2k
2k(n−1)
2kn
Figure 2. Sketch of the n steps leading to the fractal form with n ∶= ⌈log2(∣n∣)⌉. It
omits the error terms wk,j for simplicity.
Proof. The proof is in ⌈log2(n)⌉ stages. At the j-th stage we will be left with 2jk terms of the form
Ω3k(n/2j) interlaced with 2(i−1)k error terms wk,i for 1 ⩽ i ⩽ j. By Lemmas 5.14 and 5.16 the diameter
of this word is
≲p p∑
m=k+1
⎛⎝2jk ⋅ ( ∣n∣2j )
m−2 +Op(1) ⋅ j∑
i=1 2(i−1)k ( ∣n∣2i )
m−2⎞⎠
1
m−1 ≲p ∣n∣ (6.5)
for a constant Op(1) as in Lemma 6.10. The same reasoning shows that the word diameter of the
word obtained at every stage is ≲p ∣n∣.
We apply the Cutting in half Lemma 6.10 for p−1 to each of the words Ω3k(n/2j) starting with the
right-most one; it holds by induction hypothesis. As a consequence we obtain 2(j+1)k words of the
form Ω3k(n/2j+1) and 2jk error terms of the form wk,j+1. By the Cutting in half Lemma 6.10, Lemma
3.7 and (6.5) the total area and diameter of the identities performed in the (j + 1)-th iteration are≲p ∣ n2j ∣p−2 and ≲p ∣n∣ respectively. After ⌈log2(∣n∣)⌉ iterations we obtain the asserted word of word
diameter ≲p ∣n∣.
The total area of all identities used in the proof is
≲p ⌈log2(∣n∣)⌉∑
j=1 2(j−1)k ⋅ ( ∣n∣2j−1 )
p−2
= ∣n∣p−2 ⌈log2(∣n∣)⌉∑
j=1 2(j−1)(k−(p−2))≲p ∣n∣p−2,
where the last inequality follows since the sum is a convergent geometric series. Indeed, by assumption,
k ⩽ p − 3 and thus k − (p − 2) < 0. This completes the proof. 
Proof of the Second commuting k-Lemma 6.5. Observe that the Second commuting (p − 2)-Lemma
is an easy consequence of Lemma 6.3 and the fact that [xi, yj] = 1 ∀i, j. We now assume that for
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k ⩽ p − 3 we proved the Second commuting (k + 1)-Lemma by induction. We estimate the area and
diameter of the null-homotopic word [Ω3k(n), xm2 ]. By the Fractal form Lemma 6.16 we have
Ω3k(n) ≡ u(x1, x3), (6.6)
where u is a word that is a product of ≲p ∣n∣k terms of the form Ω3k ( n2⌈log2(∣n∣)⌉ ) and, for 1 ⩽ j ⩽⌈log2(∣n∣)⌉, 2(j−1)k error terms wk,j ; the terms are in no specific order and we will thus commute
them with xm2 one-by-one.
Note that, by the Fractal form Lemma 6.16, identity (6.6) has area ≲p ∣n∣p−2 and diameter ≲p ∣n∣.
Moreover, u has word diameter ≲p ∣n∣ and thus the same holds for any of its prefix words. Since all
transformations used in the remainder of the proof will consist of commuting a piece of the word
u with xm2 and will have diameter ≲p ∣n∣ + ∣m∣, the diameter bound of ≲p ∣n∣ + ∣m∣ in the Second
commuting k-Lemma will follow from Lemma 3.7.
Observe that the word Ω3k ( n2⌈log2(∣n∣)⌉ ) has length in Op(1) so that the area of [Ω3k ( n2⌈log2(∣n∣)⌉ ) , xt2]
for ∣t∣ ⩽ 1 is in Op(1). Thus, the total cost of commuting the ∣n∣k terms of the form Ω3k ( n2⌈log2(∣n∣)⌉ )
with xm2 is ≲p ∣m∣ ⋅ ∣n∣k ⩽ ∣m∣ ⋅ ∣n∣p−3, where for the last inequality we use that k ⩽ p− 3 by assumption.
We now estimate the cost of commuting the error terms wk,j with x
m
2 . For this we distinguish the
cases k = p − 3 and k < p − 3, starting with the former. An error term wp−3,j consists of Op(1) words
of the form Ω3p−2 (l)±1, with ∣l∣ ≲p ∣n∣2j . To move it past xm2 we use the second factor of our central
product: by Lemma 6.3 the identity Ω3p−2 (l)±1 ≡ Ω̃3p−2 (l)±1 holds at cost ≲p ∣l∣p−2, with ∣l∣ ≲p ∣n∣2j .
Since Ω̃3p−2 (l)±1 is a word in the yi’s, we can commute it with xm2 at cost ≲p ∣m∣ ⋅ ∣n∣2j . Considering
that there are 2(j−1)(p−3) copies of wp−3,j in u we thus obtain the following upper bound for the total
cost of commuting all of the error terms with xm2 :
Area ≲p ⌈log2(∣n∣)⌉∑
j=1 2(j−1)(p−3) ⋅ ⎛⎝( ∣n∣2j )
p−2 + ∣m∣ ⋅ ∣n∣
2j
⎞⎠
= 2−(p−3) ⋅ ⎛⎝∣n∣p−2 ⋅ ⌈log2(∣n∣)⌉∑j=1 2−j⎞⎠ + 2−(p−3) ⋅ ⎛⎝∣m∣ ⋅ ∣n∣ ⋅
⌈log2(∣n∣)⌉∑
j=1 2(p−4)j
⎞⎠≲p 2−(p−3) ⋅ (∣n∣p−2 ⋅ 2 + ∣m∣ ⋅ ∣n∣ ⋅ ∣n∣p−4 ⋅ 2) ≲p ∣n∣p−2 + ∣m∣ ⋅ ∣n∣p−3,
where to obtain the first inequality in the last line we observe that
⌈log2(∣n∣)⌉∑
j=1 2(p−4)j =
⌈log2(∣n∣)⌉−1∑
j=0 2(p−4)⋅(⌈log2(∣n∣)⌉−j)
≲p ∣n∣p−4 ⋅ ⌈log2(∣n∣)⌉−1∑
j=0 2−j(p−4) ≲ ∣n∣p−4.
This completes this step of the proof for k = p − 3.
To complete the same step of the proof for k < p − 3 we now assume that by induction the Second
commuting l-Lemma holds for p − 3 ⩾ l ⩾ k + 1. In this case an error term wk,j is equal to a product
of Op(1) words of the form Ω3l (m2j )±1 with ∣m∣ ≲p ∣n∣ and k + 1 ⩽ l ⩽ p − 2, and there are 2(j−1)k error
terms of the form wk,j .
By the Second commuting l-Lemma for l ⩾ k + 1 the total cost of commuting the wk,j with xm2 is
thus bounded by
Area ≲p 2(j−1)k ⋅ ⎛⎝∣m∣ ⋅ ( ∣n∣2j )
p−3 + ( ∣n∣
2j
)p−2⎞⎠= 2−k ⋅ (∣m∣ ⋅ ∣n∣p−3 ⋅ 2j(k−(p−3)) + ∣n∣p−22j(k−(p−2))) .
We observe that the assumption k < p − 3 implies that j(k − (p − 3)) < j(k − (p − 2)) < 0. Using
the convergence of the geometric series we hence obtain the following bound on the total cost for
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commuting the wk,j , for 1 ⩽ j ⩽ ⌈log2(∣n∣)⌉, with xm2 :
Area ≲p 2−k ⌈log2(∣n∣)⌉∑
j=1 (∣m∣ ⋅ ∣n∣p−3 ⋅ 2j(k−(p−3)) + ∣n∣p−22j(k−(p−2)))≲ (∣m∣ ⋅ ∣n∣p−3 + ∣n∣p−2) .
We have thus proved that the cost of commuting all of the wk,j in u with x
m
2 is ≲p (m ⋅ ∣n∣p−3 + ∣n∣p−2)
irrespectively of whether k = p − 3 or k < p − 3.
Summing up the total cost for all steps in this proof we obtain that
Area([Ω3k(n), xm2 ]) ≲p ∣n∣p−2 + ∣m∣ ⋅ ∣n∣p−3 + ∣n∣p−2 + ∣m∣ ⋅ ∣n∣p−3≲p ∣n∣p−2 + ∣m∣ ⋅ ∣n∣p−3
This completes the proof of the Second commuting k-Lemma. 
After estimating the cost of commuting Ω3k(n) with xm2 we now need to estimate the cost of
commuting Ω3k(n) with a word in F[α].
Lemma 6.17. For 1 ⩽ k ⩽ p − 2, n = (n1, . . . , nk) ∈ Rk and l ⩽ ∣n∣ the identity
Ω3k(n)±1 ⋅ xl1 ≡ xl1 ⋅ (Ω3k+1(l, n1, . . . , nk))∓1 ⋅Ω3k(n)±1
holds with area ≲p ∣n∣p−2 and diameter ≲p ∣n∣ in Gp,p−1.
Proof. The identities
Ω3k(n)±1 ⋅ xl1 ≡ xl1 ⋅Ω3k(n)±1 ⋅ [Ω3k(n), xl1]≡ xl1Ω3k(n)±1 ⋅ (Ω3k+1(l, n1, . . . , nk))∓1≡ xl1 (Ω3k+1(l, n1, . . . , nk))∓1 ⋅Ω3k(n)±1
hold in Gp−1,p−1 ⩽ Gp,p−1 and thus with area ≲p ∣n∣p−2 and diameter ≲p ∣n∣ by induction hypothesis. 
Remark 6.18. For k = p − 2 we have Ω3k+1(l, n1, . . . , nk) ≡ 1 in Gp−1,p−1 with area ≲p ∣n∣p−2 and
diameter ≲p ∣n∣. Thus, Lemma 6.17 reduces to [Ω3p−2(n), xl1] = 1 in this case.
Lemma 6.19. Let α ⩾ 2 and 1 ⩽ k ⩽ p − 2. Then for u = u(x1, x2) ∈ F[α] with `(u) ⩽ n an identity
of the form
Ω3k(n)±1 ⋅ u ≡ u ⋅ ⎛⎝ ν∏j=1 Ω3lj(mj)±1⎞⎠ ⋅Ω3k(n)±1
holds in Gp,p−1 with ν = Op,α(1), lj ⩾ k + 1, mj ∈ Rlj , and ∣mj ∣ ≲p ∣n∣. Moreover, this identity has
area ≲p,α ∣n∣p−2 and diameter ≲p,α ∣n∣ in Gp,p−1.
Proof. We treat the case Ω3k(n)+1, the case Ω3k(n)−1 being similar.
The proof is by descending induction on k. The case k = p−2 is an easy consequence of the identity
Ω3p−2(n) ≡ Ω̃3p−2(n) in Gp−1,p−1. Thus, assume that k ⩽ p − 3 and assume that the Lemma holds for
k + 1, . . . , p − 2. Since u ∈ F[α] we have
u(x1, x2) = xβ11 xγ12 . . . xβµ1 xγµ2
for 2µ ⩽ α and ∑µi=1 (∣βi∣ + ∣γi∣) ⩽ n.
Applying each, the Second commuting k-Lemma 6.5 and Lemma 6.17, µ times we obtain that the
identity
Ω3k(n) ⋅ u ≡ Ω3k(n) ⋅ µ∏
i=1 x
βi
1 x
γi
2
≡ ( µ∏
i=1 x
βi
1 (Ω3k+1(βi, n))−1 ⋅ xγi2 ) ⋅Ω3k(n)
holds with area ≲p 2 ⋅ α ⋅ ∣n∣p−2 and diameter ≲p α ⋅ ∣n∣.
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In particular, we have produced µ ⩽ α words Ω3k+1(βi, n)−1. Applying the induction hypothesis µ
times (once to each Ω3k+1(βi, n)−1, starting with the rightmost one), we obtain with area ≲p α ⋅ ∣n∣p−2
and diameter ≲p α ⋅ ∣n∣ an identity of the form:
Ω3k(n) ⋅ u ≡ u ⋅ µ∏
i=1
⎛⎝⎛⎝Lj∏j=1 Ω3li,j(mi,j , n)±1⎞⎠ ⋅Ω3k+1(βi, n)−1⎞⎠ ⋅Ω3k(n),
where Lj = Ok,α(1), ∣(mi,j , n)∣ ≲ ∣n∣ and li,j ⩾ k + 2. Hence we are done.

The First commuting k-Lemma 6.4 is now a straight-forward consequence.
Proof of the First commuting k-Lemma 6.4. We apply Lemma 6.19 to w = w(x1, x2) ∈ F[α] with
w ∈ [Gp,p−1,Gp,p−1] and `(w) ⩽ n, observing that under these assumptions the identity [Ω3k(n),w] ≡ 1
holds in Gp,p−1.
It follows that there is ν = Oα,p(1) such that with area ≲α,p ∣n∣p−2 and diameter ≲α,p ∣n∣ the identity
Ω3k(n) ⋅w ≡ w ⋅ ( ν∏
i=1 Ω3li(mi)±1) ⋅Ω3k(n)
holds with li ⩾ k + 1 and ∣mi∣ ≲p ∣n∣ and that, moreover,
ν∏
i=1 Ω3li(mi, n)±1
is null-homotopic in Gp−1,p−1. However, the latter word has length ≲α,p ∣n∣. By induction hypothesis
for Gp−1,p−1 we deduce that this null-homotopic word has area ≲α,p ∣n∣p−2 and diameter ≲α,p ∣n∣. This
completes the proof. 
6.4. Third and Fourth commuting k-Lemmas. Both lemmas will be easy consequences of the
first two commuting k-lemmas and the following result:
Proposition 6.20. Let 2 ⩽ k ⩽ p − 1, n ∈ Rk and β = nk−1 − ⌊nk−1⌋ Then, if nk−1 ⩾ 0 the equality
Ωk(n) ≡ [xn11 , . . . , xβ1 , xnk2 ] ⌊nk−1⌋−1∏
j=0 ([xn11 , . . . , xnk−21 , xj+β1 , xnk3 ]−1 ⋅ [xn11 , . . . , xnk−21 , xnk3 ]) (6.7)
holds in Gp,p−1 at cost ≲p ∣n∣p−1 and with diameter ≲p ∣n∣ and if nk−1 < 0 the equality
Ωk(n) ≡ [xn11 , . . . , xβ1 , xnk2 ] −⌊nk−1⌋∏
j=1 ([xn11 , . . . , xnk−21 , xβ−j1 , xnk3 ] ⋅ [xn11 , . . . , xnk−21 , xnk3 ]−1) (6.8)
holds in Gp,p−1 at cost ≲p ∣n∣p−1 and with diameter ≲p ∣n∣.
Addendum 6.21. The words in (6.7) and (6.8) have word diameter ≲p ∣n∣.
Proof. This is a direct consequence of the “in particular” part of Corollary 5.15. 
The key step in the proof of Proposition 6.20 is summarized by the next result.
Lemma 6.22. For p − 2 ⩾ k ⩾ 1, β ∈ R, n ⩾ 1 and words u = Ω3k(n)±1, v = Ω3k+1(m)±1 and
w = Ωk+1(l)±1 with ∣β∣, ∣n∣, ∣m∣, ∣l∣ ⩽ n, the identity[xβ1 , u ⋅ v ⋅w] ≡ [xβ1 ,w] ⋅ [xβ1 , v] ⋅ [xβ1 , u]
holds with area ≲p np−2 and diameter ≲p n in Gp,p−1.
Proof. Applying Lemma 5.7(2) twice, we deduce the free identities[xβ1 , u ⋅ v ⋅w] ≡ [xβ1 ,w] ⋅ [xβ1 , u ⋅ v]w≡ [xβ1 ,w] ⋅ [xβ1 , v]w ⋅ ([xβ1 , u]v)w .
Since v = Ω3k+1(m)±1 ∈ [Gp−1,p−1,Gp−1,p−1] and u ∈ Gp−1,p−1 it follows from the induction hypothesis
for p − 1 and the assumptions, that the identity [xβ1 , u]v ≡ [xβ1 , u] holds in Gp,p−1 with area ≲p np−2
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and diameter ≲p n. Since w ∈ [Gp,p−1,Gp,p−1] ∩F [α] for all α sufficiently large, two applications of
the First commuting k-Lemma 6.4 imply that the identity
[xβ1 ,w] ⋅ [xβ1 , v]w ⋅ [xβ1 , u]w ≡ [xβ1 ,w] ⋅ [xβ1 , v] ⋅ [xβ1 , u]
holds in Gp,p−1 with area ≲p np−2 and diameter ≲p n. This completes de proof. 
Proof of Proposition 6.20. We will assume that nk−1 ⩾ 0, the proof for nk−1 < 0 being similar. The
proof is by induction on ⌊nk−1⌋. The case ⌊∣nk−1∣⌋ = 0 is trivial, so assume that ⌊nk−1⌋ > 0. By Lemma
6.11(2), the identity
[xnk−11 , xnk2 ] ≡ xnk3 [xnk3 , xnk−1−11 ] [xnk−1−11 , xnk2 ] ≡ Ω31(nk) ⋅ (Ω32(nk−1 − 1, nk))−1 ⋅Ω2(nk−1 − 1, nk)
holds in Gp,p−1 at cost ≲p ∣n∣2 and with diameter ≲p ∣n∣. Applying Lemma 6.22 and the (p−1)-version
of Remark 6.26 8 a total of k − 2 ⩽ p − 3 times to Ωk(n) we obtain the identities
Ωk(n) ≡ [xn11 , . . . , xnk−21 , xnk−11 , xnk2 ]≡ Ωk(n1, . . . , nk−2, nk−1 − 1, nk) ⋅Ω3k(n1, . . . , nk−2, nk−1 − 1, nk)−1 ⋅Ω3k−1(n1, . . . , nk−2, nk)
in Gp,p−1 at cost ≲p ∣n∣p−2 and with diameter ≲p ∣n∣. Applying the induction hypothesis to the word
Ωk(n1, . . . , nk−2, nk−1 − 1, nk) concludes the proof (the prefix word being trivial). 
Proof of the Third commuting k-Lemma 6.6. Let w = w(x1, x2) ∈ [Gp,p−1,Gp,p−1] be a word with
w ∈ F[α] and `(w) ⩽ n and let n ∈ Rk with ∣n∣ ⩽ n. Assume that nk−1 ⩾ 0, the case nk−1 < 0 being
similar. By Proposition 6.20 the identity
Ωk(n) ≡ [xn11 , . . . , xβ1 , xnk2 ] ⌊nk−1⌋−1∏
j=0 ([xn11 , . . . , xnk−21 , xj+β1 , xnk3 ]−1 ⋅ [xn11 , . . . , xnk−21 , xnk3 ]) (6.9)
holds in Gp,p−1 with area ≲p ∣n∣p−1 and diameter ≲p ∣n∣, where ∣β∣ ⩽ 1. Applying the First commuting
k-Lemma 6.4 at most 2n times to commute the terms on the right side of the identity (6.9) with w
thus yields
Ωk(n) ⋅w ≡ [xn11 , . . . , xβ1 , xnk2 ] ⋅w ⋅ ⌊nk−1⌋−1∏
j=0 ([xn11 , . . . , xnk−21 , xj+β1 , xnk3 ]−1 ⋅ [xn11 , . . . , xnk−21 , xnk3 ])
in Gp,p−1 with area ≲p n∣n∣p−2+ ∣n∣p−1 and diameter ≲p ∣n∣; for the diameter estimate we use Addendum
6.21.
Lemma 6.11(3) and Lemma 6.14 imply that there are t3 = βnk and ti with ∣ti∣ ≲p n, 4 ⩽ i ⩽ p such
that the identities [xn11 , . . . , xβ1 , xnk2 ] ≡ [xn11 , . . . , xnk−11 , xt33 ⋯xtp−1p−1 ztp]
≡ p−1∏
j=3 [xn11 , . . . , xnk−11 , xtjj ]
hold in Gp,p−1 with area ≲p ∣n∣p−2 and diameter ≲p ∣n∣. Applying the First commuting k-Lemma 6.4
p − 3 times yields that
Ωk(n) ⋅w ≡w ⋅ p−1∏
j=3 ([xn11 , . . . , xnk−11 , xtjj ]) ⋅
⌊nk−1⌋−1∏
j=0 ([xn11 , . . . , xnk−21 , xnk3 , xj+β1 ] ⋅ [xn11 , . . . , xnk−21 , xnk3 ])
in Gp,p−1 with area ≲p n∣n∣p−2 + ∣n∣p−1 and diameter ≲p ∣n∣. Finally, a further application of Lemma
6.14, Lemma 6.11(3) and Proposition 6.20 to the right hand side yields that
Ωk(n) ⋅w ≡ w ⋅Ωk(n)
holds in Gp,p−1 with area ≲p n∣n∣p−2 + ∣n∣p−1 and diameter ≲p ∣n∣. This completes the proof of the
Third commuting k-Lemma. 
8We only use the Remark 6.26 for Gp−1,p−1 here. Thus we are allowed to use it at this point and the cost of doing
so is ≲p np−2 with filling diameter ≲p n.
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Proof of the Fourth commuting k-Lemma 6.7. Note that the same proof demonstrates the Fourth
commuting k-Lemma, except that in this case the area is ≲p ∣m∣ ⋅ ∣n∣p−2 + ∣n∣p−1 and the diameter is≲p ∣m∣ + ∣n∣. Indeed for k = 1 the result is trivial and for k ⩾ 2 we simply replace w by xm2 everywhere
in the above proof and use the Second commuting k-Lemma 6.5 instead of the First commuting
k-Lemma 6.4. 
We also record the following useful consequence of the arguments presented in this section.
Corollary 6.23. For all n ∈ Rp−1 there is m ∈ Rp−2 with ∣m∣ ≲p ∣n∣ for which the identity
Ωp−1(n) ≡ (Ω3p−2(m))∣n∣
holds in Gp,p−1 with area ≲p ∣n∣p−1 and diameter ≲p ∣n∣.
Proof. Applying Proposition 6.20 and Lemma 6.14 for k = p−1 yield n′, n′′ ∈ Rp−2 with ∣n′∣, ∣n′′∣ ≲p ∣n∣
such that the identity
Ωp−1(n) ≡ Ω3p−2(n′) ⋅ (Ω3p−2(n′′))⌊np−2⌋
holds in Gp,p−1 with area ≲p ∣n∣p−1 and diameter ≲p ∣n∣.
On the other hand Ωp−1(n) is central in Gp,p−1 and the fact that the subgroup ⟨z⟩ ⩽ Gp,p−1 has
distortion n
1
p−1 implies that Ωp−1(n) = zq with ∣q∣ ≲p ∣n∣p−1. In particular, we can apply Lemma 6.12
for p − 1 to z q∣n∣ to deduce that there is m ∈ Rp−2 with ∣m∣ ≲p ∣n∣ such that
Ωp−1(n) ≡ (Ω3p−2(m))∣n∣ .
This implies that the identities
Ωp−1(n) ≡ Ω3p−2(n′) ⋅ (Ω3p−2(n′′))⌊np−2⌋ ≡ (Ω3p−2(m))∣n∣
hold in Gp,p−1. To complete the proof it thus suffices to observe that by Lemma 6.13 the second
identity holds with area ≲p ∣n∣p−1 and diameter ≲p ∣n∣. 
6.5. Reduction and Main commuting Lemmas.
Lemma 6.24. For n ∈ Rp and m ∈ Rl with ∣n∣, ∣m∣ ⩽ n the identities
(1) Ωp(n) ≡ 1; and
(2) [xm12 ,Ωl−1 (m2, . . . ,ml)] ≡ 1
hold with area ≲p np−1 and diameter ≲p n in Gp,p−1.
Proof. Assertion (2) is an immediate consequence of the Fourth commuting k-Lemma 6.7. We turn to
the proof of (1). We focus on the case np−1 ⩾ 0, the case np−1 < 0 being similar. Applying Proposition
6.20, Lemma 6.11(3) and Lemma 6.14 we obtain the identities in Gp,p−1
Ωp(n) ≡ [xn11 ,Ωp−1 (n2, . . . , np)]
≡⎡⎢⎢⎢⎢⎣xn11 ,
⎛⎝p−1∏j=3 [xn11 , . . . [xnp−21 , xtjj ] . . . ]⎞⎠(Ω3p−2 (n2, . . . , np−3, np−2, np))⌊np−1⌋
⎤⎥⎥⎥⎥⎦≡ [xn11 ,Ω3p−2(n1, . . . , np−2, xt33 ) ⋅ (Ω3p−2 (n2, . . . , np−3, np−2, np))⌊np−1⌋] ,
where for the last equality we use the fact that Ωjp−2(n) = 0 in Gp−1,p−1 for j ⩾ 4. By Addendum
6.21 the words thus obtained have word diameters ≲p n and therefore the same will hold for all
prefix words of transformations in the rest of the proof (note that ∣tj ∣ ≲p n). In particular, the above
tranformations as well as all further transformations have diamter ≲p n.
We apply Lemma 6.3 ⌊np−1⌋ + 1 times at cost ≲p ∣n∣p−2 to obtain[xn11 ,Ωp−1 (n2, . . . , np)]≡ [xn11 , Ω̃3p−2(n1, . . . , np−2, xt33 ) ⋅ (Ω̃3p−2 (n2, . . . , np−3, np−2, np))⌊np−1⌋] .
Commuting the Ω̃3p−2 with xn11 at cost ≲p ∣n1∣ ⋅ n2p−1 ≲p n3 completes the proof, since the total area of
all steps is ≲p ∣n∣p−1. 
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Lemma 6.25. Let α ⩾ 0, let w = w(x1, x2) ∈ F[α] with `(w) ⩽ n, and let k ⩾ 1, n ∈ Rk with ∣n∣ ⩽ n.
Then there exists a positive integer L = Oα,p(1) such that the identity
Ωk(n)±1 ⋅w(x1, x2) ≡ w(x1, x2) ⋅ L∏
j=1 Ωlj(mj)j
holds in Gp,p−1 with area ≲α,p np−1 and diameter ≲α,p n, for suitable j ∈ {±1}, ∣mj ∣ ≲α,p n, and
k ⩽ lj ⩽ p − 1.
Proof. The proof proceeds by induction on α. The case α = 0 is trivially true for L = 1 and Ωl1(m1) =
Ωk(n). Assume that the result holds for some 2 ⋅ α ⩾ 0 and let
w(x1, x2) = xn11 xm12 ⋅ ⋅ ⋅ ⋅ ⋅ xnκ1 xmκ2 ∈ F [2(α + 1)]
be a word with `(w) ⩽ n. If κ ⩽ α then the result holds by induction hypothesis. We may thus assume
κ = α + 1. The following identities hold in Gp,p−1
Ωk(n)±1w(x1, x2) ≡ Ωk(n)±1xn11 xm12 ⋅ ⋅ ⋅ ⋅ ⋅ xnκ1 xmκ2≡xn11 Ωk(n)±1 [Ωk(n)±1, xn11 ]xm12 ⋅ ⋅ ⋅ ⋅ ⋅ xnκ1 xmκ2≡xn11 Ωk(n)±1 ([xn11 ,Ωk(n)±1])−1 xm12 ⋅ ⋅ ⋅ ⋅ ⋅ xnκ1 xmκ2(∗1)= xn11 Ωk(n)±1 ([xn11 ,Ωk(n)])∓1 xm12 ⋅ ⋅ ⋅ ⋅ ⋅ xnκ1 xmκ2≡xn11 Ωk(n)±1 (Ωk+1(n1, n))∓1 xm12 ⋅ ⋅ ⋅ ⋅ ⋅ xnκ1 xmκ2≡xn11 xm12 Ωk(n)±1 [Ωk(n)±1, xm12 ] (Ωk+1(n1, n))∓1 [(Ωk+1(n1, n))∓1 , xm12 ]⋅ xn21 xm22 ⋅ ⋅ ⋅ ⋅ ⋅ xnκ1 xmκ2(∗2)≡ xn11 xm12 Ωk(n)±1 (Ωk+1(n1, n))∓1 xn21 xm22 ⋅ ⋅ ⋅ ⋅ ⋅ xnκ1 xmκ2
where (∗1) holds by applying the Third (or Fourth) commuting k-Lemma 6.6 to the right hand side
of the identity [xn11 ,Ωk(n)∓] ≡ [Ωk(n)±1, xn11 ]Ωk(n)∓ with area ≲p np−1 and diameter ≲p n, (∗2) holds
with area ≲p np−1 and diameter ≲p n by Lemma 6.24(2), and the remaining identities are free. Note
that if k = p − 1 then Ωk+1(n1, n) ≡ 1 with area ≲p np−1 and diameter ≲p n by Lemma 6.24(1) and we
can thus get rid of it in this case.
Applying the induction hypothesis first to (Ωk+1(n1, n))∓1 (if k ⩽ p−2) and then to Ωk(n)±1 yields
an identity of the form
xn11 x
m1
2 Ωk(n)±1 (Ωk+1(n1, n))∓1 xn21 xm22 ⋅ ⋅ ⋅ ⋅ ⋅ xnκ1 xmκ2 ≡ w ⋅ L1∏
j=1 Ωl1,j(m1,j)1,j ⋅
L2∏
j=1 Ωl2,j(m2,j)2,j
with L1, L2 = Oα,p(1), k ⩽ l1,j , l2,j ⩽ p − 1 and ∣m1,j ∣, ∣m2,j ∣ ≲α,p ∣n∣ + ∣n1∣ ≲α,p n with area ≲α,p np−1
and diameter ≲α,p n. This completes the proof. 
We now turn to the proof of the Reduction Lemma 6.8.
Proof of the Reduction Lemma 6.8. The proof is by induction on 2 ⋅α. The case α = 2 is trivial, since
w(x1, x2) = xn11 xm12 ∈ [Gp,p−1,Gp,p−1] implies that n1 = m1 = 0. Thus assume that by induction the
result holds for some 2 ⋅ α ⩾ 1 and consider a word of length at most n
w(x1, x2) = xn11 xm12 ⋅ ⋅ ⋅ ⋅ ⋅ xnk1 xmk2 ∈ F[2(α + 1)]
corresponding to an element of [Gp,p−1,Gp,p−1]. By induction hypothesis we may assume that k = α+1.
The following identities hold:
w(x1, x2) ≡ xn11 xm12 ⋅ ⋅ ⋅ ⋅ ⋅ xnk1 xmk2≡ xn1+n21 xm12 [xm12 , xn21 ]xm22 xn31 ⋅ ⋅ ⋅ ⋅ ⋅ xnk1 xmk2≡ xn1+n21 xm1+m22 [xm12 , xn21 ] [[xm12 , xn21 ] , xm22 ]xn31 ⋅ ⋅ ⋅ ⋅ ⋅ xnk1 xmk2≡ xn1+n21 xm1+m22 Ω2(n2,m1)−1 [[xm12 , xn21 ] , xm22 ]xn31 ⋅ ⋅ ⋅ ⋅ ⋅ xnk1 xmk2≡ xn1+n21 xm1+m22 Ω2(n2,m1)−1xn31 ⋅ ⋅ ⋅ ⋅ ⋅ xnk1 xmk2 ,
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where the last identity holds with area ≲p np−1 and diameter ≲p n by Lemma 6.24(2). We apply
Lemma 6.25 and obtain that
xn1+n21 xm1+m22 Ω2(n2,m1)−1xn31 ⋅ ⋅ ⋅ ⋅ ⋅ xnk1 xmk2 ≡ xn1+n21 xm1+m22 xn31 ⋅ ⋅ ⋅ ⋅ ⋅ xnk1 xmk2 L∏
j=1 Ωlj(mj)±1
with L = Oα,p(1), ∣mj ∣ ≲α,p n, and 2 ⩽ lj ⩽ p − 1, with area ≲α,p np−1 and diameter ≲α,p n. The word
v(x1, x2) = xn1+n21 xm1+m22 xn31 ⋅ ⋅ ⋅ ⋅ ⋅ xnk1 xmk2 has the same exponent sums for x1 and x2 as the word w
and thus also corresponds to an element of [Gp,p−1,Gp,p−1] of length ⩽ n. Moreover, v ∈ F[2 ⋅ α] and
hence we can apply the induction hypothesis for 2 ⋅ α to v. This completes the proof. 
We are now in position to prove the Main commuting Lemma 6.2.
Proof of the Main commuting Lemma 6.2. The case where both w1 and w2 are powers of x2 is obvi-
ous. Else, we may assume that w1 is in the derived subgroup. We then apply Lemma 6.8 to rewrite
it as a product of Oα,p(1) many terms of type Ωk and we conclude thanks to the Third commuting
k-Lemma 6.6 if w2 is in the derived subgroup and the Fourth commuting k-Lemma 6.7 if w2 is a
power of x2. 
6.6. Cutting in half Lemma. The two identities of Lemma 6.10 are proved in the same way9 so
we focus on Ωk(2n) ≡ Ωk(n)2k ⋅wk(n).
The proof of Lemma 6.10 is by induction on k. We start with a useful remark.
Remark 6.26. Let u and v be words in F[α] representing elements of Gp,p−1 and [Gp,p−1,Gp,p−1]
respectively, with `(u), `(v) ⩽ n. Then the identity
[u, v−1] ≡ [u, v]−1
holds with area ≲α,p np−1 and diameter ≲α,p n. Indeed, we have the group identity [u, v−1] ≡
u−1vuv−1 ≡ [v, u]v−1 . We deduce from the fact that Gp,p−1 is metabelian that v commutes with [v, u].
The Main commuting Lemma 6.2 then implies that the relation [v, u]v−1 [u, v] has area ≲p np−1 and
diameter ≲p n.
The case k = 1 is trivial. We thus assume that Lemma 6.10 holds for some k ⩾ 1 and con-
sider the commutator Ωk+1(2n) = [x2n11 , x2n21 , . . . , x2nk1 , x2nk+12 ]. We introduce the notation vk =
Ωk(n2, . . . , nk+1) = [xn21 , . . . , xnk1 , xnk+12 ]. By induction hypothesis the identity
[x2n11 , . . . , x2nk1 , x2nk+12 ] ≡ [x2n11 , v2kk ⋅wk]
holds with area ≲p ∣n∣p−1 and diameter ≲p ∣n∣ for wk = ∏Li=1 Ωli(mi)±1 with L = Op(1), li ⩾ k + 1 and∣mi∣ ≲p ∣n∣ for 1 ⩽ i ⩽ L.
9Note that we can also deduce one from the other using the Main commuting lemma that has already been
established.
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Using Remark 6.26, Lemma 5.7 and the Main commuting Lemma 6.2 we observe that the following
identities hold with area ≲p ∣n∣p−1 and diameter ≲p ∣n∣:[x2n11 , v2kk ⋅wk] ≡ [x2n11 ,wk] ⋅ [x2n11 , v2kk ]wk≡ [x2n11 ,wk] ⋅ [x2n11 , v2kk ] ⋅ [[x2n11 , v2kk ] ,wk]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≡ 1 by (∆)(∆)≡ [x2n11 , v2kk ] ⋅ [x2n11 ,wk]
≡ [xn11 , v2kk ]xn11 ⋅ [xn11 , v2kk ] ⋅ [xn11 ,wk]xn11 ⋅ [xn11 ,wk]
(∗1)≡ ([xn11 , vk]2k)xn11 ⋅ [xn11 , vk]2k ⋅ [xn11 ,wk]xn11 ⋅ [xn11 ,wk]
≡ (Ωk(n) [Ωk(n), xn11 ])2k ⋅Ωk(n)2k ⋅ [xn11 ,wk]xn11 ⋅ [xn11 ,wk](∗2)≡ Ωk(n)2k+1 [Ωk(n), xn11 ]2k ⋅ [xn11 ,wk]xn11 ⋅ [xn11 ,wk]
Here we wrote (∆) whenever we applied the Main commuting Lemma 6.2 to words of length ≲p ∣n∣.
In step (∗1) we iteratively applied Lemma 5.7 and (∆) 2 ⋅ (2k − 1) times to words of length ≲p ∣n∣ at
cost ≲p 2 ⋅ (2k − 1) ⋅ ∣n∣p−1. In step (∗2) we apply (∆) 2 ⋅ 2k ⋅ 2k times to terms of length ≲p ∣n∣, the cost
of which is also ≲p 22k+1∣n∣p−1.
To complete the proof we need to write the error term
[Ωk+1(n), xn11 ]2k ⋅ [xn11 ,wk]xn11 ⋅ [xn11 ,wk]
as a product of Op(1) commutators of the form Ωl′(m′)±1 with ∣m′∣ ≲p ∣n∣ and l′ ⩾ k + 2 at cost≲p ∣n∣p−1 and with diameter ≲p ∣n∣. To see this let wk = ∏Li=1 Ωli(mi)±1 ∈ γk+1(G) with L = Op(1),
li ⩾ k + 1 and ∣mi∣ ≲p ∣n∣ for 1 ⩽ i ⩽ L and consider the following identities:[Ωk(n), xn11 ]2k ⋅ [xn11 ,wk]xn11 ⋅ [xn11 ,wk](∗1)≡ [xn11 ,Ωk(n)]−2k m∏
i=1 [xn11 ,Ωli(mi)±1]x
n1
1 ⋅ m∏
i=1 [xn11 ,Ωli(mi)±1]
≡ [xn11 ,Ωk(n)]−2k ⋅ ( m∏
i=1 [xn11 ,Ωli(mi)±1] ⋅ [[xn11 ,Ωli(mi)±1] , xn11 ]) ⋅ m∏i=1 [xn11 ,Ωli(mi)±1](∗2)≡ [xn11 ,Ωk(n)]−2k ⋅ ( m∏
i=1 [xn11 ,Ωli(mi)]±1 ⋅ [xn11 , [xn11 ,Ωli(mi)]]∓1) ⋅ m∏i=1 [xn11 ,Ωli(mi)]±1 =∶ wk+1(n).
Observe that in (∗1) we apply Lemma 5.7 and (∆) ⩽ 2Op(1) times and that in (∗2) we apply Remark
6.26 ⩽ 4 ⋅Op(1) times to words of length ≲p ∣n∣. It follows that these identities hold with area ≲p ∣n∣p−1
and diameter ≲p ∣n∣. This completes the proof of the Cutting in half k-Lemma 6.10.
6.7. Cancelling k-Lemma. The proof of the Cancelling k-Lemma is by descending induction on k.
The Cancelling (p − 1)-Lemma is a straight-forward consequence of Lemma 6.13, Corollary 6.23 and
Lemma 3.7. Thus assume that the Cancelling l-Lemma holds for all p − 1 ⩾ l ⩾ k + 1.
The induction step in the proof of the Cancelling k-Lemma is one of the most subtle parts of our
proof of Main Theorem 6.1. Our goal is to manoeuvre ourselves into a position where we can use
that for a word being null-homotopic implies that in its Malcev normal form in Gp,p−1 the exponent
sum of the xk must vanish. In particular, this requires extracting the xk from the word. Pursuing a
naive approach using the Fractal form Lemma 6.16 will lead to a word that consists of powers of xk
that cumulatively have word length nk−1, as well as many “error terms” in the form of short iterated
commutators that cumulatively have non-linearly bounded word length. Commmuting them using
our Main commuting Lemma to assemble the xk on the left and the error terms on the right would
be much too expensive. To circumvent this problem we perform the extraction of powers of xk using
36
a more intricate procedure which can be seen as beefed-up version of the Fractal form Lemma: rather
than producing a word in fractal form we merge error terms whenever we create them and thereby
keep their numbers low. We emphasize that it is only at this point of the proof that we can do this,
as it will require the p-versions of the Cutting in half Lemma 6.10 and the Main commuting Lemma
6.2.
We will now perform the core part of the proof of the induction step from k + 1 to k, where we
overcome the aforementioned difficulties. This will provide us with the following technical result.
Lemma 6.27. For p − 2 ⩾ k ⩾ 2, n ⩾ 1 and n ∈ Rk with ∣n∣ ⩽ n an identity of the form
Ωk(n)±1 ≡ xβk+1 ⋅Ep,k (n)
holds in Gp,p−1 with area ≲p np−1 and diameter ≲p n, where Ep,k(n) is a product of the form∏p−1i=k+1 Ωi(mi)±1 with ∣mi∣ ≲p n. Moreover, ∣β∣ ≲p nk.
We shall focus here on the identity Ωk(n) ≡ xβk+1 ⋅ (Ep,k (n)), the other one (with Ωk(n)−1) having
the same proof10.
Proof. The proof is by an inductive procedure in m ∶= ⌈log2(∣n∣)⌉. When m = 1 the result is an
immediate consequence of Lemma 6.12 and our choice of relations, since for m = 1 we have ∣n∣ ⩽ 1.
The inductive step is encoded in the following claim.
Claim 6.28. There exists a constant C = C(p) such that if Lemma 6.27 holds for ⌈log2(∣n∣)⌉ = m
with β = βm, cost at most δm, and diameter at most dm, then it holds for ⌈log2(∣n∣)⌉ =m + 1 with
β = βm+1 = 2kβm,
cost at most
δm+1 ⩽ 2kδm +C2m(p−1),
and diameter at most
dm+1 ⩽ dm +C2m.
Before proving the claim, let us see why it implies Lemma 6.27. We immediately deduce that
βm ⩽ 2kmβ1 = Op(∣n∣k) and dm ⩽ d1 + C∑mi=1 2i−1 = d1 + C2m = Op(∣n∣). Letting vm = 2−kmδm, we
obtain
vm+1 ⩽ vm +C2−(m+1)k2m(p−1) ⩽ vm +C2−mk2m(p−1) = vm +C2m(p−1−k).
Using that k < p − 1 we deduce that vm ⩽ v1 + C∑m−1i=1 2i(p−1−k) = Op(2m(p−1−k)), and therefore that
δm = Op(2m(p−1)) = Op(∣n∣p−1). So Lemma 6.27 follows. 
Proof of Claim 6.28. Let n ∈ Rk with ⌈log2(∣n∣)⌉ =m + 1. By Lemma 6.10 for p, the identity
Ωk(n) ≡ (Ωk (n/2))2k ⋅wk(n/2)
holds with area ≲p ∣n∣p−1 and diameter ≲p ∣n∣, where wk(n/2) is a product of Op(1) iterated commu-
tators of the form Ωl(m)±1 with ∣m∣ ≲p ∣n∣2 and l ⩾ k + 1.
We apply the induction hypothesis for m to each of the Ωk (n/2) successively, starting with the
left-most one and moving error terms to the right. After the i-th application we obtain an identity
of the form
Ωk(n) ≡ xi⋅βmk+1 ⋅ (Ωk (n/2))2k−i ⋅ (Ep,k (n/2))i ⋅wk(n/2).
Since ∣βm∣ ≲p ∣n∣k, Lemma 5.12 implies that xi⋅βmk+1 has word diameter ≲p ∣n∣.
An (i + 1)-th application of the induction hypothesis for m yields
Ωk(n) ≡ xi⋅βmk+1 ⋅ xβmk+1 ⋅ (Ep,k (n/2)) ⋅ (Ωk (n/2))2k−i−1 ⋅ (Ep,k (n/2))i ⋅wk(n/2)
with area δm and diameter dm.
10The only difference lies in the fact that we would have to use the second identity of the Cutting in half Lemma
instead of the first one.
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By applying the Main commuting Lemma 6.2 ⩽ p ⋅ 2k times we can commute the terms making up
Ep,k (n/2) with the (Ωk (n/2)) and obtain the identity
Ωk(n) ≡ x(i+1)⋅βmk+1 ⋅ (Ωk (n/2))2k−i−1 ⋅ (Ep,k (n/2))i+1 ⋅wk(n/2)
in Gp,p−1 with area ≲p ∣n∣p−1 and diameter at most dm +Op(∣n∣) (for the latter we use Lemma 3.7 and
the fact that ∣x(i+1)βmk+1 ∣Gp,p−1 ≲p ∣n∣ by the induction hypothesis for m and Lemma 5.12).
Putting all of the above steps together, we deduce that the identity
Ωk(n) ≡ x2k ⋅βmk+1 ⋅ (Ep,k (n/2))2k ⋅wk(n/2) (6.10)
holds in Gp,p−1 with area
2k ⋅ δm +Op(∣n∣p−1),
and diameter at most dm +Op(∣n∣).
We now apply the Cancelling (k + 1)-Lemma 6.9 to prove:
Lemma 6.29. The word (Ep,k (n/2))2k ⋅wk(n/2) can be tranformed in Gp,p−1 into an error term of
the form Ep,k (n) at cost ≲p ∣n∣p−1 and with diameter ≲p ∣n∣.
Proof. We need some preparation that merely involves identities in Gp,p−1, without considerations of
cost. By Lemma 6.15 there are ti ∈ R with ∣ti∣ ≲p ∣n∣i−1 such that the identity
Ωk(n) ≡ xtk+1k+1 ⋅ xtk+2k+2 . . . xtp−1p−1 ztp
holds in Gp,p−1. Modding out by the (k + 1)-th term of the central series, we deduce from (6.10) that
2kβm = tk+1, and so (Ep,k (n/2))2k ⋅wk(n/2) ≡ xtk+2k+2 . . . xtp−1p−1 ztp .
Finally by Lemma 6.12, we deduce the following identity
(Ep,k (n/2))2k ⋅wk(n/2) ≡ p−1∏
i=k+1 Ωi(mi)±1
in Gp,p−1, with ∣mi∣ ≲p ∣n∣. Recall that both Ep,k(n/2) and wk(n/2) are products of Op(1) many
terms of the form Ωl(m)±1, with ∣m∣ ≲p ∣n∣, and l ⩾ k + 1. By the Cancelling (k + 1)-Lemma, this
identity holds with area ≲p ∣n∣p−1 and diameter ≲p ∣n∣. 
We resume the proof of Claim 6.28. Recall that by definition, we have ∣n∣ ⩽ 2m. Choosing
βm+1 ∶= 2kβm, we deduce from (6.10) and Lemma 6.29 that the identity
Ωk(n)±1 ≡ xβm+1k+1 ⋅Ep,k (n)
holds with diameter bounded by dm+1 = dm+Op(2m) and area bounded by δm+1 = 2kδm+Op(2m(p−1)),
thus ending the proof of Claim 6.28 (and therefore of Lemma 6.27). 
As a consequence of Lemma 6.27 we can complete the proof of the Cancelling k-Lemma.
Proof of the Cancelling k-Lemma 6.9 . Recall that by induction hypothesis the Cancelling (k + 1)-
Lemma holds. We fix M ⩾ 1. Let
w(x1, x2) = (Mk∏
i=1 Ωk(nk,i)±1) ⋅ (
Mk+1∏
i=1 Ωk+1(nk+1,i)±1) ⋅ ⋅ ⋅ ⋅ ⋅ ⎛⎝
Mp−1∏
i=1 Ωp−1(np−1,i)±1⎞⎠ .
be a null-homotopic word in Gp,p−1 with nj,l ∈ Rj , ∣nj,l∣ ⩽ n, 1 ⩽ l ⩽Mj , k ⩽ l ⩽ p − 1 and Mj ⩽M .
We reduce to the Cancelling (k + 1)-Lemma by applying Lemma 6.27 iteratively to the terms
Ωk(nk,i), 1 ⩽ i ⩽Mk, starting with the left-most one and then moving the error terms right. At the
beginning of the i0-th step of this process we will have an identity of the form
w(x1, x2) ≡(i0−1∏
i=1 x
βi
k ) ⋅ ⎛⎝Mk∏i=i0 Ωk(nk,i)±1⎞⎠ ⋅ (
i0−1∏
i=1 Ep,k (nk,i))
⋅ (Mk+1∏
i=1 Ωk+1(nk+1,i)±1) ⋅ ⋅ ⋅ ⋅ ⋅ ⎛⎝
Mp−1∏
i=1 Ωp−1(np−1,i)±1⎞⎠ ,
38
with ∣βi∣ ≲p nk−1. In particular, Lemma 5.12 implies that all prefix words of transformations will have
diameter ≲p n.
We apply Lemma 6.27 to obtain
w(x1, x2) ≡(i0−1∏
i=1 x
βi
k ) ⋅ xβi0k ⋅Ep,k (nk,i0) ⋅ ⎛⎝ Mk∏i=i0+1 Ωk(nk,i)±1⎞⎠ ⋅ (
i0−1∏
i=1 Ep,k (nk,i))
⋅ (Mk+1∏
i=1 Ωk+1(nk+1,i)±1) ⋅ ⋅ ⋅ ⋅ ⋅ ⎛⎝
Mp−1∏
i=1 Ωp−1(np−1,i)±1⎞⎠
with area ≲p np−1 and diameter ≲p n.
Recall that the Ep,k(nk,i) are products of ⩽ p terms of the form Ωl(m)±1 with ∣m∣ ≲p ∣nk,i∣ ≲p n
and l ⩾ k + 1. We can thus apply the Main commuting Lemma 6.2 a total of ≲p Mk times to obtain
w(x1, x2) ≡( i0∏
i=1 x
βi
k ) ⋅ ⎛⎝ Mk∏i=i0+1 Ωk(nk,i)±1⎞⎠ ⋅ (
i0∏
i=1Ep,k (nk,i))
⋅ (Mk+1∏
i=1 Ωk+1(nk+1,i)±1) ⋅ ⋅ ⋅ ⋅ ⋅ ⎛⎝
Mp−1∏
i=1 Ωp−1(np−1,i)±1⎞⎠
with area ≲p np−1 and diameter ≲p n.
We obtain the identity
w(x1, x2) ≡(Mk∏
i=1 x
βi
k ) ⋅ (Mk∏
i=1Ep,k (nk,i)) ⋅ (
Mk+1∏
i=1 Ωk+1(nk+1,i)±1) ⋅ ⋅ ⋅ ⋅ ⋅ ⎛⎝
Mp−1∏
i=1 Ωp−1(np−1,i)±1⎞⎠
in Gp,p−1 from the original null-homotopic word w(x1, x2) with total area ≲p Mknp−1 and diameter≲p Mk ⋅ n.
By definition of the Ep,k (nk,i), after applying the Main commuting Lemma 6.2 at most p ⋅Mk ⋅
M(p − k) more times, we obtain
w(x1, x2) ≡ (Mk∏
i=1 x
βi
k ) ⋅ ⎛⎝M̃k+1∏i=1 Ωk+1(nk+1,i)±1⎞⎠ ⋅ ⋅ ⋅ ⋅ ⋅ ⎛⎝
M̃p−1∏
i=1 Ωp−1(np−1,i)±1⎞⎠
with area ≲p Mnp−1 and diameter ≲p M ⋅ n, for suitable nl,i, where M̃l ≲p Ml +Mk for l ⩾ k + 1.
However, it now follows from the assumption that w is null-homotopic, that ∑Mki=1 βi = 0. Thus, we
have reduced to the cancellling (k + 1)-Lemma for some M̃ ≲p M and, by induction hypothesis, the
null-homotopic word ⎛⎝M̃k+1∏i=1 Ωk+1(nk+1,i)±1⎞⎠ ⋅ ⋅ ⋅ ⋅ ⋅ ⎛⎝
M̃p−1∏
i=1 Ωp−1(np−1,i)±1⎞⎠
admits a filling of area ≲p,M np−1 and diameter ≲p,M n. Thus all words w satisfying the hypothesis
of the Cancelling k-Lemma have area ≲p,M np−1 and diameter ≲p n. This completes the proof. 
6.8. Proof of the Main Theorem. We are now ready to complete the proof of the Main Theorem
6.1 for Gp,p−1 and Gp,p.
We start by treating the case p = 3, observing that G3,3 = H5(R). The fact that H5(R) has
quadratic Dehn function was originally proved by Allcock using symplectic geometry. His proof is
short and elegant and actually proves a stronger statement: any smooth horizontal L-Lipschitz map
from S1 to H5(R) extends to a O(L)-Lipschitz map defined on the disc. Here, “horizontal” has the
following meaning: we consider a “horizontal” distribution defined as orthogonal vector complement
m of the (one dimensional) derived subalgebra of h5(R), and a path is horizontal if it is tangent to
m at every point.
Allcock’s proof can easily be adapted to show that any L-Lipschitz piecewise smooth and horizontal
map defined on S1 extends to an O(L)-Lipschitz map on the disc. In particular, this applies to
“relation loops”, i.e. loops that are obtained by concatenation of paths of the form γ(t) = γ(0)ut,
where u is an element of the generating set
T1 ∶= {xa11 , xa22 , ya31 , ya43 ∣ ∣a1∣, ∣a2∣, ∣a3∣, ∣a4∣ ⩽ 1}
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of G3,3 (see §5.3). One easily deduces from the Lipschitz filling of such a loop that the corresponding
relation admits a Van Kampen diagram of linear diameter and quadratic area. This shows that G3,3
admits a (n2, n) -filling couple.
Remark 6.30. This also provides a proof of Theorem 4.1: indeed, H5(Z) being a uniform lattice
in H5(R), the two groups are quasi-isometric, so we can deduce for instance from Lemma 9.7 (with
e = 0 and s = 1) that H5(Z) admits a (n2, n) -filling couple.
We may thus now complete the induction step for p ⩾ 4. In particular, we may assume that
Gp−1,p−1 admits (np−2, n) as a filling pair. In the previous sections we have proved that under this
assumption all auxiliary results in §6.1 hold for p and it remains to put them together. Indeed, as we
shall now see, the Main Theorem 6.1 for p is a straightforward consequence of the p-versions of the
Reduction Lemma 6.8 and the Cancelling 2-Lemma 6.9.
Proof of the Main Theorem 6.1 for Gp,p−1. As explained at the beginning of this section, it suffices
to proof that for all α ⩾ 1 every null-homotopic word of length ⩽ n in G[α] admits a filling of area≲p np−1 and diameter ≲p n. Let w = w(x1, x2, y1, y3) ∈ G [α] be a null-homotopic word of length
`(w) ⩽ n. Using that the xi and yi commute, there are words u(x1, x2) and v(y1, y3) such that the
identity w ≡ u ⋅ v holds in Gp,p−1 with area ⩽ n2 and diameter ⩽ n. The word v(y1, y3) represents
a central element of length ⩽ n in Gp−1,p−1. Thus, by induction hypothesis, u(x1, x2) ⋅ v(y1, y3) ≡
u(x1, x2) ⋅ v(x1, x3) in Gp,p−1 with area ≲α,p np−2 and diameter ≲α,p n. Using again that v(x1, x3)
represents a central element of length ⩽ n, we deduce from Lemma 5.13 and Lemma 6.12 that there
is n ∈ Rp−2 with v(x1, x3) ≡ Ω3p−2(n) and ∣n∣ ≲α,p n, and that this identity holds in Gp,p−1 with area≲α,p np−2 and diameter ≲α,p n. Finally, Lemma 6.11(1) implies that the identities
v(x1, x3) ≡ Ω3p−2(n) ≡ Ωp−1(n1, . . . , np−3,1, np−2)
hold in Gp,p−1 with area ≲α,p np−2 and diameter ≲α,p n.
Observe that, on enlarging α (twice) if necessary, we may assume that Ωp−1(n1, . . . , np−3,1, np−2) ∈F[α] and thus that
u(x1, x2) ⋅Ωp−1(n1, . . . , np−3,1, np−2) ∈ F[α].
It follows that we may assume that w = w(x1, x2) is a null-homotopic word in F [α], at cost ≲α,p np−2
and diameter ≲α,p,. We apply the Reduction Lemma 6.8 to obtain an identity of the form
w(x1, x2) ≡ L∏
j=1 Ωlj(mj)±1
in Gp,p−1 with area ≲α,p np−1 and diameter ≲α,p n, and L = Oα,p(1). Since w is null-homotopic, the
same holds for the right hand side.
By applying the Main commuting Lemma 6.2 at most L2 times we obtain that in Gp,p−1
w(x1, x2) ≡ (M2∏
i=1 Ω2(n2,i)±1) ⋅ (
M3∏
i=1 Ω3(n3,i)±1) ⋅ ⋅ ⋅ ⋅ ⋅ ⎛⎝
Mp−1∏
i=1 Ωp−1(np−1,i)±1⎞⎠ , (6.11)
with area ≲α,p np−1 and diameter ≲α,p n, where Mi ⩽ L for L as above.
The right-hand side of (6.11) remains null-homotopic. The Cancelling 2-Lemma 6.9 thus implies
that the right-hand side of (6.11) has area ≲α,p np−1 and diameter ≲α,p n in Gp,p−1.
Summing up the total area of all tranformations we deduce that w is null-homotopic with area≲α,p np−1 and diameter ≲α,p n in Gp,p−1. In particular, we have proved that every null-homotopic word
in G[α] of length ⩽ n admits a filling of area ≲α,p np−1 and filling diameter ≲α,p n. By Proposition
5.9, this implies that Gp,p−1 admits (np−1, n) as a filling pair. This completes the proof. 
The Main Theorem 6.1 for Gp,p is a direct consequence of the Main Theorem for Gp,p−1 and the
following result.
Lemma 6.31. Let v(x1, x2, y1, y2) be a null-homotopic word in P(Gp,p) with `(v) ⩽ n.
Then there are null-homotopic words w(x1, x2) and w′(y1, y2) of length `(w), `(w′) ≲p n, which
satisfy the identity v(x1, x2, y1, y2) ≡ w(x1, x2)w′(y1, y2) in Gp,p with area ≲p np−1 and diameter ≲p n.
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Proof. Using that the xi commute with the yi, we deduce that there are words w1(x1, x2) and
w2(y1, y2) such that the identity v ≡ w1 ⋅ w2 holds with area ⩽ n2 and diameter ⩽ n in Gp,p. Since
w1 ⋅ w2 is null-homotopic and the intersection ⟨x1, x2⟩ ∩ ⟨y1, y2⟩ is equal to the central subgroup⟨z⟩, we deduce that there is q ∈ R such that w1(x1, x2) ≡ zq and w2(y1, y2) ≡ z−q in Gp,p. Recall
that the distortion of ⟨z⟩ in Gp,p is ≃ n 1p−1 . Since `(w1) ⩽ n it follows that ∣q∣ ≲p np−1. Thus, by
Lemma 6.12, there is m ∈ Rp−1 with ∣m∣p ≲ n such that zq ≡ Ωp−1(m). In particular, the words
w1(x1, x2) ⋅ (Ωp−1(m))−1 and Ω̃p−1(m)w2(y1, y2) are null-homotopic in Gp,p.
On the other hand it follows readily from Corollary 6.23 that the identity Ωp−1(m) ≡ Ω̃p−1(m)
holds in Gp,p with area ≲p np−1 and diameter ≲p n. We deduce that the identity
w1(x1, x2) ⋅w2(y1, y2) ≡ w1(x1, x2) ⋅Ωp−1(m)−1Ω̃p−1(m) ⋅w2(y1, y2)
holds in Gp,p with area ≲p np−1 and diameter ≲p n. This completes the proof. 
7. Second cohomology and centralized Dehn functions
The centralized Dehn function of a discrete torsion-free nilpotent group can be computed by
computing the maximal distortion of a central extension. In §7.1 – 7.3 we will explain how this
characterisation of the centralized Dehn function can be rephrased algebraically in terms of the
existence of a second real cohomology class with certain properties. We then apply this algebraic
characterisation in §7.4 to prove Theorem D and, more generally, to analyse the existence of central
extensions of central products of nilpotent groups.
7.1. An algebraic characterization of centralized Dehn functions of nilpotent groups.
Definition 7.1. Let g be a nilpotent Lie algebra, and let r ⩾ 1. Then 0→R ι→ g̃ pi→ g→ 0 is called a
r-central extension if ker(pi) ⊆ Z(g̃) ∩ γrg̃ and ker(pi) ⊈ Z(g̃) ∩ γr+1g̃. One similarly defines r-central
extensions of nilpotent groups (discrete or Lie).
Being an r-central extension only depends on the equivalence class of the extension and we now
explain how it can be read off from H2(g,R).
Let g be a real nilpotent Lie algebra with Lie group G. Recall that to any ω ∈ Z2(g,R) one
associates a central extension of g defined over the vector space g ×R by∀X,Y ∈ g,∀s, t ∈ R, [(X,s), (Y, t)]g̃ ∶= ([X,Y ]g, ω(X,Y )) . (7.1)
Denote H2(g,R)r, resp. H2(g,R)⩾r the cohomology classes yielding r-central extensions, resp.
r′-central extension for some r′ ⩾ r
Definition 7.1 is motivated by the following proposition which relates the centralized Dehn function
with the existence of r-central extensions.
Proposition 7.2 (Compare [You08, Proposition 4]). Let Γ be a torsion-free finitely generated nilpo-
tent group. Let G be its real Malcev completion and g its Lie algebra. Then δcentΓ (n) ≍ na, where a is
the maximum integer r ⩾ 1 such that one of the following equivalent statement holds
(i) Γ admits a r-distorted central extension;
(i’) G admits a r-distorted central extension that is a simply connected Lie group;
(ii) Γ admits an r-central extension;
(ii’) G admits an r-central extension that is a simply connected Lie group;
(ii”) g admits an r-central extension;
(iii) H2(g,R)⩾r ≠ 0.
Proof. We start by proving the equivalences between these statements. Note that in (i’) and (ii’) we
specify that the central extension is a connected Lie group, as “wild” extensions that don’t correspond
to extensions of the Lie algebra could potentially exist.
The equivalences between (i) and (ii), resp. (i’) and (ii’), are due to Osin’s computation of the
distortion of subgroups of nilpotent groups [Osi01]. The equivalence between (ii) and (ii’) follows from
Malcev’s correspondence. The equivalence between (ii’) and (ii”) follows from the correspondence
between a simply connected nilpotent Lie group and its Lie algebra. Finally, the equivalence with
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(iii) follows from the correspondence between central extensions and the second real cohomology
group.
For the remaining part of the statement first observe that the equivalence in the case when a < 2
or r < 2 is easy to check. Indeed, this can only happen if all central extensions are by taking direct
products. Hence, we may assume that a ⩾ 2 (or conversely that there is an r-central extension with
r ⩾ 2).
Given a finite presentation ⟨S ∣ R⟩ of Γ let Γ̃ = FS/[FS ,R], where R is the normal subgroup
spanned by R. Consider the central extension
1→ Z → Γ̃→ Γ→ 1,
where Z =R/[FS ,R]. It follows that Γ̃ is a finitely generated nilpotent group, and Z is generated by
the finite subset R (modulo [FS ,R]). Let n ∈ N and k = δcentΓ (n). This means that there exists an
element g ∈ Γ̃ whose word length with respect to S is n and such that k is the minimal integer such
that g can be written as a word of length k in the generating set R of Z. In other words, δcentΓ (n) is
the distorsion of Z in Γ̃. It is a classical fact that the central extension Γ˜ of Γ is universal in the sense
that for any other central extension Γ there exists a morphism Γ˜→ Γ that extends to a morphism of
extensions and induces a surjection between the derived subgroups (see for instance [You08, Lemma
5] for more details). Hence a is indeed characterized by one of the equivalent statements of the
proposition. 
7.2. Carnot gradings. We recall from the Introduction (see §1.1), that (i) a nilpotent Lie group
G is said to be Carnot gradable if its Lie algebra g admits a Lie algebra grading g = ⊕si=1 gi such
that Liespan(g1) = g, and that (ii) to any simply connected nilpotent Lie group G we can associate
a Carnot-graded Lie group gr(G) with Carnot graded Lie algebra
gr(g) =⊕
i⩾1 γig/γi+1g
with brackets induced by those on g. In particular, H1(g,R) and H1(gr(g),R) = (g/[g,g])⋆ are
naturally isomorphic.
G is isomorphic to gr(G) if and only if G is Carnot gradable, in which case the isomorphism is
given by the graded linear isomorphism Φ(G,g1) ∶⊕i gi →⊕γig/γi+1g for any Carnot grading (gi) on
the Lie algebra.
Remark 7.3. Any pair of Carnot gradings {(G,g1), (G,g′1)} on a given group G differs by the
automorphism Φ−1(G,g′1) ○Φ(G,g1). It induces the identity on H1(g,R).
We refer to [Cor16, 3.2] for more on Carnot gradings.
Example 7.4. Let Gp,q be the group defined in the introduction, with p ⩾ q. Denote by gp,q its Lie
algebra. Then gp,q has a basis {x1, . . . xp−1, z, y1, . . . yq−1} with the following nonzero brackets[x1, xi] = xi+1 for 2 ⩽ i ⩽ p − 2, [y1, yj] = yj+1 for 2 ⩽ j ⩽ q − 2 and [x1, xp−1] = [y1, yq−1] = z.
To simplify notation we use the same letters for the elements of the Lie algebra and the Lie group,
even though they don’t correspond under the exponential map. We emphasize that in this section we
will deviate from the remainder of the paper where we denote the generators of the second factor by
yp−q+2, . . . , yq−1, z. This difference in notation is because it proves computationally convenient in the
respective parts of the paper.
We observe that with respect to our generators
γigp,q =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
spanR {xi+1, . . . xp−1, yi+1 . . . yq−1, z} for 2 ⩽ i ⩽ q − 2
spanR {xi+1, . . . xp−1, z} for q − 1 ⩽ i ⩽ p − 2
Rz for i = p − 2.
Identifying γigp,q/γi+1gp,q with Rx1 ⊕Rx2 ⊕Ry1 ⊕Ry2, for i = 1, Rxi+1 ⊕Ryi+1, for 2 ⩽ i ⩽ q − 2,
Rxi+1, for q − 1 ⩽ i ⩽ p − 2, and Rz, for i = p − 1, we can define the brackets of gp,q and of gr(gp,q) on
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the same vector space. If p = q then gp,q is Carnot-graded, otherwise all the brackets are the same in
gp,q and gr(gp,q) except that [y1, yq−1] = z in gp,q while [y1, yq−1] = 0 in gr(gp,q). We deduce that
gr(Gp,q) = ⎧⎪⎪⎨⎪⎪⎩Gp,q p = qLp ×Lq−1 p ≠ q. (7.2)
7.3. Tools for computing H2(g,R)⩾r. Rephrasing the construction of central extensions from
cohomology classes, we state a criterion to decide membership in H2(g,R)⩾r:
Proposition 7.5. Let r ⩾ 2. The cocycle ω ∈ Z2(g,R) defines a cohomology class [ω] ∈ H2(g,R)⩾r
if and only if there exist s ⩾ 1 and a sequence of pairs (Xi, Yi) ∈ g × g, 1 ⩽ i ⩽ s, such that
Xi ∈ γr1,ig and Yi ∈ γr2,ig with r1,i ⩽ r2,i and r1,i + r2,i = r, (∆1)
s∑
i=1 [Xi, Yi] = 0, (∆2)
s∑
i=1ω(Xi, Yi) = 1. (∆3)
Proof. Assume (∆1), (∆2) and (∆3) and let pi ∶ g̃ → g be the central extension associated to ω;
decompose g̃ as a product g ×R. In accordance with the definition of r-central extension we must
prove that (0,1) ∈ γrg̃. By (∆2) and (∆3) we may represent this element as ∑si=1[X̃i, Ỹi] where
pi(X̃i) =Xi, resp. pi(Ỹi) = Yi. Note that by (∆1) we may assume that X̃i ∈ γr1,i g̃ and Ỹi ∈ γr2,i g̃, and,
since r1,i + r2,i = r for all i, we deduce that (0,1) = ∑si=1[X̃i, Ỹi] ∈ γrg̃.
Conversely, assuming that g̃→ g is r-central, one can write (0,1) = ∑si=1[(Ui,1, si,1), . . . (Ui,r, si,r)]
with si,j ∈ R. It is then sufficient to set Xi = Ui,1 and Yi = pi([(Ui,2, si,2), . . . , (Ui,r, si,r)]). 
Remark 7.6. Combined with the results of the previous section Proposition 7.5 implies Pittet’s
lower bound on the Dehn function in [Pit97, Theorem 3.1]. Indeed, Pittet’s criterion is equivalent
to checking conditions (∆1), (∆2), (∆3) with s = 1, that is, with only one pair (X,Y ) = (X1, Y1).
To see this note that the elements X and Y then generate an abelian Lie subalgebra a of g, and
[Pit97, Th 3.1] requires that the map ι∗ ∶ H2(g,R) → H2(a,R) associated to ι ∶ a → g be nonzero,
which amounts to asking for the existence of a cocycle ω satisfying (∆3). We note that Pittet’s
exponent d(Γ) nevertheless coincides with the growth exponent of the centralized Dehn function up
to dimension 6 included (See §10).
Remark 7.7. In the special case when r is greater than the nilpotency class c of g (i.e. when r = c+1)
the condition (∆2) is automatic given the assumptions on X and Y (as r1 +r2 > c) and (c+1)-central
extensions are the central extensions of step c+1. For this reason ruling out the existence of r-central
extensions is a simpler task when r = c + 1.
When g is Carnot gradable we can go further into the description of cohomology classes yielding
r-central extensions. Let (gi) be the Carnot grading on g with gi representing γig/γi+1g. Correspond-
ingly, ⋀1 g⋆ = g⋆ can be graded in the following way: for i ⩾ 1 we set (⋀1 g⋆)i = pi∗i Hom(gi,R) where
pii is the projection to gi.
The exterior square ⋀2 g⋆ is then graded by(⋀2 g⋆)k = ⊕
i+j=k(⋀1 g⋆)i ∧ (⋀1 g⋆)j .
Since (gi) is a Lie algebra grading on g, the differential d ∶ ⋀n g⋆ → ⋀n+1 g⋆ has degree 0 with respect
to these gradings. In particular, the cohomology group H2(g,R) is also graded and the cohomology
classes of weight r under this grading produce r-central extensions.
Example 7.8. The Dehn function of the model filiform group Lp is at least of order n
p. Indeed,
denote by lp the Lie algebra with basis {x1, . . . , xp−1, z}, where [x1, xi] = xi+1 for 2 ⩽ i ⩽ p − 2 and[x1, xp−1] = z. For ξ1, . . . , ξp−1, ζ its dual basis, the cohomology class [ξ1 ∧ ζ] corresponding to the
tautological extension lp+1 → lp has degree p under the associated grading on H2(lp,R).
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We will compute the grading on H2(lp,R) below (see Remark 7.15). However, the groups gp,q
that we are considering are not Carnot gradable for p ≠ q, p, q ⩾ 3. Thus, our main tool in this section
will be the criterion provided by Proposition 7.5.
7.4. Central extensions of central products. We refer to the introduction for the definition of
a central product k ×θ l of Lie algebras k and l (resp. K ×θ L of groups K and L). Here we will be
interested in understanding the existence of central extensions of central products in general and,
more specifically, in the context of the central products gp,q. We start with two general results.
Lemma 7.9. Let k, ` be positive integers such that 2 ⩽ k, `. Let k and l be nilpotent real Lie algebras of
step k and ` respectively, and with one-dimensional center. Then for any isomorphism θ ∶ Z(k)→ Z(l),
the extension k × l→ k ×θ l is min(k, `)-central.
Proof. Without loss of generality assume that k ⩾ `. Since the centers of both factors are one-
dimensional, they are contained in the last nonzero term of the central series. Let z generate Z(k).
Then the generator (z, θ(z)) of ker(k × l→ k ×θ l) lies in γ`(k × l), but not in γ`+1(k × l). 
Lemma 7.10. Let k, ` be positive integers such that 2 ⩽ k, `. Let k and l be nilpotent real Lie algebras
of step k and ` respectively, and with one-dimensional center. Let g be the central product of k and l.
Then g has no r-central extension for r ⩾ max(k, `) + 1.
Proof. Assume k ⩾ `. Then g is k-nilpotent, meaning that γk+1g = 0. Identify k and l with their
images in g. Let x1, . . . xr ∈ k be such that xi ∉ [k, k] and Liespan{x1, . . . , xr} = k. Let y1, . . . ys ∈ l be
such that yi ∉ [l, l] and Liespan{y1, . . . , ys} = l. Let g̃ sit in the central extension
0→ ⟨z′⟩Ð→ g̃ piÐ→ g→ 0, (7.3)
and let z ∈ g̃ be such that ⟨pi(z)⟩ = Z(g). For i = 1, . . . , r and j = 1, . . . , s let x̃i and ỹj be such that
pi(x̃i) = xi and pi(ỹj) = yj .
Note that [x̃i, ỹ] ∈ ⟨z′⟩ for all i if pi(ỹ) ∈ l, and that [ỹj , x̃] ∈ ⟨z′⟩ for all j if pi(x̃) ∈ k. Since z′ is
central it follows that, for m ⩾ 3, m-fold commutators of x̃j and ỹj vanish, unless they only contain x̃j ’s
(resp. ỹj ’s). Indeed, the only commutators where this is not trivially true are the [ỹi1 , x̃i2 , . . . , x̃im]
(resp. [x̃i1 , ỹi2 , . . . , ỹim]) and they vanish by the Jacobi identity.
If g̃ has step k + 1 we may thus assume that there are i1, . . . ik+1 ∈ {1, . . . r} such that z′ =[x̃i1 , . . . , x̃ik+1]. Since [x̃i2 , . . . x̃ik+1] ∈ pi−1(γkk) = ⟨z, z′⟩ = pi−1(γ`l) we may rewrite [x̃i2 , . . . x̃ik+1] as
α1[ỹi1 , . . . , ỹi`]+α2z′ for α1, α2 ∈ R. Thus, z′ = α1[x̃i1 , ỹi1 , . . . ỹi`]+α2[x̃i1 , z′] = 0, a contradiction. 
We now turn to the specific case of gp,q for p > q ⩾ 3.
Proposition 7.11. Assume p > q ⩾ 3. Then, gp,q admits a (p − 1)-central extension if and only if p
is even.
Since it relies on a cohomology computation for gp,q, the proof will simultaneously provide the
following formulae for the Betti numbers of the lattices Γp,q ⩽ Gp,q and Λp×Λq−1 ⩽ Lp×Lq−1 = gr(Gp,q).
Lemma 7.12 (Betti numbers). Let p > q ⩾ 3. Then
b2(Γp,q) = ⌊p
2
⌋ + ⌊q
2
⌋ + 3, (7.4)
and
b2(Λp ×Λq−1) = ⌈p
2
⌉ + ⌊q
2
⌋ + 4. (7.5)
In particular, the Betti number discrepancy b2(Λp ×Λq−1)− b2(Γp,q) is 1 if p is even and 2 if p is odd.
Remark 7.13. For (p, q) = (4,3) and (5,3) the Betti numbers of Γp,q can be extracted from Magnin’s
comprehensive tables of cohomologies in dimension less or equal 7. Magnin denoted the corresponding
Lie algebras G6,2 and G7,3.17 respectively [Mag08]. For (p, q) = (4,3) these were also computed in
[dB15, (25)-(26)] and [Cor17, 6.19].
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As before, we will perform our Betti number computations using Lie algebra cohomology. To
deduce Lemma 7.12 we will thus invoke the following result, that is due to Matsushima for k = 1,2
and Nomizu for all k [Rag72, Corollary 7.28]. It shows that the real cohomology of finitely generated
torsion-free nilpotent groups only depends on the real Malcev completion, an early manifestation of
Shalom’s theorem.
Lemma 7.14. Let Γ be a lattice in a simply connected nilpotent Lie group G with Lie algebra g.
Then Hk(G/Γ,R) =Hk(g,R).
Before proving Proposition 7.11 and Lemma 7.12, we observe that they allow us to complete the
proof of Theorem D, modulo the lower bound from §8.
Proof of Theorem D. The first part is a direct consequence of Lemmas 7.9 and 7.10 and Propositions
7.11 and 7.2. The second part follows from Theorem A, whose proof will be completed in §8. 
Proof of Proposition 7.11 and Lemma 7.12. Note that if α is a one-form on g then dα is the two-form
such that dα(u, v) = −α ([u, v]) for every u, v ∈ g. We will use this below without further mention
when computing differentials.
Let {ξ1, . . . ξp−1, ζ, η1, . . . ηq−1} be the dual basis of the basis {x1, . . . xp−1, z, y1, . . . yq−1} of gp,q.
The restriction of the subset {ξ1, . . . , ξp−1, ζ} to lp defines the basis of l∗p induced by the canonical
embedding lp ↪ gp,q.
We first prove (7.5). For this we need to compute H2(lp,R). Since this computation is well-known
(it is originally due to Vergne [Ver70]), we only sketch it here and leave the details as an exercise to
the reader. We emphasize that this is an exercise well-worth doing to get acquainted with Lie algebra
cohomology computations.
We use abbreviations of the form ξi,j ∶= ξi ∧ ξj (and similar for 3-fold wedge-products). Further we
denote ξp ∶= ζ. Note that dξ1 = dξ2 = 0, while dξi = −ξ1,i−1 for 3 ⩽ i ⩽ p. We deduce that
B2(lp,R) = span{ξ1,2, . . . , ξ1,p−1}.
Let now ω = ∑1⩽i<j⩽p ai,jξi,j ∈ Λ2(lp,R). We obtain the identities
dω = p−1∑
i=1 d
⎛⎝ξi ∧ p∑j=i+1ai,jξj⎞⎠
= ∑
2⩽i<j⩽p−1,j≠i+1(−ai+1,j − ai,j+1)ξ1,i,j +
p−2∑
i=2(−ai,i+2)ξ1,i,i+1 +
p−2∑
i=2(−ai+1,p)ξ1,i,p.
Solving the linear system of equations obtained by imposing dω = 0 yields
Z2(lp,R) = span{ξ1,2, . . . ξ1,p−1, ξ1,p, ν4, ν6, ν8 . . . ν2p′} ,
where p′ = ⌈p
2
⌉ and ν2l ∶= ξ2,2l−1 − ξ3,2l−2 + ⋅ ⋅ ⋅ − (−1)lξl,l+1 for 2 ⩽ l ⩽ p′.
It follows that the cohomology classes represented by {ξ1,p, ν2⋅2, . . . , ν2p′} form a basis of H2(lp,R)
and thus that
rankH2(lp,R) = p′ − 1 + 1 = p′. (7.6)
We can now compute the second Betti number of lp × lq−1, and thus of all lattices in gr(Gp,q) =
Lp × Lq−1 and in particular of Λp × Λq−1. Indeed, using the Ku¨nneth formula and (7.6), the class of
the Poincare´ polynomial of lp × lq−1 in Z[t]/(t3) is(1 + 2t + b2(lp)t2)(1 + 2t + b2(lq−1)t2) = 1 + 4t + (4 + ⌈p/2⌉ + ⌈(q − 1)/2⌉) t2= 1 + 4t + (4 + ⌈p/2⌉ + ⌊q/2⌋) t2.
and we deduce that rank(H2(lp × lq−1,R)) = ⌈p2 ⌉ + ⌊ q2 ⌋ + 4. This completes the proof of (7.5).
While we don’t use it at this point we record the following observation; it is well-known to experts.
Remark 7.15. The degree 2-cohomology of lp is graded as follows: H
2(lp,R)2k−1 = span[ν2k] for
2 ⩽ k < p′,
H2(lp,R)p = ⎧⎪⎪⎨⎪⎪⎩span{[ν2p
′], [ξ1 ∧ ξp]} p odd
span{[ξ1 ∧ ξp]} p even,
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and all other degrees vanish. In particular, ν2k represents a (2k − 1)-central extension.
This observation is interesting in itself and also in view of §10. However, most importantly compar-
ing it to (7.21) provides some intuition for why gp,q admits no (p−1)-central extension when p is odd.
Indeed, we will see that for p odd the analogous cohomology class [ν2p′] vanishes in H2(gp,q,R), while
it survives when p is even. In fact, it is precisely the form that induces the (p − 1)-central extension
of gp,q when p is even. This is also mirrored by the distinct Betti number discrepancies in Lemma
7.12. Computationally, this difference is reflected in the fact that in lp we have dζ = −ξ1 ∧ ξp−1, while
in gp,q we have dζ = −ξ1 ∧ ξp−1 − η1 ∧ ηq−1. This ultimately implies that the coefficient a2,p of ξ2 ∧ ξp
must be zero for every cocycle ω in gp,q with p odd, while it can be non-zero for cocylces in lp or in
gp,q when p is even.
We now move on to the computation of H2(gp,q,R). We will again use abbreviations of the form
ξi,j = ξi ∧ ξj , ηi,j = ηi ∧ ηj etc.
Note that dξ1 = dξ2 = dη1 = dη2 = 0, dξi = −ξ1,i−1 and dηj = −η1,j−1 for 3 ⩽ i ⩽ p− 1 and 3 ⩽ j ⩽ q − 1,
and that dζ = −ξ1,p−1 − η1,q−1. We can decompose ω ∈ Λ2(gp,q,R) as
ω = p−2∑
i=1
p−1∑
j=i+1ai,jξi,j +
q−2∑
i=1
q−1∑
j=i+1 bi,jηi,j +
p−1∑
k=1 ckξk ∧ ζ +
q−1∑`=1 e`η` ∧ ζ +
p−1∑
m=1
q−1∑
n=1 fm,nξm ∧ ηn= ωa + ωb + ωc + ωe + ωf . (7.7)
We deduce that
dω = ∑
2⩽i<j⩽p−2,j≠i+1(−ai+1,j − ai,j+1)ξ1,i,j +
p−3∑
i=2(−ai,i+2)ξ1,i,i+1 +
p−3∑
i=2(−ai+1,p−1 − ci)ξ1,i,p−1
+ ∑
2⩽i<j⩽q−2,j≠i+1(−bi+1,j − bi,j+1)η1,i,j +
q−3∑
i=2(−bi,i+2)η1,i,i+1 +
q−3∑
i=2(−bi+1,q−1 − ei)η1,i,q−1
+ (−cp−2)ξ1,p−2,p−1 + p−1∑
k=1 ckξk ∧ η1,q−1 +
p−2∑
k=2 ck+1ξ1,k ∧ ζ +
p−1∑
m=1
q−2∑
n=2 fm,n+1ξm ∧ η1,n
+ (−eq−2)η1,q−2,q−1 + q−1∑`=1 e`η` ∧ ξ1,p−1 +
q−2∑`=2 e`+1η1,` ∧ ζ +
p−2∑
m=2
q−1∑
n=1(−fm+1,n)ξ1,m ∧ ηn.
Hence dω = 0 if and only if
ai+1,j + ai,j+1 = 0 2 ⩽ i < j ⩽ p − 2, j ≠ i + 1 (7.8)
ai,i+2 = 0 2 ⩽ i ⩽ p − 3 (7.9)
bi+1,j + bi,j+1 = 0 2 ⩽ i < j ⩽ q − 2, j ≠ i + 1 (7.10)
bi,i+2 = 0 2 ⩽ i ⩽ q − 3 (7.11)
ai+1,p−1 + ci = 0 2 ⩽ i ⩽ p − 3 (7.12)
ck = 0 1 ⩽ k ⩽ p − 1 (7.13)
bi+1,q−1 + ei = 0 2 ⩽ i ⩽ q − 3 (7.14)
e` = 0 1 ⩽ ` ⩽ q − 1 (7.15)
fm,n = 0 max(m,n) ⩾ 3. (7.16)
The equations (7.8) are equivalent to
ai,j = ai′,j′ , for i + j = i′ + j′, 2 ⩽ i < j ⩽ p − 1, 2 ⩽ i′ < j′ ⩽ p − 1, (7.17)
and the equations (7.10) are equivalent to
bi,j = bi′,j′ , for i + j = i′ + j′, 2 ⩽ i < j ⩽ q − 1, 2 ⩽ i′ < j′ ⩽ q − 1. (7.18)
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(7.13) : ωc = 0
(7.15) : ωe = 0
(7.16) : ωf = f1,1ξ1 ∧ η1 + f2,1ξ2 ∧ η1+f1,2ξ1 ∧ η2 + f2,2ξ2 ∧ η2.
Figure 3. Determination of Z2(gp,q,R) and H2(gp,q,R) with (p, q) = (9,6). The
cocycle ω is decomposed as in (7.7). On the left, resp. on the right, a ○ at (i, j)
denotes ai,j = 0 resp. bi,j = 0; plain edges denote linear dependences and vanishing.
Combining (7.12) and (7.13) (resp. (7.14) and (7.15)) yields
ai,p−1 = 0 3 ⩽ i ⩽ p − 2, (7.19)
bi,p−1 = 0 3 ⩽ i ⩽ q − 2. (7.20)
The ai,j (resp. bi,j) with 2 ⩽ i < j ⩽ p− 1 (resp. 2 ⩽ i < j ⩽ q − 1) are now completely determined by
(7.9), (7.17) and (7.19) (resp. (7.11), (7.18) and (7.20)). Indeed, for 2 ⩽ i < j ⩽ p− 1 conditions (7.17)
and (7.9) imply that the ai,j with i + j ⩾ 6 vanish whenever i + j is even and conditions (7.17) and
(7.19) imply that ai,j = 0 for i+j ⩾ p+2. The only constraint on the remaining ai,j with 2 ⩽ i < j ⩽ p−1
is that they satisfy condition (7.17). Similar considerations apply for the bi,j with 2 ⩽ i < j ⩽ q − 1.
Since the a1,i for 2 ⩽ i ⩽ p − 1 and the b1,i for 2 ⩽ i < q − 1 are unconstrained, we conclude from the
constraints (7.13), (7.15) and (7.16) on the ci, ei and fm,n resp., that
Z2(gp,q,R) = span
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ξ1,i 2 ⩽ i ⩽ p − 1,
η1,i 2 ⩽ i ⩽ q − 1,
ν2k 2 ⩽ k ⩽ p′′,
ν̃2` 2 ⩽ ` ⩽ q′′,
ξm ∧ ηn 1 ⩽m,n ⩽ 2,
B2(gp,q,R) = span
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ξ1,i 2 ⩽ i ⩽ p − 2,
η1,i 2 ⩽ i ⩽ q − 2,
ξ1,p−1 + η1,q−1,
(7.21)
where p′′ = ⌊p
2
⌋, q′′ = ⌊ q
2
⌋, ν2` ∶= ξ2,2`−1−ξ3,2`−2+⋯−(−1)`ξ`,`+1 and ν̃2` ∶= η2,2`−1−η3,2`−2+⋯−(−1)`η`,`+1.
We refer to Figure 3 for a visual illustration of our computation for (p, q) = (9,6).
A basis of H2(gp,q,R) is thus given by{[ν2⋅2] , . . . , [ν2⋅p′′] , [ν̃2⋅2] , . . . , [ν̃2⋅q′′] , [η1,q−1] = − [ξ1,p−1] , [ξi ∧ ηj] 1 ⩽ i, j ⩽ 2 } .
We deduce that
rankH2(gp,q,R) = (p′′ − 1) + (q′′ − 1) + 1 + 4= p′′ + q′′ + 3.
This concludes the proof of (7.4).
We can now complete the proof of Proposition 7.11.
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Figure 4. Carnot graded filiform Lie algebras (l3 is the Lie algebra of the Heisenberg
group, l6 and l
′
6 are L6,18 and L6,16 in de Graaf’s list [dG07]). We use the same
notation for the cocycles as in the proof of Proposition 7.11.
If p is even then 2p′′ = p and νp(x2, xp−1) = 1, while [x2, xp−1] = 0. By Proposition 7.5, the
cohomology class represented by νp defines the desired (p − 1)-central extension.
Thus, assume that p is odd, and assume for a contradiction that there is a (p−1)-central extension
defined by a cocycle ω. By Proposition 7.5 there are elements Xi, Yi ∈ gp,q, 1 ⩽ i ⩽ s which satisfy
(∆1), (∆2), (∆3). Up to reordering the pairs we can assume that r1,i = 1 for i = 1, . . . , t ⩽ s and
r1,i > 1 for i > t. Decompose Xi and Yi into
Xi = τ1,ix1 +⋯ + τp−1,ixp−1 + σiz + τ ′1,iy1 +⋯ + τ ′q−1,iyq−1
Yi = λ1,ix1 +⋯ + λp−1,ixp−1 + µiz + λ′1,iy1 +⋯ + λ′q−1,iyq−1
with τj,i, τ
′
j,i, σi, λj,i, λ
′
j,i, µi ∈ R.
Assume t < s. Then, for i > t we have r1,i > 1 and r2,i = p − r1,i − 1. Since gp,q is metabelian[Xi, Yi] = 0. Using that Xi, Yi ∈ γ2gp,q we deduce that (ξm ∧ ηn)(Xi, Yi) = 0 for 1 ⩽ m,n ⩽ 2 and(η1 ∧ ηq−1)(Xi, Yi) = 0. Moreover, since p is odd we deduce that 2q′′ ⩽ 2p′′ ⩽ p − 1.
Observing that ν2k ∣γr1gp,q×γr2gp,q= 0 if r1+r2 > 2k−1 (resp. ν̃2` ∣γr1gp,q×γr2gp,q= 0 if r1+r2 > 2`−1),
we deduce that for 2 ⩽ k ⩽ p′′ (resp. for 2 ⩽ ` ⩽ q′′) we have ν2k(Xi, Yi) = ν̃2`(Xi, Yi) = 0. We conclude
that ω(Xi, Yi) = 0.
Hence, we may assume that t = s and therefore ri,1 = 1 and ri,2 = p − 2 for all i. In particular
Yi = λp−1,ixp−1 + µiz and (∆2) implies that
0 = s∑
i=1 [Xi, Yi] = s∑i=1 τ1,iλp−1,iz.
On the other hand evaluating the sum of the ω(Xi, Yi) yields
1 = s∑
i=1ω(Xi, Yi) = s∑i=1ω(Xi, λp−1,ixp−1 + µiz) = s∑i=1 τ1,iλp−1,iω(x1, xp−1),
where for the last identity we observe that the only pair of basis vectors of the form (∗, z) and (∗, xp−1)
on which our basis of representatives of cohomology classes does not vanish is (x1, xp−1). Comparing
the two equalities gives a contradiction. This completes the proof of Proposition 7.11.

Remark 7.16. The cocyle ν2k of the preceding proof was introduced by Vergne in his computation
of H2(lp,R) [Ver70]. When p ⩾ 5 is odd the central extension associated to the cocycle νp+1 on lp
produces a filiform, but not model filiform, Carnot graded Lie algebra of dimension p. Vergne proved
its existence and uniqueness (see also Figure 4).
The lower bound of np−1 on the Dehn functions of Gp,p−1 for even p ⩾ 4 (resp. of Gp,p for all p ⩾ 4)
that we obtain from central extensions is sharp by Theorem 6.1. In contrast, and maybe at first
rather unexpectedly, for odd p the lower bound of np−2 on the Dehn function of Gp,p−1 obtained from
central extensions is not sharp. In fact not even its exponent is sharp, providing the first example of
a group with this property. We will prove this in the next section. There is a moral reason for this
discrepancy, which we will exploit in the next section; for an explanation of this we refer to §2.
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8. Lower bounds on the Dehn function from integration of forms
In this section we will explain how to obtain lower bounds on the Dehn functions of the Gp,q by
integrating bounded forms on Lie groups. In §8.1 we state the main result of this section and explain
how it can be reduced to finding a suitable 1-form that satisfies a certain boundedness condition; this
boundedness condition can be thought of as a discretized version of being a primitive of a bounded
2-form. In §8.2 we will provide a linear representation of the filiform Lie group in all dimensions
and construct an exact invariant 2-form from it. In §8.3 we will show how to modify this 2-form to
obtain a suitable exact bounded 2-form. Finally, in §8.4 we will show that this bounded 2-form is
the differential of a 1-form that satisfies the boundedness condition from §8.1 and deduce the desired
lower bounds on the Dehn function of Gp,q.
8.1. Lower bounds from bounded forms.
Theorem 8.1. For p ⩾ q ⩾ 2 the Dehn function of Gp,q is ≽ np−1.
Let us start by introducing some useful notation. Let G be a connected Lie group equipped with
a left-invariant Riemannian metric, and let S be a compact generating subset of G. For a smooth
path γ ∶ [a, b] → G we denote by L(γ) its length with respect to the chosen metric on G. We assign
to every s ∈ S a smooth choice of path γs from 1G to s such that the set {L(γs) ∣ s ∈ S} is bounded.
This allows us to associate to every word w in S, a path w. In what follows, such a path will be
called a word-path.
We denote g ∗ γ the action of G by left translation on the set of paths in G. Let us denote w ⋅w′
the concatenation of the words w and w′.
Proposition 8.2. We let ⟨S ∣ R⟩ be a compact presentation of a connected Lie group G that we also
equip with a left-invariant Riemannian metric. Assume that there exists α a continuous 1-form, and
C <∞ such that for every word-loop r associated to a relator r ∈ R and every g ∈ G,
∣∫
g∗r α∣ ⩽ C. (8.1)
Let w be null-homotopic, then
Area(w) ⩾ 1
C
∫
w
α.
Proof. We make the following trivial but crucial observation: given two words w and w′ in the
alphabet S, we have ∫
w⋅w′ α = ∫[w]∗w′ α + ∫w α. (8.2)
In particular, if w and w′ are relations, i.e. [w] = [w′] = 1G, then
∫
w⋅w′ α = ∫w′ α + ∫w α. (8.3)
We also easily deduce from (8.2) that if w and w′ represent the same element of the free group, then
∫
w
α = ∫
w′ α. (8.4)
Finally, if w is null-homotopic, i.e. [w] = 1G, and u is any word, then we get
∫
w′ α = ∫[u]∗w α, (8.5)
where w′ = u ⋅w ⋅u−1. Now let w be a word of size ⩽ n in S that freely equals a product of N conjugates
of relators. Then combining (8.4), (8.3), (8.5) and (8.1) in this order, we conclude that
∫
w
α ⩽ N ⋅C,
so we are done. 
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8.2. Linear representations of filiform Lie groups. It is well-known and easy to check that a
linear representation of the Lie algebra of Lp is given by
lp ∶= Lie(Lp) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 t1 0 ⋯ 0 tp⋮ ⋱ ⋱ ⋱ ⋮ tp−1⋱ 0 ⋮
0 t1 t3⋮ 0 t2
0 ⋯ ⋯ 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
RRRRRRRRRRRRRRRRRRRRRRRRRRRRRR
t1, . . . , tp ∈ R
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
with the commutator bracket [A,B] ∶= AB −BA on matrices. Thus, we can obtain a linear represen-
tation of Lp by computing the image exp(lp). We will now make this explicit. For this we introduce
the notation
Bt1 ∶=
⎛⎜⎜⎜⎜⎜⎜⎝
0 t1 0 ⋯ 0⋮ ⋱ ⋱ ⋱ ⋮⋱ 0
0 t1
0 ⋯ 0
⎞⎟⎟⎟⎟⎟⎟⎠
∈ R(p−1)×(p−1)
and observe that for t = (t1, . . . , tp) and At ∈ lp we obtain
eAt = ( eBt1 vt
0 1
)
for a suitable vt ∈ Rp−1. Moreover, it is easy to derive by induction that
eBt1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 t1
t21
2!
⋯ tp−21(p−2)!
0 ⋱ ⋱ ⋱ ⋮⋮ ⋱ ⋱ t21
2!⋱ 1 t1
0 ⋯ 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
From this we deduce that
vt =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
tp +∑p−2n=1 tn1n! tp−n⋮
tk +∑k−2n=1 tn1n! tk−n⋮
t3 +∑1n=1 tn1n! t3−n
t2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Finally the change of coordinates u(t) ∶= (u1(t), . . . , up(t)) with u1(t) = t1 and ui(t) = ti+∑i−2n=1 tn1n! ti−n
for 2 ⩽ i ⩽ p provides a diffeomorphism from Rp to Lp represented as the linear subgroup⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Su ∶= ⎛⎜⎜⎜⎜⎝
up
eBu1 ⋮
u2
0 ⋯ 0 1
⎞⎟⎟⎟⎟⎠
RRRRRRRRRRRRRRRRRRRR
u = (u1,⋯, up) ∈ Rp
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
< Glp(R).
For u ∈ Rp we will denote by ∂u1,u, . . . , ∂up,u the standard coordinate basis of TuRp. Note that the
model filiform group with presentation P(Λp) as in §1.2 embeds as a lattice via the identifications
x1 = exp(∂u1,0), x2 = exp(∂u2,0) and xi+1 = [x1, xi] for 2 ⩽ i ⩽ p − 1.
We will now use the linear representation to compute the left invariant vectorfields corresponding
to the standard basis ∂u1,0, . . . , ∂up,0 of T0R
p at the identity. We denote by Su,∗ ∶ TLp → TLp the
differential of the automorphism of Lp defined by left-multiplication by Su.
Lemma 8.3. With respect to the coordinates u on Lp a basis of left invariant vector fields is given
by
Su,∗∂u1,0 = ∂u1,u
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and
Su,∗∂ui,0 = p−i∑
n=0
un1
n!
∂ui+n,u.
Proof. The first identity is an immediate consequence of the following identities
Su0 ⋅ ddu1 ∣u=0Su =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
eBu1 ⋅
⎛⎜⎜⎜⎜⎜⎜⎝
0 1 0 ⋯ 0⋮ ⋱ ⋱ ⋱ ⋮⋱ 0
0 1
0 ⋯ 0
⎞⎟⎟⎟⎟⎟⎟⎠
⋮
0
0 ⋯ 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= ( ddu1 eBu1 0
0 0
) .
To derive the identities for 2 ⩽ i ⩽ p denote by ei ∈ Rp−1 the i-th unit vector and observe that
Su ⋅ d
dui
∣u=0 = ⎛⎜⎜⎜⎜⎝
up
eBu1 ⋮
u2
0 ⋯ 0 1
⎞⎟⎟⎟⎟⎠ ⋅ (
0 ep−i+1
0 0
) = ( 0 eBu1 ⋅ ep−i+1
0 0
) .
We deduce that in local coordinates we have Su,∗∂ui,0 = ∑p−in=0 un1n! ∂ui+n,u. This completes the proof. 
It is now easy to check that the forms du1 and du2 corresponding to the first two coordinates are
left Lp-invariant. Moreover, we obtain:
Lemma 8.4. The 1-form α defined by
αu = p−2∑
k=0(−1)k u
k
1
k!
dup−k
is the unique left Lp-invariant form with α0 = dup.
Proof. By definition α0 = dup and using Lemma 8.3 it is easy to check that αu(Su,∗∂ui,0) = δp,i. This
completes the proof. 
Finally we observe that the form β defined by
βu = p−2∑
k=0(−1)k u
k+1
1(k + 1)!dup−k (8.6)
has left Lp-invariant differential
dβ = du1 ∧ α.
In fact dβ is an explicit realisation in the coordinates ui of the 2-form ξ1 ∧ ξp from the proof of
Proposition 7.11. The reason we consider it is that it defines a p-central extension of Lp. However,
as we have seen we face the problem that this form does not survive in H2(gp,q,R) for q < p. Thus
we can not use it directly to obtain a lower bound on δGp,q(n) by defining a p-central extension and,
as we have shown, there is actually not even a (p − 1)-central extension of Gp,q for p odd and q < p.
To overcome this problem and confirm our intuition that δGp,q(n) ≽ np−1, we will now pursue the
approach sketched in §2.2 of constructing a suitable perturbation βC of β with bounded differential,
which has integral ≃ np on certain (p + 1)-fold iterated commutators in Lp; they arise as images of
null-homotopic words in Gp+1,q with respect to the canonical projection. In view of §8.1 this will
allow us to deduce the desired lower bounds on the Dehn function.
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8.3. Construction of a suitable exact bounded 2-form. To simplify notations, we shall denote
for n ∈ R, Ωk(n) = Ωk(n) when n = (n, . . . , n) ∈ Rk, where Ωk(n) was defined in §5.2. Note that
Ωk(n) can be defined inductively by Ω2(n) = [xn1 , xn2 ] and Ωk+1(n) = [xn1 ,Ωk(n)] for k ⩾ 2. We recall
that Ωp(n) defines a relation of Lp.
One can show that the integral of the form β along the loop defined by Ωp(n) in Lp is ≃ np−1.
This proves that the null-homotopic words Ωp(n) are area maximising in Lp. This makes β a good
candidate for showing that Ωp+1(n) = [xn1 ,Ωp(n)] also has area ≃ np−1 in Lp. However,
∫
x−n1 Ωp(n)−1xn1 β = −∫Ωp(n) β
and thus the integral of β along Ωp+1(n) vanishes (this is a direct consequence of (8.5) and the left
Lp-invariance of β and it can also be deduced from Lemmas 8.7 and 8.8 below). This means that the
form β won’t allow us to obtain the desired lower area bounds. We will show that we can avoid this
problem by replacing β by a family of forms βC , C ∈ R, with the property that the differential dβC
in every point coincides with ±dβ. Concretely, we define
βC,u ∶= sgn(u1 −C ⋅ n) p−2∑
k=0(−1)k u
k+1
1 − (Cn)k+1(k + 1)! dup−k
and observe that
d(βC,u) = { −dβ if u1 ⩽ C ⋅ n
dβ if u1 ⩾ C ⋅ n
To evaluate the integral of βC along Ωp+1(n) we need to evaluate it along each part of the loop.
For this we will use the following result:
Lemma 8.5. For i = 1,2 and  = ±1, let γi(t) = Su ⋅ exp(t∂ui,u) = Su ⋅ x⋅ti , t ∈ [0, n] be a curve in Lp
with γi(0) = Su and γi(n) = Su ⋅ xni . Assume further that u1 = L ⋅ n for some L ∈ R. Then
(1) ∫γ1 βC = 0 and u′1 = u1 + n for u′ ∈ Rp with Su′ = γ1(n);
(2) ∫γ2 βC = npsgn(L −C) (L−C)p−1(p−1)! and u′1 = u1 for u′ ∈ Rp with Su′ = γ2(n).
Proof. Assertion (1) follows from Lemma 8.3, the vanishing of βC,u on ∂u1,u and
γ1(t) = ⎛⎜⎜⎜⎜⎝
up
eBu1 ⋮
u2
0 ⋯ 0 1
⎞⎟⎟⎟⎟⎠ ⋅ (
eBt 0
0 1
) = ⎛⎜⎜⎜⎜⎝
up
eBu1+t ⋮
u2
0 ⋯ 0 1
⎞⎟⎟⎟⎟⎠ .
For Assertion (2) we first observe that
γ2(t) = ⎛⎜⎜⎜⎜⎝
up
eBu1 ⋮
u2
0 ⋯ 0 1
⎞⎟⎟⎟⎟⎠ ⋅
⎛⎜⎜⎜⎜⎜⎜⎝
0
I ⋮
0
t
0 ⋯ 0 1
⎞⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
up +  ⋅ t up−21(p−2)!
eBu1 ⋮
u3 +  ⋅ tu1
u2 +  ⋅ t
0 ⋯ 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
We deduce that
γ˙2(t) =  p−2∑
k=0
up−2−k1(p − 2 − k)!∂up−k,u.
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and that the u1-coordinate is constant along γ2(t). Thus,
∫
γ2
βC = ∫ n
0
βC,γ2(t)(γ˙2(t))dt
= ∫ n
0
 ⋅ sgn(u1 −C ⋅ n) p−2∑
k=0(−1)k u
k+1
1 − (Cn)k+1(k + 1)! ⋅ up−2−k1(p − 2 − k)!
u1=L⋅n= ∫ n
0
 ⋅ sgn(L ⋅ n −C ⋅ n) p−2∑
k=0(−1)knp−1L
k+1 −Ck+1(k + 1)! ⋅ Lp−2−k(p − 2 − k)!
= ∫ n
0
np−1(p − 1)! ⋅ sgn(L −C) p−2∑k=0 ((−C)k+1Lp−2−k − (−L)k+1Lp−2−k)(p − 1k )(1)= ∫ n
0
np−1(p − 1)! ⋅ sgn(L −C)(L −C)p−1
=  np(p − 1)! sgn(L −C)(L −C)p−1,
where in (1) we use the binomial formula (−a + b)p−1 = ∑p−1k=0(−a)kbp−1−k(p−1k ) twice. This completes
the proof.

For a word w(x1, x2), we introduce the notation Ex1(w) for its x1-exponent sum. Lemma 8.5
shows that
(1) if a word w(x1, x2) represents the element Su in Lp for u ∈ R then u1 coincides with Ex1(w);
(2) we can compute ∫Ωp+1(n) βC by reading Ωp+1(n) from left to right and adding a contribution
for every power of x2 that we encounter. The contribution of such an x2-power will depend
solely on the x1-exponent sum of its prefix word and the numerical value of the exponent
of this x2-power. In particular, this essentially reduces the computation of ∫Ωp+1(n) βC to a
combinatorial problem.
Lemma 8.6. For p ⩾ 2 the word Ωp(n) satisfies the following properties:
(1) Ωp(n) = ∏Npj=1 xj,1n1 x−n2 xj,2n1 xn2 in freely reduced form for an integer Np. In particular, the
sign of the x2-exponents alternates and the word starts with x
−n
1 x
−n
2 and ends with x
n
1x
n
2 ;
(2) for any decomposition of Ωp(n) in freely reduced form as w1(x1, x2)x⋅n2 w2(x1, x2) there is
0 ⩽ k ⩽ p − 1 with Ex1(w1) = −k ⋅ n;
(3) for 0 ⩽ k ⩽ p − 1 there are precisely (p−1
k
) ways of decomposing Ωp(n) in freely reduced form
as w1(x1, x2)x⋅n2 w2(x1, x2) with exponent sum Ex1(w1) = −k ⋅ n and  = ±1, and, moreover,
for all of them  = (−1)k.
Proof. The proof is by induction on p. For p = 2 we have Ω2(n) = [xn1 , xn2 ] = x−n1 x−n2 xn1xn2 and one
checks readily that all assertions hold. Hence, assume that the result holds for some p ⩾ 2 and
consider Ωp+1(n) = [xn1 ,Ωp(n)] = x−n1 (Ωp(n))−1xn1 Ωp(n). The only new free reduction takes place in
the middle of the word, where we reduce xn2x
n
1x
n
1x
−n
1 x
−n
2 to x
n
2x
n
1x
−n
2 . In particular, it is immediate
from the fact that the exponent signs of the x±n2 are alternating in Ωp(n) that the same holds for
Ωp+1(n) and it follows readily that (1) holds for Ωp+1(n).
Since we have Ex1 (x−n1 (Ωp(n))−1xn1 ) = 0 it suffices to count the exponent sums and signs for
the x−n1 (Ωp(n))−1xn1 -part of Ωp+1(n) with those for the Ωp(n)-part following from the induction
hypothesis for p.
To determine the result for the x−n1 (Ωp(n))−1xn1 -part, let
Ωp(n)−1 = w1(x1, x2)xn2 w2(x1, x2) (8.7)
be a decomposition of the freely reduced word represented by Ωp(n)−1. Its inverse writes Ωp(n) =
w−12 x−n2 w−11 .
Observe that Ex1(w1) = Ex1(w−12 ), since Ex1(Ωp(n)) = 0 and for any word v(x1, x2) we have
Ex1(v−1) = −Ex1(v). It follows that the number of decompositions of (Ωp(n))−1 as in (8.7) with
Ex1(w1) = −k ⋅n is identical with the number of such decompositions of Ωp(n). However, the exponent
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sign of the subsequent x±n2 is (−1)k+1. For 1 ⩽ k ⩽ p, we deduce that the freely reduced form of
x−n1 Ωp(n)xn1 admits precisely (p−1k−1) distinct decompositions as in (2),(3) with x1-exponent sum −k ⋅n
and  = (−1)k+2 = (−1)k. Thus, for 0 ⩽ k ⩽ p the total number of xn2 with preceeding x1-exponent
sum −k ⋅ n is (p − 1
k − 1) + (p − 1k ) = (pk)
and the corresponding  is always (−1)k. Moreover, there are no decompositions with other k-values.
This completes the proof of (2) and (3) for p + 1. 
Using Lemmas 8.5 and 8.6 we can now compute ∫Ωp+1(n) βC .
Lemma 8.7. For C ∈ [0, p] we obtain
∫
Ωp+1(n) β−C = np(p − 1)! ⋅ ⎛⎝ ∑0⩽k<C(−1)k(C − k)p−1(pk) − ∑C⩽k⩽p(−1)k(C − k)p−1(pk)⎞⎠ (8.8)
Proof. Combining Lemma 8.5 with the number of occurences from Lemma 8.6 we obtain
∫
Ωp+1(n) β−C = p∑k=0(−1)k ⋅ np sgn(−k +C)(p − 1)! (−k +C)p−1(pk)
= np(p − 1)! ⋅ ⎛⎝ ∑0⩽k<C(−1)k(C − k)p−1(pk) − ∑C⩽k⩽p(−1)k(C − k)p−1(pk)⎞⎠

Lemma 8.7 shows that it suffices to find C ∈ [0, p] for which the second factor on the right hand
side of (8.8) is non-trivial. We will show that this is the case for C = 1. To do so we first prove the
following auxiliary lemma.
Lemma 8.8. For p ⩾ 1 the function
f(C) ∶= p∑
k=0(−1)k(C − k)p−1(pk)
vanishes identically.
Proof. Consider the function h ∶ R→C defined by
h(x) = p∑
k=0 e
i(C−k)pix(p
k
) = eiCpix (1 + e−ipix)p (8.9)
By the product rule the (p − 1)th derivative of h is of the form h(p−1)(x) = g(x) (1 + e−ipix) for a
suitable smooth complex-valued function g(x) defined on R. In particular h(p−1)(1) = 0. On the
other hand a direct computation of the (p − 1)th derivative of the second expression in (8.9) shows
0 = h(p−1)(1) = (pii)p−1eiCpi p∑
k=0(−1)k(C − k)p−1(pk) = (pii)p−1eiCpif(C).
The result follows. 
Proposition 8.9. The identity
∫
Ωp+1(n) β−1 = 2 np(p − 1)!
holds.
54
Proof. By Lemma 8.7 for C = 1 we have
∫
Ωp+1(n) β−1 = np(p − 1)! ⋅
⎡⎢⎢⎢⎢⎣ ∑0⩽k<1(−1)k(1 − k)p−1(pk) − ∑1⩽k⩽p(−1)k(1 − k)p−1(pk)
⎤⎥⎥⎥⎥⎦
= np(p − 1)! ⋅
⎡⎢⎢⎢⎢⎣(1)p−1(p0) − ∑1⩽k⩽p(−1)k(1 − k)p−1(pk)
⎤⎥⎥⎥⎥⎦
= np(p − 1)! ⋅
⎡⎢⎢⎢⎢⎣2 ⋅ (p0) − ∑0⩽k⩽p(−1)k(1 − k)p−1(pk)
⎤⎥⎥⎥⎥⎦= 2np(p − 1)! ,
where the last equality follows from Lemma 8.8. 
8.4. Integrating along loops of uniformly bounded length. We now fix a left-invariant Rie-
mannian metric g on Lp, which we choose such that ∂u1,0, . . . , ∂up,0 is an orthonormal basis of T0Lp
under the homeomorphic identification Rp ≃ Lp with coordinates u = (u1, . . . , up) on Rp as before. In
this section we will prove the following result, which will allow us to apply Proposition 8.2. Through-
out this section we will assume that all paths are piece-wise smooth.
Proposition 8.10. For M > 0 and C ∈ R there exists a constant K = K(M,C) > 0 such that for
every loop γ ∶ [0,1]→ Lp of length L(γ) ⩽M we have
∣∫
γ
βC ∣ ⩽K.
We will deduce Proposition 8.10 from the fact that we can decompose Rp into two sets on which
dβ−C is equal to the invariant forms dβ (resp. −dβ) and the subsequent lemma.
Lemma 8.11. Let M > 0 and let α be a 1-form on Lp with invariant differential dα. Then there is
a constant K =K(M,α) such that ∣∫
γ
α∣ ⩽K,
for all loops γ ∶ [0,1]→ Lp with L(γ) ⩽M .
Proof. Let f ∶D → Lp be an immersed filling disc for γ. By Stoke’s Theorem we have
∣∫
γ
α∣ = ∣∫
D
f∗dα∣ ⩽K0 ⋅Areaf∗g(D),
where Areaf∗g(D) denotes the area of D with respect to the pull-back metric f∗g. The last inequality
follows by comparing the invariant form dα to the volume form on D induced by the invariant
Riemannian metric g on Lp. Here K0 =K0(α) > 0 is a constant that only depends on α.
However, by choosing D to be (arbitrarily close to) a filling disc of minimal area for γ, we deduce
that ∣∫
γ
α∣ = ∣∫
D
dα∣ ⩽K0 ⋅AreaLp(γ).
Since the area of loops of length L(γ) ⩽M in Lp is uniformly bounded by a constant, it follows that
there is K =K(M,α) > 0 such that
∣∫
γ
α∣ ⩽K0AreaLp(γ) ⩽K
for all such loops. 
Proof of Proposition 8.10. Observe that with respect to the coordinates (u1, . . . , up) we have
distLp ({u1} ×Rp−1,{u′1} ×Rp−1) > 0 for u1 ≠ u′1
and
distLp ({u1} ×Rp−1,{u′1} ×Rp−1)→∞ for u′1 → ±∞.
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In particular, there is a constant K0 =K0(M,C) > 0 such that the image of any loop γ with L(γ) ⩽M
which intersects the hypersurface {Cn}×Rp−1 non-trivially is contained in [Cn −K0,Cn +K0]×Rp−1.
We distinguish the cases γ([0,1])∩ ({Cn} ×Rp−1) = ∅ and γ([0,1])∩ ({Cn} ×Rp−1) ≠ ∅, starting
with the former. In this case we observe that βC equals either the form ∑p−2k=0(−1)k uk+11 −(Cn)k+1(k+1)! dup−k
in all points of γ([0,1]) or its negative. Both forms extend to global forms on Lp with invariant differ-
ential dβ (respectively −dβ). Thus, Lemma 8.11 implies that there is a constant K1 = K1(M,C) > 0
such thtat ∣∫γ βC ∣ ⩽K1 for all loops γ satisfying the hypotheses.
Now assume that γ([0,1]) ∩ ({Cn} ×Rp−1) ≠ ∅. Then γ([0,1]) ⊂ [Cn −K0,Cn +K0] ×Rp−1 In
particular, for γ = (γ1, . . . , γp) ∶ [0,1] → Rp we have that ∣γ1(t)∣ is uniformly bounded by K2 ∶=
max{1, ∣Cn −K0∣, ∣Cn +K0∣}.
Assume now that γ(t) is reparametrized by length, i.e. γ ∶ [0, L(γ)] → Lp with ∣∣γ˙∣∣g ≡ 1. In
view of our choice of metric g and Lemma 8.3, this is equivalent to saying that we have functions
λ1, . . . , λp ∶ [0, L(γ)]→R such that ∑pi=1 λ2i ≡ 1 and
γ˙(t) = p∑
i=1λi(t) ⋅ Sγ(t),∗∂ui,0 = λ1(t)∂u1,γ(t) +
p∑
i=2λi(t)
p−i∑
j=0
(γ1(t))j
j!
∂ui+j ,γ(t).
In particular, we deduce that
βC(γ˙(t)) = sgn (γ1(t) −Cn) ⋅ p−2∑
k=0
p∑
i=2
p−i∑
j=0(−1)k (γ1(t))
j
j!
(γ1(t))k+1 − (Cn)k+1(k + 1)! ⋅ λi(t) ⋅ δp−k,i+j ,
where δp−k,i+j denotes the Kronecker function.
Since ∣γ1(t)∣ ⩽K2 and ∣λi(t)∣ ⩽ 1, it follows that ∣βC(γ˙(t))∣ ⩽ 2p3 ⋅K2p−12 . Hence, we obtain
∣∫
γ
βC ∣ = ∣∫ L(γ)
0
βC(γ˙(t))dt∣
⩽ ∫ L(γ)
0
∣βC(γ˙(t))∣dt ⩽ L(γ) ⋅ 2p3K2p2 ⩽ 2 ⋅M ⋅ p3 ⋅K2p2 .
Choosing K(M,C) ∶= max{K1,2 ⋅M ⋅ p3 ⋅K2p2 } thus completes the proof.

Proof of Theorem 8.1. Consider the null-homotopic word Ωp(n) in the first factor Lp ⩽ Gp,p−1. Its
image in Lp−1 under the projection Gp,p−1 → Lp−1 × Lp−2 → Lp−1 is the null-homotopic word Ωp(n)
in Lp−1. Proposition 8.9, Proposition 8.10 and Proposition 8.2 imply that
AreaGp,q(Ωp) ⩾ AreaLp−1(Ωp) ≳p,M np−1,
where we choose M > 0 big enough such that L(r) < M for all word-loops r associated to relations
r ∈ R for the compact presentation ⟨S ∣ R⟩ ∶= P(Lp) of Lp. This completes the proof. 
Remark 8.12. Theorem 8.1 shows that for 2 ⩽ q ⩽ p we have np−1 ≼ δGp,q(n) ≼ np. Moreover,
following the same arguments as in the first part of the proof of Theorem 6.1 in §6.8, we can actually
show that δGp,q(n) ≲ δGp,q′ (n) for q′ < q, by reducing to null-homotopic words in x1 and x2. On the
other hand we currently only know the precise Dehn function for q ∈ {2, p − 1, p}. Curiously for q = 2
the Dehn function is np, since Gp,2 = Lp × R, while for q = p − 1, p it is np−1 by our results. This
naturally raises the question if the Dehn functions for increasing q interpolate between np and np−1
or if the case q = 2 is just a “borderline” phenomenon.
9. Application to the large-scale geometry of nilpotent groups
In this section we will study sublinear bilipschitz equivalences (SBE) in the context of our examples.
In particular, we will prove Theorem C by combining Main Theorem 6.1 from §6 with results on SBEs.
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9.1. Sublinear bilipschitz equivalence between nilpotent groups. Sublinear bilipschitz equiv-
alences were defined in the introduction. We refer the reader to Cornulier’s paper dedicated to the
notion [Cor17] for a more extensive treatment of the subject. For our purposes it will be sufficient to
consider O(re)-sublinear bilipschitz equivalences, that is SBEs for which the function v in Definition
1.4 takes the form v(t) = te with e ∈ [0,1).
We will need the following result from [Cor17], which generalizes a classical exercise on quasiisome-
tries corresponding to the special case e = 0.
Lemma 9.1 (Cornulier, [Cor17, Proposition 2.4]). Let Y and Y ′ be pointed metric spaces (e.g. groups
with a left-invariant distance, based at the neutral element); denote ∣ ⋅ ∣ the distance to the basepoint in
both spaces. Let f ∶ Y → Y ′ be a O(re)-sublinear bilipschitz equivalence. Then there exists g ∶ Y ′ → Y
such that for y ∈ Y and y′ ∈ Y ′, d(f ○ g(y′), y′) = O(∣y∣e) and d(g ○ f(y), y) = O(∣y∣e).
Lemma 9.1 is actually an explicit version of Cornulier’s original statement that O(re)-SBEs are
isomorphisms in the O(re)-category, which he defines in the obvious way [Cor17]. The asymptotic
cone functors with fixed basepoints are well-defined on this category ([Cor11], [Cor17]) and, in analogy
to the case of quasi-isometries, SBEs induce bilipschitz homeomorphisms between asymptotic cones.
Proposition 9.2 (Cornulier). Let Y and Y ′ be homogeneous metric spaces. If there exists a O(re)-
SBE Y → Y ′, then for any nonprincipal ultrafilter ω and sequence of scaling factors (σj) the metric
spaces Coneω(Y,σj) and Coneω(Y ′, σj) are bilipschitz homeomorphic.
In particular, if a homogeneous space Y is O(re)-SBE to a self-similar homogeneous space Y ′, then
the latter is the asymptotic cone of Y up to bilipschitz homeomorphism. Not all simply connected
nilpotent Lie groups admit left-invariant self-similar proper geodesic metrics, only the Carnot gradable
ones do.
Theorem 9.3 (Cornulier). Let G be a nilpotent simply connected Lie group. Let g = Lie(G). Let
gr(G) be the associated Carnot graded Lie group. Equip G and gr(G) with geodesically adapted
distances. Then there exists a computable eg ∈ [0,1) only depending on g such that G and gr(G) are
O(reg)-SBE.
Remark 9.4. As explained in [Cor17, Section 6], a version of Theorem 9.3 where eg = 1 − 1/c if G
is c-step nilpotent can be derived by combining two results from the 1970s, namely an estimate from
Guivarch’s proof of the Bass-Guivarch dimension formula and Goodman’s observation that the laws
of G and gr(G) differ sublinearly on the large-scale when written as polynomial group laws on gr(g)
[Goo77]. Cornulier’s input in [Cor17] is in the improvement of eg in terms of finer invariants of the
structure of g. We will give low-dimensional examples in Table 4.
Corollary 9.5 (Pansu and Cornulier, [Pan83, Pan89, Cor11]). Let G and G′ be two simply connected
nilpotent Lie groups. The following are equivalent:
(i) There exists a nonprincipal ultrafilter ω on N and a sequence of normalization factors (σj)j∈N
such that the metric spaces Coneω(G,σj) and Coneω(G′, σj) are bilipschitz equivalent.
(ii) The groups gr(G) and gr(G′) are isomorphic.
(iii) There exists e ∈ [0,1) such that G and G′ are O(re)-sublinear bilipschitz equivalent.
Proof of Corollary 9.5. Assuming (i), we deduce (ii) from Theorem 1.2. (ii) implies (iii) by Theorem
9.3. Finally (iii) implies (i) by Proposition 9.2. 
Remark 9.6. Corollary 9.5 holds for locally compact groups with polynomial growth G, where the
construction of gr(G) requires additional steps. In particular, one first has to pass to a nilshadow of
the Lie shadow of G, see Breuillard [Bre07].
Corollary 9.5 leaves the problem of evaluating the range of e such that a given pair of groups
with identical asymptotic cones can be O(re)-equivalent. The question was raised by Cornulier
[Cor17, Question 6.20]. For the pair (Lp × Lp−2,Gp,p−1), our Theorem C states that one must have
e ≥ 1/(2p − 1), which for the first case of interest p = 4 implies e ≥ 1/7. These are the first examples
for which a positive lower bound is known. We will prove Theorem C at the end of this section.
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9.2. Large-scale fillings and sublinear bilipschitz equivalence. Our main tool for proving
Theorem C is the following technical lemma.
Lemma 9.7. Let G and G′ be two locally compact compactly presented groups admitting filling pairs(nd, ns) and (nd′ , ns′) respectively. Let e ∈ [0,1). If there exists an O(re)-SBE betwen G and G′,
then (nd′(1+e)+ds′e, ns′∨se) is a filling pair for G.
Before starting the proof we fix some conventions and notations. We will fix Cayley graphs of G
and G′, and a loop in G will be a loop in the Cayley graph of G (not necessarily based at 1). When
we speak of maps to G (resp. G′) we will from now on mean maps to their respective Cayley graphs.
A combinatorial disk ∆ ∶= (X,φ) filling a loop γ is defined by the following data: a CW-complex
structure X on the closed 2-dimensional unit ball with N 2-cells ∆1, . . .∆N and injective attaching
maps in all dimensions, and a continuous map φ ∶ X(1) → G from the 1-skeleton of X to the Cayley
graph of G, such that γ parametrizes φ∣∂∆ and φ maps vertices to vertices. We will denote γi ∶= φ∣∂∆i
the boundary loops of the 2-cells and say that ∆ is a filling of γ by loops γ1, . . . , γN .
Retaining the above notation, one can check that G admits (nd, ns) as a filling pair if and only
if there is a constant M0 > 0 such that every loop of length ⩽ n based at the identity in G admits
a filling by a combinatorial disk such that N ≲ nd, φ(X(1)) is contained in a ball of diameter ≲ ns
around the origin and γi parametrizes a loop of length ⩽M0. This is straight-forward and well-known
for Dehn functions and generalises readily to filling pairs using Lemma 3.4(2).
Proof. By Lemma 9.1 there is a continuous map F̂ ∶ G′ → G such that F̂ ○ F is O(re)-close to the
identity. Let γ ∶ S1 → G be any loop of length n in G based at the identity. Then γ′ ∶= F ○ γ defines
a loop γ′ of length ≲ n1+e in G′. Fill γ′ with a combinatorial disk ∆′ = (X,φ) composed of ≲ nd′(1+e)
loops of bounded area. Note that φ(X(1)) is contained in a ball of diameter ≲ ns′ around the origin.
Composing ∆′ with F̂ yields a combinatorial disk ∆′′ ∶= (X, F̂ ○φ) which is composed of ≲ nd′(1+e)
loops of length ≲ nes′ . The boundary loop γ′′ of ∆′′ has length n1+2e. We can thus choose a set of
r ≲ n1+e points 0 = t1 < t2 < ⋅ ⋅ ⋅ < tr = 1 on S1 such that L(γ′′∣[ti,ti+1]) ≲ ne. Note that we may further
assume that L(γ∣[ti,ti+1]) ⩽ 1 (after possibly adding n more points).
We define loops γi of length ≲ ne by concatenating γ∣[ti,ti+1], a geodesic segment [γ(ti+1), γ′′(ti)],
γ′′∣[ti,ti+1] and a geodesic segment [γ′′(ti), γ(ti)]; for the bound on the length we use that F̂ ○ F is
O(re)-close to the identity.
Attaching the loops γi to the combinatorial disk ∆
′′ defines a combinatorial disk ∆′′′ with boundary
loop γ. By construction, ∆′′′ is composed of nd′(1+e) + r ≲ nd′(1+e) loops of length ne and its image
is contained in a ball of radius ns
′∨(n+ne) ≲ ns′ around the origin, Using that (nd, ns) is a filling pair
for G to fill these loops yields the desired filling pair for G. 
Proof of Theorem C. We apply Lemma 9.7 to the pair G = Lp × Lp−2 which admits a (np, n) filling
pair by [Pit95, Theorem 2.3], and G′ = Gp,p−1 which admits a (np−1, n) filling pair by Theorem 6.1.
We deduce that the Dehn function of G has to satisfy np ≲ n(p−1)(1+e)+pe = ne(2p−1)+p−1. Hence
e ⩾ 1/(2p − 1), and we are done. 
We conclude this section with an interesting application of Lemma 9.7: using Bowditch’s gap
[Bow95] and Gromov’s first characterization of hyperbolicity it can be used to prove a weak version of
Cornulier’s result [Cor17, Proposition 4.3] that Gromov hyperbolicity is preserved under SBEs. While
our statement is weaker, its proof is very simple. In particular, it does not involve the asymptotic
cone characterization of hyperbolicity.
Proposition 9.8. Among finitely presented groups with at least one polynomial filling pair, Gromov
hyperbolicity is a O(re)-SBE invariant for all e ∈ [0,1/3).
Proof. Let G be a word-hyperbolic group. Then G has a filling pair (n,n) (see the proof of (i) Ô⇒
(ii) in [CDP90, Chapitre 6 §2 The´ore`me]). If G′ is a finitely presented group that is O(re)-SBE to G
and admits a polynomial filling pair, then iterating Lemma 9.7 sufficiently often reduces the upper
bound on the Dehn function of G′ induced by Lemma 9.7 strictly below n2. We conclude using that
a subquadratic Dehn function implies a linear one. 
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10. Overview in low dimensions
In this section we provide a complete overview of the real nilpotent Lie algebras of dimension less
or equal to 6 together with the best estimates that we can find on their Dehn functions. By the
Dehn function (resp. the centralized Dehn function) of a Lie algebra g, denoted δg(n) resp. δcentg (n),
we mean the Dehn function (resp. the centralized Dehn function) of its associated simply connected
nilpotent Lie group G (i.e. Lie(G) = g). A complete classification of real nilpotent Lie algebras of
dimension ⩽ 6 was given by de Graaf [dG07]. We will use his notation11Ld,j , where d is the dimension
and j is an integer. Note that in dimension ⩽ 5 all Dehn functions were computed by Pittet [Pit97].
We still list them for the sake of completeness.
We list the nilpotent Lie algebras together with their structure, their homogeneous dimension and
the best known estimates on their Dehn functions in Tables 1–4. Table 1 contains all nilpotent Lie
algebras of dimension at most 5 and Tables 2–4 those of dimension 6 ordered by their nilpotency
classes and homogeneous dimension hdim(g) ∶= ∑s⩾1 sdimγsg/γs+1g. The latter is a quasi-isometry
invariant, as it coincides with the exponent of growth of the corresponding group [Gui73, Thm II.1].
We will now give some explanations regarding the contents of our tables. In dimension 6 we do not
list decomposable Lie algebras g (i.e. Lie algebras that split as a direct product of lower-dimensional
ones) except if their class of Lie algebras with the same Carnot graded algebra consists of more than
one element; this is to keep our tables as compact as possible. More generally, we group Lie algebras
by their associated Carnot graded algebras, starting with the unique one that is Carnot. The nonzero
brackets defining the structure of the respective Lie algebras are provided in an abbreviated form: for
instance the notation 12 = 34 = 5 means that [x1, x2] = [x3, x4] = x5 and defines the five-dimensional
Heisenberg algebra.
In most cases our estimates on δg(n) are derived as follows:
(1) The upper bound is given by the universal upper bound of nc+1 on the Dehn function of a
nilpotent group of nilpotency class c [GHR03].
(2) The lower bound is given by the centralised Dehn function δcentg (n). It is obtained by providing
a suitable central extension of maximal distortion.
For (2) we provide a maximally distorted central extension in abbreviated form in the table. Let
us illustrate this via the example of L5,5. In this case we claim that a central extension of maximal
distortion is given by z = 14 = 35. This is short-hand for the extension Rz → g̃ → g, where z satisfies
z = [σ(x1), σ(x4)] = [σ(x3), σ(x5)] for any section σ ∶ g→ g̃. Verifying the existence of this extension
is easy via the well-known identification of central extensions with second cohomology classes given
by Proposition 7.2. Indeed, in the case of L5,5 the extension z = 14 = 35 corresponds to the 2-form
ω ∶= ξ1 ∧ ξ4 + ξ3 ∧ ξ5, where ξ1, . . . , ξ5 is a dual basis of the basis x1, . . . , x5. We readily deduce from
the structure of L5,5 that dξ1 = dξ2 = dξ5 = 0, dξ3 = −ξ1 ∧ ξ2 and dξ4 = −ξ1 ∧ ξ3 − ξ2 ∧ ξ5. Thus, we
obtain that dω = 0 and that ω defines a non-trivial cohomology class.
For the cases where there are either better estimates on the Dehn function than one can obtain
from the above method or where estimates are well-known we provide a reference to the literature or
previous sections. Finally, note that the Dehn functions of the decomposable algebras that we did
not list can easily be deduced from Lemma 3.11 and the Dehn functions of their factors.
Remark 10.1. We indicate all relations via central extensions between nilpotent Lie algebras g of
dimension ⩽ 5 in Figure 5; if g is 5-dimensional we also provide at least one 6-dimensional central
extension.
Note that there are a total of 5 cases for which we were not able to determine the precise Dehn
functions via any method. In particular in these cases the bounds from (1) and (2) do not match.
We summarize the state of the art for these cases.
Lemma 10.2. Let g ∈ L = {L6,14,L6,16,L6,19(±1),L6,20} and let c be its nilpotency class. Then g
admits a c-central extension, but no (c + 1)-central extension. In particular, the central and regular
11Note that de Graaf’s precise notation is Ld,j rather than Ld,j .
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Dehn functions of g satisfy the asymptotic inequalities
δcentg (n) ≍ nc ≼ δg(n) ≼ nc+1.
Proof. For the existence of a c-central extensions we refer to the concrete c-central extensions indicated
in the tables with the arguments being the same as the ones given above.
The proof of the non-existence of a (c+1)-central extension is by performing computations similar
to the ones in Section 7.4. Note that for the Carnot case the computations are more elegant than for
the non-Carnot case, since the differential preserves the grading. The only non-Carnot Lie algebra inL is L6,14; the corresponding computation is more cumbersome but no harder.
Rather than giving details for all cases, we will restrict to the concrete example of the Carnot Lie
algebra L6,20 and leave the remainder of the computations as an exercise to the reader. By definition
L6,20 is 3-step nilpotent.
To show that there is no 4-central extension it suffices to prove that H2(g,R)4 = 0. Recall that
L6,20 is defined by the generating set {x1, . . . , x6} and the following nonzero relations
[x1, x2] = x4, [x1, x3] = x5, [x1, x5] = [x2, x4] = x6.
We denote its dual basis {ξ1, . . . , ξ6} and, as before, we use the notation ξi,j = ξi ∧ ξj etc.
The first quotient of the lower central series of L6,20 is generated by {x1, x2, x3}. Thus, we have
(⋀2L ⋆6,20)4 = span{ξ1,6, ξ2,6, ξ3,6, ξ4,5}
in the associated grading on ⋀2L ⋆6,20.
It follows that it suffices to check that any cocycle of the form ω = a1,6ξ1,6+a2,6ξ2,6+a3,6ξ3,6+a4,5ξ4,5
is trivial. We compute the differential
dω = −a1,6ξ1 ∧ dξ6 − a2,6ξ2 ∧ dξ6 − a3,6ξ3 ∧ dξ6 + a4,5dξ4 ∧ ξ5 − a4,5ξ4 ∧ dξ5= a1,6ξ1,2,4 + a2,6ξ2,1,5 + a3,6(ξ3,1,5 + ξ3,2,4) + a4,5(ξ4,1,3 − ξ1,2,5)= a1,6ξ1,2,4 + (a2,6 + a4,5)ξ2,1,5 + a3,6(ξ3,1,5 + ξ3,2,4) + a4,5ξ4,1,3, (10.1)
which is indeed nonzero unless a1,6 = a2,6 = a3,6 = a4,5 = 0. This shows that L6,20 does not admit a
4-central extension. 
Finally, in the last column of Table 4 we list the best known exponent eg such that G and gr(G)
are O(reg)-SBE (see §9 for details). We do not list eg in Tables 1, 2 and 3, since it is always 0 if G
is Carnot gradable and 1 − c−1 if not, where c is the nilpotency step of g. For the computation of eg
when g =L6,d, d ∈ {12,17} see [Cor17, 6C6].
Algebra Structure step hdim δ(n)
L3,2 = l3 = heis3 12 = 3 2 4 n3
L4,2 =L3,2 ×R 12 = 3 2 5 n3
L4,3 = l4 12 = 3,13 = 4 3 7 n4
L5,2 =L3,2 ×R2 12 = 3 2 6 n3, z = 13
L5,4 = heis5 12 = 34 = 5 2 6 n2 [All98, OS99]
L5,8 12 = 3, 14 = 5 2 7 n3, z = 15
L5,3 =L4,3 ×R 12 = 3, 13 = 4
3 8
n4, z = 14
L5,5 12 = 3, 13 = 25 = 4 n4, z = 14 = 35
L5,9 12 = 3, 13 = 4, 23 = 5 3 10 n4, z = 15 = 24
L5,7 = l5 12 = 3, 13 = 4, 14 = 5
4 11
n5, z = 15
L5,6 12 = 3, 13 = 4, 14 = 23 = 5 n5, z = 25 = 43
Table 1. Nonabelian nilpotent Lie algebras of dim ⩽ 5 and their Dehn functions.
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Figure 5. Nilpotent Lie algebras of dimension ⩽ 5 and how they are related.
The notation g
rÐ→ h means that h is a r-central extension of g by R (see the tables
below for the explicit extensions) and g
gr⇢ h means that h = gr(g).
Name Structure hdim δ(n)
L6,22(−1) = heisC3∣R 13 = 24 = 5, 14 = 32 = 6 8 n3, z = 16 = 52
L6,22(0) 13 = 24 = 5, 14 = 6 8 n3, z = 16
L6,26 (free rank. 3) 12 = 4, 23 = 5, 31 = 6 9 n
3 [BMS93, Theorem 7]
Table 2. Indecomposable 2-step nilpotent Lie algebras of dimension 6 and their
Dehn functions.
Name Structure hdim δ(n)
L6,20 12 = 4,13 = 5,15 = 24 = 6 10 n3 ≼ δ(n) ≼ n4, z = 14
L6,19(0) 12 = 4,13 = 5,24 = 6 10 n4, z = 26
L6,19(1) 12 = 4,13 = 5,35 = 24 = 6 10 n3 ≼ δ(n) ≼ n4, z = 15
L6,19(−1) 12 = 4,13 = 5,53 = 24 = 6 10 n3 ≼ δ(n) ≼ n4, z = 15
L6,3 =L4,3 ×R2 12 = 3,13 = 4
9
n4 (product)
L6,5 =L5,5 ×R 12 = 3, 13 = 25 = 4 n4 (product)
L6,10 = g4,3 12 = 3, 13 = 56 = 4 n3, Theorem A
L6,25 12 = 3,13 = 5,14 = 6
10
n4, z = 15
L6,23 12 = 3, 13 = 24 = 5, 14 = 6 n4, z = 15 = 34
L6,9 =L5,9 ×R 12 = 3,13 = 4,23 = 5
11
n4 (product)
L6,24(1) 12 = 3, 13 = 26 = 4, 16 = 23 = 5 n4, z = 15 = 24
L6,24(−1) 12 = 3, 13 = 26 = 4, 61 = 23 = 5 n4, z = 15 = 24
L6,24(0) 12 = 3, 13 = 26 = 4, 23 = 5 n4, z = 15 = 24
Table 3. 3-step nilpotent Lie algebras of dimension 6 and their Dehn functions.
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g Structure hdim δg(n) eg
L6,7 =L5,7 ×R 12 = 3,13 = 4,14 = 5
12
n5 (product) 0
L6,6 =L5,6 ×R 12 = 3,13 = 4,14 = 23 = 5 n5 (product) 3/4
L6,12 12 = 3,13 = 4,14 = 26 = 5 n5, z = 15 = 36 1/2
L6,11 12 = 3,13 = 4,14 = 23 = 26 = 5 n5, z = 15 = 24 = 36 3/4
L6,13 12 = 3,13 = 26 = 4,14 = 36 = 5 n5, z = 15 = 46 3/4
L6,21(1) 12 = 3,13 = 4,23 = 5,14 = 6,25 = 6 14 n5, z = 16 = 35 0
L6,21(−1) 12 = 3,13 = 4,23 = 5,14 = 6,52 = 6 14 n5, z = 16 = 53 0
L6,21(0) 12 = 3,13 = 4,23 = 5,14 = 6 14 n5, z = 16 0
L6,18 12 = 3,13 = 4,14 = 5,15 = 6
16
n6, z = 16 0
L6,17 12 = 3,13 = 4,14 = 5,15 = 23 = 6 n6, z = 16 = 24 3/5
L6,15 12 = 3,13 = 4,14 = 23 = 5,15 = 24 = 6 n6, z = 16 = 25 4/5
L6,16 12 = 3,13 = 4,14 = 5,25 = 43 = 6
16
n5 ≼ δ(n) ≼ n6, z = 15 0
L6,14 12 = 3,13 = 4,14 = 23 = 5,25 = 43 = 6 n5 ≼ δ(n) ≼ n6, z = 15 = 24 4/5
Table 4. Nilpotent Lie algebras of dimension 6 and step ⩾ 4, and their Dehn functions.
11. Questions and speculations
We start with a question whose answer would complete the computation of the Dehn functions of
all simply connected nilpotent Lie groups of dimension less or equal 6.
Question 11.1. What are the Dehn functions of the 5 simply connected nilpotent Lie groups associ-
ated to the nilpotent Lie algebras in L from Lemma 10.2?
With the exception ofL6,14 all groups corresponding to the Lie algebras in L are possible candidates
for a positive answer to the following question.
Question 11.2. Does there exist a Carnot gradable simply connected nilpotent Lie group such that
its Dehn function and its centralized Dehn function both grow like na, but with different exponents a?
More generally, we might expect a general picture for Dehn functions of central products. Let k
and l be nilpotent Lie algebras of step k, resp. `, with k ⩾ ` ⩾ 2, and 1-dimensional centers z and z′.
Let θ ∶ z → z′ be an isomorphism between their centers and let k ×θ l be their central product. We
denote by K, L and G ∶=K ×θ L the associated simply connected Lie groups.
Conjecture 11.3. The Dehn function of G satisfies nk ≼ δG(n) ≺ nk+1.
We explain the intuition behind this conjecture. First we observe that the fact that the centers in
consideration are 1-dimensional implies that there is still a cocycle ω, defining the k-central extension
k→ k/z. As for our examples gp,q, this cocycle represents the “trivial” central extension k × l→ k ×θ l.
It is thus `-central and, in particular, it will only be k-central if k = `. Moreover, there is no r-central
extension for r ⩾ k+1 (see Lemmas 7.9 and 7.10). Hence, we can at best hope for a lower bound of nk
on the Dehn function of G by using central extensions. On the other hand we can in general not even
hope for this, as for k > ` the form ω does not provide such an extension and our examples show that
no other k-central extension might exist. However, it seems reasonable to believe that perturbation
arguments similar to the ones developed in §8 can be used to show that the Dehn function of G is≽ nk. This explains our guess for the lower bound.
For the upper bound the key intuition is that it should still be possible to commute central words
w(X) in the generators X of K with arbitrary words v(X) at a lower cost than nk+1 by using what
we will now call the “central word trick”: one replaces w(X) by a suitable word w′(X ′) in the
generators X ′ of L at cost ≺ nk+1 and then exploits that [X,X ′] = 1 to commute it with v. For the
overall approach one should mimic the boot-strapping trick of using an inductive argument on the
nilpotency class k that we applied in §6 (also see its sketch in the second half of §2.2).
The basic idea would be to first reduce the word w(X) to a word u(X(k−1)) in the generators
of γk−1(K) in a certain normal form; such a u will presumably have length n2. We then assume
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that the conjecture holds by induction for k − 1 and apply it in the central product γ2(K) ×θ L (or
γ2(K) ×θ γ2(L) if k = `) to commute w(X) with other words in X at cost ≺ n ⋅ nk = nk+1. As we saw
in §6 this simple trick, used in the right way, is the fundamental reason why our argument works.
Once we inductively reduced to a 2-step nilpotent central product γk−1(K)×θγ`−1(L), we can invoke
Olshanskii and Sapir’s result that the Dehn function of such a group is bounded above by n2 log(n)
[OS99]. This would allow us to conclude. We remark that while they don’t say this explicitly, the
reason why Olshanskii and Sapir’s argument for 2-step nilpotent groups works ultimately also boils
down to the central word trick (and we are convinced that the authors were aware of this). However,
as we have seen in §6 it is far from obvious how to make such an argument work in higher step.
There are various reasons for this, for instance, to mention just one of them, making it work requires
the reduction step that turns words of length n in X into suitable words of length n2 in X(k−1) at
sufficiently low cost, a step that was not needed for 2-step nilpotent groups.
The fact that already for the specific class of groups Gp,p−1, whose structure is as simple as one may
hope for, the argument turns out to be highly technical, suggests that actually proving Conjecture
11.3 in general will at the very least require the development of a refined version of our methods and
potentially even a completely different approach.
Finally it is worth noting that it would even be interesting to prove Conjecture 11.3 for other
specific classes of examples. Indeed, well-chosen classes of examples might well produce new groups
that satisfy all the main conclusions of our results in the introduction. A first such class to consider
would be the general class of groups Gp,q for which so far we were only able to determine the precise
Dehn function for q ∈ {2, p − 1, p} (see also Remark 8.12).
Question 11.4. What is the Dehn function of Gp,q for 3 ⩽ q ⩽ p − 2?
Considering specific classes of examples seems particularly tempting, because, with some real
speculation involved, a well-chosen class of examples could potentially produce nilpotent groups with
Dehn functions strictly between nq and nq+1 for all integers q ⩾ 3, generalising Wenger’s examples
[Wen11], or, on an even more speculative note, even nilpotent groups whose Dehn functions do not
have integer exponents.
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