A central challenge in genome annotation is determining the function of sequences that do not encode proteins, but make up the overwhelming bulk of large genomes -some 99% in humans. A significant fraction of these sequences are pseudogenes, or fossils of ancient proteins, and although many of them are transcribed into RNA, they have hitherto been deemed 'junk' . However, given the abundance of pseudogenes, it is unlikely that they are useless. One function suggested for them is gene regulation, and RNA interference (RNAi) has been proposed as the mechanism for carrying this out. Six papers [1] [2] [3] [4] [5] [6] , including three in this issue (pages 793, 798 and 803), significantly expand the known scope of RNAi by describing the discovery of natural small interfering RNA (siRNA) sequences in mice and fruitflies, some of which are potentially transcribed from pseudogenes.
The textbook definition of a pseudogene is an inheritable genetic element that is similar to a functioning gene, yet is non-functional. But what is meant by non-functional is debatable -not transcribed, not translated, or not under control of a promoter sequence? Pseudogenes are similar to protein-coding genes because they are usually copied from a parent gene, either through unsuccessful duplication or by retrotransposition (whereby a gene is transcribed into RNA, which is then 'reverse-transcribed' back into DNA and inserted somewhere different in the genome). Because all this copying does not yield a normal, functioning protein, pseudogenes are usually identified by obvious 'disablements' in their sequence, such as frameshifts or premature stops. They have been of interest because they provide records of ancient molecules encoded by the genome.
Although pseudogenes have generally been considered as evolutionary 'dead-ends' , one of the surprises of genome sequencing has been how abundant they are: tens of thousands of pseudogenes are found in mammalian genomes (roughly the same number as protein-coding genes in all mammals sequenced so far) 7 . In addition, a large proportion of these sequences seem to be under some form of purifying selection 8 -whereby natural selection eliminates deleterious mutations from the population -and genetic elements under selection have some use. Finally, several largescale genomic studies probing non-gene parts of the genome for biochemical activity have found many pseudogenes being transcribed and regulatory factors binding upstream of them. One such investigation, the ENCODE pilot project 9 , which looked at a representative 1% of the sequence of the human genome, found strong evidence for at least one-fifth of pseudogenes being actively transcribed.
These observations indicate that pseudogenes might not be purely dead relics of past genes but could be resurrected for new biochemical activities. Indeed, functioning pseudogenes have been reported previously. For instance, in snails, a pseudogene is involved in translational control of the gene that codes for nitric oxide synthase 10 . And transcripts of the mouse pseudogene makorin1-p1 have been proposed to inhibit degradation of their parent gene's mRNA, effectively enhancing its expression 11 , although this observation has been debated. Nevertheless, a clear mechanism for the functioning of pseudogenes has been lacking. The six studies -four in flies [1] [2] [3] [4] and two in mice 5, 6 -provide such a direct pathway, showing that pseudogene transcripts can act as natural siRNAs.
Broadly speaking, RNAi involves various types of small 'guide' RNA sequence regulating protein levels by targeting mRNA for degradation. Pseudogenic siRNAs provide two of the four categories posited by the six studies to organize the natural, or 'endo' , siRNAs (Box 1).
Endo-siRNAs in the first category mediate transposon silencing, which is typically a feature of Piwi-interacting RNAs (piRNAs). The studies were therefore careful to distinguish between endo-siRNAs associated with transposons and piRNAs on the basis of size (21-22 nucleotides versus 24-30) and Argonaute effector-protein partner (Ago2 versus Piwi). The second category of endo-siRNAs arise from bidirectional transcription of partially overlapping loci on opposite DNA strands 1, 12 . Studies in mice 5, 6 identify a few examples of these, and around 1,000 have been reported in flies 1 , with their target genes consisting mainly of those with nucleic-acid functions, such as nuclease activity and transcription-factor binding 12 .
The third category of siRNAs, which have been identified only in mice 5, 6 , are products of the interaction between a spliced mRNA transcript from a protein-coding parent gene and an antisense transcript from its pseudogene, which can be located far away from its parent gene, on the same or a different chromosome (Fig. 1a) . Endo-siRNAs of the fourth category are closely related to those in the third. They arise from hairpin-shaped sequences, which in mice 5, 6 can come from inverted-repeat structures of pseudogenes (Fig. 1b) . Here, the pseudogene also regulates its parent gene, but the double-stranded RNA precursor of the endo-siRNA comes from transcription of an inverted-repeat sequence, producing a hairpin. The reports show that mouse proteins affected by the third and fourth categories of endo-siRNAs are disproportionately involved in particular functions -such as regulating cytoskeletal dynamics -which indicates that their underlying pseudogene-mediated regulation has been explicitly selected for and is not simply caused by random pairing of transcribed genes and pseudogenes.
Hairpin precursors of endo-siRNAs have also been found in flies, but the evidence links them only weakly with inverted repeats of pseudogenes. Thus, most of the new data for pseudogenic siRNAs come from mouse rather than fly studies. One possible reason for this is that the mouse genome contains many more pseudogenes than the fly genome 13 . In fact, even compared with other metazoan organisms such as worms, flies are particularly poor in pseudogenes, possibly owing to pronounced genomic deletion processes known to occur in this organism 14 .
The scarcity of pseudogenes in flies makes their detection particularly difficult. Nevertheless, there is suggestive evidence for fly pseudogenes functioning as endo-siRNAs.
First, an appreciable number (~30) have an inverted-repeat structure, associated with the formation of hairpins. Second, many of the sequences obtained by ultra-high-throughput sequencing of small RNAs in the fly coincide with DNA regions containing pseudogenes. In particular, a small but significant number of the 'reads' found using the Solexa sequencing technology 1, 4 can be intersected with some 70 pseudogenes, for an average of roughly 12 reads each. Finally, there is strong evidence that for several genes -particularly the β-esterase gene and its pseudogene -a duplicated pseudogene forms a functional complex with its parent gene, with regulatory consequences 15 .
Of course, to demonstrate the activity of pseudogenes conclusively, further experiments are needed. Deleting a pseudogene and demonstrating an effect on its potentially regulated parent gene would be most definitive. Also of great value would be studying the expression patterns of a potential endo-siRNA-producing pseudogene and its regulated parent gene across various tissues -data which should be generated by the ENCODE and modENCODE projects.
In addition to connecting RNAi with pseudogenes, the new studies 1-6 also blur the distinctions between the three 'traditional' classes of small RNA -siRNAs, piRNAs and (1) MicroRNAs (miRNAs) mainly regulate genes involved in developmental processes. Specific miRNA genes encode mRNA-like primary transcripts that form hairpin structures, which are in turn excised by the enzyme Drosha (not shown) to form precursor miRNAs. In flies, further cleavage of these sequences by the Dicer enzyme Dcr1 and its specific co-factor Loqs yields mature miRNAs of ~22 nucleotides (nt). To carry out their function, miRNAs are incorporated into the RISC protein complex, which contains the effector protein Ago1, a member of the Argonaute family.
(2) Conventional smallinterfering RNAs (siRNAs) of ~21 nucleotides are produced through cleavage of doublestranded RNA (dsRNA) -in flies, by the Dicer enzyme Dcr2 and its co-factor R2D2 (refs 17, 19) . These small RNAs bind to the Argonautefamily effector Ago2 and function in defence against external nucleic acids, such as synthetic dsRNAs or intermediates of viral replication.
(3) Discrete genomic loci give rise to single-stranded RNA sequences (ssRNA), which are then processed to ~27 nt Piwi-interacting RNAs (piRNAs). piRNA biosynthesis remains somewhat ambiguous, but is known not to require Dicer. piRNAs bind to Piwi, another member of the Argonaute family that seems to be expressed only in germline cells. It is believed that these small RNAs function as master controllers of mobile genetic sequences called transposable elements 20 . In the figure, grey lines indicate known relationships, whereas red lines indicate new ones reported in the six papers [1] [2] [3] [4] [5] [6] . Clearly, the boundaries between the three small-RNA classes have been somewhat blurred by these reports. For details of how endo-siRNAs arise from pseudogenes, see Figure 1 .
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The studies [1] [2] [3] [4] [5] [6] find that endo-siRNAs regulate transposons as piRNAs do; that, like miRNAs, they can arise from hairpins; and that, in flies, their processing involves a similar co-factor to the processing of miRNAs (Box 1).
This blurring of boundaries among different types of small RNA, together with the newly established links between siRNAs and pseudogenes, has interesting evolutionary implications. In plants, inverted duplications containing a protein-coding gene have been proposed 16 as a mechanism to create new miRNAs. Thus, one can imagine a gene being copied (either by duplication or retrotranscription) and this copy then being duplicated (again) in inverted fashion. Given the ubiquitous nature of genomic transcription, the copy and its inverted duplicate could potentially be transcribed to a hairpin precursor of endosiRNAs to regulate the parent gene.
As the function of the hairpin no longer has anything to do with encoding protein, its sequence, still under selection, can acquire frameshifts and stop codons, making it seem pseudogenic. One could even imagine its sequence drifting further and becoming gradually transformed into a miRNA gene, the sequence of which is much less similar to the gene encoding its target mRNA. So pseudogenes encoding endo-siRNAs might provide a crucial intermediate link to understanding the evolution of miRNA-mediated regulation 17 . Although speculative, the plausibility of this theory is bolstered by a recent survey 18 of the genomic context of more than 300 human miRNA loci, which identified two that lie within pseudogenes. Extreme ultraviolet (EUV) radiation has great potential to be extreme not just in name, but in usefulness. It is the band of ultraviolet light with the shortest wavelength -around 5-50 nanometres, between 100 and 10 times shorter than that of visible light. In applications such as microscopy and lithography it can thus be used to probe and etch at tiny scales. What's more, this wavelength regime is that of many atomic resonances, making EUV light ideally suited for spectroscopic applications. On page 757 of this issue 1 , Kim et al. detail a deft new way to produce EUV radiation -one that could be considerably more economical that previous approaches.
The way in which EUV radiation is currently generated is extremely fiddly. It starts with the amplification of light pulses from an oscillator, a source of laser light. These are used to drive the repeated ionization of noble-gas atoms. The electrons freed during this process are accelerated in the light field and, because the sign of the field reverses after half a cycle, re-collide with their parent atoms 2, 3 , releasing the electrons' surplus energy as light. The result is a sequence of ultrashort (attosecond) pulses that are themselves useful tools for high-timeresolution metrology 4, 5 . More detailed consideration of the process reveals that the spectrum of these pulses consists of a comb of 'high harmonics' -spectral lines at wavelengths equal to the wavelength of the driving field divided by some integer. (Owing to symmetries of the particular situation, only light corresponding to odd-integer divisors is generated in this case.) The highest-harmonic (shortest-wavelength) component of this spectrum can be selected by filtering to produce a single attosecond pulse at an EUV wavelength.
Things would be much simpler if EUV radiation could be produced directly from an oscillator -an ultrashort pulsed laser of relatively low intensity -without the need for sophisticated, complex and expensive amplifiers to produce a high-intensity optical field. Kim et al. 1 provide a distinct glimmer of an indication that such an approach could be viable. They illuminate an intricate, nanoscale gold antenna structure with light from a standard titanium-sapphire laser, with a wavelength of 800 nm. The interaction of the light with the antennas produces high harmonics right up to the 17th harmonic -whose wavelength of 47 nm lies within the EUV range. The optical intensity required to generate this light is, at 10 11 W cm -2 , about 100 times less than in the traditional approaches.
The secret of the authors' success is the nanoscale behaviour of 'quasiparticles' known as surface plasmons. These packets of optical energy represent rapid oscillations of electron density that spring up in the surface regions of metal nanoparticles when bathed in an incident light field. If this incident light is of the right frequency, the surface plasmons can enter resonance, greatly increasing the local field intensity over that of the excitation wave. This phenomenon has a central role in, for example, surface-enhanced Raman scattering 6 , a spectroscopy and imaging technique that is sensitive enough to detect the presence of individual molecules adsorbed on a metal surface.
The extent of this field enhancement is determined by the nanoparticles' plasmonic resonance properties, which in turn depend mostly on the resistivity of the metal at the frequency of the optical light. Additional magnitude comes from geometric effects [7] [8] [9] , both in narrow gaps between particles where there is a significant localization of optical energy, leading to the formation of 'gap plasmons' , and also similarly around sharp tips, a phenomenon known as the lightning-rod effect. Nanoparticles have been specifically engineered in quasi-two-dimensional, Mott-Hubbard charge transfer antiferromagnetic insulators in their undoped ground state. These last three properties are believed to be key to high-temperature superconductivity, and are about the only criteria on which you can find (almost) universal agreement among those trying to choose between the bespoke fashions hanging in the high-T c theoretical closet.
However, observe in Figure 1 that the Fe ions, although nominally Fe 2+ , analogous to Cu 2+ , are tetrahedrally coordinated relative to the pnictide anions, as opposed to the square-planar symmetry of the copper oxide compounds. In the first-row transition metals -scandium to zinc -there are ten d-electron states (five described by orbital momentum), each of which can hold two electrons with one spin up and another down. We can play with these states to build various cationic configurations. A simple yardstick, called Hund's rule, helps build possible combinations in isolated atoms and ions. It says we have to start filling from the bottom, first occupying each orbital with an up-spin and then starting over again with spin-down, until all available d-electrons are consumed. Thus Fe 2+ , with six electrons at large, will result in a ground state one electron in excess of a half-filled Hund's occupation distribution, and Cu 2+ , with nine electrons to spend, will yield one electron fewer (a 'hole' or effective positive charge) than a filled d-orbital shell. Therefore, in a very crude sense, the new FeAs superconductors can be thought of as the electron analogues of the hole-transporting CuO complexes, and both measurements and theoretical studies bear this out.
The real situation is far more complex than just stated, and simple Hund's rule arguments are confounded by symmetry, position and overlap of neighbouring anions (O 2-, As -(3-x) ), and by Coulomb repulsion that tends to separate spins in otherwise 'Pauli-allowed' cation states from the next nearest cation neighbour. The trade jargon for these effects is 'crystal field splitting' , 'hybridization' and 'Hubbard U' , respectively. You can be assured each of these is currently undergoing intense exploration. All this notwithstanding, the simple Hund's rule picture that the ferrous pnictides and copper oxides are electron-hole 'duals' may not be simply fortuitous. It may be the reason that, after years of intense searching, nickel and cobalt complexes have not yielded high-temperature superconductors (at least not yet).
In fact, with T c now at 55 K, are these ferrous pnictides truly 'high-temperature superconductors'? Simply answered, we don't know at present. But it is useful to remember that the expression 'high-temperature superconductivity' did not originate with Bednorz and Müller's paper 1 of 1986. Those who, like myself, are of mature years will recall that this description was coined as a result of studies 7, 8 in the 1960s that superconductivity mediated by electronphonon pairing would top out at around 30 K, and compounds showing anything above this value would be referred to as 'high-temperature materials' . Although the mechanism of high T c in the copper oxide perovskites remains in question, we do have evidence 9 in MgB 2 that electron-phonon coupling can achieve a transition temperature of 40 K. Is 55 K really that much higher?
Although most of the theoretical tailoring for the various ferrous pnictides is styled after fashions for the cuprate superconductors, one experimental study harks back to much earlier designs. Chen et al. 10 report direct measurement of the superconducting energy gap and its temperature dependence in polycrystalline samples of Sm(O 0.85 F 0.15 )FeAs, with T c = 42 K. The technique used is called Andreev spectroscopy. This is a variant of tunnelling spectroscopy whereby, at a contact between a normal metal and a superconductor, an electron from the metal injected into the superconductor at energies lower than the superconducting gap gives rise to a superconducting pair (Cooper pair of electrons of opposite spin), which are subsequently spin-charge compensated by a 'reflection' of positive polarity (a hole) back into the normal metal. The resulting current-voltage dependence is a direct measurement of the superconducting pairing energy.
Astonishingly, Chen et al. 10 find that their results best fit the time-honoured BardeenCooper-Schrieffer (BCS) theory 11 , the breakthrough in the mid-twentieth century that solved the riddle of superconductivity in all materials available up to that time. Although originally formulated to accommodate the pairing of electrons mediated by lattice vibrations (phonons), in its broadest sense the BCS framework can encompass pairing of fermions in a boson field -perhaps even the 'flavours' found in neutron stars, quarks and gluons, giving rise to 'colour' superconductivity at the relatively low cosmological temperature of 10 9 (the units don't matter). So Chen and colleagues' identification of classic BCS behaviour does not rule out the possibility that some more exotic bosonic glue than phonons might be behind superconductivity in these ferrous pnictides.
Whenever a new superconductor with a T c higher than 30 K appears on the scene, I inevitably get asked if it will bring applications closer. The question is perhaps more pertinent when the material involves particularly noxious elements such as arsenic. My answer is always "Just follow the money. " If the pot at the end of the rainbow has enough gold inside (and so far it does not for applied superconductivity), the environmental issues can be overcome. I give you semiconductor manufacture and processing, which uses some of the most toxic compounds (including arsenides) in creation, yet is tolerated and brought under control because its financial return is in the trillions. Again, the units don't matter.
Will T c in the pnictides continue to go up, and perhaps double or triple as happened in 1987-88? I doubt it. We've now been on standby for several months, and to my mind the best hope is that the discovery of pnictide high-temperature superconductivity will help us understand better the physics of the cuprates. The iron age has yet to dawn. "…'reads' found using the Solexa sequencing technology 1, 4 can be intersected with some seven pseudogenes, for an average of roughly two reads each." In fact, these reads intersected with some 70 pseudogenes, for an average of roughly 12 reads each. Also, in the text of Box 1, 'nt' (nucleotide) was omitted from one passage, which should read "…to ~27 nt Piwi-interacting RNAs (piRNAs)." These corrections have already been made to the online versions of this article. 
