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We begin by establishing a sharp (optimal) W 2,2loc -regularity result
for bounded weak solutions to a nonlinear elliptic equation with
the p-Laplacian, pu
def= div(|∇u|p−2∇u), 1 < p < ∞. We develop
very precise, optimal regularity estimates on the ellipticity of
this degenerate (for 2 < p < ∞) or singular (for 1 < p < 2)
problem. We apply this regularity result to prove Pohozhaev’s
identity for a weak solution u ∈ W 1,p(Ω) of the elliptic Neumann
problem
−pu + W ′(u) = f (x) in Ω; ∂u/∂ν = 0 on ∂Ω. (P)
Here, Ω is a bounded domain in RN whose boundary ∂Ω is
a C2-manifold, ν ≡ ν(x0) denotes the outer unit normal to ∂Ω at
x0 ∈ ∂Ω , x = (x1, . . . , xN ) is a generic point in Ω , and f ∈ L∞(Ω)∩
W 1,1(Ω). The potential W :R→ R is assumed to be of class C1
and of the typical double-well shape of type W (s) = |1 − |s|β |α
for s ∈ R, where α,β > 1 are some constants. Finally, we take an
advantage of the Pohozhaev identity to show that problem (P)
with f ≡ 0 in Ω has no phase transition solution u ∈ W 1,p(Ω)
(1 < p  N), such that −1  u  1 in Ω with u ≡ −1 in Ω−1
and u ≡ 1 in Ω1, where both Ω−1 and Ω1 are some nonempty
✩ Research supported in part by the German Research Foundation (D.F.G., Deutsche Forschungsgemeinschaft) under the project
No. TA 213/14-1.
* Corresponding author.
E-mail addresses: ilyasov02@gmail.com (Y.Sh. Il’yasov), peter.takac@uni-rostock.de (P. Takácˇ).
URLs: http://matem.anrb.ru/ (Y.Sh. Il’yasov), http://www.math.uni-rostock.de/forschung/AngAnalysis (P. Takácˇ).
1 The ﬁrst author (Y.Sh.I.) was partially supported also by the Russian Foundation for Basic Research (R.F.B.R.) under the
project No. 11-01-00348-a.0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.10.020
Y.Sh. Il’yasov, P. Takácˇ / J. Differential Equations 252 (2012) 2792–2822 2793subdomains of Ω . Such a scenario for u is possible only if N = 1
and Ω−1, Ω1 are ﬁnite unions of suitable subintervals of the open
interval Ω ⊂R1.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We consider the following quasilinear elliptic problem with the zero Neumann boundary condi-
tions,
−pu + W ′(u) = 0 in Ω; ∂u/∂ν = 0 on ∂Ω. (1)
Here, Ω is a bounded domain in RN whose boundary ∂Ω is a C2-manifold, ν(x0) denotes the exterior
unit normal to ∂Ω at x0 ∈ ∂Ω , x = (x1, . . . , xN ) is a generic point in Ω , and u ∈ W 1,p(Ω) is an
unknown function, p ∈ (1,∞). The quasilinear elliptic operator p :W 1,p(Ω) → W−1,p
′
N (Ω), called
the p-Laplacian, is deﬁned for u ∈ W 1,p(Ω) by
(pu)(x)
def= div(|∇u|p−2∇u)≡ N∑
i=1
∂
∂xi
(
|∇u|p−2 ∂u
∂xi
)
, x ∈ Ω, (2)
with values in W−1,p
′
N (Ω), the dual space of W
1,p(Ω), where 1p + 1p′ = 1. Typical forms of the poten-
tial function W (u) are (i) W (u) = (λ/p)|u|p + (μ/γ )|u|γ , where λ ∈ R is a spectral parameter and
μ,γ ∈ R are some constants with γ > 1, and (ii) W (s) = |1 − |s|β |α for s ∈ R, where α,β ∈ R are
constants, α,β > 1. In order to present our ideas in a tractable manner, we restrict ourselves to the
case of the p-Laplacian pu. We discuss a more general quasilinear elliptic operator in Section 6 and
leave the details to an interested reader.
Our main objective in this work is to establish the nonexistence of certain types of weak solu-
tions u to the boundary value problem (1) for N  p > 1 that are constant = 1 on the boundary ∂Ω
and constant = −1 on a (nonempty) subdomain Ω1 with compact closure Ω1 ⊂ Ω . We term such
a solution “phase transition solution” (see Deﬁnitions 5.2 and 5.7). Physically, such a solution u would
correspond to a phase transition in Ω \ Ω1 from one pure phase in Ω1 (u ≡ −1) to another pure
phase in RN \ Ω (u ≡ 1). Solutions of this kind in the space dimension one (N = 1) have been ob-
tained in a number of papers; see e.g. J.I. Díaz and J. Hernández [8], J.I. Díaz, J. Hernández, and
F.J. Mancebo [9], P. Drábek, R.F. Manásevich, and P. Takácˇ [11], and Ph. Rosenau and E. Kashdan [30] to
mention only a few. Related existence results have been obtained recently in C. Cortázar, M. Elgueta,
and P. Felmer [3,4] and Y.Sh. Il’yasov and Y.V. Egorov [19, Theorem 1.1] for suﬃciently high space
dimension N  3 and in [30] for N = 2 (only numerically).
We will derive our nonexistence results (Theorems 5.3 and 5.8) for N  p > 1 in Section 5 as an
application to problem (1) of a Pohozhaev-type identity (Theorem 4.2) established in Section 4. The
ﬁrst type of this identity has been discovered in S.I. Pohozhaev [23]. Moreover, in the proof of this
identity we take advantage of a new optimal W 2,2loc -regularity result (Theorems 3.1 and 3.2) for the
Neumann problem
−pu = f (x) in Ω; ∂u/∂ν = 0 on ∂Ω, (3)
with f ∈ L∞(Ω) ∩ W 1,1(Ω) derived in Section 3. Also this new regularity result is of independent
interest; it improves well-known results from [21,27,28,31,32,36]. Practically all work on Pohozhaev-
type identities and inequalities that we know about makes essential use of some regularity of the
partial derivatives of highest order that appear in the equation; typically, they should be at least in the
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and P. Pucci and J. Serrin [25].
This article is organized as follows. Important notation and hypotheses are introduced in the next
section (Section 2). We ﬁrst establish a new sharp (optimal) W 2,2loc -regularity result for bounded weak
solutions to the nonlinear elliptic problem (3) in Section 3, Theorems 3.1 and 3.2. This new and similar
known regularity results help us to establish Pohozhaev’s identity for weak solutions to problem (1)
in Section 4, Theorem 4.2. In Section 5 we take advantage of this identity (for N  p > 1) in order
to obtain the nonexistence of a “phase transition solution” to problem (1) (Theorems 5.3 and 5.8) in
various bounded and unbounded domains in RN ; see Sections 5.1 and 5.2, respectively. Possible gen-
eralizations of some of these results are discussed in Section 6. Finally, Appendices A, B, and C contain
some known, but important results to keep the present work self-contained.
2. Notation and hypotheses
The vector ﬁeld a(∇u) def= |∇u|p−2∇u = (a1, . . . ,aN ) in (1) and (2) has the components ai(η) =
|η|p−2ηi (i = 1,2, . . . ,N) that are functions of η = (η1, . . . , ηN ) = ∇u ∈ RN . Of course, ∇ =
(∂/∂x1, . . . , ∂/∂xN ) denotes the gradient. Clearly, each function ai(η) satisﬁes ai ∈ C0(RN ) ∩
C1(RN \ {0}). In addition, we easily deduce that a veriﬁes the following ellipticity and growth con-
ditions: There exist some constants γ ,Γ ∈ (0,∞) such that
ai(0) = 0; i = 1,2, . . . ,N, (4)
N∑
i, j=1
∂ai
∂η j
(η) · ξiξ j  γ |η|p−2|ξ |2, (5)
N∑
i, j=1
∣∣∣∣ ∂ai∂η j (η)
∣∣∣∣ Γ |η|p−2, (6)
for all η = (η1, . . . , ηN ) ∈RN \ {0} and for all ξ = (ξ1, . . . , ξN ) ∈RN .
Conditions (4), (5), and (6) are characteristic for our treatment of the elliptic boundary value prob-
lem (1). An interested reader is referred to Section 6 where we discuss a generalization of our results
to an arbitrary vector ﬁeld a :RN →RN with a potential A ∈ C1(RN ) ∩ C2(RN \ {0}), i.e., a= A′ , that
satisﬁes just these conditions. Of course, ai(η) = ∂A/∂ηi for η = (η1, . . . , ηN ) ∈RN ; i = 1,2, . . . ,N .
Notice that the entries Aij = ∂ai/∂η j of the Jacobian matrix A = (Aij)Ni, j=1 of the mapping η →
a(η)
def= |η|p−2η :RN →RN ,
A(η) = |η|p−2
(
I+ (p − 2)η ⊗ η|η|2
)
for η ∈RN \ {0}, (7)
satisfy Aij ∈ C0(RN \ {0}) together with the following ellipticity and growth inequalities,
γ |η|p−2|ξ |2  〈A(η)ξ , ξ 〉= N∑
i, j=1
∂ai
∂η j
(η) · ξiξ j  Γ |η|p−2|ξ |2 (8)
for all η ∈ RN \ {0} and all ξ ∈ RN . Here, I is the identity matrix in RN×N and ξ ⊗ η is the (N × N)-
matrix T = (ξiη j)Ni, j=1 for ξ = (ξi)Ni=1, η = (ηi)Ni=1 ∈ RN . The symbol 〈ξ ,η〉 = trace(ξ ⊗ η) =
∑N
i=1 ξiηi
stands for the Euclidean inner product of ξ ,η ∈RN .
Finally, we assume that f :Ω → R satisﬁes f ∈ L∞(Ω) ∩ W 1,1(Ω), i.e., f ∈ L∞(Ω) and all its
distributional derivatives ∂ f /∂xi (i = 1,2, . . . ,N) belong to L1(Ω).
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Our goal in this section is to establish the regularity result below, stated in Theorems 3.1 (for
p  2) and 3.2 (for p < 2). We use the method of difference quotients, cf. [21,27,28,31,32,36]. Through-
out this section we assume that Ω is a bounded domain in RN whose boundary ∂Ω is a compact
C2-manifold.
Let d(x)
def= dist(x, ∂Ω) denote the distance from a point x ∈ Ω to the boundary ∂Ω . Given δ > 0
small enough, we denote by Ωδ the open δ-neighborhood of the boundary ∂Ω in Ω ,
Ωδ =
{
x ∈ Ω: d(x) < δ}.
The linear space of all continuously differentiable functions u :Ω → R with compact support is de-
noted by C10(Ω). If ϕ ∈ C10(Ω) is a nonnegative function supported in the subdomain
Ω ′δ = Ω \ Ωδ =
{
x ∈ Ω: d(x) > δ},
i.e., suppϕ ⊂ Ω ′δ , then for every h ∈RN with 0 < |h| < δ, the difference quotient
δhϕ(x)
def= ϕ(x+ h) − ϕ(x)|h| , x ∈ Ω, (9)
satisﬁes δhϕ ∈ C10(Ω).
Recalling Ω ′δ = Ω \ Ωδ and assuming that δ > 0 is small enough, we denote
dδ(x) =
{
0 if x ∈ Ωδ;
dist(x,Ωδ) if x ∈ Ω \ Ωδ,
and for σ ∈ (0, δ) introduce a thin open set
Oδσ =
{
x ∈ Ω ′δ: dδ(x) < σ
}
near the boundary ∂Ω of the domain Ω with closure Oδσ ⊂ Ω . Next, we make a special choice of the
test function ϕ; this test function, ϕδσ , will be constant = 1 in Ω \ (Ωδ ∪ Oδσ ) and = 0 in Ωδ , except
for the thin open set Oδσ that separates the sets {x ∈ Ω: ϕδσ (x) = 1} and {x ∈ Ω: ϕδσ (x) = 0} from one
another. The purpose of this choice is to guarantee that ∇ϕδσ = 0 holds in Ω \ Oδσ . We construct ϕδσ
as follows: For δ > 0 suﬃciently small, the function dδ is Lipschitz-continuous in Ωδ ∪ Oδσ ; moreover,
(dδ(·))2 is of class C1 in Ωδ ∪ Oδσ . Consequently, for 0 < σ < δ, the Urysohn-type test function
ϕδσ (x) =
⎧⎨
⎩
0 if x ∈ Ωδ;
(σ−1dδ(x))2 if x ∈ Oδσ ;
1 if x ∈ Ω \ (Ωδ ∪ Oδσ ),
(10)
satisﬁes 0 ϕδσ  1 in Ω , ϕδσ ∈ W 1,q0 (Ω) for N < q < ∞, and
∇ϕδσ (x) =
{
2σ−2dδ(x)∇dδ(x) if x ∈ Oδσ ;
0 if x ∈ Ω \ Oδσ ,
by Gilbarg and Trudinger [14, Theorem 7.8, p. 153]. Hence, there is a constant C > 0, which is inde-
pendent from 0 < σ < δ (δ,σ > 0 small enough), such that
∣∣∇ϕδσ (x)∣∣2  Cσ−2ϕδσ (x) for all x ∈ Ω \ ∂Oδσ . (11)
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of all functions u ∈ L2loc(U ) whose all distributional partial derivatives of order m belong to L2loc(U )
as well.
Now we are ready to state the main results of this section, our optimal weighted W 2,2loc regularity
theorems, ﬁrst for p  2 < ∞, then for 1 < p < 2, respectively, keeping the notation introduced above
with δ > 0 small enough and 0 < σ < δ.
Theorem 3.1 (Weighted W 2,2loc regularity for p  2). Assume that 2 p < ∞, Ω is a bounded domain in RN
whose boundary ∂Ω is a C2-manifold, f ∈ L∞(Ω) ∩ W 1,1(Ω), and u ∈ W 1,p(Ω) satisﬁes the equation
−pu ≡ −div
(|∇u|p−2∇u)= f (x) in Ω, (12)
supplemented by standard (i.e., Dirichlet or Neumann, respectively) boundary conditions, u = 0 on ∂Ω or
∂u/∂ν = 0 on ∂Ω .
(a) Then the vector ﬁeld b(∇u) def= |∇u|(p/2)−1∇u belongs to [W 1,2loc (Ω ′δ)]N with Ω ′δ = Ω \Ωδ and it satisﬁes
∫
Ω ′δ
∣∣∇(|∇u|(p/2)−1∇u)∣∣2ϕδσ dx C(σ ) < ∞,
where C(σ ) 0 is a constant depending on σ ∈ (0, δ) with C(σ )σ 2  const < ∞.
(b) Moreover, u belongs to W 2,2loc (U ) over the open set
U = Ω ′δ ∩
{
x ∈ Ω: ∇u(x) = 0}
and the Hessian matrix ∇2u def= ( ∂2u
∂xi∂x j
)Ni, j=1 = ∇(∇u) ∈RN×N (at x ∈ U ) satisﬁes
∫
U
|∇u|p−2∣∣∇2u∣∣2ϕδσ dx C(σ ) < ∞.
Theorem 3.2 (Weighted W 2,2loc regularity for p < 2). Assume that 1 < p < 2, Ω is a bounded domain in R
N
whose boundary ∂Ω is a C2-manifold, f ∈ L∞(Ω) ∩ W 1,1(Ω), and u ∈ W 1,p(Ω) satisﬁes Eq. (12) supple-
mented by standard (i.e., Dirichlet or Neumann, respectively) boundary conditions, u = 0 on ∂Ω or ∂u/∂ν = 0
on ∂Ω . In addition, assume also the following hypothesis:
There are numbers 0 < σ < δ < ∞ (which both may be chosen suﬃciently small) such that ∇u = 0 a.e.
in Oδσ and
∫
Oδσ
|∇u|−(2−p) dx < ∞. (13)
Then Parts (a) and (b) of Theorem 3.1 are valid and, moreover, we have also
(c) u belongs to W 2,2loc (Ω
′
δ) and (∇2u)(x) = 0 ∈RN×N holds for almost every
x ∈ U ′ = Ω ′δ ∩
{
x ∈ Ω: ∇u(x) = 0}.
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∫
Ω ′δ
|∇u|p−2∣∣∇2u∣∣2ϕδσ dx C(σ ) < ∞.
Remark 3.3 (Concerning Hypothesis (13) for p < 2). For p = 2, Hypothesis (13) is trivial, whereas for 2<
p < ∞, it follows from |∇u| ∈ Lp(Ω) ⊂ Lp−2(Ω), by Hölder’s inequality. So let us assume 1 < p < 2
in Parts (i) and (ii) below.
(i) Hypothesis (13) is trivially satisﬁed in any smooth subdomain (e.g., in a ball) Σ ⊂ Ω with
(compact) closure
Σ ⊂ U0 =
{
x ∈ Ω: ∇u(x) = 0},
whence, in Part (b) of Theorem 3.2, u ∈ W 2,2loc (U0) holds over the open set U0 (U ⊂ U0), for any
p ∈ (1,2).
(ii) Hypothesis (13) is easily satisﬁed if Eq. (12) for u ∈ W 1,p(Ω) is supplemented by the Dirich-
let boundary condition u = 0 on ∂Ω , i.e., u ∈ W 1,p0 (Ω), together with 0  f ∈ L∞(Ω). Namely, the
Hopf maximum principle [38, Propositions 3.2.1 and 3.2.2, p. 801] or [40, Theorem 5, p. 200] can be
applied to obtain the exterior normal derivative ∂u/∂ν < 0 on ∂Ω . At the beginning of our proof of
Theorem 3.1 below we will brieﬂy mention the facts that render u ∈ C1,β (Ω) for some β ∈ (0,α),
cf. G.M. Lieberman [20, Theorem 1, p. 1203], for any p ∈ (1,∞). Consequently, Hypothesis (13) holds
for any pair of suﬃciently small numbers 0 < σ < δ < 1. In contrast, for the corresponding Neumann
problem (3), Hypothesis (13) may pose a rather severe restriction. Namely, notice that the trivial ex-
ample of problem (3) with f ≡ 0 in Ω has only constant solutions for which ∇u ≡ 0 in Ω; thus,
(13) obviously fails to hold.
Remark 3.4. (i) For 1< p < 2, a weaker result than Part (c) of our Theorem 3.2, claiming u ∈ W 2,ploc (Ω),
is established in P. Pucci and R. Servadei [28, Theorem 2.5, p. 3351] (ﬁrst announced in [27, Theo-
rem 1, p. 257]). However, the latter (in [27,28]) does not impose our Hypothesis (13) which is rather
strong especially for the zero Neumann boundary conditions ∂u/∂ν = 0 on ∂Ω combined with u ≡ ±1
on ∂Ω , cf. Theorems 5.3 and 5.8 in Section 5 below. Indeed, by Hölder’s inequality we have
∫
Ω ′δ
∣∣∇2u∣∣pϕδσ dx =
∫
Ω ′δ
|∇u|p(2−p)/2 · |∇u|p(p−2)/2∣∣∇2u∣∣pϕδσ dx

( ∫
Ω ′δ
|∇u|pϕδσ dx
)(2−p)/2( ∫
Ω ′δ
|∇u|p−2∣∣∇2u∣∣2ϕδσ dx
)p/2

( ∫
Ω
|∇u|p dx
)(2−p)/2( ∫
Ω ′δ
|∇u|p−2∣∣∇2u∣∣2ϕδσ dx
)p/2
which renders [28, Theorem 2.5, p. 3351].
(ii) Another analogous result to our Theorems 3.1 and 3.2 has been obtained in H.-W. Lou [21,
Lemma 2.1, p. 522] for the power length |b(∇u)|2(p−1)/p = |b(∇u)|2/p′ = |∇u|p−1 of our vector ﬁeld
b(∇u) = |∇u|(p/2)−1∇u, that is, |∇u|p−1 ∈ W 1,2loc (Ω ′δ) for any p ∈ (1,∞). As usual, p′ = p/(p − 1) > 1.
If 2 < p < ∞, it is easy to derive this result from our Theorem 3.1 with the help from 2/p′ > 1 and
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Lemma 2.1], for instance, due to the fact that the statement
∇(|∇u|p−1)= (p − 1)|∇u|p−3(∇u · ∇2u) ∈ [L2loc(Ω)]N
clearly does not imply (and is even weaker than)
|∇u|p−2∇2u ∈ [L2loc(Ω)]N×N or ∇(|∇u|p−2∇u) ∈ [L2loc(Ω)]N×N .
Proof of Theorems 3.1 and 3.2. Let 1 < p < ∞ be arbitrary. We begin with some well-known clas-
sical regularity results for Eq. (12). In all these results it suﬃces to assume that f ∈ L∞(Ω) and
u ∈ W 1,p(Ω) satisﬁes Eq. (12) with standard boundary conditions. A regularity result from A. Anane’s
thesis [1, Théorème A.1, p. 96] or from M. Ôtani [22, Theorem II, p. 142] guarantees u ∈ L∞(Ω). To
be more precise, in [1,22] this result is proved for zero Dirichlet boundary conditions only, i.e., for
u ∈ W 1,p0 (Ω). However, if u satisﬁes Eq. (12) with zero Neumann boundary conditions, the bootstrap-
ping method (Moser’s iteration scheme) in [1,22] works also in this case without any change. The
only difference in the proof is that one has to apply Poincaré’s inequality not to the function u(x)
directly, but rather to the zero average function
x −→ u(x) − 1|Ω|N
∫
Ω
u(y)dy :Ω −→R.
Then C1,β -regularity results of E. DiBenedetto [10, Theorem 2, p. 829] and P. Tolksdorf [39, Theorem 1,
p. 127] (interior regularity) combined with G.M. Lieberman [20, Theorem 1, p. 1203] (regularity up to
the boundary) yield u ∈ C1,β (Ω) for some β ∈ (0,α). Consequently, one has |∇u| const < ∞ in Ω .
Take h ∈RN arbitrary with 0< |h| < δ. Multiplying Eq. (3) by δhϕ (see (9)) and integrating over Ω ,
we arrive at
∫
Ω
a(∇u) · ∇(δhϕ)dx =
∫
Ω
f (δhϕ)dx
with the notation a(∇u) = |∇u|p−2∇u. A simple substitution x−h for x on both sides, combined with
suppϕ ⊂ Ω ′δ = {x ∈ Ω: d(x) > δ}, yields
∫
Ω ′δ
a(∇u(x− h)) − a(∇u(x))
|h| · ∇ϕ(x)dx =
∫
Ω ′δ
f (x− h) − f (x)
|h| ϕ dx.
Here, we may substitute −h for h ∈RN , 0 < |h| < δ, thus arriving at
∫
Ω ′δ
a(∇u(x+ h)) − a(∇u(x))
|h| · ∇ϕ(x)dx =
∫
Ω ′δ
f (x+ h) − f (x)
|h| ϕ dx. (14)
Now we use the Taylor formula
a
(∇u(x+ h))− a(∇u(x))= A˜(x;h)(∇u(x+ h) − ∇u(x)) (15)
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A˜(x;h) def=
1∫
0
A
(
(1− s)∇u(x+ h) + s∇u(x))ds ∈RN×N
and replace the function ϕ by (δhu)ϕ in (14), thus arriving at
∫
Ω ′δ
〈
A˜(x;h)δh(∇u), δh(∇u)
〉
ϕ dx+
∫
Ω ′δ
〈
A˜(x;h)δh(∇u),∇ϕ
〉
(δhu)dx =
∫
Ω ′δ
(δh f )(δhu)ϕ dx. (16)
Here, we have used the identity ∇[(δhu)ϕ] = ϕ · δh(∇u) + (δhu) · ∇ϕ . We estimate the integrals on
the left-hand side in (16) by inequalities (8), combined with Cauchy’s inequality, and introduce the
abbreviation
a˜(x;h) def=
1∫
0
∣∣(1− s)∇u(x+ h) + s∇u(x)∣∣p−2 ds, (17)
in order to get, with the special choice of the test function ϕ = ϕδσ from (10),
γ
∫
Ω ′δ
a˜(x;h)∣∣δh(∇u)∣∣2ϕδσ dx Γ
∫
Oδσ
a˜(x;h)∣∣δh(∇u)∣∣∣∣∇ϕδσ ∣∣|δhu|dx+
∫
Ω ′δ
|δh f ||δhu|ϕδσ dx. (18)
Let us recall that the constants 0 < γ  Γ < ∞ originate in inequalities (8).
We use (11) to estimate the ﬁrst integral on the right-hand side in inequality (18), then apply
Cauchy’s inequality (using the measure a˜(x;h)dx), thus arriving at
γ
∫
Ω ′δ
a˜(x;h)∣∣δh(∇u)∣∣2ϕδσ dx (by (11))
 Γ C1/2σ−1
∫
Oδσ
a˜(x;h)∣∣δh(∇u)∣∣ · (ϕδσ )1/2 · |δhu|dx+
∫
Ω ′δ
|δh f ||δhu|ϕδσ dx
 Γ C1/2σ−1
( ∫
Oδσ
a˜(x;h)∣∣δh(∇u)∣∣2ϕδσ dx
)1/2( ∫
Oδσ
a˜(x;h)|δhu|2 dx
)1/2
+
∫
Ω ′δ
|δh f ||δhu|ϕδσ dx
 γ
2
∫
Oδσ
a˜(x;h)∣∣δh(∇u)∣∣2ϕδσ dx+ 12γ −1Γ 2Cσ−2
∫
Oδσ
a˜(x;h)|δhu|2 dx+
∫
Ω ′δ
|δh f ||δhu|ϕδσ dx
which yields
∫
Ω ′
a˜(x;h)∣∣δh(∇u)∣∣2ϕδσ dx C
(
Γ
γ σ
)2 ∫
Oδ
a˜(x;h)|δhu|2 dx+ 2
γ
∫
Ω ′
|δh f ||δhu|ϕδσ dx.
δ σ δ
2800 Y.Sh. Il’yasov, P. Takácˇ / J. Differential Equations 252 (2012) 2792–2822Now we apply inequalities (82) and (83) (from Appendix B) to the expression a˜(x;h) (deﬁned in (17))
and abbreviate
aˆ(x;h) def=
(
max
0s1
∣∣(1− s)∇u(x+ h) + s∇u(x)∣∣)p−2 (19)
in order to conclude that∫
Ω ′δ
aˆ(x;h)∣∣δh(∇u)∣∣2ϕδσ dx
 C ′1
∫
Oδσ
aˆ(x;h)|δhu|2 dx+ C ′2
∫
Ω ′δ
|δh f ||δhu|ϕδσ dx
 C ′1
( ∫
Oδσ
aˆ(x;h)dx
)
· ‖∇u‖2L∞(Ω) + C ′2
( ∫
Ω ′δ
|δh f |ϕδσ dx
)
· ‖∇u‖L∞(Ω) (20)
with some constants C ′1 > 0, C ′2 > 0, and ‖∇u‖L∞(Ω) def= ess supΩ |∇u|. Let us remark that the constant
C ′1 = C ′1(σ ) > 0 depends on σ ∈ (0, δ) and satisﬁes C ′1(σ )σ 2  const < ∞, with a help from (82)
and (83).
Now we recall our hypothesis
∫
Ω
|∇ f |dx < ∞ and the regularity result |∇u|  const < ∞ in Ω ,
together with Hypothesis (13) if 1 < p < 2. Applying these inequalities to the right-hand side of (20),
we arrive at ∫
Ω ′δ
aˆ(x;h)∣∣δh(∇u)∣∣2ϕδσ dx C ′ < ∞ (21)
where the constant C ′ > 0 is independent from h ∈ RN with 0 < |h| < δ. In analogy with C ′1, also
C ′ = C ′(σ ) depends on σ ∈ (0, δ) and satisﬁes C ′(σ )σ 2  const < ∞. More precisely, if 2 < p < ∞,
we apply |∇u|  const < ∞ in Ω to get an upper bound on the right-hand side of (19), whereas if
1 < p < 2, we need to combine aˆ(x;h) |∇u(x)|p−2 with Hypothesis (13) and |∇u| const < ∞ in Ω
again.
Finally, we deduce from (7) that the Jacobian matrix B = (Bij)Ni, j=1 of the mapping η → b(η) =
|η|(p/2)−1η :RN →RN is given by
B(η) = |η|(p/2)−1
(
I+ p − 2
2
η ⊗ η
|η|2
)
for η ∈RN \ {0}. (22)
In analogy with the Taylor formula in (15) we have
b
(∇u(x+ h))− b(∇u(x))= B˜(x;h)(∇u(x+ h) − ∇u(x)) (23)
with the abbreviation
B˜(x;h) def=
1∫
0
B
(
(1− s)∇u(x+ h) + s∇u(x))ds ∈RN×N .
Now we treat the L2-norm
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Ω ′δ
∣∣δh(b(∇u))∣∣2ϕδσ dx =
∫
Ω ′δ
〈
B˜(x;h)δh(∇u), B˜(x;h)δh(∇u)
〉
ϕδσ dx
=
∫
Ω ′δ
〈
B˜(x;h)2δh(∇u), δh(∇u)
〉
ϕδσ dx (24)
where, using the abbreviation
η(s) = (1− s)∇u(x+ h) + s∇u(x) ∈RN for 0 s 1,
we have
B˜(x;h)2 =
1∫
0
1∫
0
B
(
η(s)
)
B
(
η(t)
)
dsdt
=
1∫
0
1∫
0
∣∣η(s)∣∣(p/2)−1∣∣η(t)∣∣(p/2)−1C(η(s),η(t))dsdt (25)
with the (N × N)-matrix
C(a,b) =
(
I+ p − 2
2
a⊗ a
|a|2
)(
I+ p − 2
2
b⊗ b
|b|2
)
∈RN×N
being uniformly bounded for a,b ∈RN \ {0}, cf. (22). Furthermore, we have C(a,b) = C(a)C(b) where
C(a)
def=
(
I+ p − 2
2
a⊗ a
|a|2
)
∈RN×N
is a symmetric matrix with the eigenvalues 1 and p/2 (if N  2). Consequently, there is a constant
Γ ′ > 0 such that the kernel B(η(s))B(η(t)) of the quadratic form contained in the integrand on the
right-hand side of Eq. (24) satisﬁes
〈
B
(
η(s)
)
B
(
η(t)
)
ξ , ξ
〉= 〈B(η(t))ξ ,B(η(s))ξ 〉 ∣∣B(η(t))ξ ∣∣ · ∣∣B(η(s))ξ ∣∣

∣∣B(η(t))∣∣ · ∣∣B(η(s))∣∣ · |ξ |2  Γ ′∣∣η(t)∣∣(p/2)−1∣∣η(s)∣∣(p/2)−1|ξ |2
for all ξ ∈ RN and for all s, t ∈ [0,1] such that η(s),η(t) = 0. We ﬁrst integrate this inequality with
respect to s, t ∈ [0,1], then apply it to (25) to get〈
B˜(x;h)2ξ , ξ 〉 Γ ′b˜(x;h)2|ξ |2 for all ξ ∈RN , (26)
with the abbreviation
b˜(x;h) def=
1∫
0
∣∣η(s)∣∣(p/2)−1 ds
=
1∫ ∣∣(1− s)∇u(x+ h) + s∇u(x)∣∣(p/2)−1 ds,0
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b˜(x;h) Cpbˆ(x;h), (27)
where Cp > 0 is a numerical constant depending only on p (1< p < ∞) and
bˆ(x;h) def=
(
max
0s1
∣∣(1− s)∇u(x+ h) + s∇u(x)∣∣)(p/2)−1.
We combine inequalities (26) and (27) and apply them to the quadratic form contained in the
integrand on the right-hand side of Eq. (24), thus obtaining
∫
Ω ′δ
∣∣δh(b(∇u))∣∣2ϕδσ dx Γ ′
∫
Ω ′δ
b˜(x;h)2∣∣δh(∇u)∣∣2ϕδσ dx
 Γ ′′
∫
Ω ′δ
bˆ(x;h)2∣∣δh(∇u)∣∣2ϕδσ dx, (28)
with the constant Γ ′′ = Γ ′C2p > 0. As aˆ(x;h) = bˆ(x;h)2 by (19), inequality (21) implies∫
Ω ′δ
∣∣δh(b(∇u))∣∣2ϕδσ dx C ′′ < ∞ (29)
where the constant C ′′ = C ′′(σ ) > 0 is independent from h ∈ RN with 0 < |h| < δ, but it depends
on σ ∈ (0, δ) and satisﬁes C ′′(σ )σ 2  const < ∞. We are now ready to derive all conclusions of our
theorem from this estimate.
Part (a) of both Theorems 3.1 and 3.2, follows immediately from inequality (29), by Ziemer [41,
Theorem 2.1.6, pp. 45–46].
Part (b) follows from an easy combination of the chain rule [41, Theorem 2.1.11, p. 48] with Part (a).
It can be derived also directly from inequality (29).
Finally, as for Part (c) of Theorem 3.2, for 1 < p < 2, the desired claims follow again directly from
a combination of inequality (29) with [41, Theorem 2.1.6, pp. 45–46].
Both theorems are proved. 
We remark that, for 1 < p < 2, our Hypothesis (13) is clearly indispensable in inequalities (20),
where we need ∫
Oδσ
aˆ(x;h)dx
∫
Oδσ
∣∣∇u(x)∣∣p−2 dx < ∞.
For 2 p < ∞, the last inequality holds trivially, by |∇u| const < ∞ in Ω .
4. Pohozhaev’s identity
We consider the degenerate (or singular) elliptic equation with the p-Laplacian (12) which is as-
sumed to hold in the sense of distributions in Ω , i.e.,
−
∫
|∇u|p−2∇u · ∇ϕ dx =
∫
f ϕ dx for every ϕ ∈ C10(Ω). (30)
Ω Ω
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denotes the linear space of all continuously differentiable functions u :Ω → R. Furthermore, Eq. (30)
remains valid for every ϕ ∈ W 1,q0 (Ω), N < q < ∞, as W 1,q0 (Ω) is the closure of C10(Ω) in the Sobolev
space W 1,q(Ω) and the Sobolev embedding W 1,q0 (Ω) ↪→ C(Ω) is continuous.
Remark 4.1. Our hypothesis u ∈ C1(Ω) above is satisﬁed typically in the following two cases:
(i) If Ω ′ is another domain in RN , such that Ω ⊂ Ω ′ , f ∈ L∞loc(Ω ′), and u ∈ W 1,ploc (Ω ′) satisﬁes
Eq. (12) in the sense of distributions in Ω ′ , then we have u ∈ C1,βloc (Ω ′) for some β ∈ (0,1), by a
local (interior) regularity result due to E. DiBenedetto [10, Theorem 2, p. 829] and P. Tolksdorf [39,
Theorem 1, p. 127]. The constant β depends solely on N , p, and Γ/γ . Hence u ∈ C1,β (Ω).
(ii) If Eq. (12) is supplemented by standard (Dirichlet or Neumann) boundary conditions on the
boundary ∂Ω , which is assumed to be of class C1,α for some α ∈ (0,1), then u ∈ C1,β (Ω) for
some β ∈ (0,α), by a global (up to the boundary) regularity result of G.M. Lieberman [20, Theo-
rem 1, p. 1203]. Again, the constant β depends solely on α, N , p, and Γ/γ .
The Pohozhaev identity, proved next, is an important application of our regularity results (Theo-
rem 3.1 for p  2) and those of P. Pucci and R. Servadei [28, Theorem 2.5, p. 3351] (for 1< p < 2, ﬁrst
announced in [27, Theorem 1, p. 257]). We refer to M. Ôtani [22, Section 4, §4.1, pp. 150–157] and
F. de Thélin [37, Section III, pp. 384–388] for additional versions of Pohozhaev’s identity and inequality
and their applications to elliptic problems with the p-Laplacian. Several interesting generalizations of
the original Pohozhaev identity [23] for classical solutions of quasilinear elliptic equations are studied
in the classical works of S.I. Pohozhaev [24] and P. Pucci and J. Serrin [25].
Recall that ν ≡ ν(x0) ∈RN denotes the exterior unit normal to ∂Ω at x0 ∈ ∂Ω . As usual, we denote
by dσ(x0) the surface measure on ∂Ω .
Theorem 4.2 (Pohozhaev’s identity). Let 1 < p < ∞ and assume that f ∈ L1(Ω) possesses distributional
derivatives ∂ f /∂xi ∈ L1loc(Ω); i = 1,2, . . . ,N. Finally, assume that u ∈ C1(Ω) satisﬁes Eq. (12) in the sense
of distributions in Ω and |∇u|q ∈ W 1,1loc (Ω) for some q ∈ (1, p). Then we have the Pohozhaev identity
N − p
p
∫
Ω
|∇u|p dx+
∫
Ω
f (x)(x · ∇u)dx
= 1
p
∫
∂Ω
|∇u|p(x · ν(x))dσ(x) − ∫
∂Ω
|∇u|p−2(x · ∇u)(ν(x) · ∇u)dσ(x). (31)
Before giving the proof of this theorem, let us consider the special case when Ω is a ball, Ω =
BR(0)
def= {x ∈RN : |x| < R} with 0 < R < ∞.
Corollary 4.3. Let Ω = BR(0) with 0< R < ∞. Then Eq. (31) simpliﬁes to
N − p
p
∫
BR (0)
|∇u|p dx+
∫
BR (0)
f (x)(x · ∇u)dx = R
∫
∂BR (0)
|∇u|p−2
(
1
p
|∇u|2 −
∣∣∣∣ ∂u∂ν
∣∣∣∣
2)
dσ(x). (32)
Proof. For every x ∈ ∂BR(0) = {x ∈RN : |x| = R} we have ν(x) = x/R; hence,
x · ν(x) = |x| = R, ν(x) · ∇u = ∂u
∂ν
, and x · ∇u = R ∂u
∂ν
.
Consequently, Eq. (32) follows from (31) as claimed. 
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is justiﬁed by the following arguments from the beginning of the proof of Theorems 3.1 and 3.2: If
f ∈ L∞(Ω) and u ∈ W 1,p(Ω) satisﬁes the Dirichlet or Neumann problem for Eq. (12) in the weak
sense (30), which is then supposed to hold for all ϕ ∈ C10(Ω) or for all ϕ ∈ C1(Ω), respectively, then
we have u ∈ C1,β (Ω) for some β ∈ (0,α), by G.M. Lieberman [20, Theorem 1, p. 1203] (Remark 4.1).
However, we prefer to impose the weaker, but direct hypothesis u ∈ C1(Ω) as it is satisﬁed even
if we do not require f ∈ L∞(Ω), cf. J. Giacomoni, I. Schindler, and P. Takácˇ [13], Hypothesis (H2),
inequality (B.8), and Theorem B.1, pp. 147–148, or D.D. Hai [16, Lemma 3.1, p. 620].
(ii) Our second regularity hypothesis, |∇u|q ∈ W 1,1loc (Ω) for some q ∈ (1, p), is satisﬁed by a result
due to H.-W. Lou [21, Lemma 2.1, p. 522] with q = p − 1, provided f ∈ Lrloc(Ω) for some r > N/p.
In the case of Dirichlet boundary conditions, u = 0 on ∂Ω , our Theorem 4.2, Eq. (31), follows from
a more general result in M. Degiovanni, A. Musesti, and M. Squassina [6, Theorem 2, p. 318]. Their
result is derived from [6, Lemma 1, p. 319]. The proof of [6, Theorem 2] is based essentially on the fact
that u ∈ C1(Ω) can be approximated in the norm of W 1,p(Ω) by a sequence of functions uk ∈ C∞c (Ω)
(k = 1,2, . . .), i.e., C∞-functions with compact support in Ω . A special case of [6, Theorem 2] has been
established earlier in M. Guedda and L. Véron [15, Theorem 1.1, p. 884] by similar approximation
methods. Quite similar ideas and tools are applied by P. Pucci and R. Servadei [29, Lemma 3.1, p. 5] in
order to establish an analogue of Pohozhaev’s identity (31) for a function u ∈ D1,p(RN )∩ C1(RN \ {0})
that satisﬁes Eq. (12) in the sense of distributions in RN \ {0}. Their setting is somewhat different
from ours: Eq. (12) is considered in the unbounded punctured domain RN \ {0} with singular weights.
It might be of considerable interest to extend the approximation procedures from [6,15,29] to our
setting with Neumann boundary conditions.
We will derive Pohozhaev’s identity (31) from its local version proved below:
Lemma 4.5 (Local Pohozhaev identity). Let 1 < p < ∞ and f ∈ L1loc(Ω). Assume that u ∈ C1(Ω) satisﬁes
Eq. (12) in the sense of distributions inΩ and |∇u|q ∈ W 1,1loc (Ω) for some q ∈ (1, p). Then the local Pohozhaev
identity
div
(
(x · ∇u)|∇u|p−2∇u − 1
p
x|∇u|p
)
= − f (x)(x · ∇u) − N − p
p
|∇u|p (33)
holds in the sense of distributions in Ω .
We remark that formally (which we will justify in the proof Lemma 4.5)
div
(
(x · ∇u)|∇u|p−2∇u − 1
p
x|∇u|p
)
= (x · ∇u)pu +
(
1− N
p
)
|∇u|p
holds in the sense of distributions in Ω .
Proof of Lemma 4.5. We begin with the formal calculations
div
(
(x · ∇u)|∇u|p−2∇u)= (x · ∇u)pu + ∇(x · ∇u) · |∇u|p−2∇u
= (x · ∇u)pu + |∇u|p + 1
p
x · ∇|∇u|p, (34)
div
(
x|∇u|p)= N|∇u|p + x · ∇|∇u|p (35)
which are certainly valid pointwise in the open subset
U0 =
{
x ∈ Ω: ∇u(x) = 0}
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Remark 3.3(i), we have u ∈ W 2,2(Uη) for every η > 0, where
Uη =
{
x ∈ Ω: ∣∣∇u(x)∣∣> η}.
Thus, Lemma A.3 (Appendix A) provides the correct product rule in Uη for our calculations above.
This lemma can be easily applied to justify (34) and (35) in the open set Uη . It follows that both (34)
and (35) are valid in the sense of distributions in
U0 =
⋃
η>0
Uη =
{
x ∈ Ω: ∇u(x) = 0}.
Consequently, from Eq. (34) we may subtract (1/p)-multiple of Eq. (35), thus arriving at Eq. (33) valid
in the sense of distributions in U0.
Our goal is to verify that Eq. (33) holds in the sense of distributions in Ω , that is,
∫
Ω
v · ∇ϕ dx =
∫
Ω
f (x)(x · ∇u)ϕ dx+ N − p
p
∫
Ω
|∇u|pϕ dx (36)
for every test function ϕ ∈ C10(Ω), where v :Ω →RN stands for the vector ﬁeld
v(x)
def= (x · ∇u)|∇u|p−2∇u − 1
p
x|∇u|p, x ∈ Ω, (37)
which is continuous in Ω , i.e., v ∈ [C(Ω)]N , by u ∈ C1(Ω). The divergence of the vector ﬁeld v is
obtained by subtracting the left-hand side of (1/p)-multiple of Eq. (35) from the left-hand side of
Eq. (34). Since we already know that Eq. (36) holds for every ϕ ∈ C10(U0), it suﬃces to verify that it
holds also for every ϕ ∈ C10(U ′η), where
U ′η =
{
x ∈ Ω: ∣∣∇u(x)∣∣< η}= Ω \ Uη
denotes the complement in Ω of the closure Uη of Uη for η > 0. All set closures in this proof are
taken in RN . To this end, let us ﬁrst ﬁx a test function ϕ ∈ C10(Ω) whose (compact) support we denote
by
suppϕ = {x ∈ Ω: ϕ(x) = 0}RN ⊂ Ω.
For each η > 0, we need an Urysohn-type W 1,1loc -function ψη :Ω → [0,1] that separates the (compact)
sets U ′0 ∩ suppϕ and Uη ∩ suppϕ from each other, where
U ′0 = Ω \ U0 =
⋂
η>0
U ′η =
{
x ∈ Ω: ∇u(x) = 0}.
Such a function ψη is constructed as follows:
ψη(x)
def= (min{η−1|∇u|,1})q for x ∈ Ω.
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η → 0+, for every x ∈ Ω , where
ψ0(x)
def=
{
0 if x ∈ U ′0 = {x ∈ Ω: ∇u(x) = 0};
1 if x ∈ U0 = {x ∈ Ω: ∇u(x) = 0}.
Our hypothesis |∇u|q ∈ W 1,1loc (Ω) guarantees ψη ∈ W 1,1loc (Ω) as desired. In addition, for a.e. x ∈ Ω =
U ′η ∪ Uη we have
∇ψη(x) =
{
qη−q|∇u|q−2(∇u · ∇2u) if x ∈ U ′η;
0 if x ∈ Uη,
(38)
provided we know that |∇u|q−1|∇2u| ∈ L1loc(Ω), cf. Parts (b) and (c) of Theorems 3.1 and 3.2.
Hence, we can decompose ϕ ∈ C10(Ω) as the sum ϕ = ψηϕ + (1 − ψη)ϕ with ψηϕ ∈ W 1,10 (U0)
and (1 − ψη)ϕ ∈ W 1,10 (U ′η). Since Eq. (36) holds for ψηϕ in place of ϕ , by the density of C10(Ω) in
W 1,10 (U0), it suﬃces to verify that for (1 − ψη)ϕ in place of ϕ all integrals in Eq. (36) tend to zero
as η → 0+. Of course, the domain of integration Ω may be replaced by U ′η . This claim is obvious for
both integrals on the right-hand side of Eq. (36), by Lebesgue’s dominated convergence theorem:
∫
U ′η
f (x)(x · ∇u)(1− ψη)ϕ dx −→
∫
U ′0
f (x)(x · ∇u)(1− ψ0)ϕ dx = 0,
∫
U ′η
|∇u|p(1− ψη)ϕ dx −→
∫
U ′0
|∇u|p(1− ψ0)ϕ dx = 0,
as η → 0+, thanks to ∇u = 0 in U ′0. Recall that ψη(x) → ψ0(x) as η → 0+, for every x ∈ Ω , and
ψ0 = 0 in U ′0.
The integral on the left-hand side of Eq. (36), with (1 − ψη)ϕ in place of ϕ , for η ∈ (0,1), is ﬁrst
estimated by
∣∣∣∣
∫
Ω
v · ∇[(1− ψη)ϕ]dx
∣∣∣∣
(
1+ 1
p
)∫
U ′η
|x||∇u|p(|ϕ||∇ψη| + |∇ϕ|)dx
=
(
1+ 1
p
)
ηp−q
∫
U ′η
|x|(η−1|∇u|)p(|ϕ||∇ψˆη| + ηq|∇ϕ|)dx

(
1+ 1
p
)
ηp−q
∫
U ′η
|x|(|ϕ||∇ψˆη| + |∇ϕ|)dx, (39)
where
ψˆη(x)
def= ηqψη(x) =
(
min
{|∇u|, η})q for x ∈ Ω. (40)
Now we observe that all functions in the family ∇ψˆη , for η ∈ (0,1), have uniformly bounded
L1-norms over the compact set U ′η ∩ suppϕ ⊂ Ω . Applying this fact to the last integral in inequal-
ity (39) above, we arrive at
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∫
Ω
v · ∇[(1− ψη)ϕ]dx
∣∣∣∣ Cηp−q −→ 0 as η −→ 0+,
thanks to 1 < q < p, where C > 0 is a constant independent from η ∈ (0,1).
Finally, recalling that Eq. (36) holds for ψηϕ in place of ϕ , from our estimates above we deduce
that it holds also for ϕ = ψηϕ + (1 − ψη)ϕ , by letting η → 0+. This concludes our proof of Eq. (36)
and, thus, of the local Pohozhaev identity (33). 
Proof of Theorem 4.2. The vector ﬁeld v :Ω → RN under the divergence on the left-hand side of
Eq. (33), deﬁned in (37), is continuous, by u ∈ C1(Ω). We further observe that the right-hand side
of Eq. (33) belongs to L1(Ω), by f ∈ L1(Ω) and ∇u ∈ [C(Ω)]N . We complete the proof of (31) by
applying the divergence theorem (Lemma A.1) to Eq. (33) in Lemma 4.5. 
5. Some applications
Let us consider the so-called bi-stable equation
−div(|∇u|p−2∇u)+ W ′(u) = 0 in Ω. (41)
Here, 1 < p  N and W is typically a double-well potential of type W (s) = |1 − |s|β |α for s ∈ R,
where α,β > 1 are some constants. We remark that the restriction p  N is forced by our use of
Pohozhaev’s identity; it might not be essential for our results below. Also observe that the function
s → −sW ′(s) :R→R is bounded above (by a positive constant), owing to
−sW ′(s) = αβ∣∣1− |s|β ∣∣α−2(1− |s|β)|s|β < αβ for all s ∈R.
More generally, we assume that the potential W satisﬁes only the following
Hypotheses.
(W1) W :R→ R is a nonnegative, continuously differentiable function that attains its global mini-
mum W (1) = W (−1) = 0 precisely at the two “wells” s = ±1, and a local maximum W (0) at
s = 0, i.e., W (s) > W (±1) = 0 for all s ∈R \ {−1,+1}.
(W2) The function s → −sW ′(s) :R→R is bounded above (by a positive constant).
Remark 5.1. It is worth of mentioning that the function W (s) is allowed to grow with even Sobolev-
supercritical growth as s → ±∞, i.e., we do not require that there be a constant C  0 such that
∣∣W (s)∣∣ C(1+ |s|p∗) holds for all s ∈R,
where p∗ = NpN−p if 1 < p < N , and p∗ ∈ (1,∞) is arbitrary (suﬃciently large) if p = N . Only the
variation of W (s) is limited by Hypothesis (W2).
Nonexistence results for elliptic problems with the p-Laplacian and supercritical growth have been
obtained, by virtue of Pohozhaev’s identity and inequality, in M. Ôtani [22, Theorem III, p. 142] and
F. de Thélin [37, Théorème 4, p. 384].
In our examples below we consider two types of domain Ω ⊂ RN : a bounded domain Ω with
C2-boundary and the exterior domain Ω of (the closure of) such a domain (Ω0 =RN \ Ω is assumed
to be bounded and simply connected in the latter case).
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Let Ω and Ω1 ( = ∅) be bounded domains in RN with C2-boundaries, such that Ω1 ⊂ Ω and the
open set Ω ′1 = Ω \ Ω1 is connected.
Deﬁnition 5.2. We say that a function u :Ω ′1 →R is a phase transition solution of
−div(|∇u|p−2∇u)+ W ′(u) = 0 in Ω ′1 (42)
if u ∈ W 1,p(Ω ′1) veriﬁes Eq. (42) above in the weak sense (cf. Eq. (30)) with the Neumann boundary
conditions
∂u/∂ν = 0 on ∂Ω ′1 = ∂Ω ∪ ∂Ω1, (43)
and the following additional “phase transition” property holds
u = −1 on ∂Ω and u = 1 on ∂Ω1. (44)
Of course, one may replace Eq. (44) by
u = 1 on ∂Ω and u = −1 on ∂Ω1.
Obviously, Eq. (42) with the boundary conditions (43) and (44) pose an overdetermined boundary
value problem. In case N = 1 < p < ∞ and W (s) = |1 − |s|β |α for s ∈ R, such phase transition solu-
tions have been obtained in P. Drábek, R.F. Manásevich, and P. Takácˇ [11, Proposition 4.3, p. 104] and,
in a special case closely related to β = p = 2 above, also in Ph. Rosenau and E. Kashdan [30]. On the
other hand, mathematically somewhat related “compacton” solutions (i.e., nonnegative solutions with
compact support in a given domain ⊂ RN ) have been obtained in Y.Sh. Il’yasov and Y.V. Egorov [19,
Theorem 1.1] for suﬃciently high space dimension N  3 and in [30] for N = 2 (only numerically).
Also related “dead core” solutions to quasilinear elliptic problems are treated in the work of J.I. Díaz
and J. Hernández [8] and J.I. Díaz, J. Hernández, and F.J. Mancebo [9] (for N = 1) and, in a higher
space dimension (N  1), in S.N. Antontsev, J.I. Díaz, and S.I. Shmarev [2], C. Cortázar, M. Elgueta, and
P. Felmer [3,4], J.I. Díaz [7], S. Kamin and L. Véron [18], and P. Pucci and J. Serrin [26]. Especially
the last of these works, [26] (in Theorems 1.1 and 1.2 on p. 261) provides necessary and suﬃcient
conditions on the existence of “dead core” solutions in any space dimension N; their method is based
on a necessary and suﬃcient condition for the validity of the strong maximum principle.
The next theorem implies the nonexistence of a phase transition solution to Eq. (42) for p  N or,
in other words, for suﬃciently high space dimension N  p.
Theorem 5.3. LetΩ andΩ1 (∅ = Ω1 ⊂ Ω ⊂RN ) be as in Deﬁnition 5.2 above and 1 < p  N. Furthermore,
assume that Ω1 is star-shaped with respect to the origin 0 ∈ RN . Then any weak solution u ∈ W 1,p(Ω ′1) of
Eq. (42) with the Neumann boundary conditions (43), such that |u| = 1 on ∂Ω , must be constant, i.e., u ≡ ±1
throughout Ω ′1 .
Proof. Suppose that u ∈ W 1,p(Ω ′1) is such a solution. Since the function s → −sW ′(s) :R → R is
bounded above (by a positive constant), by Hypothesis (W2), a regularity result from A. Anane’s
thesis [1, Théorème A.1, p. 96] or M. Ôtani [22, Theorem II, p. 142] guarantees u ∈ L∞(Ω ′1). This
claim is justiﬁed at the beginning of the proof of Theorems 3.1 and 3.2. Again, C1,β -regularity re-
sults of E. DiBenedetto [10, Theorem 2, p. 829] and P. Tolksdorf [39, Theorem 1, p. 127] (interior
regularity) combined with G.M. Lieberman [20, Theorem 1, p. 1203] (regularity up to the bound-
ary) yield u ∈ C1,β (Ω) for some β ∈ (0,α). In particular, we have W ′(u) ∈ L∞(Ω ′1) together with
∇W (u) = W ′(u)∇u ∈ [L∞(Ω ′1)]N .
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N − p
p
∫
Ω ′1
|∇u|p dx−
∫
Ω ′1
W ′(u)(x · ∇u)dx
= 1
p
∫
∂Ω ′1
|∇u|p(x · ν(x))dσ(x) − ∫
∂Ω ′1
|∇u|p−2(x · ∇u)(ν(x) · ∇u)dσ(x)
= 1
p
∫
∂Ω ′1
|∇u|p(x · ν(x))dσ(x), (45)
the last equality being a consequence of the Neumann boundary conditions (43). In the Pohozhaev
identity we have
∫
Ω ′1
W ′(u)(x · ∇u)dx =
∫
Ω ′1
x · ∇W (u)dx
= −N
∫
Ω ′1
W (u)dx+
∫
∂Ω ′1
W (u)
(
x · ν(x))dσ(x), (46)
by the divergence theorem (Lemma A.1) applied to the vector ﬁeld x → x · W (u(x)) which is continu-
ous in Ω ′1 and satisﬁes
div
(
x · W (u(x)))= NW (u(x))+ x · ∇W (u).
Furthermore, we have
∫
∂Ω ′1
. . .dσ(x) =
∫
∂Ω
. . .dσ(x) −
∫
∂Ω1
. . .dσ(x). (47)
Next, from our assumption |u| = 1 on ∂Ω we get W (u(x)) = 0 for all x ∈ ∂Ω . As Ω1 is assumed
to be star-shaped, we have also x · ν(x) 0 for every x ∈ ∂Ω1. Combining these facts with Eq. (46) we
arrive at ∫
Ω ′1
W ′(u)(x · ∇u)dx−N
∫
Ω ′1
W (u)dx. (48)
We ﬁrst add (45) and (48), then take advantage of (47) to conclude that
N − p
p
∫
Ω ′1
|∇u|p dx−N
∫
Ω ′1
W (u)dx+ 1
p
∫
∂Ω ′1
|∇u|p(x · ν(x))dσ(x)
−N
∫
Ω ′
W (u)dx+ 1
p
∫
∂Ω
|∇u|p(x · ν(x))dσ(x). (49)
1
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The boundary integral on the right-hand side vanishes, thanks to |∇u| = 0 on ∂Ω which follows from
our assumptions ∂u/∂ν = 0 and |u| = 1 on ∂Ω . Thus, (49) yields
N − p
p
∫
Ω ′1
|∇u|p dx+ N
∫
Ω ′1
W (u)dx 0.
Since p  N , this is possible only if W (u) = 0 in Ω ′1, that is, |u| = 1 in Ω ′1, with regard to |u| = 1
on ∂Ω and the continuity of u in Ω ′1. Again, the continuity of u forces u ≡ const = ±1 throughout Ω ′1.
The theorem is proved. 
From Theorem 5.3 we easily deduce the nonexistence of a phase transition solution to Eq. (42):
Corollary 5.4. Let Ω and Ω1 be as in Deﬁnition 5.2 and Theorem 5.3 above, and 1 < p  N. Furthermore,
assume thatΩ1 is star-shaped with respect to the origin 0 ∈RN . Then Eq. (42) has no phase transition solution
u ∈ W 1,p(Ω ′1) in the sense of Deﬁnition 5.2.
In particular, we may take the double-well potential W (s) = |1 − |s|β |α for s ∈ R, where α,β ∈ R are
arbitrary constants, 1< α < p and β > 1.
Remark 5.5. In the recent works, P. Drábek, R.F. Manásevich, and P. Takácˇ [11, Proposition 4.3, p. 104]
and P. Takácˇ [33, p. 235], Theorem 3.5, Part (III), have shown that, if N = 1 < α < p < ∞, 1 < β < ∞,
and ε > 0 is a suitable, suﬃciently small number, then Eq. (42), rewritten in the form
−εp(∣∣u′∣∣p−2u′)′ + W ′(u) = 0 in Ω ′1 = (0,1) ⊂R (50)
with the Neumann boundary conditions (43), i.e. u′(0) = u′(1) = 0, may have a phase transition solution
u ∈ W 1,p(0,1) (depending on the size of ε > 0) that connects two distinct equilibrium points u ≡ −1
and u ≡ 1 by a smooth C1-transition function in a compact interval ⊂ (0,1); cf. Fig. 1 above.
In the radial case of Eq. (42) one can prove the following similar result under weaker assumptions
on the boundary conditions. This is a very simple application of Theorem 5.3 and its proof to the
radial case. Let us recall that, for 0< R < ∞,
BR ≡ BR(0) def=
{
x ∈RN : |x| < R} and SR ≡ ∂BR(0) = {x ∈RN : |x| = R}.
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solution u ∈ W 1,p(Ω ′1) of Eq. (42), u(x) ≡ u(r) for all r def= |x| ∈ (, R), with the “phase transition” boundary
conditions ⎧⎪⎨
⎪⎩
∂u
∂ν
= du
dr
∣∣∣∣
r=
= 0 on S (i.e., r = ) and
|u| = 1 on SR (i.e., r = R),
(51)
must be constant, i.e., u ≡ ±1 throughout Ω ′1 .
Notice that the current boundary conditions (51) are weaker than (43) and (44) assumed in The-
orem 5.3 above; in particular, here, we do not need to assume |u| = 1 on S . Closely related results
that prohibit the existence of a phase transition solution to Eq. (42) with the boundary conditions (51)
are proved in P. Takácˇ [34], Theorem 3.1, Part (I), on p. 233, and Theorem 3.5, Part (I), on p. 235, under
some additional hypotheses on the potential W (s).
Proof of Corollary 5.6. Suppose that u ∈ W 1,p(Ω ′1) is such a solution. By the same arguments that
we have used at the beginning of our proof of Theorem 5.3, we arrive at identity (45). In our present
“radial” situation, with r = |x|, ur def= du/dr, and ∇u(x) = (x/r)ur(r), this identity becomes
N − p
p
R∫

|ur |prN−1 dr −
R∫

W ′(u)du
dr
rN dr =
(
1
p
− 1
)(|ur |prN ∣∣r=R − |ur |prN ∣∣r=), (52)
by Corollary 4.3, cf. Eq. (32). In this identity we have the term (cf. Eq. (46))
R∫

W ′(u)du
dr
rN dr =
R∫

dW (u)
dr
rN dr
= −N
R∫

W (u)rN−1 dr + W (u)rN ∣∣r=R − W (u)rN ∣∣r=, (53)
by integration-by-parts. Here, we have ur() = 0 and W (u(R)) = 0, by the boundary conditions (51).
Thus, adding Eqs. (52) and (53) we arrive at
N − p
p
R∫

|ur |prN−1 dr + N
R∫

W (u)rN−1 dr = −
(
1− 1
p
)
|ur |prN
∣∣
r=R − W (u)rN
∣∣
r=, (54)
cf. inequality (49). The function W (u(r)) 0 being nonnegative for every r ∈ [, R], we deduce from
Eq. (54) that all terms (summands) there must vanish, that is, ur(R) = W (u()) = 0 together with
both integrals (= 0) on the left-hand side of Eq. (54). Both functions
r −→ u(r), r −→ W (u(r)) : [, R] −→R
being continuous, we thus conclude that the latter must vanish identically on [, R], W (u) =
W ◦ u ≡ 0. This is possible only if u(x) ≡ u(r) = ±1 for all r ∈ [, R]. It follows that u(x) = u(r)
must be constant, i.e., u ≡ ±1 throughout [, R], as desired.
The corollary is proved. 
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Let Ω0 be a simply connected, bounded domain in RN with C2-boundary ∂Ω0, such that 0 ∈ Ω0.
We consider the exterior domain Ω
def= RN \ Ω0 which is open and connected, and ∂Ω = ∂Ω0.
Deﬁnition 5.7. We say that a function u ∈ W 1,ploc (Ω) is an asymptotic phase transition solution of
−div(|∇u|p−2∇u)+ W ′(u) = 0 in Ω (55)
if it has the following properties:
(i) u ∈ C1(Ω), ∇u ∈ [Lp(Ω)]N , and W (u) ≡ W ◦ u ∈ L1(Ω);
(ii) u veriﬁes Eq. (55) in Ω in the weak sense;
(iii) u = −1 and ∂u/∂ν = 0 on ∂Ω;
(iv) lim|x|→∞ |u(x) − 1| = 0.
Of course, the signs of ±1 in the last two conditions, (iii) and (iv), may be interchanged correspond-
ingly:
(iii′) u = 1 and ∂u/∂ν = 0 on ∂Ω;
(iv′) lim|x|→∞ |u(x) − (−1)| = 0.
Observe that the conditions u ∈ C1(Ω) and W (u) ∈ L1(Ω), supplemented by ∇W (u) = W ′(u)∇u ∈
[Lp(Ω)]N in (i) above, imply W (u(x)) → 0 as |x| → ∞. Then u(x) → +1 or u(x) → −1 as |x| → ∞ is
forced by the facts that W (s) > 0 whenever s ∈R \ {−1,+1}, and W (s) = 0 if and only if s = ±1.
The next theorem implies the nonexistence of an asymptotic phase transition solution to Eq. (55)
for p  N .
Theorem 5.8. Let Ω and Ω0 (Ω = RN \ Ω0) be as in Deﬁnition 5.7 above and 1 < p  N. Furthermore,
assume that Ω0 is star-shaped with respect to the origin 0 ∈ RN . Then any weak solution u ∈ W 1,ploc (Ω) of
Eq. (55) with the following properties:
(a) ∇u ∈ [Lp(Ω)]N and W (u) ≡ W ◦ u ∈ L1(Ω);
(b) ∂u/∂ν = 0 on ∂Ω = ∂Ω0; and
(c) |u| = 1 on ∂Ω and lim|x|→∞ ||u(x)| − 1| = 0,
must be constant, i.e., u ≡ ±1 throughout Ω .
Proof. Let diam(Ω0) denote the diameter of the (bounded) set Ω0 ⊂ RN . For any R > diam(Ω0),
let us abbreviate ΩR
def= BR(0) \ Ω0; hence, ΩR = Ω ∩ BR(0). Notice that the set ΩR has the same
properties as Ω ′1 in Theorem 5.3. We recall that SR = ∂BR(0) = {x ∈RN : |x| = R} and ν(x) = x/R and
x · ν(x) = |x| = R for every x ∈ SR .
Suppose that u ∈ W 1,ploc (Ω) is a weak solution of Eq. (55) speciﬁed in the text of Theorem 5.8.
In analogy with our proof of Theorem 5.3, since the function s → −sW ′(s) :R → R is bounded
above (by a positive constant), by Hypothesis (W2), a regularity result in A. Anane [1, Théorème A.1,
p. 96] or M. Ôtani [22, Theorem II, p. 142] guarantees u ∈ L∞(ΩR). Moreover, the C1,β -regularity
results of E. DiBenedetto [10, Theorem 2, p. 829] and P. Tolksdorf [39, Theorem 1, p. 127] (interior
regularity) combined with G.M. Lieberman [20, Theorem 1, p. 1203] (regularity up to the bound-
ary) render u ∈ C1,β (ΩR) for some β ∈ (0,α). In particular, we have W ′(u) ∈ L∞(ΩR) together with
∇W (u) = W ′(u)∇u ∈ [L∞(ΩR)]N .
Substituting ΩR for Ω ′1 in the proof of Theorem 5.3, Eq. (45), from Pohozhaev’s identity (31)
applied to Eq. (55) we derive
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p
∫
ΩR
|∇u|p dx−
∫
ΩR
W ′(u)(x · ∇u)dx
= 1
p
∫
∂ΩR
|∇u|p(x · ν(x))dσ(x) − ∫
∂ΩR
|∇u|p−2(x · ∇u)(ν(x) · ∇u)dσ(x)
= R
p
∫
SR
|∇u|p dσ(x) − 1
p
∫
∂Ω0
|∇u|p(x · ν(x))dσ(x) − 1
R
∫
SR
|∇u|p−2∣∣(x · ∇u)∣∣2 dσ(x),
the last equality being a consequence of ν(x) = x/R and x ·ν(x) = |x| = R for x ∈ SR , and the Neumann
boundary conditions (b) on ∂Ω = ∂Ω0. As Ω0 is assumed to be star-shaped, we have also x · ν(x) 0
for every x ∈ ∂Ω0. Applying this fact to the equation above we arrive at
N − p
p
∫
ΩR
|∇u|p dx−
∫
ΩR
W ′(u)(x · ∇u)dx R
p
∫
SR
|∇u|p dσ(x). (56)
By similar arguments, from (46) and (47) we derive, in analogy with inequality (48),∫
ΩR
W ′(u)(x · ∇u)dx−N
∫
ΩR
W (u)dx+ R
∫
SR
W (u)dσ(x). (57)
Now we add inequalities (56) and (57), thus arriving at (cf. (49))
N − p
p
∫
ΩR
|∇u|p dx+ N
∫
ΩR
W (u)dx R
p
∫
SR
|∇u|p dσ(x) + R
∫
SR
W (u)dσ(x). (58)
Next, from the facts that ∇u ∈ [Lp(Ω)]N , ∇W (u) = W ′(u)∇u ∈ [Lp(Ω)]N , and W (u) ∈ L1(Ω)
combined with Lemma C.1 (Appendix C) we deduce that there is a monotone increasing sequence
{Rn}∞n=1 ⊂ (0,∞) with Rn ↗ +∞ as n ↗ ∞, such that both summands on the right-hand side of
inequality (58) with R = Rn tend to zero as n → ∞,
Rn
∫
SRn
|∇u|p dσ(x) = RNn
∫
S1
∣∣∇u(Rn y)∣∣p dσ(y) −→ 0 and (59)
Rn
∫
SRn
W (u)dσ(x) = RNn
∫
S1
W
(
u(Rn y)
)
dσ(y) −→ 0. (60)
Taking R = Rn in inequality (58) and passing to the limit as n → ∞, we obtain the following inequal-
ity,
N − p
p
∫
Ω
|∇u|p dx+ N
∫
Ω
W (u)dx 0. (61)
Note that N − p  0 and W (u)  0, by hypotheses. Hence, the last inequality is possible only if
W (u) ≡ 0 throughout Ω , i.e., |u| ≡ 1 in Ω which entails u ≡ −1 or u ≡ 1, by ∇u ∈ [Lp(Ω)]N . However,
an asymptotic phase transition solution cannot be constant throughout Ω , by deﬁnition. We have thus
reached a contradiction.
The theorem is proved. 
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to Eq. (55):
Corollary 5.9. Let Ω and Ω0 (Ω =RN \Ω0) be as in Deﬁnition 5.7 and Theorem 5.8 above, and 1 < p  N.
Furthermore, assume thatΩ0 is star-shaped with respect to the origin 0 ∈RN . Then Eq. (55) has no asymptotic
phase transition solution u ∈ W 1,ploc (Ω) in the sense of Deﬁnition 5.7.
In particular, we may take the double-well potential W (s) = |1 − |s|β |α for s ∈ R, where α,β ∈ R are
arbitrary constants, 1< α < p and β > 1.
For radially symmetric solutions in the exterior of a ball we have the following consequence of
Theorem 5.8:
Corollary 5.10. LetΩ =RN \ B with 0 <  < ∞ and 1 < p  N. Then any radially symmetric weak solution
u ∈ W 1,ploc (Ω) of Eq. (42), u(x) ≡ u(r) for all r
def= |x| ∈ (,∞), with the Neumann boundary conditions
∂u
∂ν
= du
dr
∣∣∣∣
r=
= 0 on S (i.e., r = ) (62)
and the integrability conditions
∇u ∈ [Lp(Ω)]N and W (u) ≡ W ◦ u ∈ L1(Ω), (63)
must be constant, i.e., u ≡ ±1 throughout Ω .
Notice that the current boundary conditions (62) are weaker than those assumed in Theorem 5.8
above; in particular, here, we do not assume |u| = 1 on S .
Proof of Corollary 5.10. Suppose that u ∈ W 1,ploc (Ω) is such a solution. In analogy with our proof of
Corollary 5.6, using the same notation, from Eqs. (52) and (53) we derive
N − p
p
R∫

|ur |prN−1 dr + N
R∫

W (u)rN−1 dr
= −
(
1− 1
p
)(|ur |prN ∣∣r=R − |ur |prN ∣∣r=)+ W (u)rN ∣∣r=R − W (u)rN ∣∣r=
for every R  , cf. Eq. (54). Here, we have ur() = 0, by the boundary conditions (62), and
W (u(r)) 0 for every r  . Hence, the last equation above yields
N − p
p
R∫

|ur |prN−1 dr + N
R∫

W (u)rN−1 dr
= −
(
1− 1
p
)
|ur |prN
∣∣
r=R + W (u)rN
∣∣
r=R − W (u)rN
∣∣
r=
W (u)rN
∣∣
r=R (64)
for every R  . From (63) we deduce
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+∞∫

W (u)rN−1 dr =
∫
Ω
W (u)dx < ∞
and, thus, we may apply Lemma C.1 (Appendix C) to obtain a monotone increasing sequence
{Rn}∞n=1 ⊂ (0,∞) with Rn ↗ +∞ as n ↗ ∞, such that W (u)rN |r=Rn → 0 as n → ∞. We apply this
result to inequality (64), thus arriving at
N − p
p
R∫

|ur |prN−1 dr + N
R∫

W (u)rN−1 dr  0,
by the Lebesgue monotone convergence theorem. The reasoning similar to that following Eq. (54) in
the proof of Corollary 5.6 now forces u ≡ ±1 throughout [,∞), as desired.
The corollary is proved. 
6. Discussion and generalization
Very general forms of Pohozhaev’s identity [23] for classical solutions (in C2(Ω) ∩ C1(Ω)) of quasi-
linear elliptic equations are treated in the classical works of S.I. Pohozhaev [24] and P. Pucci and
J. Serrin [25]. Our local version of Pohozhaev’s identity (33) (Lemma 4.5) corresponds to [25, Propo-
sition 1, p. 683], while our Pohozhaev’s identity (31) (Theorem 4.2) corresponds to [24, §2, Lemma 3,
pp. 207–208] and [25, Eq. (4), p. 683]. However, in contrast with [23–25], we consider weak solutions
of a type close to W 2,2loc (Ω) ∩ C1(Ω); cf. Theorems 3.1 and 3.2 (Section 3). A careful inspection of
our results in all previous sections shows that, after perhaps some minor modiﬁcations in notation,
our results remain valid also for the following nonlinear elliptic problem with the zero Neumann
boundary conditions,
−div(a(∇u))= b(x,u) + f (x) in Ω; ∂u/∂ν = 0 on ∂Ω. (65)
The quasilinear elliptic operator u → div(a(∇u)) :W 1,p(Ω) → W−1,p′N (Ω), a= (a1, . . . ,aN), is deﬁned
for u ∈ W 1,p(Ω) by
div
(
a(∇u)) def= N∑
i=1
∂
∂xi
ai
(∇u(x)), x ∈ Ω. (66)
Recall that W−1,p
′
N (Ω) stands for the dual space of W
1,p(Ω), where 1p + 1p′ = 1. A typical example
is the p-Laplacian pu = div(|∇u|p−2∇u) used throughout all previous sections. Typical forms of the
function b(x,u) are (i) b(x,u) = λ|u|p−2u, where λ ∈ R is a spectral parameter, and (ii) b(x,u) =
−W ′(u) with a potential W (s) = |1− |s|β |α for s ∈R, where α,β ∈R are constants, α,β > 1.
Each component ai(η) (i = 1,2, . . . ,N; η ∈RN ) of the vector ﬁeld a= (a1, . . . ,aN ) in (65) and (66)
is assumed to satisfy ai ∈ C0(RN ) ∩ C1(RN \ {0}). In addition, we assume that a veriﬁes the ellipticity
and growth conditions (4), (5), and (6) with some constants γ ,Γ ∈ (0,∞). These conditions imply
that the entries Aij = ∂ai/∂η j of the Jacobian matrix A = (Aij)Ni, j=1 of the mapping η → a(η) satisfy
Aij ∈ C0(RN \ {0}) together with the following ellipticity and growth inequalities,
γ |η|p−2|ξ |2  〈A(η)ξ , ξ 〉= N∑
i, j=1
∂ai
∂η j
(η) · ξiξ j  Γ |η|p−2|ξ |2 (67)
for all η ∈RN \ {0} and all ξ ∈RN .
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(i) for every s ∈R, the function b(·, s) :Ω →R is Lebesgue measurable;
(ii) for almost every x ∈ Ω , the function b(x, ·) :R→R is continuous.
Further hypotheses on the smoothness of b(x, ·) and its behavior near the points s = ±1 formulated in
the previous section for b(x, s) = W ′(s) in the bi-stable equation (41), cf. Section 5, Hypotheses (W1)
and (W2), can be easily deduced from the properties of the function W (s) = |1 − |s|β |α for s ∈ R,
where α,β ∈R are constants, α,β > 1.
Finally, we assume that f :Ω →R satisﬁes f ∈ L∞(Ω) and all its distributional derivatives ∂ f /∂xi
(i = 1,2, . . . ,N) belong to L1(Ω).
Conditions (4), (5), and (6) hold automatically for the elliptic boundary value problem
−pu = λ|u|p−2u + f (x) in Ω; ∂u/∂ν = 0 on ∂Ω, (68)
for the p-Laplacian pu = div(|∇u|p−2∇u) with 1 < p < ∞ and the spectral parameter λ ∈R.
For instance, if the vector ﬁeld a = (a1, . . . ,aN ) :RN → RN possesses a potential A ∈ C1(RN ) ∩
C2(RN \ {0}), i.e., a = A′ with ai(η) = ∂A/∂ηi for η = (η1, . . . , ηN ) ∈ RN ; i = 1,2, . . . ,N , then Po-
hozhaev’s identity (31) (Theorem 4.2) takes the following more general form:
∫
Ω
[
NA(∇u) − a(∇u) · ∇u]dx+ ∫
Ω
f (x)(x · ∇u)dx
=
∫
∂Ω
A(∇u)(x · ν(x))dσ(x) − ∫
∂Ω
(x · ∇u)[a(∇u) · ν(x)]dσ(x), (69)
provided u ∈ C1(Ω) satisﬁes the following equation in the sense of distributions in Ω:
−div(a(∇u))= f (x) in Ω; ∂u/∂ν = 0 on ∂Ω. (70)
The proof of the identity in (69) is analogous with that of (31), where Eqs. (34) and (35), respec-
tively, need to be replaced by
div
(
(x · ∇u)a(∇u))= (x · ∇u)diva(∇u) + ∇(x · ∇u) · a(∇u)
= (x · ∇u)diva(∇u) + ∇u · a(∇u) + x · ∇2u · a(∇u)
= (x · ∇u)diva(∇u) + a(∇u) · ∇u + x · ∇A(∇u), (71)
div
(
xA(∇u))= NA(∇u) + x · ∇A(∇u), (72)
where the gradient of the scalar function x → A((∇u)(x)), equal to ∇A(∇u) = A′(∇u) · ∇2u =
a(∇u) · ∇2u, is not to be confused with the Fréchet derivative a= A′ of A. From Eq. (71) we subtract
Eq. (72) to obtain the difference
divv(x) = div((x · ∇u)a(∇u))− div(xA(∇u))
= (x · ∇u)diva(∇u) + a(∇u) · ∇u − NA(∇u)
= − f (x)(x · ∇u) + a(∇u) · ∇u − NA(∇u) (73)
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v(x)
def= (x · ∇u)a(∇u) − xA(∇u)
being continuous in Ω , i.e., v ∈ [C(Ω)]N . One completes the proof of (69) exactly as in the proof of
Theorem 4.2.
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Appendix A. Divergence and Green’s theorems
We begin with the divergence theorem which, in this form, is proved in Cuesta and Takácˇ [5,
Lemma A.1, p. 742]. Although a number of various versions of the divergence theorem for strongly or
weakly differentiable vector ﬁelds appear in the literature, see for instance Evans and Gariepy [12,
Section 5.8, Theorem 1, p. 209], Temam [35, Chapter I, Theorem 1.2, p. 9], and Ziemer [41, Theo-
rem 5.8.2, p. 248], we have been unable to ﬁnd the following one for merely continuous vector ﬁelds:
Lemma A.1. Let Ω be a bounded domain in RN with a C2-boundary ∂Ω . Assume that a :Ω → RN satisﬁes
a ∈ [C0(Ω)]N and diva= f ∈ L1(Ω) in the sense of distributions in Ω . Then we have
∫
∂Ω
a(x) · ν(x)dσ(x) =
∫
Ω
f (x)dx. (74)
As usual, we denote by ν ≡ ν(x0) ∈RN the exterior unit normal to ∂Ω at x0 ∈ ∂Ω , and by dσ(x0)
the surface measure on ∂Ω . Notice that the relation diva= f with f ∈ L1(Ω) means
−
∫
Ω
a · ∇ϕ dx =
∫
Ω
f ϕ dx for every ϕ ∈ C10(Ω). (75)
Here, C10(Ω) denotes the set of all functions from C
1(Ω) that have compact support contained in Ω .
Furthermore, the equality (75) remains valid for every ϕ ∈ W 1,q0 (Ω), N < q < ∞, as W 1,q0 (Ω) is the
closure of C10(Ω) in the Sobolev space W
1,q(Ω).
A closely related version of the divergence theorem (called the generalized Gauss–Green theorem) is
established in the monograph by L.C. Evans and R.F. Gariepy [12, Section 5.8], Theorem 1 on p. 209.
However, they assume a ∈ [C1(Ω)]N .
Proof of Lemma A.1. First, let us consider d(x)
def= dist(x, ∂Ω), the distance from a point x ∈ Ω to the
boundary ∂Ω . We denote by Ωδ the open δ-neighborhood of the boundary ∂Ω in Ω ,
Ωδ =
{
x ∈ Ω: d(x) < δ} for δ > 0 small enough.
Since ∂Ω is a compact manifold of class C2, making use of [14, Lemma 14.16, p. 355] and its proof,
we obtain d ∈ C2(Ωδ), and Ωδ is C1-diffeomorphic to ∂Ω × [0, δ] with x → (x,0) for all x ∈ ∂Ω .
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by a C2-diffeomorphism, see M.W. Hirsch [17, Theorem 3.5, p. 57]. Observe that the restriction ν =
−(∇d)|∂Ω of the C1-vector ﬁeld −∇d to ∂Ω yields the exterior unit normal ν on ∂Ω; we have
|∇d(x0)| = 1 for all x0 ∈ ∂Ω .
Next, given any η ∈ (0, δ), deﬁne the test function
ϕη(x) =
{
η−1d(x) if x ∈ Ωη ∪ ∂Ω;
1 if x ∈ Ω \ Ωη.
Hence 0 ϕη  1 in Ω , ϕη ∈ W 1,q0 (Ω) for N < q < ∞, and
∇ϕη(x) =
{
η−1∇d(x) if x ∈ Ωη ∪ ∂Ω;
0 if x ∈ Ω \ Ωη,
by Gilbarg and Trudinger [14, Theorem 7.8, p. 153]. Inserting ϕ = ϕη into Eq. (75), we arrive at
−η−1
∫
Ωη
a(x) · ∇d(x)dx = −
∫
Ωη
f (x)
(
1− η−1d(x))dx+ ∫
Ω
f (x)dx (76)
whenever 0 < η < δ.
In order to compute the limit of the integral on the left-hand side in Eq. (76) as η → 0+, we
introduce the mapping h : ∂Ω × [0, δ] → Ωδ deﬁned by
h(x0, t) = x0 − tν(x0) for x0 ∈ ∂Ω and t ∈ [0, δ].
From the proof of [14, Lemma 14.16, p. 355] we deduce that h is a C1-diffeomorphism of ∂Ω × [0, δ]
onto Ωδ with the Jacobian determinant J (x0, t) satisfying
∣∣ J (x0, t)∣∣−→ 1 as t −→ 0+, uniformly for x0 ∈ ∂Ω.
Consequently, we can perform a substitution of variables in Eq. (76) followed by Fubini’s theorem,
thus arriving at
−η−1
η∫
0
[ ∫
∂Ω
a
(
h(x0, t)
) · ∇d(h(x0, t))∣∣ J (x0, t)∣∣dσ(x0)
]
dt
= −
∫
Ωη
f (x)
(
1− η−1d(x))dx+ ∫
Ω
f (x)dx (77)
whenever 0 < η < δ. Finally, letting η → 0+ and using the mean value theorem for continuous func-
tions, we obtain the divergence formula (74) as desired. 
Our next auxiliary result treats the difference quotients for weakly differentiable functions; it is
an easy variation of Ziemer [41, Theorem 2.1.6, pp. 45–46] adapted to the case when the partial
derivatives are merely in L1(Ω) (with no smoothness assumption on the boundary ∂Ω).
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distributional derivatives ∂u/∂xi (i = 1,2, . . . ,N) belong to L1(Ω). Then, given any η > 0 small enough, for
every h ∈RN with 0 < |h| < η we have
∫
Ω\Ωη
∣∣∣∣u(x+ h) − u(x)|h|
∣∣∣∣dx
∫
Ω
|∇u|dx (< ∞). (78)
Moreover, given any vector e ∈RN \ {0}, for t ∈R with 0 < |t| < η we have also∫
Ω
u(x+ te) − u(x)
t
ϕ(x)dx −→
∫
Ω
(∇u · e)ϕ dx (79)
as t → 0, for every function ϕ ∈ C00(Ω).
Clearly, (79) is equivalent with saying that, as t → 0, the difference quotients t−1(u(x+ te)− u(x))
converge to (∇u(x) · e) in the weak-star topology on the Banach space M(Ω) of all bounded regular
Borel measures on Ω .
The proof of Lemma A.2 is a straightforward modiﬁcation of that given in Ziemer [41], proof of
Theorem 2.1.6, p. 46.
The following product rule is an easy consequence of Lemma A.2; it subsequently implies Green’s
formula (integration-by-parts), by the divergence theorem (Lemma A.1).
Lemma A.3. Let Ω be a bounded domain in RN . Assume that u, v :Ω →RN are continuous functions whose
all ﬁrst-order distributional derivatives belong to L1loc(Ω). Then also their product uv has the same properties
and the product rule
∂
∂xi
(uv) = ∂u
∂xi
v + u ∂v
∂xi
(i = 1,2, . . . ,N) (80)
holds in the sense of distributions inΩ . Furthermore, if both u and v are continuous onΩ (up to the boundary)
and all their ﬁrst-order distributional derivatives belong to L1(Ω), then (80) holds in L1(Ω). If, in addition,
∂Ω is a C2-manifold then one has also Green’s formula,∫
Ω
∂u
∂xi
v dx+
∫
Ω
u
∂v
∂xi
dx =
∫
∂Ω
uvνi dσ(x). (81)
Here, ν = (ν1, ν2, . . . , νN ).
Appendix B. Some geometric inequalities
We state a few geometric inequalities proved in Takácˇ [33, Lemma A.1, p. 233]. Let 1 < p < ∞ and
p = 2. Assume that Θ ∈ L∞(0,1) satisﬁes Θ  0 in (0,1) and T = ∫ 10 Θ(s)ds > 0. Then there exists a
constant cp ≡ cp(Θ) > 0 such that the following inequalities hold true for all a,b ∈RN : If p > 2 then
cp(Θ)
p−2( max
0s1
|a+ sb|
)p−2

1∫
0
|a+ sb|p−2Θ(s)ds
 T ·
(
max
0s1
|a+ sb|
)p−2
, (82)
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T ·
(
max
0s1
|a+ sb|
)p−2

1∫
0
|a+ sb|p−2Θ(s)ds
 cp(Θ)p−2
(
max
0s1
|a+ sb|
)p−2
. (83)
Equivalently, in both cases (p = 2), the ratio
1∫
0
|a+ sb|p−2Θ(s)dx/( max
0s1
|a+ sb|
)p−2
is bounded below and above by positive constants, whenever |a| + |b| > 0.
Appendix C. An integrability lemma
The following lemma is a simple property of Lebesgue-integrable functions on RN .
Lemma C.1. Let Ω and Ω0 be as in Deﬁnition 5.7 and Theorem 5.8. Assume that 0  h ∈ L1(Ω) is a non-
negative function such that
H : [R,∞) −→R : r −→ H(r) def=
∫
Sr
h(y)dσ(y)
is a continuous function, for some R > 0 large enough, where Sr = ∂Br(0) = {x ∈RN : |x| = r} for r > 0. Then
we have lim infr→+∞(rH(r)) = 0. More generally, lim infr→+∞(ζ(r)H(r)) = 0 holds for every monotone in-
creasing function ζ : [R,∞) → (0,∞) such that ∫ +∞R ζ(r)−1 dr = +∞.
Proof. Let ζ : [R,∞) → (0,∞) be monotone increasing with ∫ +∞R ζ(r)−1 dr = +∞. On the contrary,
suppose that c
def= lim infr→+∞(ζ(r)H(r)) > 0. Set c′ = c/2 > 0 if c < ∞ and take c′ ∈ (0,∞) arbitrarily
large if c = ∞.
Then there is a number R ′ > R such that ζ(r)H(r)  c′ for every r  R ′ . It follows by Fubini’s
theorem in BcR ′ = BcR ′ (0) = {x ∈RN : |x| R ′} ⊂ Ω =RN \ Ω0 that
∫
Bc
R′
h(x)dx =
+∞∫
R ′
( ∫
Sr
h(y)dσ(y)
)
dr =
+∞∫
R ′
H(r)dr  c′
+∞∫
R ′
dr
ζ(r)
= +∞,
a contradiction to 0 h ∈ L1(BcR ′ ). The lemma is proved. 
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