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Abstract
In this paper we investigate GMM-based unit root inference in an autoregressive panel data model with
individual-specific levels. We consider tests based on GMM estimators of the AR parameter and mo-
ment condition tests. The limiting distributions of the corresponding test statistics are derived when
the AR parameter is unity and local-to-unity. This provides information about which statistics lead
to valid test procedures. The performance of the valid tests in terms of their local power can then be
compared. The results show that the GMM estimator of the AR parameter based on the Arellano-Bover
type moment conditions, expressing that lagged diﬀerences are used as instruments for the equations in
levels, can be used to detect a unit root. On the other hand, the widely used GMM estimator of the AR
parameter based on the Arellano-Bond type moment conditions, expressing that lagged levels are used
as instruments for the equations in first-diﬀerences, can not be used for this purpose. Instead a moment
condition test of the hypothesis that the Arellano-Bond type moment conditions do not identify the AR
parameter is valid as a unit root test. Finally, a simulation study demonstrates that the local power of
the tests provides good approximations of their actual power in finite samples.
Keywords: Dynamic panel data model; Unit roots; GMM estimation; Local alternatives; Weak in-
struments
JEL classification: C12; C23
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1 Introduction
In this paper we investigate unit root inference in panel data based on a generalized method of moments
(GMM) approach. We consider traditional micro-panels where the cross-section dimension is much
larger than the time-series dimension. There are two areas within panel data econometrics that are
closely related to the subject of this paper. One is GMM estimation in dynamic micro-panels and the
other is unit root inference in panel data models. The first topic has been explored for some time while
the second topic is a relatively new research area that has evolved since the beginning of the 1990s.
Contrary to the previous research on dynamic panels, the major part of the contributions to this new
research area considers a diﬀerent type of panel data where the cross-section and time-series dimensions
are similar in magnitude. Reviews of the literature on GMM estimation in dynamic micro-panels are
found in Baltagi (1995) and Arellano (2003) and reviews of the literature on unit root inference in panels
are found in Banerjee (1999) and Baltagi & Kao (2000) of which the latter also contains a review of the
first mentioned literature.
The framework considered in this paper is a first-order autoregressive panel data model with individual-
specific levels. This means that we are testing the null hypothesis of each time-series process being a
random walk without drift against the alternative hypothesis of each time-series process being stationary
with the same autoregressive parameter for all cross-section units. In particular, the model does not al-
low for individual-specific linear time trends. We consider two types of GMM-based unit root tests. One
is a test based on GMM estimators of the autoregressive parameter and the other is a moment condition
test. The main contribution of the paper is to provide analytical results about the performance of these
tests in terms of power. This is done by deriving asymptotic representations of the corresponding test
statistics under both the unit root hypothesis and local-to-unity alternatives. These results are used to
compare the diﬀerent tests with respect to local power and hence they oﬀer concrete information about
which tests have the highest power. Furthermore, the asymptotic representations of the test statistics
reveal how the nuisance parameters of the data generating process (DGP) aﬀect the statistics. Therefore
they are also very useful in relation to simulation studies as the outcomes of these are likely to depend
on the particular choice of nuisance parameters in the DGP.
So far there are only few contributions to the topic of GMM-based unit root inference in micro-
panels. Breitung (1997) is the first to investigate the topic. This is done within a framework which is
more general than the one used in the present paper, namely an autoregressive panel data model with
for individual-specific linear time trends. The performance of the GMM-based unit root tests being
considered is investigated in a simulation study. Bond, Nauges & Windmeijer (2002) compare diﬀerent
types of unit root tests in a simulation study including GMM-based unit root tests. In a recent paper by
Kruiniger (2002), which I was not aware of when I began deriving the results presented in the following,
the objective seems to be similar to mine. However, our results and how they are interpreted seem to
diﬀer. So I believe the present paper is the first to provide analytical results about the power properties
of GMM-based unit root tests.
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In an autoregressive panel data model with individual-specific levels a widely used estimator of the
autoregressive parameter is the linear GMM estimator which is obtained by taking first-diﬀerences of
the equation to eliminate the individual-specific levels and by using lagged levels of the variable as
instruments, see Anderson & Hsiao (1981), Holtz-Eakin, Newey & Rosen (1988) and Arellano & Bond
(1991). It is well-known that the underlying moment conditions do not identify the autoregressive
parameter when its value is unity. This is already noted in the earliest papers dealing with unit root
inference in micro-panels, i.e. Breitung & Meyer (1994), Breitung (1997) and Harris & Tzavalis (1999).
It is also well-known that the performance of this GMM estimator is poor when the autoregressive
parameter is high but less than unity, see e.g. Blundell & Bond (1998) and Blundell, Bond &Windmeijer
(2000), and the two things are of course related to each other. As a response to this problem Arellano &
Bover (1995), suggest using additional linear moment conditions that are valid when certain restrictions
are imposed on the initial values. These restrictions are satisfied when the initial values are such that
the time-series processes become mean stationary. The moment conditions express that lagged first-
diﬀerences of the variable can be used as instruments for the equations in levels. Arellano & Bover
(1995) note that these moment conditions also identify the autoregressive parameter when its value is
unity. In fact it is explicitly suggested to use the GMM estimator of the autoregressive parameter based
on these moment conditions to test for a unit root. As mentioned above Breitung (1997) is the first to
pursue this idea.
In this paper we derive the limiting distribution of the Arellano-Bover GMM estimator (lagged
diﬀerences are used as instruments for the equations in levels) and the Arellano-Bond GMM estimator
(lagged levels are used as instruments for the equations in diﬀerences) when the autoregressive parameter
is unity and local-to-unity. The results show that test statistics based on the Arellano-Bover GMM
estimator can be used to test for a unit root. The performance of these tests in terms of local power
is quite good. This finding diﬀers from the simulation results reported in Breitung (1997). According
to these the empirical power of this type of test is quite low even for large sample sizes. The diﬀerence
between our findings is probably explained by the fact that the model considered by Breitung (1997)
contains individual-specific linear time trends such that second-diﬀerences instead of first-diﬀerences are
used as instruments for the equations in levels. Returning to the results in this paper, they show that
the Arellano-Bond GMM estimator is inconsistent and has a non-standard limiting distribution which
contains nuisance parameters also in the unit root case. This means that this statistic can not be used
as a unit root test. Not surprisingly, the limiting distribution of the Arellano-Bond GMM estimator is
similar to the one obtained by Breitung (1997) in the unit root case. It is also interesting to note that
it is similar to the one obtained by Staiger & Stock (1997) as the result of weak instruments. So as
indicated above the two things are closely related. Instead, the moment condition test of the hypothesis
that the Arellano-Bond type moment conditions do not identify the autoregressive parameter is a valid
unit root test. This test exploits that the instruments and the endogenous variable are uncorrelated
when the autoregressive parameter equals unity. It has been suggested by Bond, Nauges & Windmeijer
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(2002). Our results show that the local power of this unit root test is very high under the covariance
stationary alternative even for values of the autoregressive parameter very close to unity. In particular,
this test performs much better than the test based on the Arellano-Bover GMM estimator under the
covariance stationary alternative. A simulation study demonstrates that the local power of the tests
provides a good approximation of their actual power in finite samples.
The rest of the paper is organized as follows. In Section 2, the basic model and the underlying
assumptions are specified. In Section 3, the diﬀerent GMM-based tests are investigated and compared by
deriving the limiting distributions of the corresponding test statistics when the autoregressive parameter
is unity and local-to-unity. We consider tests based on either the Arellano-Bover or the Arellano-Bond
type moment conditions. In Section 4, the analytical results are illustrated in a simulation study. Section
5 provides some concluding remarks.
2 The model and assumptions
We consider the following first-order autoregressive panel data model
yit = ρyit−1 + (1− ρ)αi + εit for i = 1, ...,N and t = 1, ..., T (1)
where −1 < ρ ≤ 1 and for every i = 1, ..., N the sequence {εit}∞t=1 is white noise. For notational
convenience we assume that the initial values yi0 are observed such that the actual number of observations
over time equals T +1. When |ρ| < 1 the time-series process for yit defined by equation (1) is stationary.
The precise meaning of this statement is usually that certain restrictions can be imposed on the initial
value yi0 such that the time-series process becomes covariance stationary. On the other hand, when ρ = 1
the time-series process for yit is a random walk which is obviously not stationary in the sense described
above. So using the standard time-series terminology, the value of the AR parameter can be used to
distinguish between stationarity and a particular form of non-stationarity of the time-series processes.
Another way of interpreting the value of the AR parameter, which also takes the cross-section dimension
into account, is as describing where the persistency in the time series {yit}Tt=0 for i = 1, ...,N comes
from. According to the model in (1) there are two sources of persistency. One is the autoregressive
mechanism described by the AR parameter which is the same for all individuals. The other is the
unobserved individual-specific eﬀects described by the term αi. Everything else equal, a higher AR
parameter means that more persistency is attributed to the common autoregressive mechanism and less
to the unobserved individual-specific eﬀects. An AR parameter of unity can then be considered as an
extreme case where all persistency in the time series is attributed to the autoregressive mechanism.
To specify the model in (1) further, the following general assumptions are imposed.
Assumption 1 (Standard assumptions)
(i) εit is independent across i, t with E (εit) = 0 and E
¡
ε2it
¢
= σ2iε
(ii) αi is iid across i and independent of εi1, ..., εiT with E (αi) = 0 and E
¡
α2i
¢
= σ2α
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(iii) εit is independent of yi0 for t = 1, ..., T
(i) states that the errors εit are independent over both cross-section units and time and only allowed
to be heteroskedastic over cross-section units not over time, (ii) is the standard assumption concern-
ing the unobserved individual-specific eﬀects, and (iii) states that the initial values of the time-series
processes are independent of all subsequent innovations. The assumptions are stronger than the ones
often encountered in the literature. Often the errors εit are assumed to be serially uncorrelated and
allowed to be heteroskedastic over time, see for example Section 8 in Baltagi (1995) and Section 6 in
Arellano (2003), whereas according to (i) the errors εit are assumed to be independent and homoskedastic
over time. The stronger assumptions are imposed in order to simplify the presentation of the asymptotic
properties of the statistics considered in Section 3.
The initial values yi0 are specified as follows.
Assumption 2 (Initial values)
For −1 < ρ ≤ 1 the initial values can be decomposed as yi0 = 1{|ρ|<1}αi +
p
τ (ρ)εi0 where εi0 is
independent across i and independent of αi with E (εi0) = 0 and E
¡
ε2i0
¢
= σ2iε. The scaling function τ (ρ)
can be on the following forms: (i) τ (ρ) = τ where 0 ≤ τ <∞ when −1 < ρ ≤ 1, (ii) τ (ρ) = 1/(1− ρ2)
when |ρ| < 1.
When ρ = 1 the assumption states that the variance of the initial value yi0 equals τσ2iε. This
assumption is slightly stronger compared to letting the initial values be completely heteroskedastic across
units. It is stronger because it restricts the variance of the initial value to be proportional to the variance
of the errors εit with a proportionality factor τ which is the same for all units. The assumption is imposed
in order to simplify the derivations of the asymptotic properties of the statistics considered in Section 3.
When |ρ| < 1 the time-series processes for yit are always assumed to be mean stationary, and we consider
two diﬀerent situations characterized by the variance of the initial deviation from the stationary level
(yi0 − αi). In (i) the variance of (yi0 − αi) equals τσ2iε whereas in (ii) it equals σ2iε/
¡
1− ρ2
¢
. In the latter
case, the time-series processes are covariance stationary. The distinction between mean stationarity and
covariance stationarity appears to be important for the results in Section 3 where it will be discussed
further. Also note that this specification of the initial values together with Assumption 1 implies that
εi0 is independent of εit for t = 1, ..., T . For a discussion of the assumptions concerning the initial values
in dynamic panel data models see for example Section 6.4 in Arellano (2003).
Finally, we need some technical assumptions in order to derive the asymptotic properties of the
statistics specified in Section 3 by applying standard asymptotic theory, see for example White (2001).
Assumption 3 (Technical assumptions)
(i) E
¡
α4i
¢
<∞
(ii) E |εit|4+δ < K <∞ for some δ > 0 and all i = 1, ..., N, t = 0, ..., T
(iii) 1N
PN
i=1 σ2iε → σ2ε > 0 as N →∞
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(iv) 1N
PN
i=1 σ4iε → σ4ε as N →∞
(i) states that the individual-specific terms αi have finite moments of fourth order, (ii) states that
the errors εit have uniformly bounded moments of order slightly greater than four, and (iii) and (iv)
state that the cross-section averages of the variances and the squared variances converge to well-defined
limits as the cross-section dimension tends to infinity.
Before we turn to the test statistics a short comment on the specification of the autoregressive panel
data model in (1). Usually the following model is considered
yit = ρyit−1 + ηi + εit (2)
see for example Section 8 in Baltagi (1995) and Section 6 in Arellano (2003). When |ρ| < 1 this is
just a re-parametrization of the model in (1). On the other hand, when ρ = 1 the two models lead to
diﬀerent time-series processes for yit as the process defined by (2) in this case is a random walk with
drift. Therefore, with respect to interpretation, the unit root hypothesis within the model defined by (1)
is preferable to the unit root hypothesis within the model defined by (2). If there is any prior belief that
the variable of interest contains an individual-specific linear time trend, the model should be formulated
such that this is allowed for under both the null hypothesis and the alternative hypothesis, see Breitung
(1997). Unit root inference within an autoregressive panel data model with individual-specific linear
time trends will not be investigated in this paper. However, the diﬀerence between the two specifications
of the autoregressive panel data model will be discussed further in Section 3.
3 The GMM-based test statistics
The testing problem is given by the null hypothesis H0 and the alternative hypothesis HA which are
H0 : ρ = 1 HA : |ρ| < 1 (3)
In the following we consider local alternatives where ρ is modelled as being local-to-unity, i.e.
ρ = 1− c√
N
where c > 0 (4)
This means that we consider c = (1− ρ)
√
N as being a constant such that the AR parameter ρ is in
a 1/
√
N neighborhood of unity. The idea is that the asymptotic representations of statistics derived
under the local-to-unity sequence for ρ will provide good approximations to the actual behavior of the
statistics for values of the AR parameter close to unity.
The assumption concerning the initial values yi0 is important as yi0 aﬀects the variables yit for
t = 1, ..., T . In particular, under the local-to-unity sequence for AR parameter ρ given by (4) it matters
how this aﬀects the initial values. According to Assumption 2, the variance of
¡
yi0 − 1{|ρ|<1}αi
¢
equals
τ (ρ)σ2iε where τ (ρ) can be on the following two forms
(i) and − 1 < ρ ≤ 1 : τ (ρ) = τ <∞ (5)
(ii) and − 1 < ρ < 1 : τ (ρ) = 1
1− ρ2 (6)
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Under the local-to-unity sequence for ρ given in (4) this corresponds to
(i) and c ≥ 0 : τ (ρ) = τ = O (1) (7)
(ii) and c > 0 : τ (ρ) =
√
N
2c + o
³
N−
1
2
´
= O
³
N
1
2
´
(8)
where (8) follows by Lemma 1 in Appendix A.1. In (ii) the behavior of the variable yit as N tends to
infinity is dominated by the initial deviation from the stationary level (yi0 − αi) as the variability of
this term is of order
√
N whereas the variability of the remaining terms in yit is bounded. In (i) the
variability of all terms in yit is bounded. This means that the asymptotic behavior of yit is similar under
the mean stationary local alternative and under the null hypothesis of ρ being unity but diﬀers under
the covariance stationary local alternative.
3.1 The Arellano-Bover type moment conditions
The equation in (1) can be rewritten as the following regression model
yit = ρyit−1 + vit
vit = (1− ρ)αi + εit
for i = 1, ..., N and t = 2, ..., T (9)
As suggested by Arellano & Bover (1995) it is possible to use lagged first-diﬀerences as instruments for
the equations in levels when a certain restriction is imposed on the initial values. The first-diﬀerences
∆yit can be expressed in terms of ∆yi1 and the errors ∆εi2, ...,∆εit as follows
∆yit = ρt−1∆yi1 + ρt−2∆εi2 + ...+∆εit for t = 2, ..., T (10)
Using this together with ∆yi1 = (ρ− 1) (yi0 − αi) + εi1 we see that when ρ = 1 then ∆yit−s and
vit = (1− ρ)αi + εit are always uncorrelated for s = 1, ...t− 1. When |ρ| < 1 this is true if and only if
αi and ∆yi1 are uncorrelated, i.e.
E (αi∆yi1) = 0 for i = 1, ..., N (11)
To see that this only concerns the initial value we use the expression for ∆yi1 together with E (αiε1i) = 0.
Hence, the restriction in (11) is equivalent to (ρ− 1)E (αi (yi0 − αi)) = 0, which expresses that the initial
deviation from the stationary level is uncorrelated with the stationary level itself. This holds when the
initial values are mean stationary and hence the restriction in (11) is satisfied under Assumption 2.
Therefore, under Assumption 1 and 2 the following m = 12T (T − 1) moment conditions which are linear
in the AR parameter ρ holds
E (∆yit−svit) = 0 for t = 2, ..., T and s = 1, ..., t− 1 (12)
Using stacked notation they can be expressed as
E (Z0i1 (yi − ρyi,−1)) = 0 (13)
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where yi and yi,−1 are (T − 1)× 1 vectors defined as yi = (yi2, ..., yiT )0 and yi,−1 = (yi1, ..., yiT−1)0 and
Zi1 is the (T − 1)×m matrix defined as
Zi1 =


∆yi1 0 0 · · · 0 · · · 0
0 ∆yi1 ∆yi2 · · · 0 · · · 0
...
...
... · · · ... · · · ...
0 0 0 · · · ∆yi1 · · · ∆yiT−1

 (14)
As first noted by Arellano & Bover (1995), these moment conditions also identify the AR parameter ρ
when its true value is unity.
The GMM estimator based on the moment conditions in (13) is then defined as the value of ρ which
minimizes
QN (ρ) = fN (ρ)0W1NfN (ρ) (15)
where fN (ρ) = 1N
PN
i=1 Z0i1 (yi − ρyi,−1) andW1N is a stochastic positive definite weighting matrix. The
GMM estimator of ρ is then given by the following expression
ρˆI =
Ã NX
i=1
y0i,−1Zi1W1N
NX
i=1
Z0i1yi,−1
!−1Ã NX
i=1
y0i,−1Zi1W1N
NX
i=1
Z0i1yi
!
(16)
The estimator ρˆI is consistent (as N →∞ and T fixed) for all positive definite OP (1) weighting matrices
but diﬀer in terms of asymptotic variance. The weighting matrix resulting in an asymptotically eﬃcient
estimator within the class of GMM estimators defined in (16) is given by
W1N =
Ã
1
N
NX
i=1
Z0i1vˆivˆ0iZi1
!−1
(17)
where vˆi are residuals from an initial consistent estimator of ρ. We refer to this as the optimal two-step
Arellano-Bover GMM estimator. In the following we will use the standard IV estimator as a consistent
one-step estimator, i.e. we use the weighting matrix W1N =
³
1
N
PN
i=1 Z0i1Zi1
´−1
in the first step.
Unless (1− ρ)2 σ2α = 0, there is no one-step estimator which is asymptotically equivalent to the two-step
estimator even when the errors εit are homoskedastic across units. As (1− ρ)2 σ2α = 0 when ρ = 1 the
two estimators are asymptotically equivalent in this case even when the errors εit are heteroskedastic
across units. In fact the two estimators are asymptotically equivalent under the local-to-unity sequence
for ρ defined in (4), for details see Appendix A.2.
The limiting distribution of the optimal two-step Arellano-Bover GMM estimator ρˆI under both
the null hypothesis when ρ is unity and the local alternative when ρ is local-to-unity is provided in
Proposition 1 below. Under the local alternative we distinguish between the two situations where the
time-series processes for yit are respectively mean stationary and covariance stationary, as expressed by
(i) and (ii) in Assumption 2.
Proposition 1 Under Assumption 1, 2, 3 and the local-to-unity sequence for ρ given by ρ = 1− c/
√
N
for c ≥ 0, the limiting distribution of the optimal two-step Arellano-Bover GMM estimator ρˆI is given
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by
(i) and c ≥ 0 :
√
N (ρˆI − ρ)
w→ N
µ
0, σ4ε
σ22ε
2
T (T − 1)
¶
as N →∞ (18)
(ii) and c > 0 :
√
N (ρˆI − ρ)
w→ N
µ
0, 4σ4ε
σ22ε
2
T (T − 1)
¶
as N →∞ (19)
The proof of Proposition 1 is given in Appendix A.2. The proposition shows that under both the null
hypothesis and the local alternative, the Arellano-Bover GMM estimator ρˆI is
√
N -consistent and its
limiting variance depends on T and σ22ε/σ4ε and is decreasing in both. Further, the limiting variance of ρˆI
is 4 times bigger under the covariance stationary alternative than under the mean stationary alternative.
This is because the covariance between the endogenous variable yi,−1 and the instrument Zi1 in the
covariance stationary case is half of that in the mean stationary case. Also, according to the proposition
the parameter σ2α does not appear in the limiting distribution of ρˆI under the local alternative. First of
all, this is because the term αi does not appear in the instruments under the assumption about mean
stationarity which is always imposed. This implies that the partial correlation coeﬃcient between the
endogenous variable yi,−1 and the instrument Zi1 is not aﬀected by αi. In addition, the regression error
vit equals cαi/
√
N + εit under the local-to-unity sequence for ρ, such that asymptotically as N tends to
infinity, the behavior of vit is dominated by εit. This indicates that the asymptotic representations in
Proposition 1 are only appropriate when σ2α is of order less thanN . If this is not the case, the distributions
in Proposition 1 are not expected to provide good approximations to the actual distribution of ρˆI .
The usual t-statistic corresponding to the unit root hypothesis is given by the following expression
tI =


NX
i=1
y0i,−1Zi1
Ã NX
i=1
Z0i1vˆivˆ0iZi1
!−1 NX
i=1
Z0i1yi,−1


1
2
(ρˆI − 1) (20)
When the errors εit are homoskedastic across units such that σ4ε = σ22ε, the limiting variance of ρˆI only
depends on T . In this case it is possible to use a normalized coeﬃcient statistic when testing the unit
root hypothesis. The statistic is defined as
t¯I =
r
T (T − 1)
2
√
N (ρˆI − 1) (21)
The limiting distributions of these test statistics are provided in Proposition 2 below.
Proposition 2 Under Assumption 1, 2, 3 and the local-to-unity sequence for ρ given by ρ = 1− c/
√
N
for c ≥ 0, the limiting distribution of the t-statistic tI is given by
(i) and c ≥ 0 : tI w→ N

−c
s
σ22ε
σ4ε
T (T − 1)
2
, 1

 as N →∞ (22)
(ii) and c > 0 : tI
w→ N

− c
2
s
σ22ε
σ4ε
T (T − 1)
2
, 1

 as N →∞ (23)
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The limiting distribution of the normalized coeﬃcient statistic t¯I is given by
(i) and c ≥ 0 : t¯I w→ N
Ã
−c
r
T (T − 1)
2
, σ4ε
σ22ε
!
as N →∞ (24)
(ii) and c > 0 : t¯I
w→ N
Ã
−c
r
T (T − 1)
2
, 4σ4ε
σ22ε
!
as N →∞ (25)
The proof of Proposition 2 is given in Appendix A.2. The proposition shows that in the unit root
case when c = 0, the limiting distribution of the t-statistic tI is standard normal. This means that
unit root inference is carried out by employing critical values from the standard normal distribution. In
addition, the local power of the test based on tI is increasing in both T and σ22ε/σ4ε. Also the local
power of the test based on tI is higher under the mean stationary alternative compared to the covari-
ance stationary alternative as the location parameter is twice as large in absolute value in the first case
compared to the latter case. When σ4ε = σ22ε the test based on the t-statistic tI and the test based on
the normalized coeﬃcient statistic t¯I are asymptotically equivalent under the mean stationary alterna-
tive. On the other hand, under the covariance stationary alternative, the test based on the normalized
coeﬃcient t¯I has higher local power than the test based on the t-statistic tI . Letting Φ denote the
distribution function of the standard normal, this follows as P (tI < q) = Φ
³
q + c/2
p
T (T − 1) /2
´
≤
Φ
³
q/2 + c/2
p
T (T − 1) /2
´
= P (t¯I < q) when q ≤ 0 which is the case for a one-sided test at a signifi-
cance level of 5%, i.e. q ≈ −1.645. However, when σ4ε 6= σ22ε the test based on the normalized coeﬃcient
statistic t¯I will be distorted. In a one-sided test it will tend to reject the null hypothesis too often when
σ4ε > σ22ε, i.e. the test is over-sized. The opposite is true when σ4ε < σ22ε.
The unit root test based on the t-statistic tI is asymptotically equivalent to the unit root test suggested
by Breitung & Meyer (1994) which is based on a t-statistic corresponding to a least squares regression of
(yit − yi0) on (yit−1 − yi0), see the results in Madsen (2003). The advantage of using the Breitung-Meyer
unit root test is that it is invariant with respect to the individual-specific levels even in finite samples.
In particular, its power does not depend on the individual-specific terms αi. This is not the case for a
test based on the Arellano-Bover GMM estimator ρˆI .
Finally, as suggested by Breitung (1997) we consider a unit root test which is a test of the validity of
certain moment conditions. The test is similar to the test for validity of the instruments suggested by
Hansen (1982). The hypothesis is expressed as the following m = 12T (T − 1) moment conditions
E (Z0i1∆yi) = 0 (26)
which are valid when ρ = 1 but not when |ρ| < 1. The moment conditions can be tested using the
statistic
JI =
NX
i=1
∆y0iZi1
Ã NX
i=1
Z0i1∆yi∆y0iZi1
!−1 NX
i=1
Z0i1∆yi (27)
Proposition 3 Under Assumption 1, 2, 3 and local-to-unity sequence for ρ given by ρ = 1− c/
√
N for
9
c ≥ 0, the limiting distribution of the statistic JI is given by
(i) and c ≥ 0 : JI
w→ χ21
2T (T−1)
µ
c2σ
2
2ε
σ4ε
T (T − 1)
2
¶
as N →∞ (28)
(ii) and c > 0 : JI
w→ χ21
2T (T−1)
µ
1
4
c2σ
2
2ε
σ4ε
T (T − 1)
2
¶
as N →∞ (29)
The proof of Proposition 3 is given in Appendix A.2. The proposition shows that in the unit root
case, the limiting distribution of the statistic JI is a χ2-distribution with 12T (T − 1) degrees of freedom.
So unit root inference based on this statistic is carried out by employing critical values from this χ2-
distribution. Furthermore, under the local alternative the limiting distribution of JI is a non-central
χ2-distribution with 12T (T − 1) degrees of freedom and a non-centrality parameter which is a function
of T and σ22ε/σ4ε and is increasing in both. Similar to the results in Proposition 2, the non-centrality
parameter is 4 times bigger under the mean stationary local alternative compared to the covariance
stationary local alternative.
The unit root tests based on the squared t-statistic t2I and JI are asymptotically equivalent when the
number of observations T +1 equals 3. When T +1 > 3 this is not the case. To investigate the diﬀerence
between the tests, the local power of the tests based on tI (one-sided), t2I and JI when T +1 equals 5 or
10 is shown in Figure 1. The figure shows the local power of the tests as a function of c = (1− ρ)
√
N
under the assumption about mean stationarity and σ4ε = σ22ε. We see that the local power of a unit root
test based on tI or t2I is always higher than that of a test based on JI . As noted by Breitung (1997) this
is not surprising as the test based on JI is testing 12T (T − 1) restrictions whereas the test based on tI
is testing one restriction. Nevertheless, an advantage of the test based on JI is that it is invariant with
respect to the individual-specific levels even in finite samples. In particular, its power does not depend
on the individual-specific terms αi. As noted earlier, a test based on tI does not have this property.
Figure 1: Local power of unit root tests based on tI (solid line), t2I (dashed line) and JI (dotted line)
under mean stationarity
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3.2 The Arellano-Bond type moment conditions
Taking first-diﬀerences of all variables in (1) yields the following regression model
∆yit = ρ∆yit−1 +∆vit
∆vit = ∆εit
for i = 1, ..., N and t = 2, ..., T (30)
The Arellano-Bond GMM estimator is based on the following m = 12T (T − 1) linear moment conditions
E (yit−s∆vit) = 0 for t = 2, ..., T and s = 2, ..., t (31)
They are valid under Assumption 1 and unlike the Arellano-Bover type moment conditions in (12) they
do not require additional restrictions on the initial values. In spite of this, Assumption 2 concerning the
initial values is always imposed in the following. Using stacked notation, the moment conditions above
can be expressed as
E (Z0i2 (∆yi − ρ∆yi,−1)) = 0 (32)
where∆yi and∆yi,−1 are (T − 1)×1 vectors defined as yi = (∆yi2, ...,∆yiT )0 and∆yi,−1 = (∆yi1, ...,∆yiT−1)0
and Zi2 is the (T − 1)×m matrix defined as
Zi2 =


yi0 0 0 · · · 0 · · · 0
0 yi0 yi1 · · · 0 · · · 0
...
...
... · · · ... · · · ...
0 0 0 · · · yi0 · · · yiT−2

 (33)
When |ρ| < 1 the moment conditions in (32) identify the parameter ρ. When ρ = 1 this is not so as
E (Z0i2∆yi,−1) = 0 in this case. Given this information, it comes as no surprise that the problem of
weak instruments might appear as ρ approaches unity. The weak instrument problem is characterized by
the partial correlation between the endogenous variable and the instrument being low which in Staiger
& Stock (1997) is modeled as local-to-zero. More specifically, Staiger & Stock (1997) characterize the
problem of weak instruments as the situation where the covariance between the endogenous variable and
the instrument is O(N− 12 ) and the variance of the instrument is O (1). Under the local-to-unity sequence
for ρ given in (4) we do not necessarily have this situation. Under Assumption 2 (i) when the time-series
processes are mean stationary we do have the usual weak instrument problem whereas under Assumption
2 (ii) when the time-series processes are covariance stationary we do not. In the latter case, we have
a diﬀerent situation where the covariance between the endogenous variable ∆yi,−1 and the instrument
Zi2 is O (1) while the variance of the instrument Zi2 is O(N
1
2 ). More specifically, the probability limits
of 1N
PN
i=1∆y0i,−1Zi2 and 1N3/2
PN
i=1 Z0i2Zi2 are both well-defined and diﬀerent from zero. However, the
probability limit of 1N3/2
PN
i=1 Z0i2Zi2 is a singular matrix as the behavior of yit for all t = 0, ..., T is
dominated by (yi0 − αi) as N tends to infinity.
If we consider the specification of the autoregressive panel data model in (2), the mean stationary
level is ηi/ (1− ρ). In this case, the behavior of yit is dominated by ηi/ (1− ρ) as N tends to infinity
under the local-to-unity sequence for ρ given by (4). This is true under both Assumption 2 (i) and (ii).
It means that the sample covariance between the endogenous variable ∆yi,−1 and the instrument Zi2
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is O(N− 12 ) under Assumption 2 (i) and O (1) under Assumption 2 (ii) whereas the sample variance of
the instrument Zi2 is O(N). This means that the sample moments must be normalized diﬀerently in
order to converge. Also as above, the probability limit of 1N2
PN
i=1 Z0i2Zi2 is a singular non-zero matrix.
Blundell & Bond (1998) and Blundell, Bond & Windmeijer (2000) consider the model in (2) but do not
recognize that letting ρ approach unity is somewhat diﬀerent from the problem of weak instruments as
characterized in Staiger & Stock (1997).
The GMM estimator based on the Arellano-Bond type moment conditions in (32) is given by the
following expression
ρˆII =
Ã NX
i=1
∆y0i,−1Zi2W2N
NX
i=1
Z0i2∆yi,−1
!−1Ã NX
i=1
∆y0i,−1Zi2W2N
NX
i=1
Z0i2∆yi
!
(34)
In the following we consider the standard IV estimator obtained by using the weighting matrix W2N =³
1
N
PN
i=1 Z0i2Zi2
´−1
. In Proposition 4 below we provide the limiting distribution of this estimator under
the local-to-unity sequence for ρ and the assumption about mean stationarity which according to the
discussion above corresponds to the usual weak instruments problem.
Proposition 4 Under Assumption 1, 2 (i), 3 and the local-to-unity sequence for ρ given by ρ = 1−c/
√
N
for c ≥ 0, the limiting distribution of the Arellano-Bond GMM estimator ρˆII is given by
ρˆII − ρ
w→ X
0
2Σ˜−111 X1
X02Σ˜−111 X2
as N →∞ (35)
where X1 and X2 are both 12T (T − 1)× 1 vectors which are distributed as·
X1
X2
¸
∼ N
µ·
0
−cq
¸
,
·
Σ11 Σ12
Σ012 Σ22
¸¶
(36)
and expressions for the vector q and the matrices Σ˜11, Σ11, Σ12 and Σ22 are found in Lemma 6 in
Appendix A.3.
The proof of Proposition 4 is given in Appendix A.3. The proposition shows that under the local-
to-unity sequence for ρ the Arellano-Bond GMM estimator ρˆII is not consistent. Instead (ρˆII − ρ) is
asymptotically distributed as the ratio of quadratic forms in two jointly normal variables. The asymptotic
distribution is similar to the one obtained by Breitung (1997) where it is derived under the assumption
that ρ = 1 and yi0 = 0 for i = 1, ..., N . If the limiting distribution in (35) did not contain nuisance
parameters under the unit root hypothesis, we could obtain empirical quantiles of this distribution by
simulating it. Unit root inference could then be carried out by employing the appropriate empirical
quantiles as critical values. However, in general the distribution depends on the parameters σ22ε/σ4ε
and τ under the unit root hypothesis. So even when the errors εit are homoskedastic across units, the
nuisance parameter τ appears in the distribution. Hence, the Arellano-Bond GMM estimator ρˆII can
not be used for unit root inference.
A more promising way to make use of the moment conditions in (32) in relation to unit root inference
is by using that they do not identify ρ when its value is unity. This is the hypothesis that the endogenous
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variable and the instruments are uncorrelated, i.e.
E (Z0i2∆yi−1) = 0 (37)
The test of this hypothesis can be considered as a test for under-identification, see Arellano, Hansen &
Sentana (1999). It is suggested by Bond, Nauges & Windmeijer (2002) as a unit root test. The moment
conditions in (37) are tested using the statistic
JII =
NX
i=1
∆y0i,−1Zi2
Ã NX
i=1
Z0i2∆yi,−1∆y0i,−1Zi2
!−1 NX
i=1
Z0i2∆yi,−1 (38)
Proposition 5 Under Assumption 1, 2 (i), 3 and the local-to-unity sequence for ρ given by ρ = 1−c/
√
N
for c ≥ 0, the limiting distribution of the statistic JII is given by
JII
w→ χ21
2T (T−1)
¡
c2κ
¢
as N →∞ (39)
where
κ =
σ22ε
σ4ε
µ
(T − 1) (T − 2)
2
+ (T − 1) τ
2
σ2ασ2ε/σ4ε + τ
¶
(40)
Under Assumption 1, 2 (ii), 3 and the local-to-unity sequence for ρ given by ρ = 1− c˜/N for c˜ > 0, the
limiting distribution of the statistic JII is given by
JII
w→ χ21
2T (T−1)
µ
c˜σ
2
2ε
σ4ε
T − 1
2
¶
as N →∞ (41)
The proof of Proposition 5 is given in Appendix A.3. The proposition shows that in the unit root
case the limiting distribution of JII is a χ2-distribution with 12T (T − 1) degrees of freedom. Under the
mean stationary local alternative, the limiting distribution of JII is a non-central χ2-distribution with
1
2T (T − 1) degrees of freedom and a non-centrality parameter which depends on T and all of the nuisance
parameters. The local power is increasing in T and τ and decreasing in σ2α. Under the assumption about
covariance stationarity, we consider a diﬀerent local alternative where ρ = 1− c˜/N for c˜ > 0. In this case,
the limiting distribution of JII is again a non-central χ2-distribution with 12T (T − 1) degrees of freedom
and a non-centrality parameter which depends on T and σ22ε/σ4ε and is increasing in both. As explained
before, the behavior of the variable yit is dominated by (yi0 − αi) under the covariance stationary local
alternative. This indicates that the limiting distribution in (41) is only appropriate when the variance
of (yi0 − αi) is of higher order than the variance of all other terms in yit.
To compare the unit root test based on JII to the unit root tests based on tI (one-sided), t¯I (one-
sided) and JI , the local power of these tests when T +1 equals 5 or 10 are shown in Figure 2. The figure
shows the local power of the tests as a function of c = (1− ρ)
√
N under the assumption about mean
stationarity and that σ2ε = σ4ε = σ2α = τ = 1. For these parameter values, the local power of the test
based on JII is always lowest. According to results in Proposition 3 and 5, the local power of the test
based on JI is greater than or equal to that of the test based on JII when τ (τ − 1) ≤ σ2ασ2ε/σ4ε. In
Figure 3 the same comparison is done under the assumption about covariance stationarity. As the tests
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based on tI , t¯I and JI have power against local alternatives where c = (1− ρ)
√
N and the test based on
JII has power against local alternatives where c˜ = (1− ρ)N , the local power of the tests is shown as a
function of (1− ρ) when T + 1 equals 5 or 10 and N equals 500 or 1000. We see that even for values of
ρ very close to unity, the local power of the test based on JII is very high. In particular, the local power
of the test based on JII is much higher than that of the other tests. The disadvantage of the test based
on JII is that its power depends very much on the assumption being made about the initial values.
Figure 2: Local power of unit root tests based on tI and t¯I (solid line), JI (dashed line) and JII (dotted
line) under mean stationarity
Figure 3: Local power of unit root tests based on tI (solid line), t¯I (dashed line), JI (short-dashed line)
and JII (dotted line) under covariance stationarity
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4 A simulation study
In this section the analytical results obtained in Section 3 are illustrated in a simulation study. The
simulated model is the following
yi0 = 1{|ρ|<1}αi + εi0 (42)
yit = ρyit−1 + (1− ρ)αi + εit for t = 1, ..., T (43)
with
εit ∼ iidN (0, 1) αi ∼ iidN
¡
0, σ2α
¢
εi0 ∼ iidN (0, τ (ρ)) (44)
The simulations are carried out for diﬀerent values of T , N and ρ which are T + 1 = 5, 10, N =
100, 250, 500, 1000 and ρ = 0.900, 0.950, 0.975, 0.990, 1.000. The results are based on 5000 replications
of the model. We consider diﬀerent simulation setups where either τ (ρ) = 1 when −1 < ρ ≤ 1 or
τ (ρ) = 1/
¡
1− ρ2
¢
when −1 < ρ < 1. So we use τ (ρ) = 1 under both the unit root hypothesis and the
mean stationary alternative. In addition we consider diﬀerent simulation setups where the value of σ2α
is either 1 or 100. The simulation results with σ2α = 1 are reported in this section and the simulation
results with σ2α = 100 are reported in Appendix B.
In Table 1 and 2 the results for the statistics based on the Arellano-Bover type moment conditions are
summarized. Table 1 corresponds to the unit root case and the mean stationary alternative and Table 2
corresponds to the covariance stationary alternative. The tables show the empirical mean and standard
deviation of the Arellano-Bover GMM estimator ρˆI and the empirical rejection probabilities of unit root
tests based on the t-statistic tI (one-sided), the normalized coeﬃcient statistic t¯I (one-sided) and the
statistic JI . The empirical rejection probabilities are all based on tests at the 5% nominal significance
level. For comparison the analytical rejection probabilities (i.e. the local power) of the tests are shown
in brackets.
In Table 1 we see that the empirical size of all tests is quite close to nominal size of 5%. Although
the tests based on tI and t¯I have a tendency to reject the null hypothesis too often when T +1 = 10 and
N = 100, 250. The empirical power of the tests is increasing in T and the increase can be quite dramatic
when increasing T + 1 from 5 to 10. In addition, the empirical power of the tests based on tI and t¯I is
similar and always higher than that of the test based on JI . These findings are all in accordance with
the analytic results in Section 3.1. In Table 2 we see that the empirical power of the test based t¯I is
always higher than that of the test based on tI . The diﬀerence is quite high for most values of T , N
and ρ. As in Table 1 the empirical power of the tests based on tI and t¯I are always higher than that
of the test based on JI . Comparing the empirical power of the tests in Table 1 and 2, we find that
the tests based on tI and JI have higher power under the mean stationary alternative than under the
covariance stationary alternative. Again these findings are in accordance with the analytical results in
Section 3.1. The empirical power of the tests is compared to their local power in Figure 4 (corresponds
to Table 1) and Figure 5 (corresponds to Table 2). With a few exceptions, the local power provides a
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good approximation to the actual power of the tests. The approximation is less accurate for the test
based on JI under mean stationary alternative and the test based on tI under the covariance stationary
alternative when T + 1 = 10 and N = 100, 250.
In Table 3 and 4 the results for the statistics based on the Arellano-Bond type moment conditions
are summarized. Table 3 corresponds to the unit root case and the mean stationary alternative and
Table 4 corresponds to the covariance stationary alternative. The tables show the empirical mean and
standard deviation of the Arellano-Bond GMM estimator ρˆII and the empirical rejection probabilities
of a unit root test based on the statistic JII . In Table 3, we see that the empirical size of the test is very
close to nominal size of 5%. The empirical power of the test is increasing in T but can be quite low for
values of ρ close to unity. Comparing with Table 1, we see that under the mean stationary alternative,
the empirical power of the test based on JII is much lower than that of the tests based on tI , t¯I and JI .
This is in accordance with the analytical results in Section 3.1 and 3.2, compare also with Figure 2. On
the other hand, in Table 4 we see that the empirical power of the test based on JII is very high even for
values of ρ close to unity. Comparing with Table 2, we see that the test based on JII has much higher
power than the tests based on tI , t¯I and JI , compare also with Figure 3. The empirical power of the
test is compared to the local power in Figure 6 and again we see that the local power provides a good
approximation to the actual power. Turning to the Arellano-Bond GMM estimator ρˆII , in Table 3 the
asymptotic bias of the estimator seems to approach -1 as ρ approaches unity. In addition, its variance
seems to be constant for all values of ρ and N . On the other hand, in Table 4 the behavior of this
estimator seems to be quite diﬀerent. It still has a downward bias but its variance is decreasing as N
increases. These findings have not been investigated in detail in this paper but provides an interesting
direction for future research.
Finally, let us shortly summarize the results from the simulation experiment where σ2α = 100, see
Appendix B. The test based on JI is invariant with respect to this parameter and therefore we do not
report its empirical rejection probabilities. The empirical power of all other tests is lower compared to
when σ2α = 1. This is not surprising since all tests rely on the level and the first-diﬀerences of the variable
yit being correlated. In addition, only the local power of the test based on JII under the assumption
about mean stationarity provides a good approximation to its actual power. As explained previously, this
is not surprising as the local power of the other tests is only expected to provide a good approximation
when the behavior of yit is not dominated by the term αi. This is obviously not the case when σ2α = 100.
We see that the test based on JII still has very high power under the covariance stationary alternative.
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Table 1: Simulation results for statistics based on the Arellano-Bover type moment conditions under
mean stationarity with τ (ρ) = 1 and σ2α = 1
ρ T + 1 N Mean ρˆI Std. ρˆI P (tI < q1) * P (t¯I < q1) * P (JI > q2) **
0.900 5 100 0.9018 0.0524 0.6770 (0.7895) 0.7128 (0.7895) 0.2760 (0.4028)
0.900 5 250 0.9007 0.0320 0.9500 (0.9871) 0.9658 (0.9871) 0.7232 (0.8429)
0.900 5 500 0.9004 0.0223 0.9992 (0.9999) 0.9996 (0.9999) 0.9688 (0.9937)
0.900 5 1000 0.9003 0.0157 1.0000 (1.0000) 1.0000 (1.0000) 1.0000 (1.0000)
0.900 10 100 0.9011 0.0260 0.9994 (1.0000) 0.9992 (1.0000) 0.5548 (0.9349)
0.900 10 250 0.9005 0.0158 1.0000 (1.0000) 1.0000 (1.0000) 0.9988 (1.0000)
0.900 10 500 0.9005 0.0108 1.0000 (1.0000) 1.0000 (1.0000) 1.0000 (1.0000)
0.900 10 1000 0.9004 0.0073 1.0000 (1.0000) 1.0000 (1.0000) 1.0000 (1.0000)
0.950 5 100 0.9517 0.0478 0.3226 (0.3372) 0.3330 (0.3372) 0.0974 (0.1189)
0.950 5 250 0.9507 0.0292 0.5618 (0.6147) 0.5878 (0.6147) 0.2292 (0.2535)
0.950 5 500 0.9504 0.0203 0.8140 (0.8630) 0.8386 (0.8630) 0.4490 (0.4998)
0.950 5 1000 0.9503 0.0144 0.9712 (0.9871) 0.9758 (0.9871) 0.7872 (0.8429)
0.950 10 100 0.9506 0.0222 0.8992 (0.9123) 0.8412 (0.9123) 0.1260 (0.2650)
0.950 10 250 0.9503 0.0135 0.9940 (0.9990) 0.9952 (0.9990) 0.6074 (0.7074)
0.950 10 500 0.9504 0.0092 1.0000 (1.0000) 1.0000 (1.0000) 0.9628 (0.9816)
0.950 10 1000 0.9504 0.0063 1.0000 (1.0000) 1.0000 (1.0000) 1.0000 (1.0000)
0.975 5 100 0.9766 0.0457 0.1666 (0.1509) 0.1662 (0.1509) 0.0600 (0.0651)
0.975 5 250 0.9757 0.0279 0.2408 (0.2493) 0.2544 (0.2493) 0.0888 (0.0905)
0.975 5 500 0.9754 0.0194 0.3626 (0.3914) 0.3858 (0.3914) 0.1364 (0.1392)
0.975 5 1000 0.9752 0.0137 0.5722 (0.6147) 0.5936 (0.6147) 0.2504 (0.2535)
0.975 10 100 0.9754 0.0204 0.5494 (0.4424) 0.4284 (0.4424) 0.0588 (0.0868)
0.975 10 250 0.9752 0.0125 0.7488 (0.7663) 0.7250 (0.7663) 0.1610 (0.1645)
0.975 10 500 0.9753 0.0084 0.9306 (0.9563) 0.9342 (0.9563) 0.3402 (0.3405)
0.975 10 1000 0.9754 0.0058 0.9978 (0.9990) 0.9978 (0.9990) 0.6906 (0.7074)
0.990 5 100 0.9916 0.0445 0.0988 (0.0808) 0.0944 (0.0808) 0.0500 (0.0523)
0.990 5 250 0.9907 0.0272 0.1114 (0.1043) 0.1126 (0.1043) 0.0582 (0.0559)
0.990 5 500 0.9904 0.0189 0.1356 (0.1363) 0.1406 (0.1363) 0.0616 (0.0620)
0.990 5 1000 0.9903 0.0134 0.1946 (0.1921) 0.2024 (0.1921) 0.0742 (0.0749)
0.990 10 100 0.9903 0.0194 0.2732 (0.1480) 0.1722 (0.1480) 0.0478 (0.0551)
0.990 10 250 0.9902 0.0119 0.2932 (0.2431) 0.2558 (0.2432) 0.0718 (0.0633)
0.990 10 500 0.9903 0.0080 0.3798 (0.3809) 0.3616 (0.3809) 0.0842 (0.0785)
0.990 10 1000 0.9903 0.0055 0.5668 (0.5997) 0.5688 (0.5997) 0.1254 (0.1147)
1.000 5 100 1.0015 0.0438 0.0674 (0.0500) 0.0606 (0.0500) 0.0478 (0.0500)
1.000 5 250 1.0006 0.0267 0.0544 (0.0500) 0.0520 (0.0500) 0.0532 (0.0500)
1.000 5 500 1.0004 0.0186 0.0528 (0.0500) 0.0546 (0.0500) 0.0522 (0.0500)
1.000 5 1000 1.0002 0.0132 0.0500 (0.0500) 0.0510 (0.0500) 0.0508 (0.0500)
1.000 10 100 1.0002 0.0188 0.1318 (0.0500) 0.0740 (0.0500) 0.0444 (0.0500)
1.000 10 250 1.0002 0.0115 0.0866 (0.0500) 0.0702 (0.0500) 0.0592 (0.0500)
1.000 10 500 1.0003 0.0078 0.0624 (0.0500) 0.0574 (0.0500) 0.0572 (0.0500)
1.000 10 1000 1.0003 0.0053 0.0520 (0.0500) 0.0494 (0.0500) 0.0626 (0.0500)
* q1 is the 5%-quantile of the standard normal distribution
** q2 is the 95%-quantile of the χ2-distribution with 12T (T − 1) degrees of freedom
The numbers in column 6-8 are the empirical rejection probabilities and the local power (in brackets)
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Table 2: Simulation results for statistics based on the Arellano-Bover type moment conditions under
covariance stationarity with τ (ρ) = 1/(1− ρ2) and σ2α = 1
ρ T + 1 N Mean ρˆI Std. ρˆI P (tI < q1) * P (t¯I < q1) * P (JI > q2) **
0.900 5 100 0.8971 0.0975 0.3812 (0.3372) 0.6328 (0.6563) 0.1066 (0.1189)
0.900 5 250 0.8993 0.0560 0.6310 (0.6147) 0.8558 (0.8674) 0.2618 (0.2535)
0.900 5 500 0.8999 0.0386 0.8634 (0.8630) 0.9700 (0.9723) 0.5010 (0.4998)
0.900 5 1000 0.9002 0.0270 0.9836 (0.9871) 0.9988 (0.9989) 0.8384 (0.8429)
0.900 10 100 0.9006 0.0399 0.9558 (0.9123) 0.9780 (0.9853) 0.1460 (0.2650)
0.900 10 250 0.9005 0.0246 0.9986 (0.9990) 0.9998 (1.0000) 0.6900 (0.7074)
0.900 10 500 0.9007 0.0170 1.0000 (1.0000) 1.0000 (1.0000) 0.9812 (0.9816)
0.900 10 1000 0.9005 0.0117 1.0000 (1.0000) 1.0000 (1.0000) 1.0000 (1.0000)
0.950 5 100 0.9425 0.1062 0.1716 (0.1509) 0.4028 (0.4168) 0.0618 (0.0651)
0.950 5 250 0.9483 0.0577 0.2612 (0.2493) 0.5546 (0.5580) 0.0946 (0.0905)
0.950 5 500 0.9497 0.0383 0.3914 (0.3914) 0.7018 (0.7078) 0.1420 (0.1392)
0.950 5 1000 0.9501 0.0268 0.6110 (0.6147) 0.8642 (0.8674) 0.2576 (0.2535)
0.950 10 100 0.9490 0.0365 0.6672 (0.4424) 0.7442 (0.7510) 0.0586 (0.0868)
0.950 10 250 0.9498 0.0231 0.8202 (0.7663) 0.9336 (0.9393) 0.1708 (0.1645)
0.950 10 500 0.9503 0.0161 0.9576 (0.9563) 0.9920 (0.9943) 0.3668 (0.3405)
0.950 10 1000 0.9504 0.0111 0.9984 (0.9990) 1.0000 (1.0000) 0.7312 (0.7074)
0.975 5 100 0.9631 0.1115 0.0986 (0.0903) 0.2834 (0.3028) 0.0532 (0.0536)
0.975 5 250 0.9716 0.0618 0.1200 (0.1229) 0.3626 (0.3676) 0.0614 (0.0593)
0.975 5 500 0.9744 0.0389 0.1682 (0.1685) 0.4384 (0.4452) 0.0700 (0.0692)
0.975 5 1000 0.9750 0.0270 0.2542 (0.2493) 0.5492 (0.5580) 0.0922 (0.0905)
0.975 10 100 0.9733 0.0328 0.4098 (0.1854) 0.4628 (0.4711) 0.0458 (0.0581)
0.975 10 250 0.9744 0.0220 0.4370 (0.3231) 0.6378 (0.6419) 0.0788 (0.0716)
0.975 10 500 0.9751 0.0155 0.5710 (0.5128) 0.7968 (0.8036) 0.1000 (0.0979)
0.975 10 1000 0.9754 0.0107 0.7770 (0.7663) 0.9364 (0.9393) 0.1766 (0.1645)
0.990 5 100 0.9770 0.1037 0.0560 (0.0640) 0.1822 (0.2420) 0.0496 (0.0506)
0.990 5 250 0.9833 0.0775 0.0518 (0.0734) 0.2418 (0.2647) 0.0546 (0.0514)
0.990 5 500 0.9873 0.0515 0.0638 (0.0852) 0.2798 (0.2917) 0.0514 (0.0529)
0.990 5 1000 0.9899 0.0281 0.0896 (0.1043) 0.3268 (0.3317) 0.0560 (0.0559)
0.990 10 100 0.9884 0.0267 0.2582 (0.0893) 0.2262 (0.3007) 0.0430 (0.0512)
0.990 10 250 0.9892 0.0197 0.2000 (0.1209) 0.3356 (0.3639) 0.0626 (0.0531)
0.990 10 500 0.9899 0.0147 0.2070 (0.1650) 0.4258 (0.4397) 0.0602 (0.0564)
0.990 10 1000 0.9903 0.0103 0.2624 (0.2432) 0.5270 (0.5502) 0.0758 (0.0633)
* q1 is the 5%-quantile of the standard normal distribution
** q2 is the 95%-quantile of the χ2-distribution with 12T (T − 1) degrees of freedom
The numbers in column 6-8 are the empirical rejection probabilities and the local power (in brackets)
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Figure 4: Comparison of actual and local power of the tests based on the Arellano-Bover type moment
conditions under mean stationarity with τ (ρ) = 1 and σ2α = 1. (Corresponds to Table 1)
Figure 5: Comparison of actual and local power of the tests based on the Arellano-Bover type moment
conditions under covariance stationarity with τ (ρ) = 1/(1− ρ2) and σ2α = 1. (Corresponds to Table 2)
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Table 3: Simulation results for statistics based on the Arellano-Bond type moment conditions under
mean stationarity with τ (ρ) = 1 and σ2α = 1
ρ T + 1 N Mean (ρˆII − ρ) Std. (ρˆII − ρ) P (JII > q1)*
0.900 5 100 -0.6017 0.3960 0.2526 (0.3028)
0.900 5 250 -0.3722 0.3103 0.6568 (0.7050)
0.900 5 500 -0.2177 0.2336 0.9414 (0.9648)
0.900 5 1000 -0.1202 0.1664 0.9996 (0.9999)
0.900 10 100 -0.6412 0.1474 0.5602 (0.8928)
0.900 10 250 -0.4174 0.1135 0.9986 (1.0000)
0.900 10 500 -0.2652 0.0843 1.0000 (1.0000)
0.900 10 1000 -0.1531 0.0589 1.0000 (1.0000)
0.950 5 100 -0.8570 0.4389 0.0902 (0.0997)
0.950 5 250 -0.7063 0.4201 0.1970 (0.1942)
0.950 5 500 -0.5324 0.3752 0.3638 (0.3779)
0.950 5 1000 -0.3511 0.2989 0.6922 (0.7050)
0.950 10 100 -0.8529 0.1674 0.1246 (0.2333)
0.950 10 250 -0.6993 0.1546 0.5732 (0.6361)
0.950 10 500 -0.5391 0.1350 0.9492 (0.9620)
0.950 10 1000 -0.3686 0.1046 0.9998 (1.0000)
0.975 5 100 -0.9605 0.4354 0.0578 (0.0612)
0.975 5 250 -0.9046 0.4357 0.0840 (0.0796)
0.975 5 500 -0.8250 0.4301 0.1156 (0.1140)
0.975 5 1000 -0.6952 0.4181 0.1942 (0.1942)
0.975 10 100 -0.9540 0.1681 0.0566 (0.0821)
0.975 10 250 -0.8936 0.1664 0.1556 (0.1482)
0.975 10 500 -0.8087 0.1656 0.3106 (0.2980)
0.975 10 1000 -0.6782 0.1536 0.6456 (0.6361)
0.990 5 100 -0.9958 0.4354 0.0514 (0.0517)
0.990 5 250 -0.9838 0.4344 0.0576 (0.0544)
0.990 5 500 -0.9665 0.4287 0.0622 (0.0589)
0.990 5 1000 -0.9363 0.4361 0.0682 (0.0683)
0.990 10 100 -0.9919 0.1656 0.0446 (0.0545)
0.990 10 250 -0.9815 0.1642 0.0740 (0.0617)
0.990 10 500 -0.9629 0.1664 0.0900 (0.0749)
0.990 10 1000 -0.9266 0.1664 0.1206 (0.1060)
1.000 5 100 -1.0042 0.4397 0.0500 (0.0500)
1.000 5 250 -1.0030 0.4332 0.0566 (0.0500)
1.000 5 500 -1.0007 0.4280 0.0532 (0.0500)
1.000 5 1000 -1.0040 0.4276 0.0516 (0.0500)
1.000 10 100 -1.0004 0.1647 0.0412 (0.0500)
1.000 10 250 -1.0026 0.1635 0.0586 (0.0500)
1.000 10 500 -1.0028 0.1644 0.0610 (0.0500)
1.000 10 1000 -1.0009 0.1631 0.0618 (0.0500)
* q1 is the 95%-quantile of the χ2-distribution with 12T (T − 1) degrees of freedom
The numbers in column 6 are the empirical rejection probabilities and the local power
(in brackets)
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Table 4: Simulation results for statistics based on the Arellano-Bond type moment conditions under
covariance stationarity with τ (ρ) = 1/
¡
1− ρ2
¢
and σ2α = 1
ρ T + 1 N Mean (ρˆII − ρ) Std. (ρˆII − ρ) P (JII > q1)*
0.900 5 100 -0.2966 0.2582 0.7720 (0.8429)
0.900 5 250 -0.1440 0.1640 0.9976 (0.9991)
0.900 5 500 -0.0755 0.1155 1.0000 (1.0000)
0.900 5 1000 -0.0392 0.0794 1.0000 (1.0000)
0.900 10 100 -0.5003 0.1266 0.8614 (0.9620)
0.900 10 250 -0.2864 0.0862 1.0000 (1.0000)
0.900 10 500 -0.1685 0.0593 1.0000 (1.0000)
0.900 10 1000 -0.0921 0.0400 1.0000 (1.0000)
0.950 5 100 -0.4588 0.3368 0.4280 (0.4998)
0.950 5 250 -0.2485 0.2270 0.9062 (0.9230)
0.950 5 500 -0.1371 0.1574 0.9992 (0.9991)
0.950 5 1000 -0.0725 0.1075 1.0000 (1.0000)
0.950 10 100 -0.6599 0.1519 0.3984 (0.6361)
0.950 10 250 -0.4361 0.1154 0.9886 (0.9915)
0.950 10 500 -0.2799 0.0832 1.0000 (1.0000)
0.950 10 1000 -0.1626 0.0557 1.0000 (1.0000)
0.975 5 100 -0.6353 0.4052 0.2134 (0.2535)
0.975 5 250 -0.4021 0.3100 0.5844 (0.6104)
0.975 5 500 -0.2420 0.2225 0.9084 (0.9230)
0.975 5 1000 -0.1337 0.1517 0.9990 (0.9991)
0.975 10 100 -0.7928 0.1666 0.1614 (0.2980)
0.975 10 250 -0.6031 0.1448 0.7396 (0.7694)
0.975 10 500 -0.4324 0.1159 0.9908 (0.9915)
0.975 10 1000 -0.2748 0.0816 1.0000 (1.0000)
0.990 5 100 -0.8166 0.4343 0.1074 (0.1189)
0.990 5 250 -0.6379 0.4010 0.2400 (0.2535)
0.990 5 500 -0.4562 0.3373 0.4980 (0.4998)
0.990 5 1000 -0.2844 0.2461 0.8404 (0.8429)
0.990 10 100 -0.9052 0.1704 0.0736 (0.1238)
0.990 10 250 -0.7910 0.1664 0.2748 (0.2980)
0.990 10 500 -0.6548 0.1546 0.6236 (0.6361)
0.990 10 1000 -0.4844 0.1268 0.9626 (0.9620)
* q1 is the 95%-quantile of the χ2-distribution with 12T (T − 1) degrees of freedom
The numbers in column 6 are the empirical rejection probabilities and the local power
(in brackets)
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Figure 6: Comparison of actual and local power of the test based on the statistic JII with σ2α = 1.
(Corresponds to Table 3 and 4)
5 Conclusions
In this paper we have considered GMM-based unit root inference in an autoregressive panel data model
with individual-specific levels. More specifically, we have investigated the performance of various GMM-
based unit root tests in terms of their local power. We find that a unit root test based on the Arellano-
Bover GMM estimator performs well and is asymptotically equivalent to the unit root test suggested
by Breitung & Meyer (1994). On the other hand, the Arellano-Bond GMM estimator can not be used
for unit root inference. Instead a moment condition test of the hypothesis that the Arellano-Bond type
moment conditions do not identify the AR parameter is valid as a unit root test. Under the covariance
stationary alternative, the local power of this test is strikingly high even for values of the AR parameter
very close to unity. In particular, this moment condition test clearly outperforms the test based on
the Arellano-Bover GMM estimator. Under the mean stationary alternative, the situation is completely
diﬀerent. In this case, the local power of the moment condition test is likely to be quite low. This result
illustrates that the underlying assumptions concerning the initial values are important.
The results concerning the Arellano-Bond GMM estimator are not only of interest in relation to
unit root inference. It is well-known that the usual asymptotic representation of the Arellano-Bond
GMM estimator does not provide a good approximation to its actual behavior for high values of the AR
parameter. Simulation studies show that the estimator has a downward bias and a large variance even in
large samples. Therefore, it would be interesting to see if the type of asymptotic representations derived
in this paper can explain these findings.
Finally, Blundell & Bond (1998) and Blundell, Bond & Windmeijer (2000) suggest using a GMM
estimator based on all of the Arellano-Bond type moment conditions and the additional Arellano-Bover
type moment conditions which are not redundant. When the AR parameter is high, the results in this
paper suggest that the GMM estimator based on all of the Arellano-Bover type moment conditions and
the additional Arellano-Bond type moment conditions is more eﬃcient. Hence, it should be used instead.
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A Appendices
This appendix contains the proofs of the propositions in Section 3. They are all based on standard
asymptotic theory which in this case is Markov’s Law of Large Numbers and the Liapounov Central
Limit Theorem, see for example White (2001).
In the following Ik denotes an identity matrix of dimension k and ιk denotes a k × 1 vector of ones. In
addition we use that m = 12T (T − 1).
Throughout this appendix the expressions for yit and ∆yit given below are used. By recursive sub-
stitution in (1) and by insertion of the expression for the initial value yi0 given in Assumption 2, the
following expression for yit when −1 < ρ ≤ 1 is obtained
yit = 1{|ρ|<1}αi + ρt
p
τ (ρ)εi0 + ρt−1εi1 + ...+ εit for t = 0, ..., T (45)
Using this yields the following expression for ∆yit
∆yit = (ρ− 1)
³
ρt−1
p
τ (ρ)εi0 + ρt−2εi1 + ...+ εit−1
´
+ εit for t = 1, ..., T (46)
A.1 Preliminary results
Lemma 1 Under the local-to-unity sequence for ρ given by ρ = 1− c/Nk for c, k > 0 the following hold
ρt = 1− t c
Nk
+ o
¡
N−k
¢
(47)
1
1− ρ2 =
Nk
2c
+ o
¡
N−k
¢
(48)
Proof: The binomial formula yields
ρt =
³
1− c
Nk
´t
= 1− t c
Nk
+
t (t− 1)
2!
c2
N2k
− t (t− 1) (t− 2)
3!
c3
N3k
+ ...+ (−c)
t
Ntk
and the results follow directly. ¤
Lemma 2 Under Assumption 1, 2 and 3 the following results hold
1
N
NX
i=1
ε2it
P→ σ2ε as N →∞ for all t = 0, ..., T (49)
1√
N
NX
i=1
εitεis
w→ N (0, σ4ε) as N →∞ for all t, s = 0, ..., T with s 6= t (50)
Proof:
Markov’s Law of Large Numbers can be applied to the sequence in (49) since E |εit|4+δ < K for some
δ > 0 and all i = 1, ...,N, t = 0, ..., T . Thus, we have 1N
PN
i=1 ε2it − 1N
PN
i=1E
¡
ε2it
¢ P→ 0 as N → ∞
which in combination with 1N
PN
i=1E
¡
ε2it
¢
= 1N
PN
i=1 σ2iε → σ2ε as N →∞ yields the result in (49). By
using similar arguments the Liapounov Central Limit Theorem can be applied to the sequence in (50).
Also we have that εit and εis for t = 0, ..., T and t 6= s are independent such that E (εitεis) = 0 and
E
¡
ε2itε2is
¢
= σ4iε which altogether give the result in (50). ¤
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A.2 Proofs of the propositions in Section 3.1
For repetition the regression model is the following
yit = ρyit−1 + vit
vit = (1− ρ)αi + εit
for i = 1, ..., N and t = 2, ..., T (51)
Using stacked notation the regressor is yi,−1 = (yi1, ..., yiT−1)0, the regression error is vi = (vi2, ..., viT )0
and the (T − 1)×m matrix of instruments is
Zi1 =


∆yi1 0 0 · · · 0 · · · 0
0 ∆yi1 ∆yi2 · · · 0 · · · 0
...
...
... · · · ... · · · ...
0 0 0 · · · ∆yi1 · · · ∆yiT−1

 (52)
The standard IV estimator ρ˜I corresponding to this instrumental variables regression can be expressed
in the following way
ρ˜I = ρ+


NX
i=1
y0i,−1Zi1
Ã NX
i=1
Z0i1Zi1
!−1 NX
i=1
Z0i1yi,−1


−1
NX
i=1
y0i,−1Zi1
Ã NX
i=1
Z0i1Zi1
!−1 NX
i=1
Z0i1vi (53)
The asymptotic properties of this estimator is given by the results in Lemma 3 below.
Lemma 3 Under Assumption 1, 2, 3 and the local-to-unity sequence for ρ given by ρ = 1− c/
√
N for
c ≥ 0, the following results hold
(i) and c ≥ 0 : 1
N
NX
i=1
Z0i1yi,−1
P→ σ2ειm as N →∞ (a1)
(ii) and c > 0 : 1
N
NX
i=1
Z0i1yi,−1
P→ 1
2
σ2ειm as N →∞ (a2)
1
N
NX
i=1
Z0i1Zi1
P→ σ2εIm as N →∞ (b)
1√
N
NX
i=1
Z0i1vi
w→ N (0, σ4εIm) as N →∞ (c)
In particular, the limiting distribution of the IV estimator ρ˜I is given by
(i) and c ≥ 0 :
√
N (ρ˜I − ρ)
w→ N
µ
0, σ4ε
σ22ε
2
T (T − 1)
¶
as N →∞ (d1)
(ii) and c > 0 :
√
N (ρ˜I − ρ)
w→ N
µ
0, 4σ4ε
σ22ε
2
T (T − 1)
¶
as N →∞ (d2)
Proof of Lemma 3:
(a1) and (a2) We prove the results by showing that for t = 1, ..., T − 1 and s = 1, ..., t the following hold
(i) and c ≥ 0 : 1
N
NX
i=1
∆yisyit
P→ σ2ε as N →∞ (54)
(ii) and c > 0 : 1
N
NX
i=1
∆yisyit
P→ 1
2
σ2ε as N →∞ (55)
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This proves the results in (a1) and (a2) as 1N
PN
i=1 Z0i1yi,−1 has elements of the form
1
N
PN
i=1∆yisyit
where t = 1, ..., T−1 and s = 1, ..., t. To show the results in (54) and (55) we use the following expression
∆yisyit = Q1iQ2i + (∆yis −Q1i)yit +Q1i (yit −Q2i) (56)
where
Q1i = εis + (ρ− 1) ρs−1
p
τ (ρ)εi0 (57)
Q2i = ρt−sεis + ρt
p
τ (ρ)εi0 (58)
and we show that
(i) and c ≥ 0 : 1
N
NX
i=1
Q1iQ2i
P→ σ2ε as N →∞ (59)
(ii) and c > 0 : 1
N
NX
i=1
Q1iQ2i
P→ 1
2
σ2ε as N →∞ (60)
1
N
NX
i=1
(∆yis −Q1i)yit
P→ 0 as N →∞ (61)
1
N
NX
i=1
Q1i (yit −Q2i)
P→ 0 as N →∞ (62)
To show (59) we use the results below which follow by Lemma 1.
ρt → 1 as N →∞ (63)
(ρ− 1) ρt → 0 as N →∞ (64)
τ (ρ)
1
2
√
N
→ 0 as N →∞ (65)
(ρ− 1) τ (ρ) →
(
0 under (i) and c ≥ 0
−12 under (ii) and c > 0
as N →∞ (66)
We have that
1
N
NX
i=1
Q1iQ2i
= ρt−s 1
N
NX
i=1
ε2is + (ρ− 1) τ (ρ) ρt+s−1
1
N
NX
i=1
ε2i0 +
¡
ρt + (ρ− 1) ρt−1
¢ τ (ρ) 12√
N
1√
N
NX
i=1
εi0εis
According to Lemma 2 and the results above we have that as N →∞, the first term on the right hand
side in the expression above converges in probability to σ2ε, the second term converges in probability to
zero under (i) and to −12σ2ε under (ii), and the third term converges in probability to zero. This proves
the result in (59).
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The results below are used in the following.
E
¡
y2it
¢
≤ σ2α +
³
ρ2tτ (ρ) + ρ2(t−1) + ...+ ρ2 + 1
´
σ2iε = O
³
N 12
´
(67)
E
³
(∆yis −Q1i)2
´
=
³
(ρ− 1)2
³
ρ2(s−2) + ...+ ρ2 + 1
´´
σ2iε = O
¡
N−1
¢
(68)
E
³
(yit −Q2i)2
´
≤ σ2α +
³
ρ2(t−1) + ...+ ρ2 + 1
´
σ2iε = O (1) (69)
E
¡
Q21i
¢
=
³
1 + (ρ− 1)2 ρ2(s−1)τ (ρ)
´
σ2iε = O (1) (70)
E
¡
∆y2is
¢
=
³
1 + (ρ− 1)2
³
ρ2(s−1)τ (ρ) + ρ2(s−2) + ...+ 1
´´
σ2iε = O (1) (71)
E
³
(∆yis − εis)2
´
= (ρ− 1)2
³
ρ2(s−1)τ (ρ) + ρ2(s−2) + ...+ 1
´
σ2iε = O
³
N−
1
2
´
(72)
E
¡
v2it
¢
= (1− ρ)2 σ2α + σ2iε = O (1) (73)
They are obtained by using the expressions for yit and ∆yit given in (45) and (46) and that all terms in
these expressions are independent of each other. In addition the results in Lemma 1 are applied. The
result in (61) holds as
E
¯¯¯¯
¯ 1N
NX
i=1
(∆yis −Q1i) yit
¯¯¯¯
¯ ≤ 1N
NX
i=1
r
E
³
(∆yis −Q1i)2
´
E (y2it) ≤ O
³
N−14
´
(74)
The first inequality results from the triangle inequality and the Cauchy-Schwarz inequality. The second
inequality holds by using that E
¡
y2it
¢
≤ O
³
N 12
´
and E
³
(∆yis −Q1i)2
´
= O
¡
N−1
¢
according to
the results in (67) and (68). This shows that E
¯¯¯
1
N
PN
i=1 (∆yis −Q1i) yit
¯¯¯
→ 0 as N → ∞ such that
1
N
PN
i=1 (∆yis −Q1i) yit
P→ 0 as N →∞. The result in (62) holds since
E
¯¯¯¯
¯ 1N
NX
i=1
Q1i (yit −Q2i)
¯¯¯¯
¯
2
=
1
N2
NX
i=1
E
¡
Q21i
¢
E
³
(yit −Q2i)2
´
≤ 1
N
O (1) (75)
The first equality sign results from Q1i and (yit −Q2i) being independent with means zero such that
Q1i (yit −Q2i) is independent across i with mean zero. The second inequality follows by using that
E
³
(yit −Q2i)2
´
≤ O (1) and E
¡
Q21i
¢
= O (1) according to the results in (69) and (70). This shows
that E
¯¯¯
1
N
PN
i=1Q1i (yit −Q2i)
¯¯¯2
→ 0 as N → ∞ such that 1N
PN
i=1Q1i (yit −Q2i)
P→ 0 as N → ∞.
Altogether, we have obtained the desired limits and the results in (a1) and (a2) are proved.
(b) 1N
PN
i=1 Z0i1Zi1 has non-zero elements of the form
1
N
PN
i=1∆yis∆yit for t = 1, ..., T −1 and s = 1, ..., t
where the diagonal elements correspond to t = s. We prove the result by showing that
1
N
NX
i=1
∆yis∆yit
P→
(
σ2ε for t = s
0 for t 6= s
as N →∞ (76)
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This is done by showing that for all t, s = 1, ..., T − 1
1
N
NX
i=1
εisεit
P→
(
σ2ε for t = s
0 for t 6= s
as N →∞ (77)
1
N
NX
i=1
(∆yis − εis) (∆yit − εit)
P→ 0 as N →∞ (78)
1
N
NX
i=1
(∆yis − εis) εit P→ 0 as N →∞ (79)
The result in (77) holds according to Lemma 2. The result in (78) holds since
E
¯¯¯¯
¯ 1N
NX
i=1
(∆yis − εis) (∆yit − εit)
¯¯¯¯
¯ ≤ 1N
NX
i=1
r
E
³
(∆yis − εis)2
´
E
³
(∆yit − εit)2
´
= O
³
N−
1
2
´
(80)
The inequality results from the triangle inequality and the Cauchy-Schwarz inequality. The equality
sign holds by using that E
³
(∆yis − εis)2
´
= O
³
N− 12
´
according to the result in (72). This shows that
E
¯¯¯
1
N
PN
i=1 (∆yis − εis) (∆yit − εit)
¯¯¯
→ 0 as N →∞ such that 1N
PN
i=1 (∆yis − εis) (∆yit − εit)
P→ 0 as
N →∞. The result in (79) holds since
E
¯¯¯¯
¯ 1N
NX
i=1
(∆yis − εis) εit
¯¯¯¯
¯ ≤ 1N
NX
i=1
r
E
³
(∆yis − εis)2
´
E (ε2it) = O
³
N− 14
´
(81)
Again the inequality results from the triangle inequality and the Cauchy-Schwarz inequality. The equal-
ity sign holds by using that E
¡
ε2it
¢
= O (1) and E
³
(∆yis − εis)2
´
= O
³
N− 12
´
according to the result in
(72). This shows that E
¯¯¯
1
N
PN
i=1 (∆yis − εis) εit
¯¯¯
→ 0 as N →∞ such that 1N
PN
i=1 (∆yis − εis) εit
P→ 0
as N →∞. Altogether, this proves the result in (b).
(c) We prove the result by showing that
1√
N
NX
i=1
Q0iεi
w→ N (0, σ4εIm) as N →∞ (82)
1√
N
NX
i=1
(Zi1 −Qi)0 vi P→ 0 as N →∞ (83)
1√
N
NX
i=1
Q0i (vi − εi) = (1− ρ)
1√
N
NX
i=1
Q0iιT−1αi
P→ 0 as N →∞ (84)
where εi = (εi2, ..., εiT ) and the (T − 1)×m matrix Qi is defined as
Qi =


εi1 0 0 · · · 0 · · · 0
0 εi1 εi2 · · · 0 · · · 0
...
...
... · · · ... · · · ...
0 0 0 · · · εi1 · · · εiT−1

 (85)
The result in (82) follows by the Liapounov Central Limit Theorem as εit is independent of εis for
s 6= t. As 1√
N
PN
i=1 (Zi1 −Qi)
0 vi has elements of the form 1√N
PN
i=1 (∆yis − εis) vit for t = 2, ..., T and
s = 1, ..., t− 1, the result in (83) holds since
E
¯¯¯¯
¯ 1√N
NX
i=1
(∆yis − εis) vit
¯¯¯¯
¯
2
=
1
N
NX
i=1
E
³
(∆yis − εis)2
´
E
¡
v2it
¢
= O
³
N− 12
´
(86)
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The first equality sign results from (∆yis − εis) and vit being independent with means zero such that
(∆yis − εis) vit is independent across i with mean zero. The second equality sign follows by using
that E
³
(∆yis − εis)2
´
= O
³
N−12
´
and E
¡
v2it
¢
= O (1) according to (72) and (73). This shows that
E
¯¯¯
1√
N
PN
i=1 (∆yis − εis) vit
¯¯¯2
→ 0 as N →∞ such that 1√N
PN
i=1 (∆yis − εis) vit
P→ 0 as N →∞. The
result in (84) follows by using that 1√N
PN
i=1Q0iιT−1αi
w→ N
¡
0, σ2εσ2α
¢
as N → ∞ by the Liapounov
Central Limit Theorem and that (1− ρ) = c/
√
N → 0 as N → ∞. Altogether, we have obtained the
desired limits and the result in (c) is proved.
(d1) and (d2) These results follow directly by the results already obtained. ¤
Lemma 4 Under Assumption 1, 2, 3 and the local-to-unity sequence for ρ given by ρ = 1− c/
√
N for
c ≥ 0, the following result holds
1
N
NX
i=1
Z0i1vˆivˆ0iZi1
P→ σ4εIm as N →∞ (a)
where vˆi = yi − ρ˜Iyi,−1 and ρ˜I denotes any one-step
√
N-consistent estimator of ρ, for example the one
defined in (53).
Proof of Lemma 4:
Inserting the expression for vˆi given by (ρ− ρ˜I) yi,−1 + vi yields
1
N
NX
i=1
Z0i1vˆivˆ0iZi1
=
1
N
NX
i=1
Z0i1viv0iZi1 + (ρ− ρ˜I)
2 1
N
NX
i=1
Z0i1yi,−1y0i,−1Zi1 + 2 (ρ− ρ˜I)
1
N
NX
i=1
Z0i1viy0i,−1Zi1 (87)
As ρ˜I is
√
N -consistent we have that
√
N (ρ˜I − ρ) = OP (1) and therefore we prove the result by showing
that
1
N
NX
i=1
Z0i1viv0iZi1
P→ σ4εIm as N →∞ (88)
1
N2
NX
i=1
Z0i1yi,−1y0i,−1Zi1
P→ 0 as N →∞ (89)
1
N 32
NX
i=1
Z0i1viy0i,−1Zi1
P→ 0 as N →∞ (90)
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The results below are used in the following
E
¡
y4it
¢ 1
4 ≤ E
¡
α4i
¢ 1
4 + ρtτ (ρ)
1
2 E
¡
ε4i0
¢ 1
4 +
tX
j=1
ρt−jE
¡
ε4ij
¢ 1
4 = O
³
N
1
4
´
(91)
E
¡
∆y4it
¢ 1
4 ≤ (ρ− 1) ρt−1τ (ρ)
1
2 E
¡
ε4i0
¢ 1
4 + (ρ− 1)
t−1X
j=1
ρt−1−jE
¡
ε4ij
¢ 1
4 +E
¡
ε4it
¢ 1
4 = O (1) (92)
E
³
(∆yit − εit)4
´ 1
4 ≤ (ρ− 1) ρt−1τ (ρ)
1
2 E
¡
ε4i0
¢ 1
4 + (ρ− 1)
t−1X
j=1
ρt−1−jE
¡
ε4ij
¢ 1
4 = O
³
N− 14
´
(93)
E
¡
v4it
¢ 1
4 ≤ (1− ρ)E
¡
α4i
¢ 1
4 +E
¡
ε4it
¢ 1
4 = O (1) (94)
where the inequalities result from Minkowski’s inequality and the equalities hold according to Assump-
tion 3 and the results in Lemma 1.
We prove the result in (88) by showing that
1
N
NX
i=1
Q0iviv0iQi
P→ σ4εIm as N →∞ (95)
1
N
NX
i=1
(Zi1 −Qi)0 viv0iZi1
P→ 0 as N →∞ (96)
1
N
NX
i=1
(Zi1 −Qi)0 viv0iQi
P→ 0 as N →∞ (97)
where Qi is defined in (85). 1N
PN
i=1Q0iviv0iQi has elements of the form
1
N
PN
i=1 εisεilvitvik for t, k =
2, ..., T , s = 1, ..., t − 1 and l = 1, ..., k − 1 where the diagonal elements correspond to t = k and s = l.
We have
1
N
NX
i=1
εisεilvitvik
=
1
N
NX
i=1
εisεilεitεik + (1− ρ)2
1
N
NX
i=1
εisεilα2i + (1− ρ)
1
N
NX
i=1
εisεilεikαi + (1− ρ)
1
N
NX
i=1
εisεilεitαi
Using this the result in (95) now follows since
1
N
NX
i=1
εisεilεitεik
P→
½
σ4ε s = l, t = k
0 s 6= l as N →∞ (98)
1
N
NX
i=1
εisεilα2i
P→
½
σ2εσ2α s = l
0 s 6= l as N →∞ (99)
1
N
NX
i=1
εisεilεikαk
P→ 0 as N →∞ for all k = 2, ..., T (100)
(1− ρ)2 = c
2
N
→ 0 as N →∞ (101)
where the first three results follow by Markow’s Law of Large Numbers. To show the result in (96)
we note that 1N
PN
i=1 (Zi1 −Qi)
0 viv0iZi1 has elements of the form 1N
PN
i=1 (∆yis − εis)∆yilvitvik where
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t, k = 2, ..., T , s = 1, ..., t− 1 and l = 1, ..., k − 1. We have that
E
¯¯¯¯
¯ 1N
NX
i=1
(∆yis − εis)∆yilvitvik
¯¯¯¯
¯ ≤ 1N
NX
i=1
³
E
³
(∆yis − εis)4
´
E
¡
∆y4il
¢
E
¡
v4it
¢
E
¡
v4ik
¢´ 14
= O
³
N− 14
´
(102)
where the inequality results from the triangle inequality and the Cauchy-Schwarz inequality and the
equality sign holds by using the results in (91)-(94). This shows that E
¯¯¯
1
N
PN
i=1 (Zi1 −Qi)
0 viv0iZi1
¯¯¯
→ 0
as N → ∞ which proves (96). To show the result in (97) we note that 1N
PN
i=1 (Zi1 −Qi)
0 viv0iQi has
elements of the form 1N
PN
i=1 (∆yis − εis)∆yilvitεik where t, k = 2, ..., T , s = 1, ..., t−1 and l = 1, ..., k−1.
By using similar arguments as above we have that
E
¯¯¯¯
¯ 1N
NX
i=1
(∆yis − εis)∆yilvitεik
¯¯¯¯
¯ ≤ 1N
NX
i=1
³
E
³
(∆yis − εis)4
´
E
¡
∆y4il
¢
E
¡
v4it
¢
E
¡
ε4ik
¢´ 14
= O
³
N−
1
4
´
(103)
such that E
¯¯¯
1
N
PN
i=1 (Zi1 −Qi)
0 viv0iQi
¯¯¯
→ 0 as N →∞ which proves (97). Altogether, this proves the
result in (88).
To show the result in (89) we note that the elements in 1N2
PN
i=1 Z0i1yi,−1y0i,−1Zi1 are on the form
1
N2
PN
i=1 yityik∆yis∆yil for t, k = 1, ..., T − 1 and s = 1, ..., t and l = 1, ..., k. We have that
E
¯¯¯¯
¯ 1N2
NX
i=1
yityik∆yis∆yil
¯¯¯¯
¯ ≤ 1N2
NX
i=1
¡
E
¡
y4it
¢
E
¡
y4ik
¢
E
¡
∆y4is
¢
E
¡
∆y4il
¢¢ 1
4 =
1
N
O
³
N
1
2
´
(104)
where the inequalities follow by the triangle inequality and the Cauchy-Schwarz inequality and the
equality sign holds by the results in (91)-(94). This shows that E
¯¯¯
1
N2
PN
i=1 Z0i1yi,−1y0i,−1Zi1
¯¯¯
→ 0 as
N →∞ which proves (89). To show (90) we note that the elements in 1
N
3
2
PN
i=1 Z0i1viy0i,−1Zi1 are on the
form 1
N
3
2
PN
i=1 yitvik∆yis∆yil where t = 1, ..., T − 1, k = 2, ..., T , s = 1, ..., t and l = 1, ..., k − 1. Using
similar arguments as above the following holds
E
¯¯¯¯
¯ 1N 32
NX
i=1
yitvik∆yis∆yil
¯¯¯¯
¯ ≤ 1N 32
NX
i=1
¡
E
¡
y4it
¢
E
¡
v4ik
¢
E
¡
∆y4is
¢
E
¡
∆y4il
¢¢ 1
4 =
1
N 12
O
³
N 14
´
(105)
such that E
¯¯¯
1
N2
PN
i=1 Z0i1viy0i,−1Zi1
¯¯¯
→ 0 as N → ∞ which proves (90). Altogether we have obtained
the desired limits and the result is proved. ¤
Proof of Proposition 1 and 2:
The optimal two-step estimator ρˆI corresponding to (16) can be expressed as
ρˆI = ρ+


NX
i=1
y0i,−1Zi1
Ã NX
i=1
Z0i1vˆivˆ0iZi1
!−1 NX
i=1
Z0i1yi,−1


−1
NX
i=1
y0i,−1Zi1
Ã NX
i=1
Z0i1vˆivˆ0iZi1
!−1 NX
i=1
Z0i1vi
The results in Proposition 1 now follow immediately from the results in Lemma 3 and 4. These results
also show that the one-step estimator ρ˜I is asymptotically equivalent to the optimal two-step estimator
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ρˆI . The t-statistic defined in (20) can be expressed as
tI =

 1
N
NX
i=1
y0i,−1Zi1
Ã
1
N
NX
i=1
Z0i1vˆivˆ0iZi1
!−1
1
N
NX
i=1
Z0i1yi,−1


1
2 ³√
N (ρˆI − ρ)− c
´
(106)
and the results in Proposition 2 now follow immediately from the results in Proposition 1 together with
the results in Lemma 3 and 4. ¤
Proof of Proposition 3:
The results follow directly by Lemma 5 given below. ¤
Lemma 5 Under Assumption 1, 2, 3 and the local-to-unity sequence for ρ given by ρ = 1− c/
√
N for
c ≥ 0, the following results hold
(i) and c ≥ 0 : 1√
N
NX
i=1
Z0i1∆yi
w→ N (−cσ2ειm, σ4εIm) as N →∞ (a1)
(ii) and c > 0 : 1√
N
NX
i=1
Z0i1∆yi
w→ N
µ
−1
2
cσ2ειm, σ4εIm
¶
as N →∞ (a2)
1
N
NX
i=1
Z0i1∆yi∆y0iZi1
P→ σ4εIm as N →∞ (b)
Proof of Lemma 5:
(a1) and (a2) Using that ∆yi = (ρ− 1) yi,−1 + vi we have
1√
N
NX
i=1
Z0i1∆yi = (ρ− 1)
1√
N
NX
i=1
Z0i1yi,−1 +
1√
N
NX
i=1
Z0i1vi = −c
1
N
NX
i=1
Z0i1yi,−1 +
1√
N
NX
i=1
Z0i1vi (107)
and the results now follow by (a1), (a2) and (c) in Lemma 3.
(b) Again using the expression for ∆yi given above we have
1
N
NX
i=1
Z0i1∆yi∆y0iZi1
=
1
N
NX
i=1
Z0i1viv0iZi1 + 2 (ρ− 1)
1
N
NX
i=1
Z0i1yi,−1v0iZi1 + (ρ− 1)
2 1
N
NX
i=1
Z0i1yi,−1y0i,−1Zi1
=
1
N
NX
i=1
Z0i1viv0iZi1 − 2c
1
N 32
NX
i=1
Z0i1yi,−1v0iZi1 + c2
1
N2
NX
i=1
Z0i1yi,−1y0i,−1Zi1 (108)
and the result now follows by the results in (88), (89) and (90). ¤
A.3 Proof of the propositions in Section 3.2
For repetition the regression model is the following
∆yit = ρ∆yit−1 +∆vit
∆vit = ∆εit
for i = 1, ..., N and t = 2, ..., T (109)
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Using stacked notation the regressor is ∆yi,−1 = (∆yi1, ...,∆yiT−1)0, the regression error is ∆vi =
(∆vi2, ...,∆viT )0 and the (T − 1)×m matrix of instruments is
Zi2 =


yi0 0 0 · · · 0 · · · 0
0 yi0 yi1 · · · 0 · · · 0
...
...
... · · · ... · · · ...
0 0 0 · · · yi0 · · · yiT−2

 (110)
Let the m× 1 vectors X1N and X2N be defined in the following way
X1N =
NX
i=1
Z0i2∆vi (111)
X2N =
NX
i=1
Z0i2∆yi,−1 (112)
The standard IV estimator ρˆII corresponding to the instrumental variables regression above can then be
expressed in the following way
ρˆII = ρ+

X02N
Ã NX
i=1
Z0i2Zi2
!−1
X2N


−1
NX
i=1
X02N
Ã NX
i=1
Z0i2Zi2
!−1
X1N (113)
Proof of Proposition 4:
The result follows directly by Lemma 6 below. ¤
Lemma 6 Under Assumption 1, 2 (i), 3 and the local-to-unity sequence for ρ given by ρ = 1 − c/
√
N
for c ≥ 0, the following results hold
1
N
NX
i=1
Z0i2Zi2
P→ Σ˜11 as N →∞ (a)
The m×m matrix Σ˜11 is defined as
Σ˜11 =


P˜1 0 0 · · · 0
0 P˜2
. . .
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . . P˜T−2 0
0 · · · 0 0 P˜T−1


(114)
where P˜k for k = 1, ..., T − 1 is k × k matrix where element i, j is the following
Pk (i, j) = 1{c>0}σ2α + (min {i, j}− 1 + τ)σ2ε (115)
In addition the following holds
1√
N
·
X1N
X2N
¸
w→ N
µ·
0
−cq
¸
,
·
Σ11 Σ12
Σ012 Σ22
¸¶
as N →∞ (b)
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The m× 1 vector q is defined as q = σ2ε
¡
q01, q02, ..., q0T−1
¢0
where qk for k = 1, ..., T − 1 is a k× 1 vector
where element i is equal to τ + i− 1. The m×m matrices Σ11,Σ12 and Σ22 are defined as
Σ11 =


2P11 −P12 0 · · · 0
−P21 2P22
. . .
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . . 2PT−2,T−2 −PT−2,T−1
0 · · · 0 −PT−1,T−2 2PT−1,T−1


(116)
Σ12 =


−P11 P12 0 · · · 0
0 −P22
. . .
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . . −PT−2,T−2 PT−2,T−1
0 · · · 0 0 −PT−1,T−1


(117)
Σ22 =


P11 0 0 · · · 0
0 P22
. . .
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . . PT−2,T−2 0
0 · · · 0 0 PT−1,T−1


(118)
where Pkl for k, l = 1, ..., T − 1 is a k × l matrix where element i, j is the following
Pkl (i, j) = σ2ε
µ
1{c>0}σ2α + (min {i, j}− 1 + τ)
σ4ε
σ2ε
¶
(119)
Proof of Lemma 6:
(a) 1N
PN
i=1 Z0i2Zi2 has non-zero elements of the form
1
N
PN
i=1 yityis for t = 0, ..., T − 2 and s = 0, ..., t.
We prove the result by showing that
1
N
NX
i=1
yityis
P→ 1{c>0}σ2α + (min {s, t}− 1 + τ)σ2ε as N →∞ (120)
This follows by Lemma 2 and by using that 1N
PN
i=1 εisεit
P→ 0 as N →∞ for s 6= t, 1N
PN
i=1 αiεit
P→ 0
as N →∞ and ρk → 1 as N →∞.
(b) Using the expressions for yit and ∆yit in (45) and (46), we first of all note that when τ (ρ) = τ
then according to Assumption 3
E |yis∆yit|2+δ/2 ≤ K1 <∞ for all i = 1, ..., N (121)
E |yis∆vit|2+δ/2 ≤ K2 <∞ for all i = 1, ..., N (122)
for all s = 0, ..., T − 2 and t = 2, ..., T . This means that the Liapounov Central Limit Theorem can be
applied to the sequence 1√N
PN
i=1 (X 01N ,X 02N)
0. We have that
1√
N
NX
i=1
E (X1N) = 0 (123)
1√
N
NX
i=1
E (X2N) → −cq as N →∞ (124)
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With respect to the covariance matrix we use the following results. By using the expressions for yit and
∆yit in (45) and (46) and that ∆vit is independent of yis for t = 2, ..., T and s = 0, ..., t− 2 we find that
t, k = 2, ..., T and s = 0, ..., t− 2, l = 0, ..., k − 2
1
N
NX
i=1
E (yisyit)σ2iε → σ2ε
µ
1{c>0}σ2α + (min {s, t}− 1 + τ)
σ4ε
σ2ε
¶
as N →∞ (125)
1
N
NX
i=1
E
¡
yisyil∆y2it
¢
→ σ2ε
µ
1{c>0}σ2α + (min {s, l}− 1 + τ)
σ4ε
σ2ε
¶
as N →∞ (126)
1
N
NX
i=1
E (yisyil∆yit∆yik)→ 0 as N →∞ for t 6= k (127)
1
N
NX
i=1
E (yisyil∆vit∆yit−1)→−σ2ε
µ
1{c>0}σ2α + (min {s, l}− 1 + τ)
σ4ε
σ2ε
¶
as N →∞(128)
1
N
NX
i=1
E (yisyil∆vit∆yit)→ σ2ε
µ
1{c>0}σ2α + (min {s, l}− 1 + τ)
σ4ε
σ2ε
¶
as N →∞ (129)
The matrix Z0i2∆vi∆v0iZi2 has elements of the form yisyil∆vit∆vik where t, k = 2, ..., T and s = 0, ..., t−
2, l = 0, ..., k − 2. Using this we have
E (yisyil∆vit∆vik) =



2E
¡
y2is
¢
σ2iε for t = k, s = l
−E (yisyil)σ2iε for |t− k| = 1
0 for |t− k| > 1
(130)
such that
1
N
NX
i=1
E (Z0i2∆vi∆v0iZi2)→ Σ11 as N →∞ (131)
The matrix Z0i2∆yi,−1∆y0i,−1Zi2 has elements of the form yisyil∆yit∆yik where t, k = 1, ..., T − 1 and
s = 0, ...., t− 1, l = 0, ..., k − 1. Using this we have
E (yisyil∆yit∆yik) =
(
E
¡
yisyil∆y2it
¢
for t = k
E (yisyil∆yit∆yik) for t 6= k
(132)
such that
1
N
NX
i=1
E
¡
Z0i2∆yi,−1∆y0i,−1Zi2
¢
→ Σ22 as N →∞ (133)
The matrix Z0i2∆vi∆y0i,−1Zi2 has elements of the form yisyil∆vit+1∆yik where t, k = 1, ..., T − 1 and
s = 0, ...., t− 1, l = 0, ..., k − 1. Using this we have
E (yisyil∆vit+1∆yik) =



E (yisyil)E (∆vit+1∆yit) for t = k
E (yisyil)E (∆vit∆yit) for t = k − 1
0 otherwise
(134)
such that
1
N
NX
i=1
E
¡
Z0i2∆vi∆y0i,−1Zi2
¢
→ Σ12 as N →∞ (135)
Altogether, this proves the result in (b). ¤
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Lemma 7 Under Assumption 1, 2 (ii), 3 and the local-to-unity sequence for ρ given by ρ = 1− c˜/N for
c˜ > 0, the following results hold
1
N
NX
i=1
Z0i2∆yi,−1
w→ N
µ
−1
2
σ2ειm,
1
2c˜
σ4εΓ
¶
as N →∞ (a)
1
N2
NX
i=1
Z0i2∆yi,−1∆y0i,−1Zi2
P→ 1
2c˜
σ4εΓ as N →∞ (b)
The m×m matrix Γ is defined as
Γ =


Γ1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 ΓT−1


(136)
where Γk for k = 1, ..., T − 1 is a symmetric k × k matrix with all elements equal to one.
Proof of Lemma 7:
(a) Using the expressions for Zi2 and ∆yi,−1 we have
Z0i2∆yi,−1 = Q0i (R1i +R2i) + (Zi2 −Qi)
0∆yi,−1 +Q0i (∆yi,−1 −R1i −R2i) (137)
where
Qi = τ (ρ)
1
2 εi0


1 0 0 · · · 0 · · · 0
0 1 ρ · · · 0 · · · 0
...
...
... · · · ... · · · ...
0 0 0 · · · 1 · · · ρT−2

 (138)
R1i = (ρ− 1) τ (ρ)
1
2 εi0


1
ρ
...
ρT−2

 R2i =


εi1
εi2
...
εiT−1

 (139)
We prove the result by showing that
1
N
NX
i=1
Q0i (R1i +R2i)
w→ N
µ
−1
2
σ2ειm,
1
2c˜
σ4εΓ
¶
as N →∞ (140)
1
N
NX
i=1
(Zi2 −Qi)0∆yi,−1
P→ 0 as N →∞ (141)
1
N
NX
i=1
Q0i (∆yi,−1 −R1i −R2i)
P→ 0 as N →∞ (142)
The result in (140) is proved by showing that
1
N
NX
i=1
Q0iR1i
P→−1
2
σ2ειm as N →∞ (143)
1
N
NX
i=1
Q0iR2i
w→ N
µ
0, 1
2c˜
σ4εΓ
¶
as N →∞ (144)
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The result in (143) holds since
1
N
NX
i=1
ε2i0
P→ σ2ε as N →∞ (145)
(ρ− 1) τ (ρ)→−1
2
as N →∞ (146)
ρt → 1 as N →∞ (147)
and the result in (144) holds since
τ (ρ)−
1
2
1√
N
NX
i=1
Q0iR2i
w→ N (0, σ4εΓ) as N →∞ (148)
1√
N
τ (ρ)
1
2 → 1
(2c˜)
1
2
as N →∞ (149)
Altogether, this shows the result in (140). To show the result in (141) we note that (Zi2 −Qi)0∆yi,−1
has elements of the form
³
yis − τ (ρ)
1
2 ρsεi0
´
∆yit for t = 1, ..., T − 1 and s = 1, ..., t− 1. We have
E
¯¯¯¯
¯ 1N
NX
i=1
³
yis − τ (ρ)
1
2 ρsεi0
´
(∆yit − εit)
¯¯¯¯
¯
≤ 1N
NX
i=1
s
E
µ³
yis − τ (ρ)
1
2 ρsεi0
´2¶
E
³
(∆yit − εit)2
´
= O
³
N−
1
2
´
(150)
where the inequality results from the triangle equality and the Cauchy-Schwarz inequality and the
equality sign holds by using that E
µ³
yis − τ (ρ)
1
2 ρsεi0
´2¶
= O (1) and E
³
(∆yit − εit)2
´
= O
¡
N−1
¢
.
Also we have
E
¯¯¯¯
¯ 1N
NX
i=1
³
yis − τ (ρ)
1
2 ρsεi0
´
εit
¯¯¯¯
¯
2
=
1
N2
NX
i=1
E
µ³
yis − τ (ρ)
1
2 ρsεi0
´2¶
E
¡
ε2it
¢
=
1
N
O (1) (151)
The first equality sign results from
³
yis − τ (ρ)
1
2 ρsεi0
´
and εit being independent with means zero since
s < t such that
³
yis − τ (ρ)
1
2 ρsεi0
´
εit is independent across i with mean zero. The second equality sign
follows by using that E
¡
ε2it
¢
= O (1) and E
µ³
yis − τ (ρ)
1
2 ρsεi0
´2¶
= O (1). Altogether, this shows that
1
N
PN
i=1
³
yis − τ (ρ)
1
2 ρsεi0
´
∆yit P→ 0 as N →∞ such that (141) is proved. To show the result in (142)
we note thatQ0i (∆yi,−1 −R1i −R2i) has elements of the form τ (ρ)
1
2 ρsεi0
³
∆yit − (ρ− 1) τ (ρ)
1
2 ρtεi0 − εit
´
for t = 1, ..., T − 1 and s = 1, ..., t− 1. We have
E
¯¯¯¯
¯ 1N
NX
i=1
τ (ρ)
1
2 ρsεi0
³
∆yit − (ρ− 1) τ (ρ)
1
2 ρtεi0 − εit
´¯¯¯¯¯
2
=
1
N2
NX
i=1
τ (ρ) ρ2sE
¡
ε2i0
¢
E
µ³
∆yit − (ρ− 1) τ (ρ)
1
2 ρtεi0 − εit
´2¶
=
1
N
O
¡
N−1
¢
(152)
The first equality sign results from εi0 and ∆yit−(ρ− 1) τ (ρ)
1
2 ρtεi0−εit being independent with means
zero such that εi0
³
∆yit − (ρ− 1) τ (ρ)
1
2 ρtεi0 − εit
´
is independent across i with mean zero. The second
equality sign follows by using that τ (ρ) = O (N), ρ2sE
¡
ε2i0
¢
= O (1) and
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E
µ³
∆yit − (ρ− 1) τ (ρ)
1
2 ρtεi0 − εit
´2¶
= O
¡
N−1
¢
. This shows that
E
¯¯¯
1
N
PN
i=1Q0i (∆yi,−1 −R1i −R2i)
¯¯¯2
→ 0 as N →∞ which proves (142). Altogether, we have obtained
the desired limits and the result in (a) is proved.
(b) We prove the result by showing that
1
N2
NX
i=1
Q0iR2iR02iQi
P→ 1
2c˜
σ4εΓ as N →∞ (153)
1
N2
NX
i=1
(Zi2 −Qi)0R2iR02iZi2
P→ 0 as N →∞ (154)
1
N2
NX
i=1
(Zi2 −Qi)0R2iR02iQi
P→ 0 as N →∞ (155)
1
N2
NX
i=1
Z0i2 (∆yi,−1 −R2i)R02iZi2
P→ 0 as N →∞ (156)
1
N2
NX
i=1
Z0i2 (∆yi,−1 −R2i)∆yi,−1Zi2
P→ 0 as N →∞ (157)
The result in (153) follows directly by Markov’s Law of Large Numbers and the remaining results are
proved by using the same arguments as in the proof of Lemma 4. ¤
Proof of Proposition 5:
According to the results in Lemma 6 have that when ρ = 1 − c/
√
N for c ≥ 0 and Assumption 2 (i) is
satisfied then
JII
w→ χ2m
¡
q0Σ−122 q
¢
as N →∞ (158)
Using the definition in (119) we have
P−111 =
1
σ2ασ2ε + τσ4ε
(159)
P−1kk =


σ2ασ2ε+(τ+1)σ4ε
σ4ε(σ2ασ2ε+τσ4ε)
− 1σ4ε 0 · · · 0
− 1σ4ε
2
σ4ε
. . .
. . .
...
0 − 1σ4ε
2
σ4ε
. . . 0
...
. . .
. . .
. . . − 1σ4ε
0 · · · 0 − 1σ4ε 1σ4ε


for k = 2, ..., T − 1 (160)
This implies that
q0Σ−122 q =
T−1X
k=1
q0kP−1kk qk =
T−1X
i=1
(k − 1)σ2ε
¡
σ2α + τσ4ε/σ2ε
¢
+ τ2σ4ε
σ4ε/σ2ε (σ2α + τσ4ε/σ2ε)
=
σ22ε
σ4ε
µ
(T − 1) (T − 2)
2
+ (T − 1) τ
2
σ2ασ2ε/σ4ε + τ
¶
(161)
This proves the first part of the proposition.
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The second part of the proposition follows by the results in Lemma 7 and by noting that the Moore-
Penrose inverse of Γ denoted Γ+ is given by
Γ+ =


Γ+1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 Γ+T−1


(162)
where Γ+k for k = 1, ..., T − 1 is a symmetric k × k matrix with all elements equal to 1/k2. From above
we have the following results
1
N
NX
i=1
Z0i2∆yi,−1 −
1
N
NX
i=1
Q0i (R1i +R2i)
P→ 0 as N →∞
1
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Z0i2∆yi,−1∆y0i,−1Zi2 −
1
N2
NX
i=1
Q0i (R1i +R2i) (R1i +R2i)
0Qi
P→ 0 as N →∞
Ã NX
i=1
Q0i (R1i +R2i) (R1i +R2i)Qi
!− 12 NX
i=1
µ
Q0i (R1i +R2i) +
1
2
σ2ειm
¶
w→ N (0, Im) as N →∞
This proves that
JII
w→ χ2m
µ
c˜σ
2
2ε
σ4ε
1
2
ι0mΓ+ιm
¶
as N →∞ (163)
and the result follows by using that ι0mΓ+ιm = T − 1. ¤
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B Additional simulation results
This appendix contains the results from the simulation studies in Section 4 with σ2α = 100.
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Table 5: Simulation results for statistics based on the Arellano-Bover type moment conditions under
mean stationarity with τ (ρ) = 1 and σ2α = 100
ρ T + 1 N Mean ρˆI Std. ρˆI P (tI < q1) * P (t¯I < q1) *
0.900 5 100 0.9443 0.0804 0.2676 (0.7895) 0.3280 (0.7895)
0.900 5 250 0.9196 0.0587 0.6634 (0.9871) 0.8152 (0.9871)
0.900 5 500 0.9097 0.0399 0.9472 (0.9999) 0.9886 (0.9999)
0.900 5 1000 0.9046 0.0283 0.9990 (1.0000) 1.0000 (1.0000)
0.900 10 100 0.9587 0.0272 0.8436 (1.0000) 0.7066 (1.0000)
0.900 10 250 0.9331 0.0236 0.9936 (1.0000) 0.9954 (1.0000)
0.900 10 500 0.9184 0.0193 0.9998 (1.0000) 1.0000 (1.0000)
0.900 10 1000 0.9096 0.0146 1.0000 (1.0000) 1.0000 (1.0000)
0.950 5 100 0.9681 0.0670 0.1280 (0.3372) 0.1636 (0.3372)
0.950 5 250 0.9578 0.0443 0.3034 (0.6147) 0.4168 (0.6147)
0.950 5 500 0.9538 0.0285 0.6580 (0.8630) 0.7288 (0.8630)
0.950 5 1000 0.9519 0.0189 0.9464 (0.9871) 0.9596 (0.9871)
0.950 10 100 0.9760 0.0200 0.6440 (0.9123) 0.3776 (0.9123)
0.950 10 250 0.9643 0.0153 0.9362 (0.9990) 0.9164 (0.9990)
0.950 10 500 0.9580 0.0119 0.9994 (1.0000) 0.9996 (1.0000)
0.950 10 1000 0.9543 0.0087 1.0000 (1.0000) 1.0000 (1.0000)
0.975 5 100 0.9814 0.0653 0.0682 (0.1509) 0.1004 (0.1509)
0.975 5 250 0.9783 0.0393 0.1282 (0.2493) 0.1956 (0.2493)
0.975 5 500 0.9768 0.0232 0.2544 (0.3914) 0.3258 (0.3914)
0.975 5 1000 0.9759 0.0155 0.5108 (0.6147) 0.5428 (0.6147)
0.975 10 100 0.9869 0.0172 0.3874 (0.4424) 0.1674 (0.4424)
0.975 10 250 0.9815 0.0123 0.5954 (0.7663) 0.5016 (0.7663)
0.975 10 500 0.9787 0.0091 0.8732 (0.9563) 0.8542 (0.9563)
0.975 10 1000 0.9771 0.0064 0.9942 (0.9990) 0.9942 (0.9990)
0.990 5 100 0.9900 0.0636 0.0462 (0.0808) 0.0740 (0.0808)
0.990 5 250 0.9908 0.0371 0.0634 (0.1043) 0.1022 (0.1043)
0.990 5 500 0.9908 0.0208 0.0962 (0.1363) 0.1354 (0.1363)
0.990 5 1000 0.9904 0.0142 0.1624 (0.1921) 0.1948 (0.1921)
0.990 10 100 0.9943 0.0161 0.2196 (0.1480) 0.0828 (0.1480)
0.990 10 250 0.9925 0.0112 0.2264 (0.2432) 0.1658 (0.2432)
0.990 10 500 0.9915 0.0080 0.3188 (0.3809) 0.2900 (0.3809)
0.990 10 1000 0.9910 0.0055 0.5292 (0.5997) 0.5154 (0.5997)
1.000 5 100 0.9959 0.0612 0.0340 (0.0500) 0.0566 (0.0500)
1.000 5 250 0.9992 0.0364 0.0332 (0.0500) 0.0660 (0.0500)
1.000 5 500 1.0001 0.0199 0.0366 (0.0500) 0.0590 (0.0500)
1.000 5 1000 1.0001 0.0136 0.0418 (0.0500) 0.0572 (0.0500)
1.000 10 100 0.9995 0.0157 0.1360 (0.0500) 0.0474 (0.0500)
1.000 10 250 1.0000 0.0107 0.0802 (0.0500) 0.0552 (0.0500)
1.000 10 500 1.0002 0.0076 0.0580 (0.0500) 0.0528 (0.0500)
1.000 10 1000 1.0003 0.0052 0.0474 (0.0500) 0.0442 (0.0500)
* q1 is the 5%-quantile of the standard normal distribution
The numbers in column 6-7 are the empirical rejection probabilities and the local power
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Table 6: Simulation results for statistics based on the Arellano-Bover type moment conditions under
covariance stationarity with τ (ρ) = 1/(1− ρ2) and σ2α = 100
ρ T + 1 N Mean ρˆI Std. ρˆI P (tI < q1) * P (t¯I < q1) *
0.900 5 100 0.9662 0.0945 0.1054 (0.3372) 0.2070 (0.6563)
0.900 5 250 0.9455 0.0866 0.2096 (0.6147) 0.5168 (0.8674)
0.900 5 500 0.9286 0.0769 0.4602 (0.8630) 0.8202 (0.9723)
0.900 5 1000 0.9136 0.0524 0.8192 (0.9871) 0.9762 (0.9989)
0.900 10 100 0.9764 0.0268 0.5366 (0.9123) 0.3892 (0.9853)
0.900 10 250 0.9563 0.0284 0.8134 (0.9990) 0.8642 (1.0000)
0.900 10 500 0.9377 0.0254 0.9766 (1.0000) 0.9894 (1.0000)
0.900 10 1000 0.9216 0.0207 1.0000 (1.0000) 1.0000 (1.0000)
0.950 5 100 0.9783 0.0838 0.0628 (0.1509) 0.1412 (0.4168)
0.950 5 250 0.9682 0.0808 0.0838 (0.2493) 0.3072 (0.5580)
0.950 5 500 0.9624 0.0661 0.1626 (0.3914) 0.5068 (0.7078)
0.950 5 1000 0.9557 0.0433 0.3692 (0.6147) 0.7548 (0.8674)
0.950 10 100 0.9859 0.0219 0.3542 (0.4424) 0.2238 (0.7510)
0.950 10 250 0.9771 0.0206 0.4834 (0.7663) 0.5868 (0.9393)
0.950 10 500 0.9689 0.0174 0.7708 (0.9563) 0.8934 (0.9943)
0.950 10 1000 0.9614 0.0138 0.9776 (0.9990) 0.9950 (1.0000)
0.975 5 100 0.9847 0.0724 0.0442 (0.0903) 0.1140 (0.3028)
0.975 5 250 0.9811 0.0697 0.0486 (0.1229) 0.2134 (0.3676)
0.975 5 500 0.9791 0.0677 0.0700 (0.1685) 0.3152 (0.4452)
0.975 5 1000 0.9771 0.0399 0.1282 (0.2493) 0.4644 (0.5580)
0.975 10 100 0.9909 0.0200 0.2662 (0.1854) 0.1470 (0.4711)
0.975 10 250 0.9874 0.0176 0.2640 (0.3231) 0.3418 (0.6419)
0.975 10 500 0.9841 0.0143 0.3810 (0.5128) 0.5878 (0.8036)
0.975 10 1000 0.9807 0.0111 0.6282 (0.7663) 0.8514 (0.9393)
0.990 5 100 0.9876 0.0751 0.0386 (0.0640) 0.0914 (0.2420)
0.990 5 250 0.9887 0.0616 0.0280 (0.0734) 0.1570 (0.2647)
0.990 5 500 0.9886 0.0602 0.0338 (0.0852) 0.2204 (0.2917)
0.990 5 1000 0.9898 0.0388 0.0514 (0.1043) 0.2848 (0.3317)
0.990 10 100 0.9946 0.0178 0.2082 (0.0893) 0.0942 (0.3007)
0.990 10 250 0.9938 0.0152 0.1466 (0.1209) 0.1920 (0.3639)
0.990 10 500 0.9931 0.0128 0.1498 (0.1650) 0.3022 (0.4397)
0.990 10 1000 0.9922 0.0098 0.2050 (0.2432) 0.4406 (0.5502)
* q1 is the 5%-quantile of the standard normal distribution
The numbers in column 6-7 are the empirical rejection probabilities and the local power
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Table 7: Simulation results for statistics based on the Arellano-Bond type moment conditions under
mean stationarity with τ (ρ) = 1 and σ2α = 100
ρ T + 1 N Mean (ρˆII − ρ) Std. (ρˆII − ρ) P (JII > q1)*
0.900 5 100 -0.7092 0.4207 0.1500 (0.2076)
0.900 5 250 -0.4886 0.3743 0.4076 (0.5044)
0.900 5 500 -0.3057 0.2978 0.7388 (0.8471)
0.900 5 1000 -0.1783 0.2204 0.9784 (0.9942)
0.900 10 100 -0.6860 0.1537 0.4166 (0.8325)
0.900 10 250 -0.4672 0.1230 0.9910 (0.9998)
0.900 10 500 -0.3068 0.0944 1.0000 (1.0000)
0.900 10 1000 -0.1815 0.0668 1.0000 (1.0000)
0.950 5 100 -0.9021 0.4366 0.0744 (0.0821)
0.950 5 250 -0.7850 0.4439 0.1300 (0.1402)
0.950 5 500 -0.6319 0.4133 0.2320 (0.2559)
0.950 5 1000 -0.4556 0.3549 0.4648 (0.5044)
0.950 10 100 -0.8724 0.1685 0.1032 (0.2037)
0.950 10 250 -0.7326 0.1587 0.4728 (0.5583)
0.950 10 500 -0.5801 0.1422 0.8862 (0.9269)
0.950 10 1000 -0.4084 0.1133 0.9988 (0.9998)
0.975 5 100 -0.9739 0.4301 0.0588 (0.0575)
0.975 5 250 -0.9342 0.4468 0.0710 (0.0694)
0.975 5 500 -0.8661 0.4393 0.0886 (0.0910)
0.975 5 1000 -0.7710 0.4383 0.1410 (0.1402)
0.975 10 100 -0.9602 0.1683 0.0520 (0.0777)
0.975 10 250 -0.9062 0.1673 0.1374 (0.1330)
0.975 10 500 -0.8304 0.1671 0.2668 (0.2578)
0.975 10 1000 -0.7098 0.1578 0.5512 (0.5583)
0.990 5 100 -0.9983 0.4254 0.0522 (0.0512)
0.990 5 250 -0.9908 0.4368 0.0558 (0.0529)
0.990 5 500 -0.9699 0.4293 0.0588 (0.0559)
0.990 5 1000 -0.9513 0.4379 0.0636 (0.0621)
0.990 10 100 -0.9932 0.1661 0.0418 (0.0539)
0.990 10 250 -0.9831 0.1651 0.0726 (0.0602)
0.990 10 500 -0.9672 0.1665 0.0860 (0.0715)
0.990 10 1000 -0.9350 0.1665 0.1090 (0.0978)
1.000 5 100 -1.0041 0.4244 0.0520 (0.0500)
1.000 5 250 -1.0059 0.4369 0.0508 (0.0500)
1.000 5 500 -0.9951 0.4236 0.0492 (0.0500)
1.000 5 1000 -1.0019 0.4354 0.0546 (0.0500)
1.000 10 100 -1.0005 0.1653 0.0400 (0.0500)
1.000 10 250 -1.0015 0.1644 0.0606 (0.0500)
1.000 10 500 -1.0021 0.1648 0.0634 (0.0500)
1.000 10 1000 -0.9998 0.1631 0.0614 (0.0500)
* q1 is the 95%-quantile of the χ2-distribution with 12T (T − 1) degrees of freedom
The numbers in column 6 are the empirical rejection probabilities and the local power
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Table 8: Simulation results for statistics based on the Arellano-Bond type moment conditions under
covariance stationarity with τ (ρ) = 1/
¡
1− ρ2
¢
and σ2α = 100
ρ T + 1 N Mean (ρˆII − ρ) Std. (ρˆII − ρ) P (JII > q1)*
0.900 5 100 -0.7809 0.4342 0.1126 (0.8429)
0.900 5 250 -0.6085 0.4018 0.2588 (0.9991)
0.900 5 500 -0.4259 0.3391 0.4890 (1.0000)
0.900 5 1000 -0.2702 0.2553 0.8360 (1.0000)
0.900 10 100 -0.7963 0.1630 0.1552 (0.9620)
0.900 10 250 -0.6333 0.1483 0.6928 (1.0000)
0.900 10 500 -0.4739 0.1277 0.9818 (1.0000)
0.900 10 1000 -0.3134 0.0966 1.0000 (1.0000)
0.950 5 100 -0.8705 0.4412 0.0816 (0.4998)
0.950 5 250 -0.7428 0.4302 0.1672 (0.9230)
0.950 5 500 -0.5811 0.3849 0.2946 (0.9991)
0.950 5 1000 -0.4055 0.3139 0.5858 (1.0000)
0.950 10 100 -0.8995 0.1673 0.0714 (0.6361)
0.950 10 250 -0.8023 0.1638 0.2766 (0.9915)
0.950 10 500 -0.6818 0.1566 0.5988 (1.0000)
0.950 10 1000 -0.5212 0.1326 0.9414 (1.0000)
0.975 5 100 -0.9064 0.4411 0.0720 (0.2535)
0.975 5 250 -0.8006 0.4376 0.1376 (0.6104)
0.975 5 500 -0.6576 0.4026 0.2322 (0.9230)
0.975 5 1000 -0.4808 0.3422 0.4532 (0.9991)
0.975 10 100 -0.9386 0.1676 0.0568 (0.2980)
0.975 10 250 -0.8720 0.1671 0.1626 (0.7694)
0.975 10 500 -0.7812 0.1658 0.3348 (0.9915)
0.975 10 1000 -0.6430 0.1502 0.6964 (1.0000)
0.990 5 100 -0.9334 0.4361 0.0630 (0.1189)
0.990 5 250 -0.8483 0.4406 0.1078 (0.2535)
0.990 5 500 -0.7261 0.4203 0.1784 (0.4998)
0.990 5 1000 -0.5584 0.3734 0.3434 (0.8429)
0.990 10 100 -0.9606 0.1672 0.0484 (0.1238)
0.990 10 250 -0.9125 0.1678 0.1196 (0.2980)
0.990 10 500 -0.8426 0.1695 0.2142 (0.6361)
0.990 10 1000 -0.7272 0.1609 0.4578 (0.9620)
* q1 is the 95%-quantile of the χ2-distribution with 12T (T − 1) degrees of freedom
The numbers in column 6 are the empirical rejection probabilities and the local power
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