We consider two topologies on the Geroch-Kronheimer-Penrose future completion of spacetimes, showing that their respective advantages are in principle mutually exclusive. (2010): 53A30, 53C50, 53C80 *
Introduction
A central notion of mathematical relativity, frequently used to define what a black hole should be, is the one of future null infinity. Its definition uses a conformal equivalence of (a part of) the spacetime M to a manifold-with-boundary. The idea is that to each timelike future curve that is continuously inextendible to the future in M we attach an endpoint on the boundary. One implementation of this idea is the recently developed notion of 'conformal future compactification' (called 'conformal extension' in some of the references, which turned out to be useful e.g. for the proof of global existence of conformally equivariant PDEs [23] as well as in quantization [12] . Let us review the definition following [32] and [23] : A subset A of a spacetime M is called future compact iff it is contained in the past of a compact subset of M , and it is called causally convex iff there is no causal curve in M leaving and re-entering A. A conformal future compactification (CFC) E of a globally hyperbolic spacetime (M, g) is an open conformal embedding of (I + (S 0 ), g) (where S 0 is a Cauchy surface of (M, g)) into a g.h. spacetime (N, h) with a Lorentzian metric of class C k such that the closure of the image is future compact and causally convex. This generalizes the usual notion of 'conformal compactification' by requiring future compactness of the closure of the image instead of compactness.
From the work of Friedrich, Anderson-Chrusciel, Lindblad-Rodnianski and others ( [20] , [1] , [11] , [13] , [29] , [35] ) it follows that there is a weighted Sobolev neighborhood U around zero in the set of vacuum Einstein initial values such that, for any u ∈ U , the maximal vacuum Cauchy development of u admits a CFC. Given a CFC E : M → N , its future boundary is ∂ + (E(M )) := {x ∈ cl(E(M ))|I + (x)cl(E(M ))}.
There is a classical intrinsic notion of future completion IP (M ) and future boundary ∂ + M of a spacetime M as defined by Geroch, Kronheimer and Penrose in [22] . Budic and Sachs [7] then defined an appropriate chronological structure ≪ BS on IP (M ). For the precise definition of IP (M ) and ≪ BS , see Section 2, where we also revise the well-known construction of a map Which topology to apply to IP (M ) has been the subject of a long debate. One candidate, which is usually called 'chronological topology' but will be called τ − in the present article, has been elaborated by Flores [15] inspired by ideas of Harris [25] . Flores, Herrera and Sánchez [17] then extended the definition to the entire causal boundary (union of future and past boundary with some identifications) and related it to the conformally standard stationary situation [18] . In the present article we will call this topology 'Flores-Harris topology' or 'preferred future-compact topology', to elucidate its main advantage of being future-compact.
There is, however, a strictly finer preferred topology τ + , developed originally by Beem [4] for IP (M ), which we will call 'Beem topology' or 'preferred metrizable topology', as it is metrizable (whereas τ − is not even Hausdorff -but still T1). The main disadvantage of τ + is that it is not even locally compact. Unaware of Beem's result, the author in 2014 redefined the topology in [32] (in a way Beem already had stated was equivalent to his original one, although the proof for that was only sketched) and used it as an obstruction against the existence of CFCs. In 2018, also unaware of Beem's result, the authors of [9] rediscovered τ + again and obtained some more general results, this time defining τ + in Beem's original way; here we will show in detail that τ + can be defined on every chronological set and that on IP (M ) the two previous definitions are equivalent.
There is a list of desiderata for a notion of future completion of spacetimes. First of all, here our focus is really on future completions, in contrast to e.g. [17] , which already simplifies some aspects. Secondly, our focus is on the upper part of the causal ladder (stricter causality conditions), in contrast to e.g. [25] , where strongly causal spacetimes are treated. All our constructions can almost effortlessly be made for initial spaces more general than spacetimes that are called 'chronological spaces' and can be seen as limits and simplifications of spacetimes just as general metric spaces arise as limits of Riemannian manifolds. Many instructive examples like those in [18] , are not spacetimes but still chronological spaces. Following the definition by Harris, a chronological or chr. set is a tuple (X, ≪) where X is a set and ≪ is a binary transitive anti-reflexive relation on X with With this at hand, we want to enrich IP by adding topologies, i.e., prolong IP to a functor F + from the category 1 of regular chronological spaces to itself. For every object M of CS we have a morphism i M : M → F + (M ) mentioned above. Here, the morphisms are continuous f : M → N such that for x 1 , x 2 ∈ M , we have f (x 1 ) ≪ f (x 2 ) ⇔ x 1 ≪ x 2 , and isomorphisms are invertible such. 2 For such a functor F we define • F is future (causally) complete iff for every future causal curve c in an object M of C, i M • c has a future endpoint in F (M );
, which is open and dense in F (M );
• F respects conformal future compactifications iff the following holds: If a CFC E :
In the case of the standard static spacetime N := L 1 × M over a Riemannian manifold M , Harris [26] examined an identification P of the future boundary of N with the space B(M ) of Busemann functions of M . He then writes:
We can view ∂ + (L 1 × M ) as having either the future-chronological topology induced from identifying it (via P ) with B(M ), the function-space topology; perhaps either is a reasonable candidate for topology.
We will see that Harris' judgement is very much to the point even in the case of spacetimes without any symmetry. We will show that τ − and τ + applied to the future completion both satisfy our list of desiderata and are appropriate for complementary purposes, that several descriptions of the second topology, including two different descriptions given in two references, are equivalent, and that their respective advantages on each other are mutually exclusive. Whereas previous approaches defined τ + only on IP (M ), here we present a definition of τ + for every chronological set, and so, generalizing the previous results for τ + , the causal completion is performed for chronological spaces. The article also to gives a self-contained introduction to the future causal completion with the topology τ + .
The article is structured as follows: Sections 2 and 3 are largely expository, except for Th. 1; Section 2 reviews the construction of the functor IP assigning to a chronological set its future completion IP (M ) as a chronological set, Section 3 resumes facts about τ − on IP (M ). Section 4 introduces the topology τ + on a chronological set, compares it to the Alexandrov topology and applies it to IP (M ), compares τ + and τ − , showing that their main advantages are mutually exclusive. In Section 5, in a close analogy to a proof by Harris, we compute the future causal completion of multiply warped products, and gather some open questions that seem of general interest.
The author is very grateful for severable valuable discussions with Ivan Costa e Silva, José Luis Flores, Stacey Harris, Jonatán Herrera and Miguel Sánchez.
Generalities on past sets and definition of IP
A subset A of a chronological set X is called past iff A = I − (A). For every subset A, the subset I − (A) is past, i.e., I − is idempotent: Transitivity of ≪ implies I − (I − (A)) ⊂ I − (A) and semifullness implies the reverse inclusion. Let IP (M ) =M be the set of indecomposable past subsets (IPs) of M , where a nonempty past subset is called indecomposable iff it is not the union of two past proper subsets. Geroch, Kronheimer and Penrose [22] [Th. 2.1] showed 3 that a subset of a chronological set M is an IP if and only if it is the past of the image of a causal chain, which is a strictly monotonous map N → M . For the sake of self-containedness let us give a proof: Call a subset of a spacetime synoptic iff for all p, q ∈ M we have I + (p) ∩ I + (q) = ∅. Then we prove that a past set is synoptic if and only if it is indecomposable: Nonsynopticity implies existence of two points p, q with I + (p) ∩ I + (q) = ∅, or equivalently, q / ∈ U + (p) := I − (I + (p), and a nontrivial decomposition of M is then (U + (p), M \ I + (p)); for the other direction let a nontrivial decomposition (A, B) be given, then for p ∈ M \ A, q ∈ M \ B one easily verifies
Knowing synopticity, it is easy to construct a causal chain q generating the IP: Let p(N) be chronologically dense in X, then choose inductively q i+1 from I + (p i ) ∩ I + (q) ∩ P (nonempty, as P is synoptic). Then for all x ∈ P we know, again by denseness, that I + (p) contains some p i ≪ q i , and so P ⊂ q(N).
We define a chronological relation ≪ IP on IP (M ), following [7] , by A chr. set C is called future resp. past-distinguishing iff for all p, q ∈ C we get I ± (p) = I ± (q) ⇒ p = q. With essentially the same proof as in [15] , Sec. 4, we see that IP (C) is distinguishing for any distinguishing chr. set C. There is a canonical way to define a causal relation from a chronological one: If not stated otherwise, we will assume any causal relation to be of this form, and take the push-up property for granted. It is easy to see that in IP (M ) we have
(which obviously extends ≤ on M ). Causal chains are defined in analogy to chr. chains, by replacing ≪ with ≤. A future causal completion of a chronological set X is a chronological map i X : X → X such that for every causal chain c in X there is a point p ∈ X with i X (I − (c)) = I − (p c ). 3 Strictly speaking, in their original proof they assume that the chronology is regular in some separable topology. The purely chronological proof presented here is due to Harris [24] . that (M , ≪) is a future causal completion of X. We define i X : X → IP (X) by i X (p) := I − (p). If p ∈ cl(I + (p) ∀p ∈ X, then we can show that the I − (p) are indecomposable and i M : p → I − (p) is a chronological morphism with i M (M ) = I − (∂ + (IP (M )), and one sees easily: Given a chronological space (X, ≪) then IP (X), ≪ BS with the map i X is a causal completion of X. If we define the causal relation as above, then (IP (X), ≪, ≤) has the push-up property. On a chr. space, a set-valued map F is called inner (resp., outer) continuous at a point p iff for all compact sets C ⊂ int(F (p)) (resp., for all compact sets K ⊂ M \ F (p)), there is an open set W containing p such that for all q ∈ W , we have C ⊂ int(F (q)) (resp., K ⊂ M \ F (q)). We call a regular chronological space future resp past distinguishing iff p = q ⇒ I ± (p) = I ± (q). A past-distinguishing chr. space is called future resp. past causally continuous iff I ± is outer continuous, and future resp past causally simple iff J ± (p) is closed for every p ∈ C or equivalently that J + ⊂ S × S is closed. A past subset of M is determined by its closure: Let 
is distinguishing (the existence of an endpoint is obvious from future-compactness). Thus ε E is well-defined. We say that a chronology ≪ on a topological space X is path-generated iff p ≪ q implies that there is a monotonically increasing path (i.e., continuous map from a real interval to X) from p to q. Spacetime chronologies are path-generated. If the chronology of M is path-generated, a past set is indecomposable if and only if it is the past of the image of a timelike future curve c in M , and if a causal chain c in M converges resp. if c is C 0 -extendible in M , its past is just the space of its endpoint p ∈ M , and conversely, if I − (c) = I − (p), then c converges to p. For the next theorem, a chr. space is called weakly complete iff every bounded above causal chain has an endpoint, and time-dually.
Theorem 1 Let (X, τ, ≪) be weakly complete, causally continuous and regular with p ∈ cl(I ± (p)) ∀p ∈ X \ ∂ ± X, then ≪ is path-generated, and also J ± (p) ⊂ cl(I ± (p))∀p ∈ X.
Proof. For p − ≪ p + we want to show existence of a continuous chronological c : I → M with c : p − ❀ p + . To that aim, order the set S(p − , p + ) of totally ordered subsets A of X with p − = min A and p + = max A by inclusion, then Zorn's lemma shows the existence of a maximal element c. We claim that c is the image of a continuous path: In fact, we can first assign values to the dyadic rationals in a consistent way, and then all we have to show is that any subset B of c bounded above (resp. below) has a supremum (resp. infimum) in c. But B is chr.-separable itself: To see this, let a(N) be dense in X and define H := {(m, n) ∈ N × N :
Chr. separability implies that there is a chr. chain α with sup α = sup B. By weak completeness there is x ∈ X with I − (x) = I − (a(N)), so c ∪ {x} is in S(p − , p + ), contradicting maximality. The second assertion is easy to show. ✷ 3 τ − , the preferred locally compact topology
The topology τ − can be best understood if one first tries to put the Alexandrov topology on the completion. This topology obviously does not work at the boundary of a future completion (there would be points without a neighborhood), so [17] defines the coarsely extended Alexandrov topology (CEAT) as the coarsest topology in which all future and pasts of points are open and shows that a sequence σ is CEAT-convergent to an IP σ ∞ if and only if σ ∞ ⊂ lim inf(σ). This implies that e.g. in Minkowski spacetime, any timelike curve not approaching i + converges to the pasts of various null geodesics. As those approach different points in a CFC of R 1,n , e.g. the Penrose compactification, CEAT does not respect CFCs. To separate the corresponding points, we define a topology τ − strictly finer than CEAT by letting C ∈ IP (M ) be τ − -closed iff for every sequence
Then obviously τ − is finer than CEAT. There is a construction that unites future and past boundary, and then, one can single out the future part of the boundary and equip it with the relative topology; the latter coincides with the future chronological topology at least if the initial spacetime (M, g) was globally hyperbolic [17] . The definition of τ − works for IP (X), where X is any chronological space, and does not refer to any topology, i.e., is functorial in the category of IP s of chronological spaces and the IP prolongations I − • f of chronological morphisms f . Furthermore, τ − is locally compact and even future-compact, which follows from the fact shown in [16] (Theorem 5.11) that every sequence of IPs not converging to ∅ has a subsequence convergent to some nonempty IP. Defining a functor F − := (IP, τ − ) between the categories of g.h. spacetimes and chr. spaces we get:
Theorem 2 (see [17] ) F − is future-complete, marginal and respects CFCs.
Proof. The only point not addressed explicitly in the references is the last one. Theorem 4.16 in [17] assures that the end-point map is a monotonous homeomorphism if 1. E is future chronologically complete (defined by replacing 'causal' with 'chronological' in the definition of future causal completeness),
there is an open neighborhood U of p in N such that for all x, y ∈ V := cl(E(M )) ∩ U the following push-up properties hold:
Here, p ≪ E q iff there is a continuous curve c in cl(E(M )) between p and q that is a smooth future timelike curve in M apart from the endpoints of the interval.
Each point
These properties are satisfied by CFCs: The first one follows from future compactness, the second one from the push-up properties in N and the fact that ≤ E ⊂≤ N and for q ∈
The same argument works also for the last item. ✷
The topology τ − does not in general inherit the R-action even for standard static spacetimes, if one does not add the condition that τ − is Hausdorff. Remark 3.40 in [17] shows that τ − is in general not Hausdorff nor is in general first countable.
τ + , the preferred metrizable topology
This section presents the topology τ + on a chronological space X and applies it to the case X = IP (M ). Equivalence of the previous definitions is shown in Th. 7. We will see in Th. 13 that some of the respective advantages of τ − and of τ + are mutually exclusive.
Let (X, ≪) be any distinguishing chronological space. We define ≤ on X as in Section 2. Given a sequence a in X, we define
(mind that these are six equalities) and S ⊂ X is τ + -closed iff for every sequence a in S with
This indeed defines a topology, due to a classical construction by Fréchet and Urysohn (see e.g. [14] , p. 63): We only have to show that 3. If p / ∈ L(a) then there is a subsequence b of a such that every subsequence c of b has p / ∈ L(c).
These conditions are easy to verify: The second one is a consequence of lim inf ± (a) ≤ lim inf ± (b) ≤ lim sup ± (b) ≤ lim sup ± (a) for any subsequence b of a sequence a. In the case of the third one, either we have I ± (lim sup ± (a)) = I ± (lim inf ± (a)) in which choose b as a subsequence making up this difference, i.e. with lim inf ± a = n∈N J ± (b(N)); or I ± (lim sup ± (a)) = I ± (lim inf ± (a)) but then this holds for all subsequences, which finishes the argument.
Clearly lim sup ± (a) ≥ lim inf ± (a), as the union in the definition of the latter is not over all subsequences but only over those of the form n → c + n fo some constant c ∈ N. Furthermore it is clear that for a monotonously increasing sequence lim sup ± and lim inf ± coincide. It is easy to see that I − (lim inf − n→∞ a(n)) = lim inf n→∞ (I − (a(n))) where lim inf on the right-hand side is taken in the set-theoretic sense, and correspondingly for lim sup: For A n := I − (a n ) (and generally for any sequence A of subsets) they are defined as usual by So lim sup − resp. lim inf − applied on the right-hand side of the IP functor corresponds to the settheoretic lim sup resp. lim inf of the corresponding past subsets in the chr. set on the left-hand side. For a sequence a of past sets, in general neither lim inf(a) nor lim sup(a) is a past set: Consider either a Lorentzian product (0; 1) × M or Kruskal spacetime M = K m of mass m. Let n → a n be a convergent sequence on the spacelike part of the future boundary. Then lim inf(a) = lim sup(a) contains part of the boundary of an IP. It is easy to see that, for every chronological set (X, ≪), the corresponding chr. space (X, τ + , ≪) is regular. Now we want to ensure that on a large class of spacetimes, τ + is nothing but the spacetime topology. To that aim, we define strong causality for chr. spaces. This point is a bit subtle, as the embedding of strong continuity on the causal ladder relies on the non-imprisonment property for causal curves, which in turn is proven via local coordinates. The same holds for the proof that any strongly causal spacetime carries the Alexandrov topology (for both see [34] ). First of all, looking at the boundaries, we realize that the I ± in some definitions have to be replaced by J±, because otherwise points on the boundary would have any neighborhood. We consider the following notions: A chr. space X is almost strongly causal iff every neighborhood of any x ∈ X contains a causally convex subneighborhood of x. It is called strongly causal iff every neighborhood of any x ∈ X has a subneighborhood of the form J + (K) ∩ J − (L) for some compact subsets K, L ⊂ X. It is called Alexandrov iff every neighborhood of any point x ∈ X has a subneighborhood of x of the form J + (y) ∩ J − (z) for some y, z ∈ X, or equivalently, iff its topology is the Alexandrov topology.
We easily see that causal continuity implies strong causality (via continuity of the set-valued map ∩ • (J − , J + )). Furthermore, the three notions are really different in general: The weakest one is equivalent to requiring that the subneighborhood can be chosen to be the intersection of a future and a past subset (just write a convex subneighborhood V as I + (V ) ∩ I − (V )). Then, X 0 := R 1,2 \ I + (0) wih the induced chronology and topology is strongly causal (even causally simple) but not Alexandrov. To see an exaple of a chr. space that is almost strongly causal but not strongly causal we just replace the role of R 2 in X 0 by an infinite dimensional Hilbert space. Moreover, for a chr. space X with x ∈ cl(I + (x)) for all x ∈ X := X \ (∂ + X ∪ ∂ − X), strong causality obviously implies that the topoloy on X is the Alexandrov topology. Now we conclude:
Theorem 5 Let (X, τ, ≪) be a chronological space. If (X, τ, ≪) is strongly causal, then τ +convergence implies τ -convergence. If (X, τ, ≪) is causally continuous then τ -convergence is equivalent to τ + -convergence. If X(, τ, ≪) is causally continuous and sequential then τ = τ + .
Remark: So τ + applied to a causally continuous spacetime recovers the manifold topology. Moreover, τ + is the only sequential and causally continuous topology on any chr. space. Proof. For the first direction, we assume that a sequence a does not τ -converge to p ∈ X. Then there is a precompact open neighborhood U of p such that a subsequence b of a does not enter U . We choose K, L ⊂ X compact with p ∈ V := J + (K) ∩ J − (L) ⊂ U . Now K ⊂ J − (p) must be in the past of the points a(n) for large n, and L ⊂ J + (p) in the future of the points a(n) for large n.
That is, for large n we have a(n) ∈ V , contradiction. The second implication follows directly from the definition of regularity of I − and of lim inf and lim sup, and by the fact mentioned above that causal continuity implies strong causality. ✷
A closely related result is that, after all, τ + is not so different from the Alexandrov topology on a chr. space X if p ∈ cl(I + (p)) for all p ∈ X: One easily shows that X is open and dense in (X, τ + ), and the relative topology of X in (X, τ ) is the Alexandrov topology by definition.
We can relate the topologies τ − and τ + :
Theorem 6 (see also [9] ) τ − τ + .
Proof. As lim τ+ (a) = b ⇔ I − (b) = I − (lim inf(a)) and as IPs are open, any sequence τ + -convergent to an IP Z is also τ − -convergent to Z. So let A be any τ − -closed subset. Then A is τ − -sequentially closed, thus τ + -sequentially closed. As τ + is metrizable, it is sequential, so A is τ + -closed. ✷
The next task is to examine τ + to IP (M ). The definition of the metrizable topology in [32] was made for IP (M ) where M is a g.h. spacetime. In this case, when defining an appropriate measure, we can use Lemma 3.3 of [10] stating that, for a globally hyperbolic manifold (N, h) and for any compactly supported ψ ∈ C 0 (N, [0, ∞)) with M ψ(x)dvol(x) = 1, the function τ ψ with τ ψ (p) := I − (p) ψdvol h is continuously differentiable. We choose a locally finite countable covering
of M by open precompact sets U i and define, for
We can induce a metric Obviously, neither the metrics themselves nor even their uniform structures are functorial, as the choice of φ is highly arbitrary 4 . In contrast, the topology τ + generated by δ φ is functorial, i.e. the map F + := (IP, τ + ) is a functor at least from the category of causally simple spacetimes to CSC: Use σ-compactness and estimate two different φ i against each other on compacta. This shows first that the convergence structure is independent of the choice of φ and actually functorial in CSC.
The topology is first order, as it is metrizable, thus functorial as well.
Alternatively, functoriality can be seen e.g. by the following theorem, whose Items 2 to 5 do not refer to the choice of µ. For its formulation, we use a Cauchy temporal function t (whose existence is ensured by the nowadays classical result [7] , for a short self-contained account and extended results see [33] ) to define a diffeomorphism D : R × S → M with D * t = pr 1 and D * g = −L 2 dt 2 + pr * 2 h • t where L is a function on R × S and h : R → Riem(M ) is a one-parameter family of Riemannian metrics on S. As for every IP A in (R × S, D * g), ∂A is an achronal boundary, which, as a subset of R × S, is well-known (see e.g. [30] , Th. 2.87(iii)) to be a locally Lipschitz partial function f A on S. Beem's original definition of the topology corresponds to Item 5. He shows in his Proposition 3 the equivalence of Items 3 and 5: one detail is that instead of the Hausdorff metric on compacta he uses a distance d 1 on closed sets of a manifold with an arbitrary complete Riemannian metric of geodesic distance d 0 and an arbitrarily chosen x 0 ∈ M defined by
The equivalence to Hausdorff convergence on compacta for metric spaces with all closed balls compact is quite obvious from the triangle inequality and can also be found in [6] (Ch. I Sec. 3). The Hausdorff metric w.r.t. a metric g is denoted by d H(g) .
In the following theorem, only past sets show up whereas the future sets appearing in the definition of τ + seem to be neglected. The reason is that we are considering IP (M ) consisting of the two subsets i M (M ) and ∂ + M . For a point p of the first subset, convergence of the pasts is equivalent to convergence of the futures, whereas at the future boundary, I + is empty, and non-imprisonment (i.e., weak completeness) implies that for every upper bounded chronological chain c we have Proof. (1) ⇒ (2): ε := min{φ(x)|x ∈ K} > 0 implies δ(a ∞ , a(n)) > εL(∆(a ∞ ∩ K, a(n) ∩ K)). As vol(U ) > 0 and as lim n→∞ (a n ) = a ∞ , there is n ∈ N such that for all N ≥ n we have a N ∩ U = ∅, implying p ∈ a N . Consequently, p ∈ lim inf(a). Conversely, if there is n ∈ N such that for all N ≥ n we have p ∈ a N , then p ∈ cl(a ∞ ). Thus lim inf(a) ⊂ cl(a ∞ ), so int(lim inf(a)) ⊂ a ∞ , and with the above a ∞ = int(lim inf(a)) ⊂ int(lim sup(a)). For the remaining inclusion int(lim sup(a)) ⊂ a ∞ , we use that one on hand, a ∞ is an IP and therefore open, on the other hand we show int(lim sup(a)) ⊂ cl(a ∞ ): Let p ∈ lim sup(a), then there is a strictly monotonous j : N → N with p ∈ ∞ k=0 a(j(k)). We want to show that p ∈ cl(a ∞ ) by constructing a sequence y : N → a ∞ with lim(y) = p. We define, for r ∈ [0, ∞), k(r) := B(p,r) φdvol and note that k is strictly monotonously increasing and continuous with k −1 (0) = {0}. Now, as a(n) → n→∞ a ∞ , we have:
so we only have to note that if p ∈ a L ∧ B(p, r) ∩ a ∞ = ∅ then K(r) ≤ ∆(a(L),a∞) φdvol, which generates the desired sequence y. ( * ) ⇒ (1) for g.h. spacetimes can be easily proven by contradiction: Assume that n → δ(a(n), a ∞ ) does not converge to 0, then there is a subsequence for which δ ≥ ε > 0. We find K compact with K φ > M φ − ε/2. Let K 0 := pr 2 (D(K)). Let us assume first that a ∞ = M . If there is an n ∈ N such that for all m ∈ N we have f m (p) ∈ (f ∞ (p) − ε 0 ; f ∞ (p) + ε 0 ) for all p ∈ K 0 then vol(a ∞ , a m ) < Cε 0 , in contradiction to the assumption. That is, there has to be p ∈ K 0 with |f m (p) − f ∞ (p)| > ε 0 for infinitely many different m. But then the local Lipschitz condition implies that an entire ball is in the symmetric difference. From there we can argue as above. ✷
In particular, the previous theorem shows that the topologies presented in [32] and [9] coincide. The concrete definition in [32] is appropriate e.g. for calculations of future boundaries spacetimes as those done in [32] , whereas the definition via Item 5 above has the advantage that a slight modification of the definition is functorial in the purely chronological category: One only has to replace int(lim inf a) with I − (lim inf).
The next theorem (for completeness taken from [32] ) shows that the intrinsic future completion defined above is homeomorphic to the image of a conformal extension Theorem 8 (see [32] ) Let E : (M, g) → (N, h) be a conformal future compactification. Then the end-point map ε E is a homeomorphism between ∂ + M and ∂ + (E(M )). Its inverse is the map s : p → E −1 (I − N (p)).
Proof. We want to show that s is a right and left inverse of ε E . First we have to show that s takes values in the IPs, but this is just a consequence of omitting the final point and using the openness of timelike future cones in the ambient manifold, thus
. Therefore, indeed, for q ∈ ∂ + E(M ), the set E −1 (I − (q) ∩ E(M )) is an IP in M . And s is a right inverse of ε E as N is distinguishing, it is a left inverse of ε E as c generating the IP is a causal curve. The map s is continuous: First, the assignment p → I − (p) is inner continuous in any regular chr. space (Theorem 3) and is outer continuous in causally continuous chr. spaces, and causally simple chr. spaces are causally continuous (Theorem 4), whereas g.h. spacetimes are causally simple (see [3] . e.g., and also g.h. chr. spaces are causally simple almost by definition). Then, the inner and outer continuity and the fact that the image consists of precompact sets imply continuity in d, as B r (C) and M \ B r (M \ C) are compact sets for a precompact set C and for any r > 0, and as
Now we define a functor F + = (IP, τ + ) from the category of causally continuous spacetimes to CSC:
Theorem 9 For a causally continuous spacetime, (IP (M ), ≪ BS , τ + ) is future-complete, marginal and respects conformal future compactifications.
Proof. We have seen that F + takes values in regular spaces. For future-completeness: First of all, we can restrict ourselves to chronological curves, as for every causal future curve c 0 there is a chronological curve c − with I − (c − ) = I − (c 0 ) and on the other hand we can choose δ(c 0 (n), c − (n)) < 1/n, then use the triangle inequality. Furthermore, for a chronological curve we have lim t→∞ i M (c(t)) = I − (c) (any such sequence I − (c(t n )) of IPs is monotonous and therefore lim sup n→∞ (I − (c(t n )) = lim inf n→∞ (I − (t n ))). The monotonous union of IPs is always an IP (which also follows from Lemma 5.2 in [FH]): Let a(n) ∈ IP (M ), a(n) ⊂ a(n + 1)∀n ∈ N, then for all n ∈ N there is a CITIF c n with a(n) = I − (c n ). We choose recursively a real sequence t with such that, for all n ∈ N, c n+1 (t(n + 1) ≫ c n (t n ) and c n+1 (t n+1 ) ≫ c m (t m ) for all m ∈ N n . Then we can choose a chronological curve c ∞ with c ∞ (n) = c n (t n ), and then Secondly we need the property that every neighborhood of every point p contains points not causally related to p (that could be ensured e.g. by requiring causality together with connectedness of all punctured neighborhoods -this is the condition not satisfied by the example). Lastly we need some surrogate for the non-imprisonment property of strongly causal spacetimes, whose proof uses local coordinates. Here probably the smartest choice is to ask for weak future completeness in the sense above (existence of a supremum for every bounded causal chain). With those three additional conditions on the chr. space to start with, we can perform Beem's proof and get the same conclusion as in Theorem 9. One could ask if τ + is causally simple if applied to any chronological space. This is wrong, as a small consideration shows that a chr. space is causally continuous if and only if (IP (X), τ + ) has p ∈ cl(I + (p)) for all p ∈ IP (X). A further positive feature of τ + is that τ + inherits conformal standard-stationarity, and mimicking the proofs in [25] and [17] one gets (see also the corresponding statement in [9] ):
Theorem 11 Let (M, g) be a conformally standard static spacetime with standard slice N . Then
Proof. As a Cauchy temporal function t for the definition of the f A for the IPs A we take the static temporal function whose level sets are the standard slices. The graph metric of the sets {(t, x)|t < b c (x)} is after restriction to a compact subset equivalent to the C 0 (function space) topology on the Busemann functions, as the latter are 1-Lipschitz. So there is a continuous Raction. The rest is as in the cited articles (in particular Theorem 6 in [25] ). ✷
Remark:
A corresponding fact holds for the conformally standard stationary case, along the lines of [18] .
For the following theorem, we consider a manifold G, which is a slight variant of Harris' unwrapping of a grapefruit-on-a-stick:
Theorem 12 For M := R × G, (IP (M )), τ + (M )) is not globally hyperbolic.
Proof. For every curve c whose Buseman function is finite, c(t)/|c(t)| converges to some s ∈ S 1 , and one easily sees that only by curves c with I − (c) = M can G-project to oscillatory curves in N , i.e., such with arbitrarily far points in both semiplanes. Consequently, for each of the two horizontal directions there are two different classes of curves [c + ] and [c − ] depending on whether the curve stays above or below [−2; 2]). Let us denote by c r the curve c r (t) := (t, r) ∀t ∈ R. Now we just observe by tracing the respective pasts at t = 0 that I + (c 0 (0)) ∩ I − (c 2 ) contains the sequence n → c 0 (n) (not containing any convergent subsequence) and is not precompact. ✷ Theorem 11 implies that the future causal boundary of R × G consists of two cones over an interval identified at their tips (i + ). For the next theorem, let R be the reflection of R × G at the curve c 0 , i.e. R((x, y, z)) := (x, y, −z) ∀x, y, z ∈ R. Any functorial topology on M must be R-symmetric. Furthermore, a topological chronological space C is called eventually future-compact iff for every CITIF c there is some t with I + (c(t)) precompact. Of course this is implied by the property of future-compactness which requires that I + (p) is precompact for all p ∈ C.
Theorem 13 On R × G, no future-complete topology τ ⊃ τ + is locally compact. Also, no Rsymmetric topology is Hausdorff and eventually future-compact.
Proof. In R × G, each δ-ball B(A + , r) around A + := I − (c 2 ) and also I + (c 2 (n))), for every n ∈ N, is noncompact. If for a finer future-complete topology τ , there is a compact neighborhood K of A + , then because of future completeness, there is an n ∈ N with I + (c 2 (n)) ⊂ K, so L := cl(I + (c 2 (n)))
is compact in τ . Consider Id : (L, σ) → (L, τ + ). This is a continuous bijection from a compact space to a Hausdorff space and thus a homeomorphism, thus τ = τ + , in contradiction to the fact that L is compact in the topology τ . The second statement can be shown by observing that, for n ∈ N with I + (c 2 (n)) precompact, c 0 ([n + 5, ∞) N ) ⊂ I + (c 2 (n)) ∀n ∈ N and thus n → c 0 (n + 5) contains a convergent subsequence b. R-symmetry of the topology forces b to converge to a positive as well as to a negative IP, which contradicts Hausdorffness. ✷
As a neighborhood of the standard initial values has maximal Cauchy developments admitting CFCs, the topologies τ − and τ + agree on those maximal Cauchy developments. It is interesting to see that also on the Riemannian side, asymptotic flatness connects the Busemann and the Gromov boundary: It is easy to see in polar coordinates that if |g − g 0 | ∈ O(r) then the Gromov and the Busemann boundary coincide, as in a Euclidean chart, for every proper Busemann function b c to a curve c, the map u c : [0; ∞) → S n−1 , t → c(t)/|c(t)| must converge, and lim t→∞ u c (t) = lim t→∞ u k (t) implies b c = b k for any two such curves (as opposed to the case for R × G).
Application to multiply warped chronological spaces and open questions
The first aim here is to transfer the statement and proof of [25] , Prop. 5.2, from the topology τ − to τ + , in the same time generalizing everything from multiply warped spacetimes to multiply warped chronological spaces, a notion we will define in the next paragraph.
A multiply warped chronological space is a space X = I × K, K := × m i=1 K i where I is a real interval, (K i , d i ) are metric spaces, and f i : I → (0, ∞) are continuously differentiable functions on int(I). The topology is taken to be the product topology τ P . There is a chronology ≪ 0 defined by (t, x) ≪ 0 (s, y) if and only if there is a future path from (t, x) to (s, y), which we define to be a continuous path c : [t; s] → X from (t, x) to (s, y) with pr 1 • k = Id [t;s] and such that for all r ∈ (0; 1) we have a neighborhood of r in which each pr Ki • c is c i -Lipschitz with respect to f i (r)d i , and m i=1 c 2 i < 1. This definition generalizes the usual chronology of multiply warped spacetimes.
Theorem 14 Let X be a multiply warped spacetime over I = (a; b). Assume that for all i ∈ N * m 1.
Then (IP (X), ≪ BS , τ + ) is chronologically homeomorphic to (X := (a; b] × K 1 × ... × K n , ≪ 0 ).
Proof Here we see a core advantage of the procedure above to put the chronology only a posteriori: In view of Theorem 5, the only things to prove are 1. ((a; b] × K, τ P , ≪ 0 ) is a locally compact sequential metrizable chr. space;
2. (IP (X), ≪ BS ) is chronologically isomorphic to ((a; b] × K, ≪ 0 ). and then let Theorem 5 do the rest for us. This is easily done: τ P is obviously locally compact as a product of locally compact topologies, it is metrizable, thus sequential. We want to show that X is distinguishing, regular and that p → I ± (p) is outer continuous. The main issue, openness of future cones at the boundary, is easily shown via a kind of conformal transformation: Let p ∈ I + (x) ∩ ({b} × K), then we first want to show that pr 1 (I + (x) ∩ ({b} × K)) contains a ball B(p 1 , r 1 ) in K 1 . To that aim, consider a future path c from x to p, we want to construct a future path from x to q for all points q ∈ B(p 1 , r 1 ). To that aim, observe that a future path c in (a; b] × K 1 can be reparametrized such that (pr 0 • c) ′ = √ f 1 . The reparametrized interval is [0; I 1 ] for I 1 := b a f −1/2 i (x)dx; after the reparametrization we have pr 1 • c is Lipschitz with Lipschitz constant (described w.l.o.g. by a continuous function k 1 on [0; I]) smaller than 1 everywhere. Finding appropriate continuous k 1 between k 1 and 1, we get the desired result with r 1 := 1 2 (I − I 0 k 1 (t)dt. Continuing this manner mutatis mutandis (i.e. taking into account the already modified factors in each step) we can show that a product of balls around pr K (p) lies within pr K (I + (x) ∩ ({b} × K)), which is an open neighborhood. The property of being distinguishing can be shown in a similar way: Assume that (t, x) = (s, y). The more difficult case is if t = s. Then pr i (x) = pr i (y) for some i; let r := f i (t) · d i (x, y). Let Z be a neighborhood of t with f i (u) > 1 2 f i (t) =: b∀u ∈ Z. Then for W := Z ∩ [t − b/2, t + b/2], we have that pr i (I ± ((t, x)) ∩ (W × K)) and pr i (I ± ((s, y)) ∩ (W × K)) are disjoint and nonempty. The verification of causal continuity is a similarly tedious but straightforward work: Let p = (t, x) ∈ X and K ∩ cl(I(p)) = ∅. Let T := max{pr 0 (y)|y ∈ K} and put L := max{f i (t; T )} and D := max{f ′ i (t; T )|i ∈ N * m }. Those two constants can now be used to quantify the effect of shifting the basepoint in {t} × K on the corresponding futures: Given p = (t, u), q = (t, v) ∈ {t} × K at a distance δ, from p we first steer as fast as possible to a point q ′ with pr K (q ′ ) = u, the time amount t 1 for this can be estimated by L. Then to a timelike curve k : [0; W ] → M from q to {T } × K we associate a curve s → (t(s), k(a · s) with a < 1 but as close to 1 as we desire depending on t 1 and D. The final defect is polynomial in δ, thus we get a polynomial P u (δ) for every u ∈ [t; T ] with J(y) ∩ ({u} × K) ⊂ B(J(x) ∩ {u} × K), P (δ)), implying causal continuity. It remains to show that for every continuously inextendible timelike future curve c in X, the curve understood in X converges to some (b, x), but this is true due to the fact that pr 0 • c is monotonous and bounded, pr i • c are 1-Lipschitz and K i is complete. ✷
The following questions could be helpful to further investigate useful topologies on IP (M ):
Question 1: The example of R × G suggests that (IP (M ), τ + ) are very similar to manifolds-withboundary without open subsets of the boundary, e.g. {(x, y) ∈ R 2 |x > 0} ∪ (0, 0), which fail to be locally compact, whereas the boundary itself is locally compact with the relative topology. Is (∂ + M, τ + ) locally compact? Question 2: Of course, every topology coarser than τ − fails to be Hausdorff as well. So the remaing question in the light of Theorem 13 is: Is there a topology τ not finer than τ + nor coarser than τ − , maybe even with τ − σ τ + , that is Hausdorff and locally compact? 
