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1. Introduction
Given an “almost minimal” point of a function, a variational principle guaranties
the existence of another point and a suitably perturbed function for which this
point is (strictly) minimal and provides estimates of the (generalized) distance
between the points and also the size of the perturbation. They are among the main
tools in optimization theory and various branches of analysis.
The principles differ mainly in terms of the class of perturbations they allow.
The perturbation guaranteed by the conventional Ekeland variational principle
[1] is nonsmooth even if the underlying space is a smooth Banach space and the
function is everywhere Fre´chet differentiable. In contrast, the Borwein–Preiss vari-
ational principle [2] (originally formulated in the Banach space setting) works with
a special class of perturbations determined by the norm; when the space is smooth
(i.e., the norm is Fre´chet differentiable away from the origin), the perturbations
are smooth too. Because of that, the Borwein–Preiss variational principle is often
referred to as the smooth variational principle. It has found numerous applications
and paved the way for a number of smooth principles [3–11]. Among the known
extensions of the Borwein–Preiss variational principle, we mention the work by Li
and Shi [12, Theorem 1], where the principle was extended to metric spaces (of
course at the expense of losing the smoothness), covering also the conventional
Ekeland variational principle.
∗Corresponding author. Email: a.kruger@federation.edu.au
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Since mid-1980s (cf. Loridan [13], Ne´meth [14], Khanh [15]), a considerable
amount of research has been devoted to extending variational principles (mainly
the conventional one due to Ekeland [1]) to vector-valued functions and, more re-
cently, to set-valued mappings. We refer the reader to books [16–18] and several
recent articles [19–23] for a good account of the results and various approaches.
Along with various scalarization techniques, generalized vector metrics have been
used [15, 17, 24]. Some authors have considered directional and more general set
perturbations [16, 18, 21, 23, 25–32]. Using the latter approach, Bednarczuk and
Zagrodny [31] obtained recently an extension of the Borwein–Preiss variational
principle to vector-valued functions.
This article extends to the vector setting the results of our previous work [33]
which refined and slightly strengthened the metric space version of the Borwein–
Preiss variational principle due to Li and Shi [12].
The structure of the article is as follows. In the next, preliminary section, we
discuss and compare various concepts of (approximate) minimality, boundedness,
lower semicontinuity arising in the vector settings and relevant for the model stud-
ied in the current article. In particular, we introduce in Definition 2 two seemingly
new natural concepts of ǫ-minimality, one of them dependant on the chosen element
in the ordering cone and the fixed “gauge-type” function (the term introduced by
Li and Shi [12]; cf. Definition 1) on the source space. This seems to be the weakest
ǫ-minimality property ensuring the conclusions of the variational principle proved
in Section 3. A comparison of these concepts with other approximate minimality
and lower boundedness properties is provided.
Section 3 is dedicated to the Borwein–Preiss vector variational principle. It is
established in Theorem 11. In its statement and proof, we exploit and sharpen an
idea of Li and Shi [12] which allows elements of a sequence {δi}
∞
i=0 ⊂ R+ involved in
the statement of the theorem to be either all strictly positive or equal zero starting
from some number. This technique allowed Li and Shi to obtain an extension of
both Borwein–Preiss and Ekeland variational principles. In the final Section 4, we
discuss the main result proved in Section 3 and formulate a series of remarks and
several corollaries.
Our basic notation is standard, cf. [34–36]. X and Y stand for either metric or
normed spaces. A metric or a norm in any space are denoted by d(·, ·) or ‖ · ‖,
respectively. N denotes the set of all positive integers.
2. Level sets, minimality, boundedness, lower semicontinuity
In this section, f is a function from a metric space X to a normed vector space Y
and C is a pointed convex cone in Y , i.e., C+C ⊂ C, αC ⊂ C for α ∈ (0,∞), and
C ∩ (−C) = {0}. This cone is going to play the role of an ordering cone in Y .
Given a point y¯ ∈ Y , we can consider lower and upper y¯-sublevel sets of f with
respect to C:
S≤y¯ (f) := {x ∈ X | y¯ − f(x) ∈ C} , S
≥
y¯ (f) := {x ∈ X | f(x)− y¯ ∈ C} .
Obviously
S≤y¯ (f) ∩ S
≥
y¯ (f) = {x ∈ X | f(x) = y¯} .
If y¯ = f(x¯) for some x¯ ∈ X, we will write S≤(f, x¯) and S≥(f, x¯) instead of
2
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S≤f(x¯)(f) and S
≥
f(x¯)(f), respectively. It is easy to check that a point x¯ is a (Pareto)
minimal (efficient) point of f if and only if f(x) = f(x¯) for all x ∈ S≤(f, x¯), i.e.,
S≤(f, x¯) ⊂ S≥(f, x¯). Similarly, x¯ is a maximal point of f if and only if S≥(f, x¯) ⊂
S≤(f, x¯).
We will also use the notation
S≥ǫ (f, x¯) := {x ∈ X | f(x)− f(x¯) ∈ C + ǫB} ,
where ǫ ≥ 0. Obviously, S≥0 (f, x¯) = S
≥(f, x¯).
Following [12, Theorem 1] and [35, Definition 2.5.1], we are going to employ in
the rest of the article the following concept of gauge-type function.
Definition 1 Let (X, d) be a metric space. We say that a continuous function
ρ : X ×X → [0,∞] is a gauge-type function if
(i) ρ(x, x) = 0 for all x ∈ X,
(ii) for any ǫ > 0 there exists δ > 0 such that, for all y, z ∈ X, inequality
ρ(y, z) ≤ δ implies d(y, z) < ǫ.
Given a gauge-type function ρ on X and a point c¯ ∈ C, we will consider the set
(cf. the lower sector of x¯ [23, p. 956])
S≤ρ,c¯(f, x¯) := {x ∈ X | f(x¯)− f(x)− ρ(x, x¯)c¯ ∈ C} .
Obviously, S≤ρ,c¯(f, x¯) ⊂ S
≤(f, x¯).
Definition 2 Let ǫ ≥ 0. We say that x¯ ∈ X is
• an ǫ-minimal point of f if S≤(f, x¯) ⊂ S≥ǫ (f, x¯);
• an ǫ-minimal point of f with respect to ρ and c¯ if S≤ρ,c¯(f, x¯) ⊂ S
≥
ǫ (f, x¯).
Any ǫ-minimal point of f is obviously an ǫ-minimal point of f with respect to
any gauge-type function ρ and any c¯ ∈ C.
Proposition 3 Let ǫ ≥ 0. x¯ ∈ X is an ǫ-minimal point of f if and only if
f(X) ∩ (f(x¯)−C) ⊂ f(x¯) + C + ǫB. (1)
Proof. Let x¯ ∈ X be an ǫ-minimal point of f and y ∈ f(X) ∩ (f(x¯) − C), i.e.,
y = f(x) for some x ∈ X and f(x) ∈ f(x¯) − C or, equivalently, f(x¯) − f(x) ∈ C,
i.e., x ∈ S≤(f, x¯). By Definition 2, x ∈ S≥ǫ (f, x¯), i.e., f(x) − f(x¯) ∈ C + ǫB and
y = f(x) ∈ f(x¯) + C + ǫB.
Conversely, let (1) holds true and x ∈ S≤(f, x¯), i.e., f(x¯)− f(x) ∈ C or, equiva-
lently, f(x) ∈ f(x¯)−C. By (1), f(x) ∈ f(x¯)+C+ ǫB. Thus, f(x)− f(x¯) ∈ C+ ǫB,
i.e., x ∈ S≥ǫ (f, x¯).
Recall that function f is called level C-bounded [31] at x¯ ∈ X if
f(X) ∩ (f(x¯)− C) ⊂M + C (2)
for some bounded subset M ⊂ Y . Obviously, f is level C-bounded at x¯ if it is
C-(lower) bounded [26]: f(X) ⊂ M + C for some bounded subset M ⊂ Y ; cf.
[29, 37, 38].
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Proposition 4 f is level C-bounded at x¯ if and only if x¯ ∈ X is an ǫ-minimal
point of f for some ǫ ≥ 0.
Proof. If x¯ is an ǫ-minimal point of f for some ǫ ≥ 0, then, by Proposition 3,
condition (2) is satisfied with the bounded set M := f(x¯) + ǫB.
Conversely, if condition (2) is satisfied with some bounded set M , then there
exists an ǫ ≥ 0 such that M ⊂ f(x¯) + ǫB, and (2) implies (1), which, thanks to
Proposition 3, means that x¯ is an ǫ-minimal point of f .
Remark 5 Thanks to Proposition 4, the nonnegative number ǫ in Definition 2 (and
condition (1)) provides a quantitative characterization of the level C-boundedness
of f at x¯.
Several other conditions can be used for defining/characterizing ǫ-minimality.
Here are some examples.
f(X) ⊂ f(x¯) + C + ǫB, (3)
ǫ-minimality in the sense of Tanaka (cf. [39, 40]):
f(X) ∩ (f(x¯)− C) ⊂ f(x¯) + ǫB, (4)
ǫ-minimality in the direction c¯ ∈ C \ {0} [13, 41] (cf. [16, 17, 25, 28, 40, 42]):
f(X) ∩ (f(x¯)− C \ {0} − ǫc¯) = ∅.
Proposition 6 Let ǫ ≥ 0 and x¯ ∈ X.
(i) If either (3) or (4) holds true, then x¯ is an ǫ-minimal point of f .
(ii) If x¯ is an ǫ-minimal point of f , then, for any c¯ ∈ intC,
f(X) ∩ (f(x¯)− C \ {0} − ξc¯) = ∅
where ξ = ǫ/d(c¯, X \ C).
Proof. (i) follows from comparing conditions (3) and (4) with (1), thanks to Propo-
sition 3.
(ii) Suppose that f(X) ∩ (f(x¯) − C \ {0} − ξc¯) 6= ∅ for some c¯ ∈ intC and
ξ = ǫ/d(c¯, X \ C), i.e., there is an x ∈ X such that f(x) ∈ f(x¯) − C \ {0} − ξc¯
and consequently f(x) ∈ f(x¯) − C. Then, by (1), f(x) ∈ f(x¯) + C + ǫB. Hence,
(f(x¯)−C\{0}−ξc¯)∩(f(x¯)+C+ǫB) 6= ∅. It follows that (C+c¯+(ǫ/ξ)B)∩(−C\{0}) 6=
∅. By the assumption, c¯ + (ǫ/ξ)B ⊂ C, and consequently, C + c¯ + (ǫ/ξ)B ⊂ C.
Hence, C ∩ (−C \ {0}) 6= ∅, which is impossible since C is a pointed cone, a
contradiction.
Definition 7 Let c¯ ∈ C. Function f is called C-lower semicontinuous with respect
to c¯ at x ∈ X if, for any {xk} ⊂ X, {ǫk} ⊂ R and y ∈ Y such that y−f(xk)−ǫk c¯ ∈ C
(k = 1, 2, . . .), xk → x and ǫk → 0 as k →∞, it holds y − f(x) ∈ C.
We say that f is C-lower semicontinuous with respect to c¯ on a subset U ⊂ X if
it is C-lower semicontinuous with respect to c¯ at all x ∈ U . In the case U = X, we
say that f is lower semicontinuous with respect to c¯.
Note that the defined above concept of C-lower semicontinuity with respect to c¯
differs from that of (c¯, C)-lower semicontinuity from [17, p. 186].
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Proposition 8 Let c¯ ∈ C. f is C-lower semicontinuous with respect to c¯ if and
only if, for any y ∈ Y and any continuous function g : X → R, the set
S := {x ∈ X | y − f(x)− g(x)c¯ ∈ C} (5)
is closed.
Proof. Suppose f is C-lower semicontinuous with respect to c¯, y ∈ Y , g : X →
R is continuous, and let xk ∈ S and xk → x. By the definition of the set S,
y′ − f(xk)− ǫk c¯ ∈ C, where y
′ := y − g(x)c¯ and ǫk := g(xk)− g(x) → 0 as k →∞.
By Definition 7, y − f(x)− g(x)c¯ = y′ − f(x) ∈ C, i.e., x ∈ S.
Conversely, suppose the set S is closed for any y ∈ Y and any continuous function
g : X → R, and consider arbitrary sequences {xk} ⊂ X and {ǫk} ⊂ R and a point
y ∈ Y such that y − f(xk)− ǫk c¯ ∈ C (k = 1, 2, . . .), xk → x and ǫk → 0 as k →∞.
Passing to subsequences if necessary, suppose that all elements of {xk} are different.
By Tietze extension theorem, there exists a continuous function g : X → R such
that g(xk) = ǫk (k = 1, 2, . . .). Then xk ∈ C (k = 1, 2, . . .), g(x) = 0 and, since set
S is closed, y − f(x) ∈ C.
Similar to the corresponding property considered by Isac [43] (cf. [17, p. 188]),
the C-lower semicontinuity with respect to c¯ occupies an intermediate position
between the C-lower semicontinuity and the closedness of lower sublevel sets.
Recall that f is called C-lower semicontinuous [16, 27] at x¯ ∈ X if for every
neighbourhood V of f(x¯) there exists a neighbourhood U of x¯ such that f(U) ⊂
V +C. We say that f is C-lower semicontinuous if it is C-lower semicontinuous at
all x¯ ∈ X. Obviously, if f is continuous at x¯, it is C-lower semicontinuous at this
point.
Proposition 9 Let c¯ ∈ intC.
(i) If f is C-lower semicontinuous, then it is C-lower semicontinuous with re-
spect to c¯.
(ii) If f is C-lower semicontinuous with respect to c¯, then, for any y ∈ Y , the
lower sublevel set S≤y is closed.
Proof. (i) Suppose that f is C-lower semicontinuous, x ∈ X, y ∈ Y , ǫ > 0, and
U is a neighbourhood of x such that f(U) ⊂ f(x) + (ǫ/2)B + C. Let {xk} ⊂ X,
{ǫk} ⊂ R, y − f(xk) − ǫkc¯ ∈ C (k = 1, 2, . . .), xk → x, and ǫk → 0 as k → ∞.
Then, for all sufficiently large k, we have ‖ǫk c¯‖ < ǫ, xk ∈ U , and consequently,
f(xk) − f(x) ∈ (ǫ/2)B + C. Hence, y − f(x) ∈ ǫB + C. Since C is closed and ǫ
is arbitrary, it follows that y − f(x) ∈ C, i.e., f is C-lower semicontinuous with
respect to c¯.
(ii) Suppose that f is C-lower semicontinuous with respect to c¯, y ∈ Y , {xk} ⊂
S≤y , i.e., y − f(xk) ∈ C, and xk → x ∈ X as k → ∞. It follows from Definition 7
with ǫk = 0 for all k that y − f(x) ∈ C, i.e., x ∈ S
≤
y . Hence, S
≤
y is closed.
Replacing the assumption of C-lower semicontinuity of f with respect to c¯ in
Proposition 8 by the stronger property of C-lower semicontinuity allows one to
partially strengthen its conclusion.
Proposition 10 Let c¯ ∈ C. If f is C-lower semicontinuous, then the set (5) is
closed for any y ∈ Y and any lower semicontinuous function g : X → R ∪ {+∞}.
Proof. Suppose f is C-lower semicontinuous, y ∈ Y , g : X → R is lower semicon-
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tinuous, and let xk ∈ S and xk → x. Without loss of generality, g(xk)→ α ≥ g(x).
By the definition of the set S, y′ − f(xk) − ǫk c¯ ∈ C, where y
′ := y − αc¯ and
ǫk := g(xk) − α → 0 as k → ∞. By the definition of C-lower semicontinuity,
y′ − f(x) ∈ C, and consequently,
y − f(x)− g(x)c¯ = y′ − f(x) + (α− g(x))c¯ ∈ C + (α− g(x))c¯ ⊂ C,
i.e., x ∈ S.
3. Borwein–Preiss vector variational principle
In this section, we extend to vector-valued functions the metric space version of
the Borwein–Preiss variational principle due to Li and Shi [12] (cf. [35]).
The theorem below involves sequences indexed by i ∈ N. The set of all indices is
subdivided into two groups: with i < N and i ≥ N where N is an ‘integer’ which is
allowed to be infinite: N ∈ N∪ {+∞}. If N = +∞, then the first subset of indices
is infinite, while the second one is empty. This trick allows us to treat the cases of
a finite and infinite sets of indices within the same framework. Another convention
in this section concerns summation over an empty set of indices:
∑−1
k=0 ak = 0.
The next theorem presents a vector version of the Borwein–Preiss variational
principle.
Theorem 11 Let X be a complete metric space, Y a normed vector space, C a
pointed closed convex cone in Y , c¯ ∈ intC and let a function f : X → Y be C-lower
semicontinuous with respect to c¯. Suppose that ρ is a gauge-type function, ǫ > 0,
{ǫi}
∞
i=1 and {δi}
∞
i=0 are sequences such that
• ǫi > 0 for all i ∈ N and ǫi ↓ 0 as i→∞;
• δi > 0 for all i < N and δi = 0 for all i ≥ N , where N ∈ N ∪ {+∞}.
If x0 ∈ X is an ǫ-minimal point of f with respect to δ0ρ and c¯, then there exist a
point x¯ ∈ X and a sequence {xi}
∞
i=1 ⊂ X such that xi → x¯ as i→∞ and
(i) ρ(x¯, x0) ≤
ǫ
δ0d(c¯, X \ C)
;
(ii) ρ(x¯, xi) < ǫi (i = 1, 2, . . .);
(iii) if N = +∞, then the series
∞∑
i=0
δiρ(x¯, xi) is convergent and
f(x0)− f(x¯)−
(
∞∑
i=0
δiρ(x¯, xi)
)
c¯ ∈ C; (6)
otherwise the series
∑∞
i=N−1 ρ(xi+1, xi) is convergent and
f(x0)− f(x¯)−
(
N−2∑
i=0
δiρ(x¯, xi)
+ δN−1 sup
n≥N−1
(
n−1∑
i=N−1
ρ(xi+1, xi) + ρ(x¯, xn)
))
c¯ ∈ C; (7)
(iv) for any x ∈ X \ {x¯}, there exists an m0 ≥ N such that, for all m ≥ m0,
6
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if N = +∞, then,
f(x¯) +
(
∞∑
i=0
δiρ(x¯, xi)
)
c¯− f(x)−
(
m∑
i=0
δiρ(x, xi)
)
c¯ 6∈ C; (8)
otherwise,
f(x¯) +
(
N−2∑
i=0
δiρ(x¯, xi) + δN−1 sup
n≥m
(
n−1∑
i=m
ρ(xi+1, xi) + ρ(x¯, xn)
))
c¯
− f(x)−
(
N−2∑
i=0
δiρ(x, xi) + δN−1ρ(x, xm)
)
c¯ /∈ C. (9)
Proof. (i) and (ii). Since C is a pointed convex cone with intC 6= ∅, there exists an
element y∗ ∈ Y ∗ such that ‖y∗‖ = 1 and 〈y∗, c〉 ≥ 0 for all c ∈ C. Set λ := 〈y∗, c¯〉.
Since c¯ ∈ intC, we have λ ≥ d(c¯, X \ C).
We define sequences {xi} and {Si} inductively. Set
S0 := {x ∈ X | f(x0)− f(x)− δ0ρ(x, x0)c¯ ∈ C}. (10)
Obviously, x0 ∈ S0. Since f is C-lower semicontinuous with respect to c¯, by Propo-
sition 8, subset S0 is closed: it is sufficient to take y := f(x0) and g(x) := δ0ρ(x, x0).
For any x ∈ S0, we have
〈y∗, f(x0)− f(x)〉 ≥ λδ0ρ(x, x0).
At the same time, by Definition 2, f(x)− f(x0) ∈ C + ǫB. Hence,
〈y∗, f(x)− f(x0)〉 ≥ −ǫ.
It follows from the last two inequalities that
ρ(x, x0) ≤
ǫ
λ
≤
ǫ
δ0d(c¯, X \ C)
. (11)
For i = 0, 1, . . ., denote ji := min{i,N − 1}, i.e., ji is the largest integer j ≤ i
such that δj > 0. Let i ∈ N and suppose x0, . . . , xi−1 and S0, . . . , Si−1 have been
defined. We choose xi ∈ Si−1 such that
〈y∗, f(xi)〉+ λ
ji−1∑
k=0
δkρ(xi, xk)
< inf
x∈Si−1
(
〈y∗, f(x)〉+ λ
ji−1∑
k=0
δkρ(x, xk)
)
+ λδjiǫi (12)
7
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and define
Si :=
{
x ∈ Si−1 | f(xi)− f(x)
−
(
ji−1∑
k=0
δk(ρ(x, xk)− ρ(xi, xk)) + δjiρ(x, xi)
)
c¯ ∈ C
}
. (13)
Obviously, xi ∈ Si. Since f is C-lower semicontinuous with respect to c¯, by
Proposition 8, subset Si is closed: it is sufficient to take y := f(xi) and g(x) :=∑ji−1
k=0 δk(ρ(x, xk)− ρ(xi, xk)) + δjiρ(x, xi). For any x ∈ Si, we have
〈y∗, f(xi)− f(x)〉+ λ
ji−1∑
k=0
δk(ρ(xi, xk)− ρ(x, xk))− λδjiρ(x, xi) ≥ 0,
and consequently, making use of (12),
ρ(x, xi) ≤
1
λδji
(
〈y∗, f(xi)〉+ λ
ji−1∑
k=0
δkρ(xi, xk)
−
(
〈y∗, f(x)〉+ λ
ji−1∑
k=0
δkρ(x, xk)
))
< ǫi. (14)
We can see that, for all i ∈ N, subsets Si are nonempty and closed, Si ⊂ Si−1,
and supx∈Si ρ(x, xi)→ 0 as i→∞. Since ρ is a gauge-type function, we also have
supx∈Si d(x, xi)→ 0 and consequently, diam(Si)→ 0. Since X is complete, ∩
∞
i=0Si
contains exactly one point; let it be x¯. Hence, ρ(x¯, xi) → 0 and xi → x¯ as i→∞.
Thanks to (11) and (14), x¯ satisfies (i) and (ii).
Before proceeding to the proof of claim (iii), we prepare several building blocks
which are going to be used when proving claims (iii) and (iv).
Let integers m, n and i satisfy 0 ≤ m ≤ i < n. Since xi+1 ∈ Si and x¯ ∈ Sn, it
follows from (10) (when i = 0) and (13) that
f(xi)− f(xi+1)−
(
ji−1∑
k=0
δk(ρ(xi+1, xk)− ρ(xi, xk)) + δjiρ(xi+1, xi)
)
c¯ ∈ C, (15)
f(xn)− f(x¯)−
(
jn−1∑
k=0
δk(ρ(x¯, xk)− ρ(xn, xk)) + δjnρ(x¯, xn)
)
c¯ ∈ C. (16)
We are going to add together inclusions (15) from i = m to i = n−1 and inclusion
(16). Depending on the value of N , three cases are possible.
If N > n, then ji = i and jn = n. Adding inclusions (15) from i = m to i = n−1,
we obtain
f(xm)− f(xn)−
(
n−1∑
k=0
δkρ(xn, xk)−
m−1∑
k=0
δkρ(xm, xk)
)
c¯ ∈ C.
8
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Adding the last inclusion and inclusion (16), we arrive at
f(xm)− f(x¯)−
(
n∑
k=0
δkρ(x¯, xk)−
m−1∑
k=0
δkρ(xm, xk)
)
c¯ ∈ C. (17)
If N ≤ m, then ji = N − 1 and jn = N − 1. Adding inclusions (15) from i = m
to i = n− 1, we obtain
f(xm)− f(xn)−
(
N−2∑
k=0
δk(ρ(xn, xk)− ρ(xm, xk)) + δN−1
n−1∑
k=m
ρ(xk+1, xk)
)
c¯ ∈ C.
Adding the last inclusion and inclusion (16), we arrive at
f(xm)− f(x¯)−
(
N−2∑
k=0
δk(ρ(x¯, xk)− ρ(xm, xk))
+ δN−1
(
n−1∑
k=m
ρ(xk+1, xk) + ρ(x¯, xn)
))
c¯ ∈ C. (18)
If m < N ≤ n, we add inclusions (15) separately from i = m to i = N − 1 and
from i = N to i = n− 1 and obtain, respectively,
f(xm)− f(xN )−
(
N−1∑
k=0
δkρ(xN , xk)−
m−1∑
k=0
δkρ(xm, xk)
)
c¯ ∈ C,
f(xN )− f(xn)−
(
N−2∑
k=0
δk(ρ(xn, xk)− ρ(xN , xk)) + δN−1
n−1∑
k=N
ρ(xk+1, xk)
)
c¯ ∈ C.
Adding the last two inclusions and inclusion (16) together, we obtain
f(xm)− f(x¯)−
(
N−2∑
k=0
δkρ(x¯, xk)−
m−1∑
k=0
δkρ(xm, xk)
+ δN−1
(
n−1∑
k=N−1
ρ(xk+1, xk) + ρ(x¯, xn)
))
c¯ ∈ C. (19)
(iii) When N = +∞, we set m = 0 in the inclusion (17):
f(x0)− f(x¯)−
(
n∑
k=0
δkρ(x¯, xk)
)
c¯ ∈ C. (20)
Since C is a pointed cone and c¯ 6= 0, it holds (−c¯ + rB) ∩ C = ∅ for some r > 0,
and consequently, (−snc¯+ snrB) ∩C = ∅, where sn :=
∑n
k=0 δkρ(x¯, xk). It follows
from (20) that snr ≤ ‖f(x0) − f(x¯)‖ for all n ∈ N. This implies that the series∑∞
k=0 δkρ(x¯, xk) is convergent and, thanks to (20), condition (6) holds true.
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When N < +∞, we set m = 0 and take n = N − 1 in the inclusion (17) and any
n ≥ N in the inclusion (19):
f(x0)− f(x¯)−
(
N−1∑
k=0
δkρ(x¯, xk)
)
c¯ ∈ C, (21)
f(x0)− f(x¯)−
(
N−2∑
k=0
δkρ(x¯, xk)
+ δN−1
(
n−1∑
i=N−1
ρ(xi+1, xi) + ρ(x¯, xn)
))
c¯ ∈ C. (22)
As above, for some r > 0 and any n > N , it holds (−δN−1snc¯+δN−1snrB)∩C = ∅,
where sn :=
∑n−1
i=N−1 ρ(xi+1, xi). It follows from (22) that
δN−1snr ≤ ‖f(x0)− f(x¯)‖+
N−2∑
k=0
δkρ(x¯, xk) + δN−1ρ(x¯, xn)‖c¯‖.
Since ρ(x¯, xn) → 0 as n → ∞, this implies that the series
∑∞
i=N−1 ρ(xi+1, xi) is
convergent. Combining the two inclusions (21) and (22) produces estimate (7).
(iv) For any x 6= x¯, there exists an m0 ∈ N such that x /∈ Sm for all m ≥ m0. By
(13), this means that
f(xm)− f(x)−
(
jm−1∑
k=0
δk(ρ(x, xk)− ρ(xm, xk)) + δjmρ(x, xm)
)
c¯ /∈ C. (23)
Depending on the value of N , we consider two cases.
If N = +∞, then jm = m. Since the series
∑∞
k=0 δkρ(x¯, xk) is convergent and C
is closed, we can pass in (17) to the limit as n→∞ to obtain
f(xm) +
(
m−1∑
k=0
δkρ(xm, xk)
)
c¯− f(x¯)−
(
∞∑
k=0
δkρ(x¯, xk)
)
c¯ ∈ C.
Comparing the last inclusion with (23), we arrive at condition (8).
If N <∞, we can take m0 ≥ N . Then jm = N − 1 and it follows from (18) that
f(xm)− f(x¯)−
(
N−2∑
k=0
δk(ρ(x¯, xk)− ρ(xm, xk))
+ δN−1 sup
n≥m
(
n−1∑
k=m
ρ(xk+1, xk) + ρ(x¯, xn)
))
c¯ ∈ C.
Comparing the last inclusion with (23), we arrive at (9).
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4. Comments and Corollaries
In this section, we discuss the main result proved in Section 3 and formulate a series
of remarks and several corollaries. A number of remarks related to the scalar version
of Theorem 11 in [33] are also applicable to the more general setting considered
here.
Remark 12 1. If N < ∞, in the proof of part (iv) of Theorem 11 one can also
consider the case m0 < N . Then, for m0 ≤ m < N , one has jm = m and it follows
from (19) that
f(xm)− f(x¯)−
(
N−2∑
k=0
δkρ(x¯, xk)−
m−1∑
k=0
δkρ(xm, xk)
+ δN−1 sup
n≥N
(
n−1∑
k=N−1
ρ(xk+1, xk) + ρ(x¯, xn)
))
c¯ ∈ C.
Comparing the last inclusion with (23), one arrives at
f(x¯) +
(
N−2∑
k=0
δkρ(x¯, xk) + δN−1 sup
n≥N
(
n−1∑
k=N−1
ρ(xk+1, xk) + ρ(x¯, xn)
))
c¯
− f(x)−
(
m∑
k=0
δkρ(x, xk)
)
c¯ /∈ C. (24)
This estimate compliments (9).
2. The role of the assumption of C-lower semicontinuity of function f with respect
to c¯ in Theorem 11 is to ensure the closedness of the sets (10) and (13). For that
purpose, one can use the following weaker (but in general more difficult to verify)
condition: for any finite collection {x0, . . . , xn} ∈ X (0 ≤ n < N), the set
{
x ∈ X | f(xn) +
n−1∑
k=0
δkρ(xn, xk)c¯− f(x)−
n∑
k=0
δkρ(x, xk)c¯ ∈ C
}
is closed.
Thanks to Proposition 9(i), it is sufficient to assume that f is C-lower semicontin-
uous. In the latter case, thanks to Proposition 10, one can weaken the assumption
of continuity of ρ in Definition 1 of a gauge-type function. As in [12], it is sufficient
to assume that ρ is lower semicontinuous in its first argument.
3. Instead of ǫ-minimality of x0 with respect to δ0ρ and c¯, it is sufficient to assume
in Theorem 11 that x0 ∈ X is simply an ǫ-minimal point of f . In this case, sequence
{δi}
∞
i=0 can be scaled; in particular, one can assume that
∑∞
i=0 δi = 1. Thanks to
Proposition 4, the assumption of ǫ-minimality of x0 can be replaced by that of level
C-boundedness of f at x0 (as in [31, Theorem 3.1]). In this case, one would have
to drop estimate (i). One can also use stronger (thanks to Proposition 6) concepts
of ǫ-minimality given by conditions (3) or (4).
4. Assumption c¯ ∈ intC can be replaced by a weaker condition c¯ ∈ C \ {0}. In
this case, condition (i) becomes meaningless and should be dropped.
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5. Given a number λ > 0, one can talk in Theorem 11 about ǫ-minimality with
respect to ǫ/λ and c¯ (or just ǫ-minimality) and formulate a more conventional form
of the variational principle with δ0 = 1 and conditions (i), (6) and (8) replaced,
respectively, with the following ones:
(i′) ρ(x¯, x0) ≤
λ
d(c¯, X \ C)
,
f(x0)− f(x¯)−
ǫ
λ
(
∞∑
i=0
δiρ(x¯, xi)
)
c¯ ∈ C, (6′)
f(x¯) +
ǫ
λ
(
∞∑
i=0
δiρ(x¯, xi)
)
c¯− f(x)−
ǫ
λ
(
∞∑
i=0
δiρ(x, xi)
)
c¯ 6∈ C (8′)
and similar amendments in conditions (7), (9) and (24).
6. A similar result (though only for the case N = +∞ and without estimate
(i)) was established in [31, Theorem 3.1] in a more general setting where, instead
of a single element c¯ ∈ intC, a closed convex subset D ⊂ C with the property
0 /∈ cl (D+C) is used. When D = {c¯} and c¯ ∈ intC (or just c¯ ∈ C \ {0}; cf. item 4
above), the assumptions of Theorem 11 are weaker. In particular, Y is not assumed
reflexive Banach space, C is not assumed normal in the sense of Krasnoselski et
al. [44], the sequences {ǫi} and {δi} are not assumed to belong to (0, 1), and the
series
∑∞
i=1 ǫi is not assumed convergent.
Corollary 13 Suppose all the assumptions of Theorem 11 are satisfied, and
N =∞. Then
f(x¯) +
(
∞∑
i=0
δiρ(x¯, xi)
)
c¯− f(x)−
(
∞∑
i=0
δiρ(x, xi)
)
c¯ /∈ C (25)
for all x ∈ X \ {x¯} such that the series
∑∞
i=0 δiρ(x, xi) is convergent.
Proof. Condition (25) is a direct consequence of (8) since
∑m
i=0 δiρ(x, xi) ≤∑∞
i=0 δiρ(x, xi).
Corollary 14 Suppose all the assumptions of Theorem 11 are satisfied, and
N <∞. Then
f(x0)− f(x¯)−
(
N−1∑
i=0
δiρ(x¯, xi)
)
c¯ ∈ C, (26)
f(x0)− f(x¯)−
(
N−2∑
i=0
δiρ(x¯, xi) + δN−1
∞∑
i=N−1
ρ(xi+1, xi)
)
c¯ ∈ C, (27)
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and, for any x ∈ X \ {x¯}, there exists an m0 ≥ N such that, for all m ≥ m0,
f(x¯) +
(
N−2∑
i=0
δiρ(x¯, xi) + δN−1ρ(x¯, xm)
)
c¯
− f(x)−
(
N−2∑
i=0
δiρ(x, xi) + δN−1ρ(x, xm)
)
c¯ /∈ C, (28)
f(x¯) +
(
N−2∑
i=0
δiρ(x¯, xi) + δN−1
∞∑
i=m
ρ(xi+1, xi)
)
c¯
− f(x)−
(
N−2∑
i=0
δiρ(x, xi) + δN−1ρ(x, xm)
)
c¯ /∈ C, (29)
and consequently,
f(x¯) +
(
N−2∑
i=0
δiρ(x¯, xi)
)
c¯− f(x)
−
(
N−2∑
i=0
δiρ(x, xi) + δN−1ρ(x, x¯)
)
c¯ /∈ intC for all x ∈ X, (30)
where x¯ and {xi}
∞
i=1 are a point and a sequence guaranteed by Theorem 11.
Proof. Conditions (26) and (27) correspond, respectively, to setting n = N −1 and
letting n → ∞ under the sup in condition (7). Similarly, conditions (28) and (29)
correspond, respectively, to setting n = m and letting n → ∞ under the sup in
condition (9). Condition (30) is obviously true when x = x¯. When x 6= x¯, it results
from passing to the limit as m→∞ in any of the conditions (28) and (29) thanks
to the continuity of ρ.
Remark 15 1. Unlike the limiting condition (25) in Corollary 13, the original
condition (8) in Theorem 11 is applicable also when the series
∑∞
i=0 δiρ(x, xi) is
divergent.
2. In general, condition (7) is stronger than each of the conditions (26) and (27)
which are independent. A similar relationship is true between conditions (9), (28)
and (29). As observed in [33], thanks to Corollary 14, in the scalar case Theorem 11
strengthens [12, Theorem 1].
3. Conditions (25), (28) and (30) can be interpreted as a kind of minimality at x¯
of a perturbed function. When N = +∞, the conclusion of Corollary 13 says that
(f + g)(x¯)− (f + g)(x) /∈ C for all x ∈ dom g \ {x¯}, (31)
where the perturbation function g is defined by
g(x) :=
(
∞∑
i=0
δiρ(x, xi)
)
c¯
for all x ∈ X such that the series
∑∞
i=0 δiρ(x, xi) is convergent.
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When N < +∞, condition (28) in Corollary 14 is equivalent to (31) with
g(x) :=
(
N−2∑
i=0
δiρ(x, xi) + δN−1ρ(x, xm)
)
c¯.
Note that in this case dom g = X.
In contrast, condition (30) represents a weaker form of minimality:
(f + g)(x¯)− (f + g)(x) /∈ intC for all x ∈ X,
where the perturbation function g is defined by
g(x) :=
(
N−2∑
i=0
δiρ(x, xi) + δN−1ρ(x, x¯)
)
c¯.
Thanks to the next proposition, if function ρ possesses the triangle inequality, the
latter condition can be strengthened.
Recall that a function ρ : X × X → R possesses the triangle inequality if
ρ(x1, x3) ≤ ρ(x1, x2) + ρ(x2, x3) for all x1, x2, x3 ∈ X.
Proposition 16 Along with conditions (26)–(28), consider the following one:
f(x¯) +
(
N−2∑
i=0
δiρ(x¯, xi)
)
c¯− f(x)−
(
N−2∑
i=0
δiρ(x, xi) + δN−1ρ(x, x¯)
)
c¯ /∈ C. (32)
If function ρ possesses the triangle inequality, then (27) ⇒ (26) and (29) ⇒ (28)
⇒ (32).
Proof. For any m,n ∈ N with m < n, we have
ρ(x¯, xm) ≤ ρ(x¯, xn) +
n−1∑
i=m
ρ(xi+1, xi),
and consequently, passing to the limit as n→∞,
ρ(x¯, xm) ≤
∞∑
i=m
ρ(xi+1, xi).
Hence, (27) ⇒ (26) and (29) ⇒ (28). Condition (32) follows from (28) thanks to
the inequality ρ(x, xm) ≤ ρ(x, x¯) + ρ(x¯, xm).
Corollary 17 Suppose all the assumptions of Theorem 11 are satisfied, N <
+∞, and function ρ possesses the triangle inequality. Then condition (32) holds
true for all x ∈ X \{x¯}, where x¯ and {xi}
∞
i=1 are a point and a sequence guaranteed
by Theorem 11.
Proof. The statement is a consequence of Corollary 14 thanks to Proposition 16.
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The next two statements are consequences of Theorem 11 when N = +∞ and
N = 1, respectively, and ρ is of a special form. The first one corresponds to the
case N = +∞, X a Banach space and ρ(x1, x2) := ‖x1 − x2‖
p where p > 0.
Corollary 18 Let (X, ‖ · ‖) be a Banach space, Y a normed vector space, C
a pointed closed convex cone in Y , c¯ ∈ intC and let function f : X → Y be C-
lower semicontinuous with respect to c¯. Suppose that λ, p, ǫ, ǫi (i = 1, 2, . . .), δi
(i = 0, 1, . . .) are positive numbers and ǫi ↓ 0 as i→∞.
If x0 ∈ X is an ǫ-minimal point of f and δ0 is such that x0 is also a (δ0ǫ)-
minimal point of f , then there exist a point x¯ ∈ X and a sequence {xi}
∞
i=1 ⊂ X
such that xi → x¯ as i→∞ and
(i) ‖x¯− x0‖ ≤
λ
d(c¯, X \ C)1/p
;
(ii) ‖x¯− xi‖ < ǫi (i = 1, 2, . . .);
(iii) f(x0)− f(x¯)−
ǫ
λp
(
∞∑
i=0
δi‖x¯− xi‖
p
)
c¯ ∈ C;
(iv) for any x ∈ X \ {x¯}, there exists an m ∈ N such that
f(x¯) +
ǫ
λp
(
∞∑
i=0
δi‖x¯− xi‖
p
)
c¯− f(x)−
ǫ
λp
(
m∑
i=0
δi‖x− xi‖
p
)
c¯ /∈ C,
and consequently,
f(x¯) +
ǫ
λp
g(x¯)c¯− f(x)−
ǫ
λp
g(x)c¯ /∈ C for all x ∈ dom g \ {x¯}, (33)
where g(x) :=
∑∞
i=0 δi‖x− xi‖
p.
Proof. Set ρ(x1, x2) := ‖x1−x2‖
p, x1, x2 ∈ X. It is easy to check that ρ is a gauge-
type function. Set ǫ′ := ǫδ0, ǫ
′
i := ǫ
p
i (i = 1, 2, . . .), δ
′
i := (ǫ/λ
p)δi (i = 0, 1, . . .).
Then ǫ′i ↓ 0 as i → ∞ and ǫ
′/δ′0 = λ
p. The conclusion follows from Theorem 11
with ǫ′, ǫ′i and δ
′
i in place of ǫ, ǫi and δi, respectively.
If X is Fre´chet smooth, p > 1, and
∑∞
i=0 δi <∞, then dom g = X in (33) and g is
everywhere Fre´chet differentiable, i.e., we have an example of a smooth variational
principle of Borwein–Preiss type. In the scalar case, Corollary 18 extends and
strengthens the conventional theorem of Borwein and Preiss [2, Theorem 2.6], [35,
Theorem 2.5.3] along several directions.
1) Condition (iv) is in general stronger than merely condition (33). It can still be
meaningful even at those points x where the series
∑∞
i=0 δi‖x − xi‖
p is divergent.
If this series is convergent for all x ∈ X, then the conditions are equivalent.
2) Apart from the requirement of the (δ0ǫ)-minimality of x¯, no other restrictions
are imposed on the positive numbers δi, i = 0, 1, . . .
3) Corollary 18 does not exclude the “tight” case when ǫ is the minimal number
such that x0 ∈ X is an ǫ-minimal point of f . In the latter case, the requirement of
the (δ0ǫ)-minimality of x¯ is equivalent to δ0 ≥ 1. This still allows to chose positive
numbers δi, i = 1, 2, . . ., such that
∑∞
i=0 δi <∞ if necessary.
When the ǫ-minimality of x¯ is not tight (in the scalar case, this means that
f(x0) − infX f < ǫ), then one can choose δ0 < 1 such that x0 is a (δ0ǫ)-minimal
point of f and positive numbers δi, i = 1, 2, . . ., such that
∑∞
i=0 δi = 1.
4) In the scalar case, the conventional theorem of Borwein and Preiss assumes the
strict inequality f(x0) − infX f < ǫ and claims the existence of positive numbers
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δi, i = 0, 1, . . ., satisfying
∑∞
i=0 δi = 1 such that the scalar versions of condi-
tions (iii) and (33) hold true (under the appropriate choice of a point x¯ and a
sequence {xi}
∞
i=1). Under the same assumption, Corollary 18 guarantees the same
(or stronger) conclusions for all positive numbers δi, i = 0, 1, . . ., with δ0 < 1
satisfying the requirement of the (δ0ǫ)-minimality of x¯ and such that
∑∞
i=0 δi = 1.
5) The power index p in (iii) and (iv) is an arbitrary positive number and can
be less than 1.
The next statement corresponds to N = 1 and ρ being a distance function. It
generalizes the Ekeland variational principle.
Corollary 19 Let (X, d) be a complete metric space, Y a normed vector space,
C a pointed closed convex cone in Y , c¯ ∈ intC and let f : X → Y be C-lower
semicontinuous with respect to c¯. Suppose λ > 0 and ǫ > 0. If x0 ∈ X is an
ǫ-minimal point of f , then there exists a point x¯ ∈ X such that
(i) d(x¯, x0) ≤
λ
d(c¯, X \ C)
;
(ii) f(x0)− f(x¯)−
ǫ
λ
d(x¯, x0)c¯ ∈ C;
(iii) f(x¯)− f(x)−
ǫ
λ
d(x, x¯)c¯ /∈ C for all x ∈ X \ {x¯}.
Proof. Set ρ := d, N = 1, δ0 := ǫ/λ, ǫi := ǫ/2
i and δi := 0 (i = 1, 2, . . .). Then
ǫi ↓ 0 as i → ∞ and ǫ/δ0 = λ. The conclusion follows from Theorem 11 and
Corollary 16.
Remark 20 1. Instead of C-lower semicontinuity of function f , it is sufficient to
assume in Corollary 19 that, for any x ∈ X, the set
{u ∈ X | f(x)− f(u)− d(u, x)c¯ ∈ C}
is closed (cf. Remark 12.2).
2. One can try to use the estimates in Theorem 11 and its corollaries for devel-
oping a “smooth” theory of vector error bounds similar to the conventional theory
based on the application of vector versions of the Ekeland variational principle (cf.
[38, 45]).
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