Context: Evidence Based Software Engineering (EBSE) has recently been proposed as a methodology to help practitioners improve their technology adoption decisions given their particular circumstances. Formally, Systematic Literature Reviews (SLRs) are a part of EBSE. There has been a noticeable take up of SLRs by researchers, but little has been published on whether, and then how, the EBSE methodology has been applied in full.
INTRODUCTION
Evidence Based Software Engineering (EBSE) has recently been proposed as a methodology to help practitioners improve their technology adoption decisions given their particular circumstances (Dybå et al., 2005) . In simple terms, EBSE first recommends the conduct of a Systematic Literature Review (SLR) (Kitchenham, 2004) to identify and appraise evidence relevant to the problem or technology under consideration. EBSE then recommends that the evaluators integrate the results of the SLR with (their) practical experience, circumstances and (professional) values. There has been a noticeable take up of SLRs by researchers, as demonstrated by the number of SLRs published in the academic literature in the last two to three years (see (Kitchenham, 2007) for a review). Conversely, there has been very little attention directed at the second part of EBSE; indeed, in a previous paper (Rainer et al., 2006) (EASE'06) conference, we reported what we believe to be the first and, to date, the only empirical investigation of the full use of the EBSE methodology. (Dybå et al., (2005) report anecdotal evidence on the use of EBSE by students.).
published at the 2006 Evaluation and Assessment in Software Engineering
In this paper, we report on a further investigation of EBSE, again by students but this time using EBSE to evaluate one of four industry-recognised requirements management tools (RMTs). The paper offers independent empirical evidence of the EBSE methodology, and extends our preliminary investigation (Rainer et al., 2006) . Our research into EBSE complements the higher education teaching we undertake in the Empirical Evaluation in Software Engineering module, taught in the final year of the BSc(Hons) Computer Science degree programme at the University of Hertfordshire in the UK. (See (Rainer et al., 2007b) for a discussion of related modules offered in other universities.) As part of the assessment for that module, students use EBSE to evaluate technologies. This paper should help academics and practitioners in the following ways:
To design and conduct empirical investigations of EBSE and EBSE-like methodologies. To improve the teaching and learning of both the concepts and practice of EBSE in particular, and empirical evaluations in general. This, in turn, should help to promote the value of evidence-based software practice. To further the development of EBSE and EBSE-like methodologies, for example through the addition or refinement of guidelines. To promote the evaluation of the full EBSE methodology, and not only the use of Systematic Literature Reviews.
The remainder of the paper is organised as follows: section 2 discusses the importance of empirical evaluations for researchers and practitioners and briefly summarises the current status of EBSE; section 3 describes the design of the investigation reported here; section 4 presents quantitative results of the students' performance of EBSE; finally, section 5 discusses the results, draws some conclusions, and provides some directions for further research.
EVIDENCE BASED SOFTWARE ENGINEERING BACKGROUND

The importance of empirically-based evaluations
The software engineering research community has long-argued (e.g. (Fenton, 1994) ) that the software industry frequently adopts technologies without first undertaking a structured evaluation (ideally an empirically-based evaluation) of those technologies. At the same time, the research community has also recognised that researchers themselves are prone to propose technologies without undertaking a structured evaluation of those technologies e.g. (Fenton, 1994 , Glass, 1994 , Glass, 1995 , Tichy et al., 1995 , Höfer and Tichy, 2007 , Zelkowitz and Wallace, 1997 , Zelkowitz et al., 2003 .
A brief survey of evaluation methodologies in software engineering
To date, the empirical software engineering community appears to have proposed two methodologies specifically intended to improve practitioners' technology adoption decisions i.e. DESMET and Evidence Based Software Engineering (EBSE). DESMET (e.g. (Kitchenham et al., 1997) ) was a collaborative project involving academia and industry, and partly funded by the UK government, which sought to develop a method to evaluate software engineering methods and tools. Much more recently, and as already noted, EBSE has been proposed as a methodology to support technology adoption decisions in software engineering. A number of other related initiatives have been proposed in the software engineering community. These include software process improvement models and frameworks, such as the Goal Question Metric (GQM) method and the Experience Factory. On a much larger scale, technologies such as the Capability Maturity Model (CMM) (Paulk et al., 1993) and the more recent Capability Maturity Model Integration (CMMI) focus on improving the organisation and, by implication, an organisation's ability to make effective decisions, for example in the Decision Analysis and Resolution (DAR) key process area. Underpinning many of these initiatives are measurement programmes designed to establish an empirical and ideally quantitative foundation on which to make better decisions. There has also been research on technology transfer, diffusion and assimilation and more generally, research on models of decision making in general. There are also methodologies for evaluating COTS products (e.g. (Donzelli et al., 2005) ).
A brief overview of the Evidence Based Software Engineering methodology
As already stated, EBSE has been proposed as a methodology to help practitioners' improve their technology adoption decisions given their particular circumstances. EBSE comprises five steps, as summarised here in Table  1 . The first three steps are closely related to Systematic Literature Reviews (SLRs), which are a means to provide a fair evaluation of a phenomenon of interest by using a trustworthy, rigorous, and auditable methodology (Kitchenham, 2004) . The EBSE methodology was initially developed with reference to the widely-adopted Evidence Based Medicine (EBM) methodology, but more recently EBSE has drawn on other evidence based disciplines (Budgen et al., 2006) . Kitchenham et al. (2004) in particular recognised the problems with 'transplanting' an EBM-like methodology into software engineering. Dybå et al. (2005) argue that EBSE complements software process improvement (SPI), and that EBSE is particularly beneficial in an area where SPI is traditionally weak i.e. finding and appraising an appropriate technology prior to inclusion of that technology in an SPI programme. A related distinction for practitioners, between EBSE and SPI, is that EBSE concentrates on improving practitioners' use of existing findings (notably through conducting or reviewing systematic literature reviews) in order to make decisions. In contrast, SPI concentrates on the introduction, assessment and management of a new technology intervention by those practitioners. It follows that EBSE is not intended as an approach for generating new evidence; rather, the focus of EBSE is on gathering and appraising existing evidence.
A summary of the status of Evidence Based Software Engineering
EBSE is the subject of two research projects, both funded by the UK's EPSRC research council. The first project, now completed, developed a protocol for undertaking Systematic Literature Reviews (SLRs), examined the value of structured abstracts for supporting systematic literature reviews (Budgen et al., 2007) , commenced a tertiary review of published systematic literature reviews in software engineering (Kitchenham, 2007) , and sought to identify other evidence based (EB) disciplines that may be more like software engineering than EBM. The second project has recently commenced.
Since the initial publications on EBSE, a rapidly growing body of publications have reported the conduct of SLRs in software engineering research and, as already indicated, Kitchenham has reported preliminary results of a tertiary review of these SLRs at EASE'07 (Kitchenham, 2007) . Broadly speaking, Kitchenham found that nine out of the 23 published SLRs in software engineering research that she reviewed have focussed on reporting research trends rather than reporting the efficacy of (technology) interventions. Kitchenham expresses disappointment with this ratio of reviews, as reviews of research trends primarily interest researchers rather than practitioners. As noted earlier, work has been undertaken on evaluating Structured Abstracts, which are considered to be particularly helpful to researchers undertaking SLRs. Dybå et al. (2005) and Jørgensen et al. (Jørgensen, 2005 report anecdotal evidence on the success of teaching EBSE to undergraduate students at a Norwegian university, and we have reported on a preliminary study of the use EBSE by students at a UK university (Rainer et al., 2007b , 2007a , Rainer et al., 2006 . EBSE has been the subject of two workshops, Realising Evidence Based Software Engineering (REBSE), both colocated with the International Conference on Software Engineering (ICSE). Overall, the indications are that EBSE has been used almost exclusively by researchers, with some application of EBSE by undergraduate students. We are not aware of any published, empirically-based evidence of professional software practitioners directly using EBSE to make technology adoption decisions in their projects or organisations.
Rationale for the study design
In (Rainer et al., 2006) we focused on students' use of EBSE rather than the efficacy of EBSE. We did this because with the sample sizes available to use it is extremely difficult to separate out the effects of the methodology itself from the effects of a user's abilities, including training effects on that user. In the current study, we begin to consider the outputs from an EBSE evaluation as a step towards the future investigation of the efficacy of EBSE. We are also aware that one criticism of the EASE'06 paper is the use of students to investigate EBSE. We argue that students are a suitable population of users for investigating the use and efficacy of EBSE. In particular:
Students can test a new methodology prior to releasing it to the professional community, Students can help to highlight where a methodology works, and works well, and where a methodology does not work. Students may have similar problems to professionals, such as: deadline pressures, time and resource constraints, the need to balance different objectives, and the need to produce an output conforming to a particular client's requirements. It may be easier to replicate a study if a similar population of users (i.e. students) is used in each replication. It may be easier to control aspects of the study. The research methods can be refined prior to the conduct of a more public and commercially sensitive study e.g. where a company is reluctant to discuss its problems. Students are the next generation of professionals, and studies of this kind provide an opportunity for students to experience the conduct of EBSE in particular but also empirically-based evaluations more generally. Figure 1 presents the research model for this investigation, using the notation of Structured Analysis and Design Technique (SADT). As indicated in the figure, the model distinguishes between: the EBSE evaluation itself, the candidate input RMTs, controls on the evaluation, resources to be used in the evaluation, and the results and recommendation (if any) from the evaluation. In section 3.1, we recognised the effect that a user's ability could have on the output of the evaluation. At this stage, we do not explicitly represent a user in our model. The most obvious point within the model to include users is as a resource. Future research may decide to distinguish between the effects of controls, inputs, the activity and the resources on the output.
Research model and research questions
Figure 1 Research model
On the basis of the research model, we investigate the very general research question: What can we learn about EBSE, and its application, from students' use of EBSE?
Procedure
Students were issued with a coursework which required them to use EBSE to evaluate one or more of four available Requirements Management Tools (RMTs): Telelogic DOORs®, Borland Caliber® Analyst, Compuware Optimal Trace™, and GODA ARTS. The evaluation task was closely based on a DESMET evaluation being undertaken by a commercial organisation in collaboration with the University of Hertfordshire. On this basis, the target of the EBSE evaluation, Requirements Management Tools, is a realistic target for technology evaluations.
(For confidentiality reasons, we cannot report on the DESMET work here.)
The timing of the coursework meant that students received five lectures and tutorials on the Empirical Evaluation in Software Engineering module prior to receiving the coursework, these lectures covered general topics relating to decision making, claims, arguments and evidence, and definitions. During the coursework, the students received two lectures specifically on EBSE (including a tutorial that presented results reported in (Rainer et al., 2006) ) and lectures on related topics e.g. a discussion of the claims made in the Standish Group's 1994 CHAOS Report and the responses from Jørgensen and Moløkken (2005; see also (Jørgensen and Moløkken, 2006) and (Glass, 2005) ). Students were also provided with copies of the IEEE Software article on EBSE (Dybå et al., 2005) , and references to the other articles in the series Jørgensen, 2005) . In addition, we developed and provided students with Supplementary EBSE Guidelines (Rainer and Beecham, 2008) to assist them with their evaluation, and we also developed and applied a complementary Assessment Scheme to assess the degree to which students followed the Supplementary EBSE guidelines. Both the Supplementary Guidelines and the Assessment Scheme have been developed from our previous work (Rainer et al., 2007b , 2007a , Rainer et al., 2006 . During the coursework period, opportunities were provided to students at lectures, tutorials and via the University's student intra-net to ask questions to clarify the coursework specification.
Students were given six weeks to individually complete and submit the coursework. Students are allowed to submit coursework up to one week late, but their assessment mark is capped at a minimum pass. The assessment capping was not applied to the measures reported here. Two students submitted late, one with extenuating circumstances and one without.
Students were set a word limit of 2500 words on the main coursework submission, but were permitted to submit additional material as appendices. The additional material could be used to provide supporting evidence (e.g. examples of search results, examples of forum discussions etc.) for the main submission. Appendices were reviewed when assessing the courseworks for this investigation. A typical student is expected to direct 30 hours at assessments of this kind.
Overall, 37 students participated in the assessment. Of those 37 students, 12 also completed the feedback questionnaire on their experiences of using EBSE to evaluate one or more RMTs. 
Comparison with previous EBSE investigations
Feedback from students
The final lecture and tutorial for the term occurred on the same day as the submission of the coursework. During the tutorial, the first author sought feedback from the attending students on the coursework. Students were invited, but not required, to complete a two-page feedback questionnaire and most but not all students did so. In addition to the 11 students who completed the questionnaire in the tutorial, a twelfth student later submitted the feedback form. Figure 2 presents box plots for the students' performance on each step of EBSE, together with the students' overall performance. The percentages are derived from the application of the Assessment Scheme (see (Rainer et al., 2007a) ). As with the results reported in the EASE'06 paper, the box-plots presented here in Figure 2 need to be interpreted carefully. The different steps of EBSE are not equally difficult and although we have attempted to take account of this variance in difficulty by reporting percentages, these percentages may still not be accurate. Related to this, it is not clear what percentage 'threshold' would constitute sufficient performance by the student in the respective step of EBSE. On the one hand, a score of 100% in, for example, EBSE step 3 may indicate that the respective student has sufficiently followed the EBSE guidelines for that step; on the other hand, a percentage of 50% may indicate that the respective student has sufficiently followed the EBSE guidelines with a percentage of 100% indicating that the respective student has excelled at following the EBSE guidelines
RESULTS
Students' performance using EBSE
The box-plots may be useful for indicating the range of performance within each step, as well as the median performance for that step. Generally speaking:
Each of the box-plots are evenly distributed The median values for each box-plot lie in the region of 45% -60%.
Together, these two observations suggest that the Assessment Scheme is sufficiently discriminating in presenting the range of students' use of the EBSE Supplementary Guidelines.
FIGURE 2: Box plots of students' performance in each step of EBSE, and overall Table 4 presents a breakdown of how frequently each RMT was used as the intervention or baseline in the EBSE evaluations. (See section 2,.3 for an explanation of the terminology used in the table.) Some students proposed multiple baselines (e.g. more than one RMT as the baseline/comparison) or alternatively did not explicitly indicate whether an RMT was intended as the intervention or the baseline. One student proposed multiple interventions. Telelogic DOORs and Borland Caliber Analyst are the most frequently evaluated RMTs, with DOORs being the most frequently evaluated intervention and Borland Caliber Analyst the most frequently evaluated baseline. GODA ARTS was rarely used as the intervention or as the baseline. Unsurprisingly, no EBSE evaluation considered a manual requirements management approach as the intervention although this was in fact permissible in the coursework scenario given to students. Table 5 indicates that most students, in
Recommendations from the EBSE evaluations
Step 4 of their EBSE evaluation, recommend the intervention. Qualitative impressions suggest that students tended to seek evidence to support the proposed intervention in their EBSE question, and tended not to seek evidence that contradicted the adoption of their proposed intervention or, alternatively, that supported the adoption of the baseline.
Feedback from students
The making of a recommendation in the EBSE evaluation
All 12 students who completed the feedback form responded that they made a recommendation in their coursework. (See section 2.3 for a brief discussion of the guidance in step 4 to make a recommendation.) Verbal feedback provided during the tutorial, but not recorded on the questionnaire, suggests that at least some students made a recommendation because the Supplementary Guidelines required it rather than the student being confident about the making of a recommendation.
The degree of challenge from the coursework
We asked students to indicate, on a scale of 1 -7, how challenging they found the coursework. A value of 1 represented the statement "The easiest coursework I have ever done" and a value of 7 represented the statement "The hardest coursework I have ever done". For the sample of 12 students, the median and mode was 6 and the mean was 6.25. The lowest value was 5 and one student responded by extending the scale to 8! Re-setting that particular value to 7 actually changes the modal value from 6 to 7! and very slightly reduces the mean value to 6.16. Overall, this sample of students is clearly indicating that this was the hardest coursework that they have had to undertake on their degree programme. This is the final year of the degree programme and this coursework was the first coursework that these students had been set in their final year. It may be that students would revise their opinion of the coursework having completed other courseworks, including their final year dissertations.
The easiest and hardest steps in EBSE
We asked students what they considered to be the easiest and hardest steps in EBSE. Table 6 presents the results. The table indicates that students could more clearly identify one easiest step but could not clearly identify only one hardest step. Because the students had difficulty identifying only one hardest step, Table 6 reports two columns for the hardest step together with a total. The steps considered to be easiest were Step 4 and Step 1 which clearly contrast to those steps identified by students as the hardest steps. Although students found it hard to identify a single hardest step, there is some indication that Step 2 is considered harder than Step 3 (because no student selected
Step 2 as their second choice). Again, verbal feedback provided during the feedback tutorial suggests that students found Step 2 very frustrating because while the guidelines were clear, there was an ongoing iterative process of searching on the Internet for articles with rigorous and relevant evidence. Step
The adequacy of resources
We also asked students whether they received sufficient resources to help them with their coursework. We used a scale of 1 -3, with a value of 1 indicating 'Not enough support', a value of 2 indicating 'Enough support', and a value of 3 indicating 'More than enough support'. Table 7 indicates that, generally, students thought the resources were sufficient, with the Supplementary Guidelines receiving the highest 'score'. 
The impact of the coursework specification as a control
The University's student intra-net allows lecturers to monitor students' use of the online teaching resources available to a module. We can in principle use data from the monitoring facility to gain insights into, for example, when students first started to use the resources related to this coursework. For ethical reasons we are not able to report here the actual data from this monitoring facility. Data from the monitoring facility does indicate however that there was a substantial increase in module accesses in the three days prior to the coursework submission date, which would be consistent with the stereotype of many students not (seriously) starting their coursework assessment until close to the submission date. This is a kind of deadline effect, and can be treated as evidence of the influence of the coursework specification as a control on the evaluation. As indicated in section 3.1, we believe that we can generalise this point beyond students and courseworks: external controls on an evaluation will influence the conduct of that evaluation. In a professional situation, conflicting priorities, limited resources and deadline pressure may mean that evaluators are not able to devote the time, effort and attention that they ideally want to direct to their evaluation.
DISCUSSION AND CONCLUSION
Summary and brief discussion of results
In section 3, we stated a general research question viz. What can we learn about EBSE, and its application, from students' use of EBSE? In seeking to answer that general question, we report here the findings of a third investigation of the use of the EBSE methodology by undergraduate students, and in so doing we complement the findings from our first investigation (Rainer et al., 2006) . We also compare the overall performance of students for each of the five steps of EBSE for each of the three studies we have conducted. Our three studies suggest that: The behaviour of students undertaking an EBSE evaluation in a coursework can provide insights that are not only relevant to the teaching and evaluation of EBSE for students, but insights that are also relevant to the teaching, use and evaluation of EBSE by professional practitioners. For example: students and professional practitioners deal with conflicting objectives, the need to allocate limited resources to multiple activities, deadline pressures, requirements to complete evaluations to a certain specification, and the difficulties of finding evidence that is relevant and rigorous. Students and professionals (and indeed researchers) may also be subject to similar human errors in critical thinking, such as confirmation bias. Undergraduate students are able to undertake an EBSE evaluation however they find the activity to be very challenging. We suspect that professional practitioners would also find such evaluations to be challenging. Related to this, we cannot reasonably expect undergraduate students or professionals to perform an evaluation of the quality of doctoral students, or indeed of highly-experienced, post-doctoral researchers and academics. Undergraduate students and professionals lack the time, resources and skills to undertake highly-technical evaluations. By contrast, PhD students and Research Fellows may be allocated an extended period of time and resource that is dedicated to undertaking an EBSE evaluation. Students find EBSE Step 1 and Step 4 to be the easier steps to perform. We believe that for Step 1 this is due to the well-defined, discrete nature of the task to be performed (i.e. to define an EBSE question). In our EASE'06 paper, we speculated that students successfully define a superficial EBSE question, and we found further evidence for this speculation in analyses reported in (Rainer et al., 2007b) and (Rainer et al., 2007a) . For
Step 4, we speculate that students perceive this task to be easier because they are drawing on their own experience but again our further analyses suggest that students are not very effective at reflecting on their own practice and experience. Our findings suggest that professionals would also find EBSE Step 1 and 4 the easist steps to perform. Students find EBSE Step 2 and Step 3 to be the hardest steps to perform. There is some indication that Step 2 is considered to be the hardest step and this may be due to the frustration that arises when searching the Internet for relevant and rigorous information, and not knowing whether and when one has found the best information or whether one has exhausted the search space. Our findings suggest that professionals would also find EBSE Step 2 and 3 the hardest steps to perform. Many students seemed to select the RMT(s) to evaluate on the basis of the tool vendors market position and, related to this, on the quantity of information that was available on the Internet about the vendor and the tool. This is an understandable strategy for a coursework: more information on the Internet suggests that it will be easier to find relevant, high-quality information. Many students ultimately recommended the RMT that they had selected as the intervention, but this needs to be qualified by the fact that some students said that they made a recommendation because Guidelines stated that they should, rather than because students thought the evidence justified that recommendation. Accepting this qualification, a confirmation bias affect may be present here, where students seek evidence to confirm their choice of intervention and, ultimately, make a recommendation that confirms their choice of intervention. Students found the resources available for the coursework to be at least sufficient, with the Supplementary Guidelines receiving the highest ranking.
Further research
We are already undertaking the following research activities to further investigate EBSE as a technology evaluation methodology:
1.
Further analysis of the current dataset. This includes: the analysis of information resources selected during EBSE Step 2; the analysis of the subsequent acceptance and rejection in EBSE step 3 of the articles identified in step 2; the analysis of the relationship between the search terms selected in EBSE step 2 and the EBSE question constructed.
2.
A comparison of students' performance with a researcher's performance on the coursework. 3.
A comparison of EBSE evaluations of RMTs by students with a DESMET evaluation of RMTs by a practitioner.
Conclusion
Evidence Based Software Engineering (EBSE) has been proposed as a methodology to help practitioners' improve their technology adoption decisions given their particular circumstances. EBSE first recommends the conduct of a Systematic Literature Review (SLR) to identify and appraise evidence relevant to the problem or technology under consideration. EBSE then recommends that the evaluators integrate the results of the SLR with (their) practical experience, circumstances and (professional) values. There has been a noticeable take up of SLRs by researchers but, conversely, there has been very little attention directed at the integration of the results of the SLRs with practical experience, circumstances and values. In this paper we report on a further investigation where students have used EBSE to evaluate one of four industry-recognised requirements management tools (RMTs). This study offers independent empirical evidence of the full EBSE methodology, and extends our preliminary investigation in (Rainer et al., 2006 ). Whilst we have used students in our investigation, we argue that insights from students' use of EBSE can be applied to professional practitioners' use of EBSE. In particular: EBSE is very challenging, with the SLR component of EBSE being the most challenging. The conduct of EBSE is subject to resource and time constraints, trade-offs and deadline pressures. Recommendations on particular tool(s) to adopt may be influenced by the requirement for a recommendation rather than the evidence supporting that recommendation. When selecting and evaluating information, evaluators need to be aware of the possible human error in their critical thinking, such as confirmation bias.
