A Finite-Volume/Finite-Element method developed in CFD is applied to solve numerically the time-dependent 2D Maxwell system. We use a third-order accurate explicit scheme with triangular meshes. We are particularly concerned here with scattering problems for both homogeneous and non-homogeneous materials. Radar Cross Section calculations are presented and compared with exact or integral method solutions. A parallel version of the algorithm on the Connection Machine is presented and the performances are compared with those obtained with a fully vectorized version on the CRAY YMP.
Introduction
The interest of the Computational Electromagnetics (CEM) community in timedomain simulations is increasing nowadays. At the same time we witness a transfer of the most recent and sophisticated methods developed in the Computational Fluid Dynamics (CFD) into the CEM domain 23].
The main justi cation of such a transfer lies in the hyperbolicity of the time-domain Maxwell system which may be expressed as a set of conservation laws when written in total eld form. The use of the scattered eld variables will just introduce incident wave terms in the right-hand-side of the system and thus will not cause any di culty when applying a numerical method constructed for solving the Euler system 9, 12, 13]. However some questions have to be discussed such as the divergence-free conditions which are not usually considered for an Euler solver and also the ability of such a solver to capture well the Maxwell solutions in the frequency-domain. In the latter case, one has also to nd some good criterion of convergence for the time-domain solver. These questions will be discussed in this paper and some solutions will be proposed. The time-domain solver presented here is based on a mixed Finite-Volume/FiniteElement method using a third-order accurate upwind scheme. The time integration is done using a three stage explicit Runge-Kutta scheme. These ingredients result in a high-order accurate scheme both in time and space 6, 7] . The method is successfully used to compute numerical solutions of 2-D Maxwell system in both frequency-and time-domain with homogeneous or non-homogeneous materials. The computed solutions are compared with the analytical ones when possible or with the corresponding integral method solutions otherwise. We have also used our previous works in parallelising the same algorithm applied to Euler and Navier-Stokes simulations 24] to present here parallel computations in electromagnetics on a massively parallel machine: the Connection Machine CM2/200. Performance results in CPU time and M ops (millions of operations per second) of the parallel solver are compared to those obtained with a fully vectorized version on the CRAY-YMP. @B(x; t) @t + rot(E(x; t)) = 0 @D(x; t) @t ? rot(H(x; t)) = ?j(x;t) (1) where B is the magnetic eld induction, D the electric eld displacement, E and H the electric and magnetic eld intensities respectively, and j the current density. D and B also satisfy the divergence conditions: div(D) = and div(B) = 0 (2) The electric charge satis es the equation: @ @t + div(j) = 0 (3) We recall that the divergence conditions are redundant with equations (1) by considering the conservation law of electric charge (3) and an initial value satisfying Eq. (2) (see 8] for example). Hence, we only take into account equations (1) , assuming here no current and charge densities ( = 0 ; j = 0). D and B are related to E and H through the permittivity "(x) and the permeability (x) as: D = "(x) E and B = (x) H (4) which corresponds to linear isotropic materials.
In two dimensions, Maxwell equations can be split into two sets of systems associated to transverse magnetic (TM) and tranverse electric (TE) waves. In this paper, we deal only with two-dimensional scattering cases. However, the method to be presented can be extended to the most general three-dimensional problems. As equations are linear, we will now consider the formulation in scattered elds with an incident wave solution of Maxwell equations in free space. In this paper, we will consider the conservative form of Maxwell equations which implies recasting the system in function of the elds D and B. Hence, the conservative scheme (described in section 2) will be employed for solving e ciently eld discontinuities in case of non-homogeneous media. One may easily check that the non-conservative form involving (E; H) elds and the conservative one are equivalent in case of homogeneous media.
In the TM z case (H:z = 0), one has B = (B x ; B y ; 0) and D = (0; 0; D z ) in cartesian coordinates. Only the non-zero components of the electric and magnetic inductions are considered. Equations (1) and (4) "(x) = " 0 " r (x) and (x) = 0 r (x):
The relative speed of light is c r = 1 p " r r . In free space, we have " r = r = c r = 1 and the light speed is c 0 = 1 p " 0 0 .
We note = c 0 t the new time variable which is now expressed in terms of wave lengths. The right-hand-side of (5), induced by the incident wave Q inc , is equal to zero in free space according to our assumptions.
The second point to be noticed is the hyperbolicity of Maxwell system. Let us write ( 
and its real eigenvalues are: 1 = c r j j ; 2 = ?c r j j and 3 = 0:
Concerning the TE z case (E:z = 0), the non-zero components of the electromagnetic eld lead to the following conservative variables: One can easily deduce the corresponding jacobian by interchanging " r and r in the TM case jacobian (7) . The eigenvalues remain the same as in the TM case and are de ned by (8) .
Maxwell system (5) is then of hyperbolic type and also a law-conservation system for TM and TE modes. These charasteristics of Maxwell system (conservativity and hyperbolicity) lead up naturally to the use of upwind schemes known to be well adapted to solve numerically similar systems in CFD (see 1, 2, 5] for example).
Boundary conditions
Perfectly conducting surface
For a perfectly conducting surface, the boundary condition in terms of scattered eld writes as: n^E = ?n^E inc (9) where n is the outgoing unit normal vector of the surface.
Absorbing boundary conditions
Numerically, we have to restrict the computations to a nite domain whereas an in nite domain is required. Many authors have developed investigations to de ne well-posed boundary value problems. Some perfectly absorbing conditions have been set up (no parasite waves) but they cannot be used numerically for they are not local. However, a set of absorbing local boundary conditons which approximate the perfectly absorbing ones is now well known for the wave equation and Maxwell system (see 11]). We use here the rst-order absorbing condition of Silver-M uller:
on a boundary surface in free space. This is a practical radiation condition to implement but the outer boundary must be set far enough away so that the eventual parasite re ections do not interact with the scattering object. This is usually achieved by setting the boundary two wave lengths far from the object. Thus, the implementation of this boundary condition would lead to a need of a large amount of memory when dealing with three-dimensional problems. We work on adapting the second-order Joly-Mercier condition 10] to our scheme which allows an outer boundary to be approximately one wave length far from the obstacle.
Numerical approximation
A large family of approximate Riemann solvers has been developed in CFD and these schemes have proven their e ciency in solving problems where eld discontinuities appear. This class of schemes seems to be well adapted to the conservative form of the time-dependent Maxwell system, particularly when dealing with heterogeneous media. We focalise our studies on high-order upwind schemes both in time and space, which allow to treat arbitrary complicated geometries and are well adapted to vector and parallel computing. We describe brie y in the following section the Finite-Volume=Finite-Element method applied to the Maxwell system. For more details on this method and its applications in CFD elds, one may refer to 4, 5] for example.
Variational formulation
Let T h be a standard nite element triangulation of h , the polygonal approximation of a computational domain . At each node S i , a cell C i is constructed as shown in Fig. 1 x 2 (11) where ? b is a perfectly conducting surface and ? 1 is the arti cial boundary. Besides, Q 0 satis es the divergence conditions (2) . A variational formulation of (11) 
where ij is the outward normal to the interface @C ij between two cells C i and C j and K(i) is the set of the neighbouring nodes of the vertex S i .
Steger-Warming ux decomposition
We describe now the approximation of the term Z " r (x) respectively in the TM and TE case. Taking Q i and Q j as constant on each cell, this approach results in a rst-order approximation of the uxes.
High-order approximation
We construct now a third-order accurate scheme in space using the extension of Van Leer's MUSCL method to nite elements 1, 4] . One way to achieve highorder accuracy is to increase the degree of the solution interpolation in a cell and to evaluate the uxes with some extrapolated values Q ij and Q ji at the cell interface we take = 1 3 as an upwind parameter in order to achieve a quasi third-order scheme in space for unstructured meshes. In case of structured meshes, this scheme is exactly third-order accurate. Let us note that no limitation technique is used in our high-order scheme since the system is linear in the unknown variables even in the heterogeneous cases treated here.
Material interfaces
In the presence of dielectric materials, the solution (computed in scattered elds) is also driven by the incident term noted as S inc (5) . This term, involving both time and space derivatives of the incident wave, is turned into uxes since the incident wave is assumed to be solution of Maxwell equations in free space. This is a practical way to ensure no contribution of this term in free space (same spatial approximation for the two parts of S inc ) and to have an homogeneous approach between the unknowns (scattered elds) and the given incident eld.
Hence, there is no need to treat apart the material interface with this scheme. One can easily check that the uxes remain continuous across a material interface independently of the discontinuities of the permittivity and the permeability; the properties of A + and A ? insure the discrete Lax jump conditions applied in total elds:
Boundary conditions
The terms < 2 > and < 3 > of the right-hand-side of (14) contain the physical boundary conditions which are usually expressed in terms of electric and magnetic elds (E; H).
Perfectly conducting surface : On the surface ? b , the eld is assumed to satisfy the condition (9) . Thus, the boundary term < 2 > is computed as:
where Q l;l=1:::3 are the components of the computed eld Q on ? b , Q inc is the given incident eld and n = (n 1 ; n 2 ) is the outward normal to ? b . Let us note that in this procedure, the boundary condition (9) is applied in a weak form. Absorbing condition : The arti cial boundary ? 1 is assumed to be set in free space. The rst-order boundary condition of Silver-M uller (10) then reduces for both TE and TM cases to the following equation:
The above condition may be inserted, as it is, into the term < 3 > which becomes: Z
Here again, the boundary condition is satis ed in a weak form only. One may also use an upwinding which sorts automatically between the in-and out-going informations and then selects the right boundary condition to be considered. In our case (Maxwell system), this condition is associated to waves which travel at speed ?c . As it was done inside the computational domain , we choose the Steger-Warming scheme on the boundary ? 1 (18) This expression may be viewed as an absorbing condition (no information entering the domain). Furthermore, one can easily check that the two ways the boundary condition on ? 1 is considered are equivalent. Indeed, using the relation (16), one may rewrite the formula (17) as:
The latter formula gives explicitely the ux SW i1 . One may conclude that using an upwind scheme at the outer boundary corresponds to a rst-order absorbing condition.
Time integration
The above discretisation leads to the semi-discrete system associated to each node S i (the subscripts S i and h are dropped):
where contains the space discretisation and incident wave terms. We need an accurate time integration when dealing with unstationary problems. The most simple and e cient way to construct a third-order accurate scheme is to use a three-step explicit Runge-Kutta method. Besides, this method requires little storage and ts perfectly to massive parallelism. It goes as follows: The method presented above solves Maxwell equations in a nite domain and we get the time-dependent scattered eld when an object is illuminated by an incident plane wave. This is the near-eld solution while the bistatic Radar Cross Section (20) where S is a surface (generally taken in free space) around the body, r s e s the coordinate-vector of a surface point, re (or (r; ) in polar coordinates) the coordinatevector of a point at in nity and k is the wave number.
For an incident plane wave of unit amplitude, the RCS may be nally written as:
k j P(k; ; Q 3 ) j 2 2.6 Convergence to the steady state When we approximate periodic solutions of Maxwell system (for RCS calculations for instance) using a time-marching method, one should consider the following points:
(a) ensure that the steady state is well reached. ( ) The discretisation of ( ) allows to de ne the following criterion:
; n 1
We performed, on the same test case, calculations with two di erent values of the time step: dt and 2dt. The corresponding time-histories denoted LO(dt) and LO(2dt) respectively are plotted on Figure 2 . We observe that the LO(dt) residual reaches a value of an order of magnitude less than the second one LO(2dt). The observed behaviour of this residual shows that the criterion LO is dependent on the time step. Indeed, reducing the time step leads to a better approximation of (*). However, this seems to be in opposition to points (b) and (c).
We suggest here a criterion based on the energy as a test of convergence. This test is performed either on the transverse electric eld or on the transverse magnetic one using the L 2 norm of the scattered eld. The energy is evaluated on the whole domain at each period in time:
We performed the calculations until the residue E1 reached some xed value ( 10 ?3 in this case). The RCS solution obtained at this stage compared very well with the exact one but we noticed that the RCS solution was already accurate some time steps earlier. Thus, many more operations than needed were performed.
Finally, we suggest to improve the criterion E1. This is achieved by evaluating the L 2 norm in a convex domain including the illuminated body and delimited by the surface where the RCS calculation is performed (E2). Now, errors due to the arti cial boundary a ect no more the value of the residue. It is meaningful since only local informations around the body are needed for RCS evaluation.
The three criteria LO , E1 and E2 are compared in Figure 3 . E2 is the criterion which senses the steady state the better. Besides, we did not observe any dependency on the time step for this one. This criterion is costless in memory storage and time, and seems to be well adapted to time-periodic simulations as far as the numerical method converges. It seems that time-marching methods could not be very e cient to solve scattering problems involving non convex bodies. In this case, the trapped rays (in inlets for example) may a ect the convergence drastically. Solutions do not any more converge at exponential speed to the periodic steady state. Some authors suggested methods to accelerate the convergence either by enforcing the periodic state through a minimisation technic 14] or by introducing the frequency of the incident wave in the scheme 22]. 
Divergence error
We do not consider the divergence-free conditions in our model, since they are redundant in the continuous equations. Numerically, we only take these equations into account at the initial time. We use piecewise linear functions in our scheme, obviously not satisfying these conditions. Many authors using Finite-Element methods in electromagnetics make sure of these conditions by using a space of divergence-free discrete functions 20] or more recently using a divergence correction method 15].
Our numerical approximation is not based on a Finite-Element method but a Finite-Volume one which belongs to the class of conservative schemes. Piecewise linear functions are used here to interpolate the elds at the cell interfaces. Although it is well known that these schemes are appropriate to treat divergence terms, nevertheless we look at the conservation of the divergence-free property by our method. We refer to 13] for a similar study on FCT methods.
Unstructured grids do not yield an unic way to discretize the divergence. We evaluate this divergence in a weak way and we compare it for three di erent size grids where a square body is illuminated by an incident plane wave. At each time step, we consider the L 1 norm of the divergence of the solution. The divergence reaches quickly a periodic state whose average amplitude is numerically observed to be O(h) where h is the mesh step (Fig. 4) . Furthermore, one can notice the great in uence of the space accuracy of the scheme on the divergence: the amplitude is reduced by a factor ve when comparing a rst-order and a quasi third-order scheme in space (Fig. 5) . We can conclude that the Finite-Volume method used with unstuctured meshes does not conserve exactly the divergence-free conditions and depends essentially on the mesh thickness as well as on the accuracy of the scheme. However, the good accuracy of the RCS calculations (section 4) obtained with meshes corresponding to 12 up to 20 points per wavelength shows that the distortion of the divergence observed with unstructured meshes has no signi cant in uence on the solution. where is the angle of incidence. The initial time is chosen just before the pulse encounters the body and the wave is coming from the right side. Figure 7 shows a good behaviour of the total eld solution. The incident wave is perturbed near the body in order to satisfy the boundary conditions. One can distinguish very well the scattered wave on the right side. No deterioration of the solution appears at the corners of the square section cylinder.
Time-harmonic results
Some bistatic RCS simulations are presented for in nite circular cylinders and surrounded by the vaccum is presented on Figure 9 such that k a 0 = 10 (k = 2 ) where k denotes the wave number and a 0 the radius. One can see a good agreement with the exact solution for both TM and TE cases with a mesh (Fig. 8) corresponding to 20 points per wavelength near the body.
Two TE cases are also presented for the previous metallic cylinder but coated with a lossless dielectric of thickness (a 1 ? a 0 ). We use the same mesh as in the previous case ( Fig. 8 ) with " r = 2:56 and r = 1 in the coating. We have in the rst case (Fig. 10 ) k a 1 = 7:7 and k a 0 = 7. One can notice the good accuracy of the solution and the ability of the solver to treat coated materials and eld discontinuities. The solution of Fig. 11 is the same test case with a higher frequency ( k a 1 = 11 ; k a 0 = 10). The numerical solution compares well with the exact one despite the numerous variations. However, the response is not so accurate as in the previous examples. This is probably due to the coarseness of the mesh used since the number of points per wavelength in the dielectric coating is here about 12. This number (12) seems to be a minimum, because the solution would not be accurate enough with less points according to the parameters of this test case. Figure 11 The series of the previous examples is interesting since exact solutions are known. The next experiment is less academic. A metallic NACA0012 is illuminated by a transverse magnetic plane wave at incidence = 90 o . The body is four wave lengths long and the frequency of the incident wave is 1.2 Ghz. It corresponds to a number k a 0 = 12:57 . The number of points per wave length is on average around 15 near the body. Figure 12 depicts the scattered electric eld. The solution in the backscatter area has a wave front which corresponds very well to the geometry of the body. In the forward area, the solution is in opposition with the incident eld. This is clearly seen on Fig. 13 showing the total eld. This corresponds to the shadow region. We can notice that the RCS diagram (Fig. 14) is oscillation free. In contrast with the previous examples, we can observe two maxima for the viewing angles = 0 o and approximately = 180 o . The rst one corresponds to a receptor placed in front of the incoming wave. A large amount of energy has travelled along this direction. The second one which was not observed with the circular cylinders is due to the atness of the body. The rays are little di racted in the backscatter area. The RCS is compared on the same gure ( Fig. 14) with a numerical integral method solution 21]. The mesh step used was of =50 on the surface with the integral method while it was of =40 near the body in our simulations. The di erence is less than 0.5 db regarding the whole range of the viewing angles. This gives an excellent agreement between the two solutions. Figure 14 We consider now a TM harmonic plane wave entering a metallic inlet of 10 wave lengths long and one wave length high. The inlet is closed at the right tip. The mesh is about 11 000 nodes and 20 000 triangles and with 30 points per wave length inside the inlet. The total eld E z is shown on Fig. 15 . One may observe that the solution has well converged in the whole domain with no oscillation at the corners. We plot on Fig. 16 the section of the scattered electric eld at the symmetry axis of the inlet for two values of the residue. One can see that the harmonic state was already reached at a residue of 10 ?3 which corresponds to approximately 30 wave lengths of calculation. 4 Parallel implementation on the Connection Machine
Presentation of the CM2/200
We rst recall the main features of the Connection machine CM2 26] before describing the parallel algorithm.
The CM2 is a SIMD (Single Instruction Multiple Data) distributed memory machine containing up to 64K (K=1024) bit-serial processors having their own memory. These processors are arranged 16 to a chip in a hypercube topology (of dimension 12 for the 64K con guration). Each weitek (a pair of chips) may be supported by a 32 or 64-bit oating point accelerator (FPA) which increases oating point calculations rate by a factor of 20. The weitek clock speed is 7 MHz (10 Mhz for the CM2/200). Mainly two communication forms can be provided from the Connection machine:
-ROUTER: The general mechanism (ROUTER) allows parallel accesses among the distributed memory so that any processor can access the memory of any other processor. General communications use the router network which connects the chips on the hypercube. -NEWS: The NEWS (North-East-West-South) network is a structured mechanism which optimizes grid communications by exploiting the four nearest neighbours connections. NEWS network is much faster than the ROUTER one but requires regular patterns. In addition to the Paris execution model available on all CM2 models, the Connection Machines supported by 64-bit FPA (the CM2/200 is one of them) provide the slicewise model 27] through CM-Fortran compiler switches. These two models are source-code-compatible although the organisation of the memory is drastically di erent.
The virtual processing facility of the Connection Machine allows the use of more processing nodes than it is physically available. This is achieved through a splitting of the local memory. Each physical processing node simulates some number of virtual processing nodes and the ratio between the virtual ones to the physical ones is called VPR. The two models execute virtual processing in a similar way but the number of the physical processing nodes is di erent for a given machine-size. Thus, the slicewise model does not require a power of two VPR like in Paris; one can reach high values of VPR quite easily and exploit in a better way the capabilities of the CM2/200 while using less memory.
The main improvements are that elemental computations requiring no communication can be speeded up noticeably and less memory is used. However, this enhancement in performance may only be obtained using the CM-Fortran language which o ers a large set of tools for array computations.
Description of the algorithm
The numerical method described in section 2 leads to the following serial algorithm: For each time-step :
Step A1 : Compute the nodal gradients
Step B1 : Compute the interpolated values and uxes
Step C1 : Update the solution at nodes
Step A1 involves computations on neighbouring triangles on each node.
Step B1 computes and gathers quantities on neighbouring edges while step C1 contains nodal computations. One can notice that the three steps require the manipulation of three classes of objects: triangles, edges and nodes. Several choices of parallel data structure have been analyzed in 24] for the implementation of a CFD code on the CM2; it was shown that the vertex-based parallel structure including nodes and geometric neighbouring node data is the most appropriate for the mixed Finite-Volume=Finite-Element method. This distribution has been used in this study. The parallel algorithm then consists of the three steps A1, B1, C1 completed by the communication phases:
Step A0 : Communicate the neighbour states.
Step B0 : Communicate the neighbour gradients.
This choice is a compromise in the sense that it minimizes the amount of communications but leads to redundant computations in steps A1 and B1.
The use of unstructured meshes yields non-regular patterns for communications. As NEWS-network cannot be used in this case, we optimize the inter-processor communications by using a communication compiler of the system. This communication compiler (Fastgraph) consists in storing and optimizing the message paths so that address calculations are performed once for all time steps. However, this requires the mesh to be static which is our case throughout this study. A mapping technic has been associated with the compilation of the communication graph in order to nd a good projection of the mesh nodes onto the hypercube 25].
Performance results and comparisons
We present in this section several performance results of the Maxwell solver obtained on the Connection Machine 8K-CM2/200. Both simple and double precision results are compared with the CRAY YMP mono-processor (64-bit precision) results as well as with the 8K-CM2 ones (32-bit precision).
The algorithm implemented on the CRAY was highly vectorized by a colouring technic on edges and triangles of the meshes. All the measures were plotted for a set of four unstuctured meshes consisting of 8K up to 64K nodes.
We rst evaluate the percentage of communication time over CPU time ( Di erent Connection Machines and execution models are compared in single precision (Fig. 18) . Executing under the paris model on the CM2/200 allows us to win about 30% in time compared to the CM2 results; this corresponds exactly to the increase of the clock speed on the CM2/200 (10 Mhz against 7 Mhz). We can also measure the e ciency of the slicewise model: we get more than a factor 2 with the CM2 in favour of the CM2/200.
The last results are comparisons between the CRAY YMP and the CM2/200. Although single precision results under paris (Fig. 19) are of the same order than the ones of the CRAY, the double precision is still costly. Concerning the slicewise model, the CM2/200 is faster than the CRAY in any case (Fig. 20) . Particularly, the 8K-CM2/200 (32-bit precision) is almost twice faster than the CRAY YMP mono-processor which deals at least with 64-bit precision. Nevertheless, single precision was enough to obtain accurate results for the test cases presented in this paper.
In the next gures, the letters S, P, SP, DP refer respectively to Slicewise model, Paris model, Simple Precision and Double Precision. VPR denotes the ratio (user's nodes)/8K . Figure 20 The performances of the solver in M ops (millions of operations per second) are reported in Table 1 both for the CRAY YMP mono-processor and the 8K-CM2/200. We point out that the redundant operations are not counted in the evaluation of the performance (in M ops). Indeed, this is unfair to the Connection Machine since the redundant operations (which are not necessary for the obtention of a solution) are e ectively done. Machine M ops CRAY YMP (64-bit) 113 8K-CM2/200 (64-bit) 83 8K-CM2/200 (32-bit) 124 Table 1 : Performances in M ops However, the performance results on the 8K-CM2/200 in single precision (32-bit) are better than those obtained on the CRAY YMP (64-bit). Nevertheless, they are not so satisfying regarding the real peak rate of this Connection Machine, which is evaluated to be around 1.5 G ops. One may explain this loss of performance by two main reasons:
20% of the CPU time is spent on communications between processing nodes (Fig.  16 ). This is due to the use of irregular patterns on hypercube topology.
redundant operations are not considered in the evaluation of the M ops although they are numerous.
However, the performance results (in terms of CPU time and M ops) show that the present Maxwell solver runs e ciently both on a vector and on a massively parallel computer.
Conclusion
We developed a time-domain Maxwell solver using a method coming from Computational Fluid Dynamics. We used an accurate upwind scheme in a FiniteVolume formulation with unstructured meshes and proved its e ciency to treat coated materials. The good comparisons of the computed solutions with the exact ones, whenever possible, show that this solver is reliable. Moreover, the method presented compares very well with an integral method in the harmonic case. It is not necessary to consider the divergence-free equations with this conservative scheme. Besides, this solver does not involve any particular technic to treat the eld discontinuities occuring at material interfaces. A massively parallel version of the algorithm has been implemented on the Connection Machine. The main performance results show that a 8K-CM2/200 is almost twice faster than a CRAY YMP mono-processor (in terms of CPU time) for this type of application involving irregular communication graphs. We think that the parallel code is well optimized, as the communication time seems hardly reducible. The extension of this solver to more general cases, such as anisotropic media, electric or magnetic losses, seems straightforward and will be investigated. This solver also extends directly to the three-dimensional case. Moreover, this time-domain parallel solver may be more useful for some more genuine instationary problems than the scattering of pulses, such as simulations of charged particule beams in electomagnetic elds. 
