This paper uses NUTS3 sub-regional data for Great Britain to analyse the determinants of spatial variations in income and productivity. We decompose the spatial variation of earnings into a productivity effect and an occupational composition effect. For the former (but not the latter) we find a robust relationship with proximity to economic mass, suggesting that doubling the population of working age proximate to an area is associated with a 3.5% increase in productivity in the area. We measure proximity by travel time, and show that effects decline steeply with time, ceasing to be important beyond approximately 80 minutes.
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Introduction
Regional inequalities are a striking and persistent feature of many economies, developed and less developed. This paper investigates the determinants of spatial productivity differences, paying particular attention to the role of proximity to economic mass. Is it the case, as suggested by many theories of economic geography, that proximity to centres of economic activity increases measured productivity?
Our analysis is based on the regions of the Great Britain. The persistence of significant disparities in economic performance across the British regions is well documented, as in the Treasury report "Productivity in the UK: the Regional Dimension" (HMT 2001) .
Recent data indicates that GDP per capita in London in 2001 is 54% above the average for the UK as a whole, and even higher in Inner London (ONS, 2003) . By comparison, GDP per capita in the North East, the poorest of the regions, is just 73% of the national average, falling to as low as 60% of the UK average in certain sub-regions of the North-East. Moreover, these disparities have increased over the period 1995 to 2001 with GDP per head in London and the South East growing relative to that in regions on the periphery -Scotland, the North-East and North West, Wales and the South West. As discussed in the Treasury report, inequalities in income per head derive from many different sources -labour force participation rates, employment rates, skill and occupational composition, and productivity differences. All are correlated, but there may be distinct and separate causal mechanisms driving them. This paper focuses on income per worker, particularly earnings, and asks two sorts of questions. The first is, to what extent are regional inequalities in income a consequence of variation in the quality of jobs, as distinct from variation in productivity in a given type of job? The second set of questions relates to the determinants of performance across areas. In particular, are differences in performance related to proximity to centres of activity, as hypothesised by many theories of location and spatial clustering? And if so, what is the spatial scale of these effects? How far do they extend?
The first question is addressed by decomposing the average earnings of each area into an occupational composition index and a productivity index. We find that about two-thirds of the spatial variance in earnings is attributable to variations in productivity. The two indices are positively correlated, so that there is a tendency for high productivity areas to benefit also from a larger share of jobs in high-paying occupations. This earnings decomposition is valuable also because of the importance of controlling for occupation and skill levels in 2 assessing regional productivity.
1 Our decomposition provides a primary control, conditioning out the effects on earnings of spatial variation in occupational composition.
We address the second set of questions by econometrically investigating the determinants of spatial variation in measures of economic performance, including the productivity index and the occupational composition index. The investigation is based on arguments from the economic geography literature and the possibility that there are increasing returns to spatial concentration. The increasing returns may derive from knowledge spillovers, thick labour markets, or from pecuniary externalities arising from proximity to customers and suppliers (see for example Fujita and Thisse 2002) . The existing literature offers some empirical support for these effects. The survey by Rosenthal and Strange (2004) reports a consensus view (drawn largely from US studies) that the elasticity of city productivity with respect to city size is in the range 0.04 -0.11. Ciccone and Hall (1996) and Ciccone (2002) find that density of activity has a positive effect on productivity.
We undertake an econometric investigation of these effects across the NUTS3 subregions of Great Britain. We find considerable support for the hypothesis that proximity to economic mass raises income, and more specifically average earnings. In order to identify spatial scale, we construct measures of the economic mass within given travel time of each area. Effects appear to be greatest for mass within 40 minutes driving time, tapering off quite sharply thereafter and having no effect beyond approximately 80 minutes. The effects operate through the productivity index, rather than through the occupational composition index. Our best estimate of the elasticity of productivity with respect to economic mass is 0.05, suggesting that doubling mass raises productivity by 3.5%. These results are robust to the inclusion of a range of additional controls, and to the use of alternative estimators to allow for endogeneity and spatial autocorrelation. Moreover, they are not driven entirely by London and the South-East, as we demonstrate by splitting the sample of UK sub-regions into a southeast core that is within 180 minutes driving time of London, and the rest.
The paper is organised as follows. The next section covers data and descriptive issues, and derives the decomposition of earnings into occupational composition effects and productivity effects. The main econometric analysis is reported in section 3, and sections 4
and 5 extend this analysis to include a discussion of endogeneity issues and the presentation of instrumental variable estimates, and to analyse the role of London and the South-East in our results. Section 6 quantifies the effects we have found, and includes a number of 3 counterfactual experiments showing, for example, that a 10% reduction in all travel times in the UK would raise average productivity by 1.12%.
Regional Income, Earnings and Productivity
Our analysis is based on data for the subregional NUTS3 spatial units of Great Britain. There are 126 NUTS3 administrative areas in Great Britain but, in order to compile a consistent dataset, a number of these are combined to give a sample of 119 subregional units (that we will term 'areas'). The data series relate to the period 1998 to 2001 and the four years of data are averaged in order to remove some of the year-to-year volatility. Full details of the sample and the data used are provided in the Data Appendix to this paper.
Several different types of income data are available. Estimates of workplace-based gross value-added at the NUTS3 level are calculated according to the income approach by the Office of National Statistics (ONS, 2003) . We construct a measure of GVA per hour worked by employees, taking as the denominator an estimate of the total hours worked by employees in the area, derived from data on the numbers of full-time and part-time employees and the average weekly hours worked by each. One drawback of GVA as a measure of income in these quite small areas is that it is sensitive to the spatial allocation of profits and other nonwage income (see ONS 2003 for details). These problems are avoided if we focus on employment income only. Our alternative measure of income is therefore the average hourly earnings of full-time employees in each area and is based on data from the New Earnings Surveys for the relevant years.
Spatial variation in average earnings derives from two sources -differences in the wage rates paid to workers in a given occupation, and differences in the occupational composition of employment. We take as our primary measure of productivity an earnings index which is constructed to control for the occupational composition of employment.
These two contributions to the spatial structure of average earnings --variation in the wage rates paid to workers in a given occupation and variation in the occupational composition of employment -can be separated out as follows. We let occupation k in the economy as a whole (i.e. aggregating across all i) is given by individual workers can cause large biases in estimates of regional productivity differences.
is the share of occupation k in total employment for the economy as a whole. It follows that average earnings in area i, e i , may be decomposed as follows:
The first term on the right-hand side of (1) is the average level of earnings at location i conditional on the occupational composition being the same as for the economy as a whole; it will be denoted
Since q i measures the spatial variation in wages while controlling for occupational structure it reflects spatial differences in productivity, and we will refer to it as the productivity index. The second term on the right-hand side picks up the composition effects and will be denoted
It measures the average level of earnings of area i given its specific occupational composition but assuming that the wage rate for each occupation is equal to the UK average in that occupation. Remaining terms measure the covariance in earnings and composition across occupations in area i, and will be referred to as r i .
Using sub-regional data on earnings by occupation from the New Earnings Survey and on the occupational composition of employment taken from the Labour Force Survey, we compute the productivity index and the occupational composition index as specified above for each of the NUTS3 areas. In theory, each of these indices can be computed at varying levels of occupational disaggregation. In practise, the availability of reliable sub-regional data on occupational composition means that the occupational composition index, c i , can be computed only at the level of the 9 major occupational groups. However, to construct the productivity index, q i , it is possible to disaggregate further to the level of 38 minor occupational groups. average hourly earnings are positively correlated with each other, and with the composition index and the productivity index. Moreover the composition index and the productivity index are positively correlated. This indicates that relatively high productivity and a good occupational composition tend to go hand in hand, although the correlation coefficient, at around 0.66, is not that high. We also note that the sample properties of the productivity index do not vary significantly with the level of occupational disaggregation. As we would expect, the more disaggregated index (i.e. the one computed for 38 distinct occupational categories) displays a little less spatial variation. However, the two indices are very highly correlated (0.987) and their relationship with the other variables appears very similar.
The relationships between the series are illustrated in figure 1 . Figure 1a shows More important for our analysis is the decomposition of earnings into the productivity index and the composition effect. Figure 1b plots the productivity index against average hourly earnings. Recall that the productivity index, i q , is equal to the average level of earnings in area i conditional on the employment shares of each occupation being the same as for Great Britain as a whole. If all the spatial variation in average earnings derived from productivity differences then equalising the occupational composition of the areas would have no effect on average earnings. If this were the case, the plot would lie along the 45-degree line in Figure 2 and the simple regression of productivity on average earnings would have a coefficient of unity. At the other extreme, if the spatial variation in average earnings is derived entirely from occupational composition with no differences in productivity then equalising occupational composition would equalise average earnings across the NUTS 3 areas, and the plot in Figure 2 would be a horizontal line. The slope coefficient of the simple linear regression line fitted to the plot in Figure 1b measures the contribution of the productivity index to the variance in earnings, and is equal to 0.6 (0.62 without Inner London East and West). 2 In other words variance in productivity accounts for some 60% of the variance in earnings. The gap between the 45 o line and the productivity index is the composition index plus covariance for each area (c i + r i ) and these account for around one third of the spatial variation in earnings.
In conclusion, this section indicates that it is possible to separate the spatial variation of earnings into a productivity effect and a composition effect, with the former being quantitatively more important. Of course, the separation is not perfect -jobs within an occupation are far from homogeneous, even at the level of 38 occupations. Theory suggests that the determinants of productivity and of occupational structure are quite different, and we will see this come through in the econometric analysis of the next section.
Explaining Regional Disparities
Conceptual framework
We start by outlining a theoretical framework within which interactions between the different aspects of regional inequality can be placed, and which points to the relationships that we will estimate econometrically. We do not set out a formal model (for which the reader can see Rice and Venables 2003) , instead describing the ingredients informally (although rigorously).
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Suppose that there are many different spatial units ('areas'), each of which contains workers of different skill or occupational types. There are at least as many activities (eg production sectors) with tradable output as there are different skill/occupation types. Firms in these activities operate under perfect competition and constant internal returns to scale and face the same price of capital everywhere. They choose where to produce and, at equilibrium, price equals unit cost in all activities in all areas. Labour productivity is however area specific (for reasons to be discussed below), and these productivity variations apply equally to all skills/occupations. The productivity variations may be a physical productivity difference or a value effect, as would be the case if, for example, in one area all output prices were higher or all non-labour input prices lower.
Given these assumptions, two things follow. The first is that any spatial variations in labour productivity will be equal to spatial variations in wages. The mobility of production activities bids up wages in high productivity areas so that labour captures all the benefit; furthermore, under our assumptions spatial wage differences are proportionately the same for all skill/occupation types. Second, no production activities have an incentive to move, as all earn zero profits in all areas. The production structure of each spatial unit is either determined directly by the skill/occupation mix of the labour force (if there are as many skill/occupation types as production activities) or is indeterminate.
3
Now, add to this the possibility that labour can move between areas. This will bid up land and property prices in high productivity and high wage areas until the real income of a particular skill/occupation type is the same everywhere. There is therefore an equilibrium in which firms and workers are fully mobile, and the ultimate beneficiaries of spatial productivity differences are property owners. The equilibrium has two properties. First, the skill/occupation mix of each location is indeterminate (the model does not say exactly what sort of labour moves to bid up land prices), as is the structure of production. Second, (and crucially for our purposes) the nominal wages of each type of worker vary across areas, and these variations are equal to the productivity differences between areas. We will therefore use such variations in wages as our measure of productivity.
The assumptions that we have outlined give the benchmark case. Relaxing them adds more detail but does not change the main conclusion. For example, spatial productivity differences may be greater for some types of workers or for some activities than others, in which case the model would also provide a theory of regional specialisation. We do not 8 pursue this further, instead focusing just on the equilibrium spatial variation of income and productivity.
With this structure in mind, there are two research tasks. The first is dividing the observed spatial variation in average income per worker between variation in the occupational composition of areas and variation in the wages (earnings) of workers of a particular type.
This we did in the preceding section, giving our measure of productivity. The second is to model productivity differences across areas. Our hypothesis is that increasing returns cause labour productivity to be high in regions that have, in some sense, proximity to a large economic mass. Three main sorts of mechanisms have been put forward (see Fujita and Thisse 2002 for a survey). One is technological externalities; firms learn from co-presence with other firms in related activities, so innovating and implementing new technologies efficiently. A second is that thick labour markets work more efficiently, by having lower search costs and generating improved labour market matching. The third main mechanism is simply that, in the presence of transport costs, firms gain from having good access both to their customers and to suppliers of intermediate goods and services. Notice that while the first of these mechanisms raises the physical productivity of a worker of a given type in a given job, the other two do not. Market access effects mean simply that firms seek to locate where they can save on trade and transport costs.
We do not seek to identify each of these effects separately, but merely their combined effect by estimating a relationship with general form
The dependent variable, y i , will be alternative measures of per worker income and productivity. Independent variables include a set of controls for each area, x i , and spatial mass effects. p h is a measure of the economic mass of each area, a hi is a measure of the interaction between area h and area i, and the function m(.) captures the combined spatial mass effects.
For theoretical derivation of particular forms of this equation, see Fujita et al (1999) or Redding and Venables (2004) .
The next section estimates several different forms of this relationship, and establishes our main results. However we note that the location of 'economic mass' may itself be endogenous; in section 4 we discuss this further and present results estimated using instrumental variables.
Explaining regional productivity: economic mass by time bands
Our measure of the economic mass of each area, p h , is its population of working age. It is central to our approach that we capture proximity effects in a rich and flexible way, allowing not only for own area effects, but also for inter-area effects (the interaction terms, a hi ). This is important both because NUTS3 areas are relatively small with boundaries determined by administrative rather than economic considerations, and because we wish to understand the spatial scale over which economic mass effects occur.
We need a concept of proximity between NUTS3 regions, and measure this by driving time between the economic centres of these regions. Driving times are more economically relevant than other measures of proximity, such as distance or contiguity, and produce slightly better results than do estimates based on geographical distance. We then form driving-time bands around each area. Thus, for each NUTS3 area, we construct a series of proximity bands and measure population of working age within each proximity band. So, for example, we measure the population of working age within 40 minutes driving time of area i; within 40-80 minutes driving time of area i, and so on. We construct these bands under two alternative models of the distribution of population within each NUTS3 area. Broadly speaking the first model assumes that the population of each NUTS3 area is massed at the economic centre of the area, so lies entirely within a single proximity band. The alternative approach assumes that the population is evenly distributed across the area, so may be divided between several proximity bands ('smoothed population'). Details of the procedure for identifying the centres of areas, the estimation of travel times between centres, and the distribution of population within each area are provided in the Appendix.
With this structure, the estimating equation becomes
where p bi denotes the population of working age within the proximity band b of area i. In writing equation (2) in this way we have assumed a particular functional form, and allow the data to identify the weights a b for each proximity band.
In Table 2 we report the results obtained with three proximity bands; up to 40 minutes, 40 to 80 minutes and 80 to 120 minutes, and with both 'mass point' (table 2a) and smoothed population (table 2b) . Additional controls are included to allow for other area specific characteristics that may have affect outcomes. Variation in the education levels of the local workforce is controlled for by including the proportion of the economically active population with specified levels of qualifications. The preliminary analysis identified six distinct educational levels ranging from no formal qualifications up to degree level qualifications.
These were aggregated into three groups to obtain a more parsimonious and statistically robust specification. In this case, the model is estimated by maximum likelihood methods, rather than OLS, to take account of the correlation between the spatially lagged dependent variable and the error term.
If we compare the results for the two alternative measures of area income, g i , and e i , we find that the specification using earnings e i as the dependent variable is the better determined, although in both cases there is evidence of a significant positive effect of The next question to be addressed is whether the relationship between earnings and economic mass comes about through the productivity component, the occupational composition component, or both. In this respect, the results are quite unambiguous. We find no evidence of a significant effect from population to occupational composition, particularly once we control for region-specific effects. By contrast, the relationship between population and productivity is strong and well determined. Productivity increases with population within 80 minutes travel time, and the magnitude of effects are significantly greater the closer is population, i.e. for the 0 to 40 minute band than for the 40 to 80 minute band. As one would expect the magnitude of the population effects is sensitive to the measurement of population and the effects tend to fall off more sharply with distance when population is smoothed across space (table 2b) rather than concentrated at a mass point (table 2a) .
Turning to the other variables in the regression equation, the qualification controls are statistically significant in all cases. As one would expect, a higher proportion of the population qualified to first degree or higher is associated with a higher level of income in the area as measured by GVA per hour worked and by average hourly earnings; while the reverse is true for the proportion of unqualified workers. If it were possible to control perfectly for occupational composition in the construction of the productivity index then one might expect that the impact of qualifications on earnings would come only through the composition index, and not at all through productivity. While this is not so, it is the case that education levels, and in particular the proportion of population with degree level qualifications, has a much weaker effect on productivity than on average earnings and on occupational composition.
Along with the parameter estimates and their associated z-values, we report the values of diagnostic tests for possible misspecification of the spatial structure of the data. The first is a test for a spatial process in the error term of the model and the second test is for an omitted spatially lagged dependent variable. 4 In each case, the null hypothesis of no spatial dependence is tested against an alternative of spatial dependence within a specified proximity. Table 2 , confirming that the impact of population on average hourly earnings and on productivity declines with distance. For the 30 minute bands, the coefficients on productivity decline monotonically with time. However, as we move to finer band-widths, the individual coefficients on the population variables become less well determined. This is due to the degree of multicollinearity among the population variables increasing as the width of the bands is reduced.
Explaining regional productivity: spatial decay
An alternative approach is to impose restrictions on the weights attached to successive population bands prior to estimation. Referring back to equation (2), we specify a functional form relating the weights a hi to time travelled, along with functional forms for m(.) and f(.). These results confirm a number of our earlier findings. As before, the relationship with economic mass is better determined with average hourly earnings than with a GVA-based measure of income. That said, the estimated elasticity of GVA per hour worked with respect to economic mass is positive and statistically significant when regional dummies are included -so economic mass matters -although the estimate of θ is not well determined. For average hourly earnings, the estimated elasticity with respect to the mass index is 0.048 (0.057 without regional dummies).
Most importantly, we find that the effects of economic mass on income come about through productivity as measured by the earnings index, rather than through occupational composition. Looking at the case with regional dummies, for the index of occupational composition the estimates of α (the elasticity with respect to the mass index) are not significantly different from zero, and the estimate of θ is not well-determined either. By contrast, the estimated elasticity of the earnings index with respect to economic mass is 0.041 (0.046 without regional dummies) and is very well-determined. Similarly, the estimate of θ indicates that effects decline with distance, and is well-determined.
Instrumental Variable Estimates
An alternative hypothesis is that spatial variation in income and productivity may arise as a result of exogenously determined spatial characteristics that are not directly observable.
Areas with good characteristics have high income and productivity, and also attract population. If this is the case then the population variables will be correlated with the error term in the model, and as a result parameter estimates are biased and inconsistent. As is standard, we address this possible problem by employing an instrumental variable estimator.
Our instruments are based on the population of the NUTS 3 area in 1851 as reported in the 1851 Census. 5 Given the 1851 population figures, we compute the population within given proximity bands in a manner analogous to that used for current population and use these as instruments. The validity of these instruments rests on the assumption that the exogenous factors that influenced the pattern of settlement in the mid-nineteenth century are unrelated to income and productivity at the end of the twentieth century, apart from their effect through present-day population.
The instrumental variable estimates for the basic specification with three population bands are reported in table 4, together with those for the non-linear spatial decay model. In both cases, the results are based on the 'smoothed' population estimates. Once again, we observe that the alternative estimation method has little impact on the overall pattern of results, either qualitatively or quantitatively. Moreover, these results are robust to variations in the instrument set to include alternative measures of 1851 population bands and geographical-based measures such as distance (in kilometres) from London. Further, in cases with over-identifying restrictions on the instrument set, the restrictions are not rejected by the data. 
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The IV estimates confirm the main findings from earlier tables. In general, the IV estimates of the elasticity with respect to economic mass in table 4 are somewhat larger than their LS counterparts in Tables 2b and 3 . For example, the IV estimate of α (the elasticity with respect to economic mass in the spatial decay model) for the productivity index is 0.0495, as compared with the NLS estimate is 0.0410. By contrast, the IV estimate of 2, the rate of decay, is smaller than its NLS counterpart; 1.43 as compared with 1.51.
We take the estimate of α = 0.0495 as our benchmark estimate of the elasticity of productivity with respect to economic mass, and we use it in section 5 to assess the quantitative importance of these productivity effects. But before doing this we investigate further the robustness of our results, in particular assessing the possibility that effects are all due to London.
London and the South-East
We have already seen that our results are robust to specification of functional form, and to the To investigate the first issue, we add an additional control variable that measures the travel time between the sample point and Central London. In general, in the absence of the economic mass variables, the travel time to London variable is negative and statistically significant. However, with the inclusion of the economic mass variables, this is no longer the case (see appendix table A3 ). This is the case for both the specification of equation (3) and the spatial decay model in equation (4), and is robust to the use of the IV, rather than the LS, estimator.
The second issue is the extent to which the results relating economic mass and productivity are driven by the observations from London and the South East corner of
England. This area of the UK is ranked highly both in terms of economic mass and the outcome measures and it is possible that the regression results reported above are reflecting a specifically London area phenomenon rather than a more general economic relationship. We have seen, in section 2, the extent to which Inner London observations are outliers in the data.
To investigate the role of London we re-estimate the model with central London and its neighbours excluded from the sample. For this exercise, the London neighbourhood set is defined in terms of travel time from central London, starting at 60 minutes travel time and increasing to 180 minutes. At 180 minutes travel time from central London, the sample is split into two equal size groups -a south-east 'core' and a 'periphery'. At this distance the 'core' is made up of Greater London, the South-East and East of England regions and extends into the Midlands as far north as Birmingham and Derby, and to the south west to include Dorset, Somerset and into South Wales as far as Cardiff. Table 5 reports the estimates of the parameters α and θ of the spatial decay model (4) as the sample is varied, with the estimates for the full sample given in the final column for comparison. It should be noted that for this particular robustness exercise, regional dummies are not included as additional controls, and so adjustment to the changing sample can only come about through the parameters of interest. In interpreting the results, it is important to bear in mind that as we vary the sample, two effects are operating. The first is simply that observations for London and its immediate neighbours are excluded. The second is that as observations for areas surrounding London are dropped from the sample so the weight attached to London's population in the index of economic mass declines exponentially, until beyond 120 minutes, London's population no longer contributes to the economic mass for any area in the sample.
Looking across the columns of Table 5 , we see that the parameter estimates are relatively stable and their statistical significance remains robust. The final three columns of Table 5 allow us to compare the results for the two equal size samples of the South-east 'core' and the periphery, together with the entire sample. It is indeed the case that the relationship between economic mass and productivity is stronger for the South-East core. However, among the set of disparate areas that make up the 'periphery', there is still evidence of a statistically significant relationship between productivity as measured by the earnings index and economic mass. Thus, comparing the non-linear IV estimates, the elasticity with respect to economic mass is 0.038 in the case of the periphery as compared with 0.065 for the SouthEast core. While these two values are significantly different from each other, neither is significantly different from the value of the elasticity for the entire sample (0.052). The rate at which economic mass effects decline with travel time (the θ parameter) does not appear to differ significantly between the two sub-samples. Instruments: 1851 population in the area within each travel time band (% of economically active population with degree level qualifications, % of economically active population with no formal educational qualifications). Education controls as in previous tables. No regional dummies.
Quantification: How Large are the Effects?
Having established that proximity to economic mass has statistically significant productivity effects, we now turn to its quantitative importance. We base our discussion around the nonlinear instrumental variable estimates with regional dummies (table 4, Thus, an extra 400,000 persons of working age between 90-100 minutes away have the same impact on productivity as an extra 100,000 persons 60-70 minutes away, or an extra 25,000
persons 30-40 minutes away. A linear (rather than exponential) specification of the time weights is reported in appendix table A1. In this case, an extra 100,000 workers 60-70 minutes away has the same effect as an extra 40,000 workers 30-40 minutes away, and effects go to zero beyond 80 minutes. These are both quite steep rates of spatial decay, but are consistent with industry level studies in the literature, for example Rosenthal and Strange (2003) .
The coefficient α is the elasticity of productivity with respect to distance-weighted spatial mass and its estimated value is 0.0495 (table 4, lower panel). Quantitatively, an elasticity of 0.05 means that doubling the spatial mass that an area accesses increases its productivity by 3.5% (= 2 0.05 -1). This estimate is at the lower end of the range of estimates typically found in the literature. This is reviewed by Rosenthal and Strange (2004) who report a consensus view that 'doubling city size seems to increase productivity by an amount that ranges from roughly 3-8%'.
An alternative approach to assessing the quantitative importance of economic mass in determining productivity is to consider how much spatial variation in UK productivity is attributable to variation in economic mass and how much to variation in other factors. Table 6 provides a decomposition of the variance of the predicted values of the (log) productivity index into the various sources based on the IV estimates of the non-linear spatial decay model (Table 4 , lower half). 6 Looking at the sample as a whole, some 34% of the variance in predicted (log) productivity is directly attributable to variance in economic mass, as compared with the 46% that is due to variance in the levels of qualification and the region-specific factors, and 20% that is accounted for by the positive covariance between the two sets of variables. With the two Inner London areas excluded from the sample, the contribution due to the variance in economic mass alone increases to 40%, with a corresponding reduction in the contribution due to the covariance term. More significantly, the effects of economic mass appear to be more influential in determining spatial variation in productivity among areas outside of the upper ranges of the productivity distribution. Thus with areas in the upper quartile of the productivity distribution excluded from the computation, variance deriving from economic mass is equivalent to more than two-thirds of the total variance, offset to some extent by negative covariance with the other observable factors.
6 Given the spatial decay model (4), the predicted (log) productivity index for area i may be decomposed as A final indicator of the quantitative importance of the mass effects comes from considering the following experiment. Suppose that all journey times in the UK were cut by 10%. How much does productivity increase, holding the qualifications and location of the labour force constant? Answers to this question are given in Table 7 , based on predictions from the IV estimates of the spatial decay model, (Table 4 ; lower half). We see an overall UK productivity gain of 1.12%. If we base our predictions on the NLS estimates of the model (Table 3 , lower half), we obtain a somewhat lower estimate of 0.92%. This number is of course an induced productivity gain, additional to any effects that would be included in a standard cost-benefit analysis of a transport improvement. It does not include direct cost and time-savings. We have not experimented with reducing travel time on particular routes or in particular regions, but the results of the UK wide experiment are generated for each NUTS3 sub-region. In Table 7 we report, in addition to the UK average, the average results for each NUTS1 region, and the minimum and maximum values in each of these areas. In very low density areas speeding up transport has essentially no induced productivity effect, hence the low minimum values for Scotland and the South West. The highest value is for Peterborough (a 2.22% productivity increase), gaining from improved access both to the London area and to the Midlands. 
Conclusions
Three main conclusions follow from our analysis.
The first is that a robust and quantitatively important determinant of variations in productivity between NUTS3 regions of Great Britain is the proximity of each area to 'economic mass' -the presence of a large population of working age within 80 minutes or less driving time. Our estimate of the elasticity of productivity with respect to economic mass is consistent with (although at the lower end of) the estimates produced for other countries using other techniques, and consistent with mechanisms put forward in theoretical literature on geographical economics.
Second, our productivity measure is based on a decomposition of earnings into a productivity effect and an occupational composition effect. The occupational composition index captures the extent to which an area's employment is in occupations that are (in terms of the average for GB as a whole) more or less well paid. The occupational composition index is positively correlated with productivity, so regions with high productivity also tend to have good employment structures. However, we find no evidence of a systematic relationship between occupational composition and proximity to economic mass. This finding is consistent also with the theory we outlined which offers predictions about productivity but -in its simplest form -not about the spatial structure of occupations.
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Third, the magnitude of the productivity effects we find suggest that doubling the 'economic mass' to which an area has access raises its productivity by 3.5%. This seems modest, but its impact is important as there are large variations in areas' access to economic mass. Moreover, a closer examination of the contribution of economic mass to explaining spatial variations in productivity suggests that economic mass is particularly influential in areas in the lower half of the productivity distribution. More than two thirds of the productivity variation between these areas is due to variation in their access to economic mass. We undertake some counterfactual experiments to assess the likely gains from transport improvements. For example, a 10% reduction in average journey times throughout the Great Britain would raise productivity by 1.12%, and nearly twice this amount for areas whose access to large population mass is increased the most. 
Share of occupation k in employment in area i,
Average wage in occupation k, 
GVA per (employee) hour worked (g i ).
Estimates of workplace-based gross value added at basic prices from the ONS (2003). Total hours worked by employees computed from data on the numbers of full-time employees and of part-time employees and the average weekly hours worked by each group taken from the Annual Business Inquiry.
Average hourly earnings (e i ).
Average hourly earnings of all full-time employees whose pay was not affected by absence at the NUTS 3 level from the New Earnings Surveys.
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Composition index (
Weighted sum of the shares of each occupational major group in employment in area i, with weights equal to the GB average earnings of the occupational major group. Data on occupational shares in employment from the Labour Force Survey. Data on the GB average hourly earnings by major occupational group from the New Earnings Survey. 
Productivity index (
Population variables.
Mid-year estimates of the total number of persons of working age (i.e. aged 16 to 65 years) from ONS.
Education variables.
Proportion of economically active population at each of the following qualification levels:
level 4 or higher -first and higher degree; nursing and teaching qualification; 
Travel times
Driving times between the population centres of NUTS 3 areas, estimated using Microsoft Autoroute 2002. 
