A full-duplex wireless network with three users that want to establish full message exchange via a relay is considered. Thus, this network which is known as the Y-channel has a total of six messages, two outgoing, and two incoming at each user. The users are not physically connected, and thus the relay is essential for their communication. The deterministic Y-channel is considered first, its capacity region is characterized, and shown not to be given by the cut-set bounds. The capacity achieving scheme has three different components (strategies): 1) a bidirectional; 2) a cyclic; and 3) a unidirectional strategy. Network coding is used to realize the bidirectional and the cyclic strategies, and thus to prove the achievability of the capacity region. The result is then extended to the Gaussian Y-channel where the capacity region is characterized within a constant gap independent of the channel parameters.
I. INTRODUCTION
M ULTI-WAY communication refers to scenarios where nodes communicate with each other in a multi-directional manner. That is, nodes can be sources and destinations at the same time. The first studied multi-way communications setup is Shannon's two-way channel [3] where 2 nodes communicate with each other, and each has a message to deliver to the other node. The capacity of this setup is not known in general.
Several extensions of this setup, with more nodes and different message exchange scenarios, were studied in the past decade. One such extension is obtained by combining relaying and multi-way communications to obtain the so-called multi-way relay channel. For instance, in the two-way relay channel (or the bi-directional relay channel (BRC) [4] - [6] ), two nodes communicate with each other via a relay. This extension models scenarios where communicating nodes are distributed and are only connected by intermediate nodes such as satellites. The BRC was introduced in [7] , where relaying protocols were analyzed. Further research in this direction include work in [8] where transmission schemes have lead later on to [20] , where the DoF characterization of the MIMO Y-channel with an arbitrary number of antennas at all nodes has been completed. The work on the MIMO Y-channel has been pushed further to include cases with more users. For instance, [21] derived achievable DoF for the K -user MIMO Y-channel under some conditions on the numbers of antennas, and [22] provided DoF characterization for some MIMO multi-way relay channels with L clusters of users and K users per cluster.
As an approximate sum-capacity characterization for the SISO Y-channel was provided in [19] , the next goal is to determine the capacity region of the network within a constant gap. This is the challenge we take in this paper. It turns out that the bounds provided in [19] suffice for an approximate capacity region characterization of the Gaussian SISO Y-channel (GYC) within a constant gap, where the achievability is shown by using novel transmission strategies as described next.
While interference alignment in space was used in the multi-antenna case [15] , we use a different kind of alignment. Namely, in our single antenna case, we use alignment in the utilized codes to obtain a finite gap characterization of the capacity region of the GYC. This is accomplished by using lattice codes [23] that are aligned in such a way that facilitates computation at the relay [24] .
Our approach towards an approximate capacity characterization of the Gaussian Y-channel is based on two steps. In the first step we study the capacity of the linear-deterministic Y-channel (DYC). In the second step, we utilize the insights gained from the DYC and extend the results to the GYC. The linear-deterministic model has been proposed as a tool for approximating the capacity of wireless networks by Avestimehr et al. [25] . By obtaining the capacity of the deterministic approximation of some wireless network, we can draw conclusions on its capacity in the Gaussian variant. For instance, the capacity region of the deterministic BRC was obtained in [10] and used to obtain the capacity region of the Gaussian BRC relay channel within a constant gap. Similarly, the capacity of the deterministic multi-pair BRC was derived in [26] , which lead to the approximate capacity of the Gaussian counterpart in [27] .
Our contribution for the deterministic Y-channel can be summarized as follows:
1) We provide a new outer bound on the capacity region which is tighter than the cut-set outer bound. This is contrary to the deterministic BRC [10] and the multipair BRC [26] where the cut-set bounds characterize the capacity region. 2) We then show that our outer bound is achievable.
Network coding is used to achieve this capacity region, in a scheme which combines bi-directional, uni-directional, and a novel cyclic communication strategy. 3) Consequently, we characterize the capacity region of the DYC. 1 1 It is worth to mention that the capacity of the 4-user deterministic case has been characterized recently in [28] . Then, we use the capacity achieving scheme of the DYC to build an achievable scheme for the GYC. Superposition coding, nested-lattices, and successive decoding are the main components of the proposed scheme in the Gaussian case. We provide an achievable rate region using this scheme, compare it to an outer bound, and show that it characterizes the 6-dimensional capacity region of this setup within a constant gap of 7/6 bits per dimension, regardless of the channel parameters.
The rest on the paper is organized as follows. The used notation and the system model are given in Section II. Upper bounds for the deterministic setup are given in Section III and the capacity achieving transmit strategy is described in Section IV. The Gaussian Y-channel is considered next, with an outer bound in Section V and an inner bound in Section VI. The gap between the outer and the inner bounds is analysed in Section VII. We conclude the paper with a discussion in Section VIII.
II. NOTATION AND SYSTEM MODEL

A. Notation
Throughout the paper, we use the following notation. Scalars are represented by normal font, vectors and matrices by bold face font, and sets by calligraphic font. For instance, x, x, and X are a scalar, a vector, and a set, respectively. The set S c denotes the complement of a set S. A sequence of n vectors (x 1 , . . . , x n ) is denoted x n . The modulo-2 addition (XOR) of symbols in the binary field F 2 is denoted ⊕. The function C(x) is given by 1 2 log(1+x) and C + (x) denotes max{0, C(x)}. We write X ∼ N (μ, σ 2 ) to indicate that X is Gaussian distributed with mean μ and variance σ 2 . We use i.i.d. to indicate that a random variables has a sequence of independent and identically distributed instances.
B. System Model
The Y-channel is a multi-way relaying setup where 3 users communicate with each other in a multi-directional manner via a relay. That is, each user has a message to each other user, resulting in two outgoing messages and two incoming messages at each user, for a total of 6 messages. The users do not have direct links between each other, and hence the relay is essential for communication. This setup is shown in Figure 1 .
As aforementioned, we have 6 messages, where the message m j k from user j to user k, j, k ∈ {1, 2, 3} is a realization of a random variable M j k uniformly distributed over the set M j k {1, . . . , 2 n R jk } for all j = k where R j k ∈ R + . For communication, each user j sends a codeword of length n, x n j , with symbols from an alphabet X j . The relay receives the length-n signal denoted y n r ∈ Y n r , which is then processed and forwarded as the relay transmit signal x n r ∈ X n r . This signal is received then at the users as y n j ∈ Y n j . The sets Y r , Y j , and X r are the alphabets of the relay received signal, the users' received signal, and the relay transmit signal, respectively.
The i -th symbol of x n j is in general a function of the outgoing messages at user j and its received symbols up to time instant i − 1, i.e.,
where f j i is the encoding function of user j at time instant i . The relay listens to the transmission of the users, constructs the signal x n r whose i -th symbol is
and is a function f ri of the received symbols at the relay y i−1 r , and sends it back to the users. User j receives y n j , and tries to decode his desired messages (m kj ,m l j ) from y n j using the knowledge of (m j k , m jl ), i.e., (m kj ,m l j ) = g j (y n j , m j k , m jl ). An error occurs if (m kj ,m l j ) = (m kj , m l j ). The collection of message sets, encoders, and decoders defines a code for the Y-channel. This code is known at all nodes.
C. Gaussian Y-Channel
In the Gaussian Y-channel (GYC) the alphabet of the transmit and received signals is the real set R. The relay receives
in time instant i , where z ri is a realization of a Gaussian noise Z r ∼ N (0, 1) which is i.i.d. in time, and h 1 , h 2 , h 3 ∈ R are the channel coefficients from the users to the relay which hold the same value throughout the communication. Without loss of generality, we assume that the channel between user 1 and the relay is the strongest, while that between user 3 and the relay is the weakest, i.e.,
We also assume the availability of global channel-state information at all nodes, i.e., the channel coefficients are known at all nodes before the transmission. 2 The relay transmit signal x r is received at user j , corrupted by noise, as
where z j i is a realization of a Gaussian noise Z j ∼ N (0, 1), which is i.i.d. in time. All nodes have a power constraint P,
Note that we have assumed that the channels are reciprocal, i.e., the 2 The relay estimates the channel before transmission starts and sends the channel values to the users. channel coefficient from user j to the relay is the same as that from the relay to user j .
To approximate the capacity region of the GYC, we start by studying its high signal-to-noise ratio approximation, known as the deterministic model. The deterministic model introduced by Avestimehr et al. [25] reduces a Gaussian wireless network into a binary deterministic one which is much easier to handle. From this deterministic model, one can obtain insights about optimal schemes for the original Gaussian model. We would like to exploit this aspect. Hence, in order to obtain the approximate capacity region of the GYC, we study the deterministic Y-channel (DYC) first. Next, we introduce the DYC.
D. Deterministic Y-Channel
In the DYC, the channel gains of the Gaussian Y-channel are modelled by non-negative integers n j = 1 2 log(h 2 j P) , j ∈ {1, 2, 3} (see [25] for more details). Due to (3), we have
These integers n j , referred to as levels, define the number of bits that survive a channel which clips a number of bits of the transmitted binary vector. In more detail, the transmit signal of user j and the relay (at time instance i ) is a q-dimensional binary vector
The received signal at each node, y ri , y j i ∈ F q 2 , is a deterministic function of the transmit signals, modelled by a down-shift of the transmit signal. That is
where S is the q × q downward shift matrix. Note that the impact of this channel is clipping the least significant bits of the channel input, leaving the most significant bits 'visible' at the receivers. The weaker the channel (small n j ), the more the symbols that will be lost through the channel. All operations are performed in F 2 . A deterministic Y-channel with levels n 1 , n 2 and n 3 is denoted DYC(n 1 , n 2 , n 3 ). As an example, a DYC(4, 3, 2) is shown in Figure 2 . A line between two circles in Figure 2 represents a bit-pipe between these two levels, which models (5) and (6) . In this paper, we study the capacity region of the Y-channel defined next. 32 ) denoted m, is said to be achievable if there exist a sequence of codes such that the average error probability can be made arbitrarily small by increasing n. The set of all achievable rate tuples is the capacity region denoted C g for the GYC and C d for the DYC.
III. THE DYC: UPPER BOUNDS
In this section, we provide some upper bounds on the achievable rates of the DYC. We start with the single rate bounds given by 3, 2) . The strongest channel is between the relay and user 1. In the uplink, the relay receives all bits from user 1 that are above the noise level. Users 2 and 3 have weaker channels, and thus, bits at low levels arrive below the noise level and are clipped. Similarly in the downlink, the bits at the lower levels at the relay are clipped at users 2 and 3. which indicates that a message m j k can neither have more bits than what user j can send, nor than what user k can receive. Next, we provide the cut-set bounds in the following subsection, and genie-aided upper bounds in Section III-B.
A. The DYC Cut-Set Bounds
The cut-set bounds [18] can be used to obtain upper bounds on the achievable rates. Consider Figure 2 . One cut in this setup provides the sets S = {User 1} and S c = {User 2, User 3, Relay}. The rate of information flow from the set S into the set S c can be bounded using the cut-set bound by
That is, the sum-rate of the messages outgoing from user 1 can not exceed what user 1 can send (n 1 bits). The rate in the other direction, i.e., from the set S c into the set S can be bounded by
meaning that the sum-rate of the messages intended to user 1 can not exceed what user 1 can receive. The next cut we apply gives S = {User 1, Relay} and S c = {User 2, User 3}.
Here, the rate of information flow from the set S into the set S c is bounded by
which resembles the broadcast channel (BC) bound in [25] . The rate in the other direction can be bounded by
which resembles the multiple access channel (MAC) bound in [25] . Following this procedure for the other remaining cuts, and collecting the resulting bounds, the cut-set bound for the DYC can be written as follows
for all distinct j, k, l ∈ {1, 2, 3}. Notice that the expressions on the left hand side of (8) and (9) are sums of two rates.
These bounds already provide an outer bound on the capacity region C d . In many networks with bi-directional communication, the cut-set bounds were shown to characterize the whole capacity region of the deterministic network [10] , [26] . However, in some deterministic bi-directional communication networks, the cut-set bounds are not enough for characterizing the capacity region, as in [29] for instance, and further bounds are required. The DYC belongs to the latter case. In fact, many rate constraints from the cut-set bounds will be shown to be redundant due to the bounds we provide next which are more binding.
B. Genie Aided Upper Bounds for the DYC
The following lemmas provide upper bounds on the achievable rates of the DYC which are tighter than some cut-set bounds. They are obtained by giving additional side information to some nodes.
Lemma 1: The achievable rates in the DYC must satisfy
for all distinct j, k, l ∈ {1, 2, 3}. Proof: The proof is based on enhancing the users with side information allowing each user to decode one more message other than his desired messages. Details are given in Appendix A.
Note that this lemma bounds the rates from a receiver perspective. That is, the sum of the rates R kj , R l j , and R kl , which correspond to messages intended to receivers j and l, is bounded by the maximum number of bits that can be decoded by these two users. This bound can be complemented by deriving an upper bound from a transmitter perspective. Namely, an upper bound can be obtained by bounding the sum of the rates R kj , R l j , and R kl , which correspond to messages originating from users j and k, by the maximum number of bits that can be transmitted by these two users. The following lemma provides such a bound.
Lemma 2: The achievable rates in the DYC must satisfy
for all distinct j, k, l ∈ {1, 2, 3}.
Proof: The proof is essentially similar to the proof of Lemma 1 with different side information. Details are given in Appendix B.
Notice that none of these bounds always dominates the other. For instance, for ( j, k, l) = (1, 2, 3), Lemma 1 provides a tighter bound that Lemma 2, while the opposite is true of ( j, k, l) = (2, 1, 3).
The bounds in Lemmas 1 and 2 constrain the sum of three components of R to be lower than a specific value n j . This is in contrast to the cut-set bounds that constrain the sum of two components of R. Consequently, this makes the bounds in Lemmas 1 and 2 tighter than the cut-set bounds in general as we shall see next. Now, we combine Lemmas 1 and 2 to obtain the following statement.
Theorem 1: The achievable rates in the DYC are upper bounded by
(17) Proof:
By combining the genie-aided bounds in (10) and (11) and evaluating for all distinct j, k, l ∈ {1, 2, 3} we obtain the statement of the theorem.
Let us now evaluate the individual rate bounds (7) , and the cut-set bounds (8) and (9) using (3). The individual rate bounds become
The cut-set bounds yield
Notice that the individual rate bounds are all redundant given the cut-set bounds. For example, R 12 ≤ n 2 is redundant given R 12 + R 13 ≤ n 2 since all rates are positive. Moreover, the cut-set bounds in (18) are redundant given the genie-aided bounds (12) and (14) . Similarly, the cut-set bounds in (19) are redundant given the genie-aided bounds (15) and (12) . Only cut-set bounds in (20) remain useful. As a result, by defining C d to be the region in R 6 + satisfying the genie-aided bounds (12)-(17) and the cut-set bounds (20) , that is,
we obtain the following outer bound on C d .
Theorem 2: The capacity region C d of the DYC is outer bounded by C d .
In the next section, we show that this outer bound is achievable, and hence, we characterize the capacity region C d of the DYC.
IV. A CAPACITY ACHIEVING SCHEME FOR THE DYC
We start by showing that any integer rate tuple in C d is achievable. That is, every tuple R ∈ N 6 ∩ C d is achievable. Consider any such tuple R. Since R ∈ C d , then it satisfies the bounds in Theorem 2. Now, we have to show that we can use the signal levels at the relay wisely to achieve this rate tuple. Our scheme uses three different strategies to cover three different modes of information flow. These modes are as follows:
b) Bi-Directional: There exist users that want to establish bi-directional communication. That is, R j k and R kj are both non-zero for some j, k ∈ {1, 2, 3}, j = k. c) Cyclic: Users want to establish cyclic communication.
That is, R j k , R kl , and R l j are non-zero while R kj , R lk , and R jl are all zero for some distinct j, k, l ∈ {1, 2, 3}. u) Uni-Directional: Neither case b) nor c) holds. That is, at least three components of R are zero, and the non-zero components are uni-directional (if R j k = 0 then R kj = 0) and acyclic (if R j k , R kl = 0 then R l j = 0). We used b), c), and u) to refer to the bi-directional, cyclic, and uni-directional modes of information flow, respectively. These three modes are taken care of in the construction of the communication strategy in the given order. That is, we design a strategy for the bi-directional mode first, then a strategy for the cyclic mode, and finally a strategy for the remaining unidirectional mode. A brief description of the scheme is given in the following toy example, more details to follow up next.
A. DYC: A Toy Example
Consider a DYC (5, 4, 3) and choose R = (0, 2, 2, 1, 0, 2). By inserting the values of n 1 , n 2 and n 3 in the outer bound C d , it is easy to see that the rate tuple R ∈ C d . Let us see how our scheme works for achieving this rate tuple.
We start by writing R as
where R b = (0, 0, 0, 1, 0, 1), R c = (0, 1, 1, 0, 0, 1), and R u = (0, 1, 1, 0, 0, 0). Notice that R b resembles bi-directional information flow between user 2 and user 3 with a rate of 1 bit per channel use in each direction. To achieve this rate tuple, let user 2 send one bit b 23 on the lowest level in the uplink, i.e., relay level 1, and let user 3 also send 1 bit b 32 on relay level 1. Thus, the relay receives b 23 ⊕ b 32 on level 1 as shown in Figure 3 . The relay then forwards b 23 ⊕b 32 on the highest level in the downlink, i.e., level 1 as shown in Figure 4 (the enumeration of levels at the relay is as given in the figure). Upon receiving b 23 ⊕ b 32 , user 2 and user 3 are able to extract their desired bits, b 32 and b 23 , respectively. This achieves R b . Note that the used levels are not available anymore for further communication. This allows us to remove the used levels, to obtain a DYC(4, 3, 2), over which we need to achieve R c and R u . The rate tuple R c represents the rates of the cyclic information flow, where user 1 wants to send 1 bit c 13 to user 3, user 3 wants to send 1 bit c 32 to user 2, and user 2 wants to send 1 bit c 21 to user 1, thus forming the cycle 1 → 3 → 2 → 1. To achieve R c , we use a cyclic strategy. user 1 sends c 13 on both relay levels 2 and 3, user 2 sends c 21 on relay level 3, and user 3 sends c 32 on relay level 2. The relay thus receives c 13 ⊕ c 32 and c 13 ⊕ c 21 on levels 2 and 3, respectively, as shown in Figure 3 . The relay then forwards these sums on levels 3 and 4 as shown in Figure 4 . Upon receiving c 13 ⊕ c 21 , user 1 can extract its desired bit c 21 , and upon receiving c 13 ⊕ c 32 , user 3 can extract its desired bit c 13 . user 2 extracts c 13 from c 13 ⊕ c 21 , and then uses it to extract its desired bit c 32 from c 13 ⊕ c 32 . Thus, the cyclic strategy 3 achieves R c .
Finally, it remains to achieve R u . To do this, user 1 and user 2 send one bit each, u 13 and u 21 , to levels 5 and 4 at the relay, respectively, as shown in Figure 3 . The relay forwards 3 The cyclic strategy is similar in essence to the successive network code encoding/decoding proposed recently in [14] for the MIMO K-way relay channel. However, due to the different message flow considered in the DYC (as compared to the multicast K-way channel in [14] ), we do not require all users to decode all signals that are exchanged by using the cyclic strategy (user 3 can not decode c 21 in our toy example for instance), which is in contrast to the successive network code encoding/decoding in [14] where all users decode all signals (multicast). these bits on levels 2 and 5, respectively, and users user 1 and user 3 are then able to recover both desired bits. This achieves R u . All three tuples, R b , R c , and R u , are achieved, which consequently achieves the rate tuple R.
Remark 1: Notice that all the levels at the relay have been used to achieve R. Here, we can see that importance of the cyclic strategy. The cyclic strategy uses 2 levels at the relay for communicating 3 bits, i.e., it sends 3/2 bits per level. If we want to achieve R c using the uni-directional strategy which sends 1 bit per level at the relay, instead of the cyclic one, then we would consume 3 levels at the relay instead of 2. This leaves us with 1 more level, which is not sufficient to achieve R u .
Remark 2: The problem of cyclic communication bears a resemblance to an index coding problem given in [30] . Consider the cycle 1 → 3 → 2 → 1. If the relay knows the bits c 13 , c 32 , and c 21 , then the downlink is similar to [30, Example 1] where the side information graph is a directed cycle of length 3. Namely, nodes 32 ), respectively, in the given order. The optimal linear code in this case is of length 2. The relay sends (c 13 ⊕ c 32 , c 13 ⊕ c 21 ) which enables all receivers to recover their desired bits. In our case, the relay does not know the source bits. However, this index code can be constructed in our case on the fly, i.e., during the uplink. The uplink scheme is designed in such a way that the relay obtains (c 13 ⊕ c 32 , c 13 ⊕ c 21 ) which suffices for sending all 3 bits to their destinations. 1) Comparison With Scheduling Based Two-Way Communication: In [19] , it was shown that a scheduling based two-way communication scheme suffices to achieve the sum-capacity of the GYC within a constant gap. In this scheduling scheme, the users communicate in a pair-wise fashion as in the BRC [31] , where two users are scheduled in each time slot. Assume that the allocated fraction of time for the user pair (1, 2) is α 1 , the allocated fraction of time for the user pair (1, 3) is α 2 , and the allocated fraction of time for the user pair (2, 3) is α 3 , such that α 1 + α 2 + α 3 = 1. An achievable rate tuple using this scheme can be expressed as
where C j k is the capacity of the BRC between users j and k. From [10] , we obtain C 12 = n 2 , C 13 = n 3 , and C 23 = n 3 . The achievable rate of the scheduling scheme for a DYC (5, 4, 3) can be thus written as
Note that by setting α 1 = 1 and α 2 = α 3 = 0, we achieve a sum-rate of 2n 2 = 8 which is equal to the sum-capacity of the DYC(5, 4, 3) (see (12) , (15)). However, it can be easily seen that this scheduling scheme can not achieve the whole capacity region of the DYC. As a counter example, the rate tuple R = (0, 2, 2, 1, 0, 2), which was shown to be achievable by our proposed scheme, can not be achieved by scheduling. To achieve this rate, one would need to set α 1 = 1 2 , α 2 = 2 3 , and α 3 = 2 3 , which leads to a sum α 1 + α 2 + α 3 larger than 1 and thus more than the available resources. The drawback of this scheme is relevant when we try to achieve asymmetric rate tuples such as the one considered in this toy example.
In the next subsections, we extend our strategies for unidirectional, bi-directional, and cyclic communication, in order to show the achievability of any integer valued R. Briefly, the proof proceeds as follows. For any such R, the proposed scheme starts with a bi-directional communication strategy if case b) holds. The bi-directional strategy sends two bits per relay level. That is, one signal level at the relay is consumed by two bits of bi-directional streams. After this step, some rates are already achieved and the residual rate vector is called R . We also have a reduced DYC obtained by removing the already occupied levels. It remains to achieve R which has at least three zero components over this reduced DYC. Now, we use the cyclic strategy if case c) holds, which sends 3/2 bits per relay level. After this step, the residual rate vector, denoted R belongs to case u), and we use the uni-directional strategy to achieve it, which sends 1 bit per relay level. These strategies are explained in more detail in the next subsections.
Notice the used enumeration of levels in Figures 3 and 4. We will follow this enumeration throughout the rest of the paper. In the uplink, the lowest level is level 1 and the highest is level q = n 1 . In the downlink, the lowest level is q = n 1 and the highest is level 1 as shown in Figure 5 (a) and (b). This enumeration is used for convenience. Using this enumeration, levels {1 . . . , n 3 } are the levels shared by all three users in both the uplink and downlink. Similarly, levels {n 3 + 1, . . . , n 2 } are shared by users 1 and 2, and all remaining levels are used exclusively by user 1. The levels at the relay will be represented as a line segment with three parts representing the sets {1, . . . , n 3 }, {n 3 + 1, . . . , n 2 }, and {n 2 + 1, . . . , n 1 } as shown in Figure 5 
B. Bi-Directional Information Flow Over the DYC
We start by assigning levels for bi-directional information flows if case b) holds, over a DYC(n 1 , n 2 , n 3 ). Let 4
can have zero value. If all are zero, then the bi-directional information flow mode does not exist and we start with case c) instead. user 1 and user 2 use levels {n 2 − R b 12 +1, . . . , n 2 } in a manner similar to the deterministic bi-directional relay channel [10] to exchange R b 12 bits. That is, each of users 1 and 2 sends a binary vector, say b 12 and b 21 where
The relay obtains the superposition b 12 ⊕ b 21 and sends it back to users 1 and 2 on the same levels. Users 1 and 2 in their turn calculate their desired information from the b 12 ⊕ b 21 using their transmit vector as side information. Similarly, users 1 and 3 use levels {1, . . . , R b 13 }, given R b 13 ≤ n 3 so that user 3 can send and receive all R b 13 bits. Users 2 and 3 use levels
is required for the same reason (which is stronger than the former R b 13 ≤ n 3 ). This is shown graphically in Figure 6 .
This strategy works if we have enough levels at the relay for all R b 12 + R b 13 + R b 23 bi-directional streams (for delivering twice the number of bits). Thus it is required that (20) ≤ n 3 (25) and
It follows that the levels at the relay are sufficient for this strategy to work. Now having communicated R b
, the remaining rate tuple that needs to be achieved is 
and at least three of the components of R are zero (see (21) , (22), (23)). Namely, one of R j k and R kj must be zero. This rate tuple R must be achieved over DYC(n 1 , n 2 , n 3 ) where the already occupied levels are out of order, i.e.,
If n 2 − n 3 ≥ R b 12 , then the bi-directional communication between users 1 and 2 does not use levels in {1, . . . , n 3 } in which case
Otherwise, R b 12 − (n 2 − n 3 ) levels in {1, . . . , n 3 } are used for this communication and in this case
Therefore we can write
The non-zero components of R can represent cyclic information flow as in case c) or uni-directional information flow as in case u) described in Section IV. Next we describe the cyclic case c).
C. Cyclic Information Flow Over the DYC
After assigning levels to all bits of bi-directional information flow, we consider cyclic information flow. We need to achieve a rate tuple R which has three zero components. If case c) holds, then users want to communicate in a cyclic manner over a DYC(n 1 , n 2 , n 3 ). There are two possible cycles, either
Notice that (21) 
Note that we force all users to use the same rate R c 123 . user 1 and user 2 send their bits c 12 and c 23 on levels
. . , n 2 }, at the relay. user 2 repeats c 23 on levels {1, . . . , R c 123 } at the relay, which are also used by user 3 to send c 31 (assuming that the levels are sufficient, i.e., the sets {n 2 − R c 123 + 1, . . . , n 2 } and {1, . . . , R c 123 } do not intersect, or equivalently 2R c 123 ≤ n 2 which we prove next). The relay receives c 12 ⊕ c 23 and c 23 ⊕ c 31 and sends them back on the same levels at the relay ({n 2 − R c 123 + 1, . . . , n 2 } and {1, . . . , R c 123 }) in the downlink. user 1 and user 2 receive c 12 ⊕c 23 and c 23 ⊕c 31 since all bits are sent on levels below n 2 . Then, knowing c 12 , user 1 calculates c 23 from c 12 ⊕ c 23 and uses c 23 to obtain c 31 from c 23 ⊕ c 31 , user 2 calculates c 12 from c 12 ⊕ c 23 using its knowledge of c 23 , user 3 receives c 23 ⊕ c 31 as long as R c 123 ≤ n 3 . Assuming R c 123 ≤ n 3 , user 3 extracts c 23 using its knowledge of c 31 .
Thus, as long as R c 123 ≤ n 3 and 2R c 123 ≤ n 2 , then 2R c 123 levels are sufficient for communicating all 3R c 123 bits of cyclic communication, for an average of 3/2 bits per level. But these inequalities hold as long as
Thus, from (37) and (39) 
23 , n 2 } = n 3 and from (38) we have 2R c 123 ≤ n 2 , and therefore, there are enough levels in the DYC(n 1 , n 2 , n 3 ) for serving all bits of cyclic information flow.
Remark 3: Here, we have chosen to repeat user 2's transmission. Similarly, one can repeat user 1's or user 3's transmission instead. However, notice that repeating user 2's transmission allows us to allocate one chunk of bits to levels in {1, . . . , n 3 }, and the other to levels in {n 3 + 1, . . . , n 2 } (see Figure 8(a) ), while the other options force us to allocate both chunks to {1, . . . , n 3 }, either in the uplink or in the downlink. Thus, repeating user 2's transmission allows a more efficient use of the levels at the relay.
For the second possibility, i.e. 1 → 3 → 2 → 1, a similar strategy can be used. All users send with the same rate R c 132 . user 1 repeats a bit on two levels such that, one of the levels is also used by user 2 at the relay, and the other is used by user 3. That is, one level must be in {1, . . . , n 2 } and the other in {1, . . . , n 3 } at the relay. Using (14) , (16) , and (20) we can show that the levels at the relay (n 1 , n 2 , n 3 ) are sufficient for this communication (keeping (36) in mind). The assignment of the levels at the relay in this case is shown in Figures 8(a) and (b).
After this stage, the rate tuple that still needs to be achieved is 
If R c 123 + R c 132 ≤ n 2 −n 3 then cyclic communication consumes only R c 123 + R c 132 levels in {1, . . . , n 3 }. 6 Thus the number of remaining levels n 3 is 
Thus, we can write
Recall that either R c 123 = R c 132 = 0, or R c 123 = 0 and R c 132 > 0, or R c 123 > 0 and R c 132 = 0. After considering cases b) and c), only case u) with uni-directional information flow remains.
D. Uni-Directional Information Flow Over the DYC
Finally, we are left with a rate tuple R to achieve over a DYC(n 1 , n 2 , n 3 ) where at least 3 components of R are zero. The non-zero components of R fall neither into cases b) nor c), i.e., neither bi-directional nor cyclic communication. We have 6 different possibilities, depending on the positions of the zero components of R . We describe one of these possibilities in details, the rest are similar and are described briefly in Appendix C.
Consider the scenario where R 21 = R 31 = R 32 = 0. In this case, the non-zero components of R are R 12 , R 13 , and R 23 , or a subset thereof. Let 13 2 , and u 23 ∈ F R 23 2 denote the binary vectors to be communicated. In the uplink, user 1 uses levels {n 1 − R 12 + 1, . . . , n 1 } to send u 12 and levels {n 1 − R 12 − R 13 + 1, . . . , n 1 − R 12 } to send u 13 , and user 2 uses levels {1, . . . , R 23 } to send u 23 to the relay. The relay then forwards u 13 on levels {1, . . . , R 13 }, u 23 on levels {R 13 + 1, . . . , R 13 + R 23 }, and u 12 on levels {n 2 − R 12 + 1, . . . , n 2 } as shown in Figure 9 . Note that while each two bits of bi-directional information flow consume 1 level, and each 3 bits of cyclic information flow consume 2 levels, in the uni-directional case, each bit consumes one level.
The uni-directional strategy works for communicating all R 12 + R 13 + R 23 bits of uni-directional information flow if the following inequalities are satisfied in the uplink
and the following in the downlink
Combining (44)-(48), we get
But these inequalities are satisfied as long as R ∈ C d . To see this, consider the first inequality (49),
Recall from (35) and (36) that either R c 123 or R c 132 must be zero. If R c 132 = 0 then starting from (51) we get
If R c 132 > 0, then R c 123 = 0, R b 12 = R 12 , and R b 23 = R 23 by (36) and thus
As a result, inequality (50) is satisfied, and there exist enough levels for communicating all R 12 + R 13 + R 23 bits.
Five other possibilities of uni-directional information flow remain. These cases are similar to the case studied above, and are considered briefly in Appendix C. Consequently, after assigning levels for bi-directional communication and for cyclic communication, enough levels remain to communicate all the remaining bits in R . We obtain the following theorem.
Theorem 3: Every rate tuple R ∈ N 6 ∩ C d is achievable. Proof: We assign one level for each 2 bits of bi-directional communication if any, as described in Section IV-B. Then, we assign two levels for each three bits of cyclic communication if any, as described in Section IV-C. The remaining bits of uni-directional communication are communicated as described in Section IV-D. Since the levels at the relay are enough for this strategy as long as R is integer and belongs to C d as shown above, the result follows. Now, we use this result to show that any rate tuple in C d , not necessarily integer, is achievable. It was shown in [26] that a Q-symbol extension of a multi-pair BRC (Q time slots) is can be modeled as a multi-pair BRC where the channel parameters (number of levels) is the same as that of the original network multiplied by Q. The same statement holds here. We can think of a DYC(n 1 , n 2 , n 3 ) over Q time slots as a DYC(Qn 1 , Qn 2 , Qn 3 ). Now we can state the following theorem. Having established the capacity region of the DYC, we can now extend these results to the Gaussian case, GYC, by using the insights we gained from the DYC. In the following section, we provide an outer bound on C g , which we show later to be achievable within a constant gap which is independent of channel parameters.
V. THE GYC: AN OUTER BOUND
Upper bounds on achievable rates in the GYC were given in [19] using the cut-set bounds and genie aided bounds. In this section, we briefly summarize those bounds. We will make use of these bounds to obtain a constant gap characterization of the capacity of the GYC. First, consider the cut-set bounds in [19, Corollary 1] which provide upper bounds on the sum of two components of R given by
In the same paper [19] , it was shown that these bounds are very loose in terms of sum-capacity as P increases. Additional bounds on the sum of three components of R, similar to those in Lemmas 1 and 2, are required for a constant gap characterization of the sum-capacity. These bounds, given in [19, Lemmas 1 and 2] can be written as follows
These bounds, combined all together, provide an outer bound on the capacity region of the GYC. Let us denote this outer bound by C g which is given by
Theorem 5: The capacity region C g of the GYC is outer bounded by C g ,
VI. THE GYC: AN ACHIEVABLE SCHEME In this section, we provide an achievable scheme for the GYC, and consequently an inner bound on C g . This inner bound is achieved by using a scheme similar to the one for the DYC from the previous sections adapted to the Gaussian case. Namely, this scheme utilizes network coding realized with lattice codes [32] . We start with a brief introduction about lattice codes (more details can be found in [24] ), before proceeding to describe the achievable scheme.
A. Lattice Codes
An n-dimensional lattice is a subset of R n such that λ 1 , λ 2 ∈ ⇒ λ 1 + λ 2 ∈ , i.e. it is an additive subgroup of R n . The fundamental Voronoi region V( ) of is the set of all points in R n whose distance to the origin is smaller that that to any other λ ∈ . Thus, by quantizing points in R n to their closest lattice point, all points in V( ) are mapped to the all zero vector.
In this work, we need nested lattice codes. Two lattices are required for nested lattice codes, a coarse lattice c and a fine lattice f where c ⊆ f . We denote a nested lattice code by the pair ( f , c ). The codewords are chosen as the fine lattice points λ f ∈ f that lie in V( c ). The power constraint is satisfied by an appropriate choice of c and the rate of the code is defined by the number of fine lattice points in f ∩V( c ). In the sequel, we are going to need the following result from [31] .
Given two nodes A and B, with messages u A and u B , respectively, where both messages have rate R. The two nodes use the same n-dimensional nested lattice codebook ( f , c ) with power P, to encode their messages into codewords λ A and λ B . The nodes then construct their transmit signals x n A and x n B as Let us now describe the achievable scheme in the uplink. 7 The x mod operation returns the quantization error corresponding to quantizing x to the nearest point in the lattice [24] .
B. Uplink 1) Message Splitting: In the uplink, user i splits each message m i j ∈ {1, . . . , 2 n R i j } into a bi-directional communi-
i j is a uni-directional message in the sense that it is sent from user i and intended to user j . The superscript b here is used to indicate that a bi-directional communication strategy will be used to communicate this message. Same goes for the superscripts c and u. The rates of the bi-directional communication messages at different users are chosen such that
Moreover, the rates of the cyclic streams are chosen to satisfy
Thus, the rate of a message m i j is split into three parts,
In the following, we describe the encoding of the bi-directional, cyclic, and uni-directional streams to establish an inner bound on C g .
2) Encoding: a) Encoding of bi-directional streams: The users use n-dimensional nested lattices to encode the bi-directional communication streams. Let us consider the bi-directional communication between users 1 and 2, i.e., the messages 
In this way, the lattice codewords λ b 12 and λ b 21 align at the relay, since
Then, user 1 and user 2 add the appropriate random dither vectors to λ b 12 and λ b 21 , to construct the transmit signals b n 12 and b n 21 . Namely,
where d b 12 is uniformly distributed over V( b 12,c ), and d b 21 is uniformly distributed over V( b 21,c ). Both dither vectors are known at user 1, user 2, and the relay (see [31] , [33] 
b) Encoding of cyclic streams: Consider the messages m c 12 , m c 23 and m c 31 constituting the cycle 1 → 2 → 3 → 1. To communicate these messages, the second user sends m c 23 encoded in two different signals, one of them aligned with the signal sent by the first user (corresponding to m c 12 ), and one aligned with that sent by the third user (corresponding to m c 31 ). Notice that this mimics the scheme used to achieve cyclic information flow over the DYC in section IV-C. Here, the alignment is also guaranteed using nested lattices in a similar way as for the bi-directional streams in Section IV-B2a.
To this end, let user 2 use a nested lattice code ( c 23 , c 23,c ) with rate R c 123 , and the appropriate dither vector, for encoding m c 23 into a codeword 
respectively, and the rates are all equal to R c 132 . c) Encoding of the uni-directional streams: The unidirectional streams m u i j with rates R u i j are encoded using Gaussian codes. Each m u i j is mapped to a codeword u n i j using an i.i.d. Gaussian code N (0, α u i j P). This encoding is depicted graphically in Figure 10 which shows both the uplink and the downlink in the GYC. Having completed the encoding of all the messages, we now proceed with the submission of the transmit signals.
3) Transmit Signals: Each user then transmits the superposition of all its codewords as follows x n 3 = b n 31 + b n 32 + c n 31 + c n 32 + u n 31 + u n 32 . Recall that b n i j corresponds to bi-directional streams, c n i j andc n i j correspond to cyclic streams, and u n i j corresponds to uni-directional streams.
Notice that the transmission should not violate the power constraint at the users, i.e., After transmitting x n 1 , x n 2 , and x n 3 from user 1, user 2, and user 3, respectively, the relay decodes the transmitted signals (or their superposition) as described next.
4) Decoding at the Relay: Decoding at the relay proceeds as follows. The uni-directional communication signals u n 12 , u n 13 , u n 21 , and u n 23 are decoded first successively in the following order u n 12 → u n 13 → u n 21 → u n 23 while treating the remaining signals as noise. The effective noise power while decoding u n 12 is given by
1 Pα u 13 + 1 which follows by using (68)-(74). For readability, let
Then, reliable decoding of u n 12 is possible under the rate constraint given in equation (78), as shown at the bottom of this page. After decoding u n 12 (m u 12 ), its contribution is subtracted from the received signal at the relay. The other signals u n 13 , u n 21 , and u n 23 can be decoded reliably if equations (79)-(81), as shown at the bottom of this page.
Remark 4: Notice that the relay decodes signals whose power is multiplied by the channel gain h 2 1 first (here u n 12 and u n 13 ) and then those whose power is multiplied by the channel gain h 2 2 . This order is also followed next, where signals whose power is multiplied by the channel gain h 2 3 are decoded last. If more signals have the same coefficient, then the uni-directional streams are decoded first, followed by the cyclic ones, and finally the bi-directional ones.
We now proceed with decoding the superposition of the cyclic communication signals c n 21 andc n 13 . Due to the group structure of lattice codes and lattice alignment, 
long as 
The superposition of the aligned bi-directional streams b n 12 and b n 21 is decoded afterwards, i.e., (
21,c , with a rate constraint for reliable decoding given by
Now, we have finished decoding all signals whose power is multiplied by the channel gain h 2 2 . We proceed with decoding those whose power is multiplied by the channel gain h 2 3 . We start with the uni-directional communication signals u n 31 and u n 32 first, then the superposition of the cyclic com-
32,c and (h 2λ
c 23 + h 3 λ c 31 ) mod h 3 c
31,c , and then the superposition of the bi-directional signals
31,c are decoded in the given order, resulting in the following rate constraints
Finally, the superposition of b n 23 and b n 32 , i.e., (
32,c is decoded, with reliable decoding being possible if the following rate constraint is fulfilled
C. Downlink
In the uplink phase, the relay has decoded all the unidirectional communication signals u n i j , the superposition of the cyclic signals, and the superposition of the bi-directional communication signals. In the downlink, the relay encodes each of these decoded signals into a Gaussian codeword.
Each uni-directional signal u n i j is encoded into t n i j , the superposition of the cyclic signals is encoded as follows
32,c → s n 32 , and the superposition of the bi-directional signals as follows
32,c → r n 32 . The relay allocates a power β u i j P for t n i j , i.e., t i j ∼ N (0, β u i j P), it allocates β c i j P for s n i j and β b i j P for r n i j . For the power constraint to be satisfied, it is required that the sum of all β u i j , β c i j , and β b i j , given by β fulfills
The relay then sends the superposition of all these codewords x n r = r n 21 + r n 31 + r n 32 + s n 12 + s n 31 + s n 21 + s n 32 + i = j t n i j .
Let us now illustrate how the decoding of the desired signals is done at each of the nodes user 1, user 2, and user 3.
1) Decoding at User 3: User 3 decodes the signals intended to it in this order: t n 13 , t n 23 , s n 31 , s n 32 , r n 31 , r n 32 , while treating the other signals as noise. The necessary rate constraints for reliable decoding are
where β = β u 12 + β u 32 + β c 12 + β c 21 + β b 21 + β u 21 + β u 31 . By decoding t n 13 and t n 23 , the third user can obtain u n 13 and u n 23 and hence its desired uni-directional messages m u 13 and m u 23 . By decoding s n 32 , the third user can obtain the superposition (h 1 λ c 13 +h 3 λ c 32 ) mod h 3 c 32,c . Knowing λ c 32 , user 3 can extract λ c 13 and hence obtain the desired cyclic communication message m c 13 (see Lemma 4) . Similarly, by decoding s n 31 , m c 23 is recovered. Finally, by decoding r n 31 and r n 32 , the superposition of (h 1 
32,c can be obtained, and consequently by using Lemma 4, the bi-directional messages m b 13 and m b 23 . Thus, the third user obtains all its desired messages.
2) Decoding at User 2: Since the third user can decode its desired messages, the second user, having a stronger channel (h 2 2 ≥ h 2 3 ), can also decode all messages intended to user 3. After decoding the messages intended to user 3, the second user decodes its intended signals t n 12 , t n 32 , s n 12 , s n 21 , and r n 21 successively in this order while treating the remaining signals as noise. The necessary rate constraints for reliable decoding are Notice that m c 13 is not desired by user 2, but it can be used in combination with s n 32 (recall that this can be decoded by user 2 since it can be decoded by user 3) to obtain m c 32 which is a desired message. Finally, by decoding r n 21 and r n 32 , m b 12 and m b 32 can be obtained. Consequently, all messages intended to user 2 are successfully decoded.
3) Decoding at User 1: The first user also decodes all signals that are decodable by user 2 and user 3. The cyclic messages m c 21 and m c 31 can be obtained from s n 12 , s n 31 , and s n 21 in a manner similar to decoding the cyclic messages by user 2.
The bi-directional messages m b 21 and m b 31 are also obtained similarly from r n 21 and r n 31 . Then, it decodes the remaining signals t n 21 and t n 31 if the following rate constraints are satisfied
Thus, the uni-directional messages m u 21 and m u 31 are obtained from t n 21 and t n 31 . This recovers all messages intended to user 1.
Finally, from (92)-(104), we can calculate the sum of all β u i j , β c i j , and β b i j at the relay β to be as in equation (105), as shown at the bottom of this page, which must be less than 1 (the calculation of β is given in Appendix D).
Let the region achieved by this scheme, for a given power allocation satisfying the power constraints, be denoted R g , given by R g = R ∈ R 6 + | (78)-(90) and (92)-(104) are satisfied . Then we have the following inner bound.
Theorem 6: The union over all possible power allocations satisfying the rate constraints (75)-(77), and (91) of the region R g is an inner bound on the capacity region C g of the GYC
Next, we prove that this inner bound is within a constant gap, independent of the channel parameters, of the outer bound C g .
VII. CONSTANT GAP CHARACTERIZATION OF C g
The provided scheme achieves, within a constant gap, the outer bound C g . Namely, we have the following corollary.
Corollary 1: For the given GYC, the region C g given by
is achievable. Clearly, C g is within a constant gap of at most 7/6 bits per stream, of the outer bound C g . Thus, proving the achievability of C g characterizes the capacity of the Y-channel within a constant gap. The remainder of this section is devoted for proving this result.
For this purpose, we need to show that any rate tuple in C g is achievable. To simplify the analysis, we split the
6-dimensional space of R into 8 different sectors based on whether R i j ≤ R j i or vice versa (providing 2 3 = 8 sectors). As we shall see, the cases where R 12 ≥ R 21 , R 13 ≤ R 31 , and R 23 ≥ R 32 , or R 12 ≤ R 21 , R 13 ≥ R 31 , and R 23 ≤ R 32 are particularly important, since in these cases we need the cyclic communication strategy to achieve C g . In the other cases, as we see next, the cyclic communications strategy is not necessary for a constant gap characterization of the capacity region.
In the following, the message m i j is split into its three parts m b i j , m c i j , and m u i j according to the following rates (similar to Sections IV-B, IV-C, and IV-D)
Recall (66) and (67). We fix the rates of the sub-messages as given above, and then, we show that there exists a valid power allocation that achieves these rates as long as R is in C g . This is one case where cyclic communication is necessary for achieving C g . Consider a rate tuple R in C g . In this case, we use (114)-(119) to write
Using (78)-(90), we have
Now, we check if this power allocation is valid. Let us consider user 3, and check if the power allocation parameters above satisfy the power constraint. We add α b 32 , α b 31 , α c 31 , and α u 31 to obtain
where the last step follows since R ∈ C g . Thus, the power constraint is satisfied at user 3. Now, consider user 2. Similarly, we can show that as long as R ∈ C g , then
Thus, the power allocation also satisfies the power constraint at user 2. At user 1, we have
which follows from (109), (110), and (112). As a result, this power allocation is valid at all users. In the downlink, we calculate β using (105)
which holds due to (107), (109), (110), and (112). Since this power allocation is valid, C g is achievable in this case.
In Appendix E, we show that C g is achievable in all its the 8 sectors. Therefore any rate tuple R which lies in C g is achievable. We obtain the following theorem. Theorem 7: The capacity region C g of the GYC is within 7/6 bits per dimension of the outer bound C g . In other words, if R ∈ C g , then R − ( 7 6 , 7 6 , 7 6 , 7 6 , 7 6 , 7 6 ) is achievable.
Proof: It can be easily verified that since R ∈ C g , then R = R − ( 7 6 , 7 6 , 7 6 , 7 6 , 7 6 , 7 6 ) is in C g . Thus R is achievable by the provided scheme, which proves the statement of the theorem.
VIII. DISCUSSION
Contrary to many bi-directional communications scenarios, where the cut-set bounds characterize the capacity of the setup in the deterministic case [10] , [26] , we have shown that the cut-set bounds do not characterize the capacity of the DYC. It turns out that in such a multiway relaying setup, further bounds are required. Such bounds are derived based on a genie aided approach, leading to an outer bound on the capacity region of the DYC.
The achievability of this outer bound is established by using network coding ideas. The capacity achieving scheme is based on three different strategies, a bi-directional, a cyclic, and a uni-directional strategy. While the first and the last are used to establish the capacity of the bi-directional relay channel, the second is not. The nature of the DYC problem required the use of this cyclic strategy which takes care of bits communicated between the nodes in a cyclic manner, i.e., one bit from user 1 to user 2, one bit from user 2 to user 3, and one bit from user 3 to user 1, using the least amount of resources of the setup (levels). Showing the achievability of the outer bound, we established the capacity region of the DYC.
To extend this result to the Gaussian case, the GYC, a suitable approach is to use nested lattice codes to construct a scheme which mimics the capacity achieving scheme of the DYC. Owing to the group structure of lattice codes, the superposition of two properly designed codewords can be decoded, which mimics the decoding of the superposition (XOR) of bits at the relay in the DYC. By sending a superposition of codewords designed for bi-directional, cyclic, and uni-directional communication, designing a successive decoding/computation strategy and a forwarding strategy at the relay, and a successive decoding strategy at the users user 1, user 2 and user 3, we were able to characterize the capacity region of the GYC within a gap of 7/6 bits per dimension.
Note that this characterizes the sum-capacity of the GYC within a constant additive gap as well. The sum-capacity of the GYC was characterized in [19] within a smaller gap by restricting the analysis to the sum-capacity.
, (e) follows since conditioning does not increase entropy, ( f ) follows since knowing X 1i , we know the value of the most significant n 1 −n 2 bits of Y ri (where no interference occurs). Hence the remaining uncertainty is that of the remaining n 2 bits. (g) follows since the binary entropy function is maximized to 1 by the Bernoulli distribution with probability 0.5. Letting n → ∞, we obtain
The other bounds can be obtained in a similar way, and this concludes the proof.
APPENDIX C UNI-DIRECTIONAL COMMUNICATION OVER THE DYC, SECTION IV-D CONTINUED
We only indicate the equations that are relevant for showing the sufficiency of the levels at the relay for each case. The analysis follows the same lines as in Section IV-D.
1) Case (R 21 , R 23 , R 31 ) = (0,0,0): In this case, the unidirectional signals are u 12 , u 13 , and u 32 . In the uplink, user 1 uses levels {n 1 − R 12 + 1, . . . , n 1 } to send u 12 and levels {n 1 − R 12 − R 13 + 1, . . . , n 1 − R 12 } to send u 13 . User 3 uses levels {1, . . . , R 32 } to send u 32 to the relay. The relay then forwards u 13 on levels {1, . . . , R 13 }, u 12 on levels {n 2 − R 12 + 1, . . . , n 2 }, and u 32 on levels {n 2 − R 12 − R 32 + 1, . . . , n 2 − R 12 }. This requires
which hold for any R ∈ C d due to (12) , (16) , (20) , and (35).
2) Case (R 13 , R 12 , R 32 ) = (0,0,0): In this case, the unidirectional signals are u 21 , u 23 , and u 31 . In the uplink, user 2 uses levels {n 2 − R 21 + 1, . . . , n 2 } to send u 21 and levels {n 2 − R 21 − R 23 + 1, . . . , n 2 − R 21 } to send u 23 . User 3 uses levels {1, . . . , R 31 } to send u 31 to the relay. The relay then forwards u 23 
which holds for any R ∈ C d due to (14) , (15) , (20) , and (36).
3) Case (R 13 , R 21 , R 23 ) = (0,0,0): In this case, the unidirectional signals are u 12 , u 31 , and u 32 . In the uplink, user 1 uses levels {n 1 −R 12 +1, . . . , n 1 } to send u 12 while User 3 uses levels {1, . . . , R 31 } to send u 31 
These conditions hold for any R ∈ C d due to (12)-(16), (20) , (35), and (36). 4) Case (R 12 , R 31 , R 32 ) = (0,0,0): In this case, the unidirectional signals are u 13 , u 21 , and u 23 . In the uplink, user 1 uses levels {n 1 −R 13 +1, . . . , n 1 } to send u 13 while User 2 uses levels {1, . . . , R 21 } to send u 21 
which hold for any R ∈ C d due to (12) , (14)- (16) , (20) , (35), and (36). 5) Case (R 12 , R 13 , R 23 ) = (0,0,0): In this case, the unidirectional signals are u 21 , u 31 , and u 32 . In the uplink, user 2 uses levels {n 2 − R 21 +1, . . . , n 2 } to send u 21 
These conditions hold for any R ∈ C d due to (14) , (15) , (20) , and (35).
APPENDIX D CALCULATION OF β IN (105)
We first repeat the rate constraints (103) and (104) for R u 31 and R u 21 in the downlink,
Next, we find the values of β u 31 and β u 21 required to achieve these rates with equality. We obtain
Denote β u 31 + β u 21 by β 1 . By using the same procedure, we can calculate the power allocation parameters required to achieve (98)-(102) with equality as
Let us now denote β b 21 +β c 21 +β c 12 +β u 32 +β u 12 by β 2 . By using the same procedure, we can calculate the power allocation parameters required to achieve (92)-(97) with equality as
and (120) and (121), as shown at the bottom of this page. By adding these power allocation parameters, we get β as given in (105). By choosing the power allocation parameters according to the equalities given above, the rate constraints (92)-(104) can be achieved.
In this case, according to (114)-(119), we have
The rates of the other messages, i.e., R c 123 , R c 132 , R u 21 , R u 31 , and R u 32 are set to zero. In order to achieve these rates in the uplink, we substitute their values from (122)-(124) in (78)-(90) to obtain Here, using (114)-(119) we set
and we set the remaining rates, R c 123 , R c 132 , R u 21 , R u 23 , and R u 31 , to zero. Using (78)-(90) we set
to achieve R. We calculate α b 23 , α b 12 , and α b 13 from α b 32 , α b 21 , and α b 31 by using (68), (69), and (70), and set the remaining power allocation parameters to zero. As long as R ∈ C g , then
Thus, this power allocation is valid since it satisfies the power constraints at the sources. In the downlink, we use (105) Here, we have 
