In this paper, we propose a reduced version of the new modified Weibull (NMW) distribution due to Almalki and Yuan [2] in order to avoid some estimation problems.
Introduction
In reliability engineering and lifetime analysis many applications require a bathtub shaped hazard rate function. The traditional Weibull distribution [27] , which includes the exponential and Rayleigh distributions as particular cases, is one of the important lifetime distributions. Unfortunately, however, it does not exhibit a bathtub shape for its hazard rate function. Many researchers have proposed modifications and generalizations of the Weibull distribution to accommodate bathtub shaped hazard rates. Extensive reviews of these modifications have been presented by many authors, see, for example, Rajarshi and Rajarshi [20] , Murthy et al. [15] , Pham and Lai [18] and Lai et al. [11] .
Although some flexible distributions among these modifications have only two or three parameters (for example, the flexible Weibull extension [4] , the modified Weibull (MW) distribution [12] and the modified Weibull extension [29] ), most modifications of the Weibull distribution have four or five parameters. By combining two Weibull distributions, with one having an increasing hazard rate function and the other decreasing one, Xie and Lai [28] introduced a four-parameter distribution called the additive Weibull (AddW) distribution. Sarhan and Apaloo [22] proposed the exponentiated modified Weibull extension which exhibits a bathtub shaped hazard rate. Sarhan et al. [21] proposed the exponentiated generalized linear exponential distribution which generalizes a large set of distributions including the exponentiated Weibull distribution. Famoye et al. [7] proposed the beta-Weibull (BWD) distribution with unimodal, increasing, decreasing or bathtub shaped hazard rate functions. Another four-parameter distribution, called the generalized modified Weibull (GMW) distribution, was proposed by Carrasco et al. [5] . The hazard rate function of this distribution can be increasing, decreasing, bathtub shaped or unimodal. Cordeiro et al. [6] introduced the Kumaraswamy Weibull (KumW) distribution and studied its mathematical properties extensively. It has four parameters, three of which are shape parameters, making it so flexible. Its hazard function can be constant, increasing, decreasing, bathtub shaped or unimodal. A five-parameter distribution was introduced as a modification of the Weibull distribution by Phani [19] . This distribution generalizes the four-parameter Weibull distribution proposed by Kies [8] . Another fiveparameter distribution, the beta modified Weibull (BMW) distribution, was introduced by Silva et al. [25] . It allows for different hazard rate shapes: increasing, decreasing, bathtub shaped and unimodal. It was shown to fit bathtub shaped data sets very well.
Recently, a new five-parameter distribution called the beta generalized Weibull distribution was proposed by Singla et al. [26] . The hazard rate function of this distribution can be increasing, decreasing, bathtub shaped or unimodal. It contains as sub-models some well known lifetime distributions.
Almalki and Yuan [2] introduced a new modified Weibull (NMW) distribution. It generalizes several commonly used distributions in reliability and lifetime data analysis, including the MW distribution, the AddW distribution, the modified Weibull distribution of Sarhan and Zaindin (SZMW) [23] , the Weibull distribution, the exponential distribution, the Rayleigh distribution, the extreme-value distribution and the linear failure rate (LFR) [3] distribution. The cumulative distribution function (CDF) of the NMW distribution is F (x) = 1 − e −αx θ −βx γ e λx for x > 0, γ > 0, θ > 0, α > 0, β > 0 and λ > 0, where γ, θ are shape parameters, α, β are scale parameters and λ is an acceleration parameter. Almalki and Yuan [2] derived mathematical properties of this distribution as well as estimated its parameters by the method of maximum likelihood with application to real data sets.
The hazard rate function of the NMW distribution can be increasing, decreasing or bathtub shaped. It has been shown to be the best lifetime distribution to date in terms of fitting some popular and widely used real data sets like Aarset data [1] and voltage data [13] .
Although distributions with four or more parameters are flexible and exhibit bathtub shaped hazard rates, they are also complex [16] and cause estimation problems as a consequence of the number of parameters, especially when the sample size is not large. The main purpose of this work is to reduce the number of parameters of the NMW distribution so as to address these problems while maintaining the same flexibility to fit data so well. This can be achieved by choosing the two shape parameters γ = θ = We can see that the particular case θ = γ = The rest of this paper is organized as follows. The reduced distribution is introduced in Section 2. Section 3 considers the hazard rate function of the reduced distribution.
The moments, the moment generating function and the distribution of order statistics are derived as particular cases of the NMW distribution in Section 4. Section 5 discusses maximum likelihood estimation of the unknown parameters using complete and censoring data. Four real data sets, uncensored and censored, are analyzed in Section 6. Finally, Section 7 concludes the paper.
The reduced distribution
Setting γ = θ = 1 2 in the CDF of the NMW distribution, we obtain the CDF of the reduced new modified Weibull (RNMW) distribution as
for x > 0, α > 0, β > 0 and λ > 0, where α, β are scale parameters and λ is an acceleration parameter. This reduced version of the NMW distribution has a bathtub shaped hazard rate function, as will be shown later.
The corresponding probability density function (PDF) is 
The hazard rate function
The hazard rate function of the RNMW distribution is
for x > 0. To derive the shape of h(x), we obtain the first derivative of log {h(x)}:
Setting this to zero, we have
Let x 0 denote the root of (3). From (2),
dx log {h(x 0 )} = 0, and d dx log {h(x)} > 0 for x > x 0 . So, h(x) initially decreases before increasing. Hence, we have a bathtub shape. Let x 0 denote the solution of (3); that is, the solution of
The left hand side of (4) is e λx multiplied by the quadratic function (4βλx 2 + 4βλx − β).
The value x 0 is unique and positive as shown in Figure 2 . 4 The moments, the moment generating function and order statistics Let X denote a random variable having the RNMW distribution. The rth moment of X can be derived from Section 3.2 in Almalki and Yuan [2] as
for r = 1, 2, . . .. The moment generating function of X is
see Appendix A for a proof. Using (6), the first four moments of X are
These expressions are consistent with the formula for moments in (5).
Let X 1 , . . . , X n denote a random sample drawn from the RNMW distribution with parameters α, β and λ. The PDF of the rth order statistic say X (r) can be derived as a particular case from Section 3.3 of [2] :
where f (x; α ℓ , β ℓ , λ) is the RNMW PDF with parameters α ℓ = (n + ℓ + 1 − r)α, β ℓ = (n + ℓ + 1 − r)β and λ. The kth non-central moment of the rth order statistic is then
.
Parameter estimation
In this section, point and interval estimators of the unknown parameters of the RNMW distribution are derived using the maximum likelihood method. We consider both complete data and censored data.
Complete data
The PDF of the RNMW distribution can be rewritten as
for x > 0, where h (x; ϑ) is the hazard rate function in (1) and ϑ = (α, β, λ) is a vector of parameters.
Let x 1 , . . . , x n denote a random sample of complete data from the RNMW distribution.
Then, the log-likelihood function is
The likelihood equations are obtained by setting the first partial derivatives of ℓ with respect to α, β and λ to zero; that is,
Censored data
Here, we consider maximum likelihood estimation for censored data without replacement.
Let X i and C i denote the lifetime and the censoring time for tested individual i, i = 1, . . . , n. Suppose X i and C i are independent random variables. The failure times are
. . , n. Then, the log-likelihood function is
where d is the number of failures and C indexes the censored observations.
Setting the first partial derivatives of ℓ (ϑ) with respect to α, β and λ to zero, the likelihood equations are obtained as
By solving the systems of nonlinear likelihood equations, (7, 8, 9) and (10, 11, 12) , numerically for α, β and λ, we can obtain maximum likelihood estimates for complete and censored data.
According to Miller [14] , the MLEs ( α, β, λ) of (α, β, λ) have an approximate multivariate normal distribution with mean (α, β, λ) and variance-covariance matrix I −1 ; that is,
where
The second order partial derivatives of ℓ (ϑ) are given in Appendices B and C.
Applications
This section provides four applications, two of them are for complete (uncensored) data sets and the others are for censored data sets, to show how the RNMW distribution can be applied in practice. Almalki and Yuan [2] have shown that the NMW distribution fits data sets better than existing modifications of the Weibull distribution like the BMW distribution, the AddW distribution, the MW distribution and the SZMW distribution. 
Complete data
In this section, we show how the RNMW distribution can be applied in practice for two complete (uncensored) real data sets. 
Aarset data
The Aarset data [1] consisting of lifetimes of fifty devices is widely used in lifetime analysis. The data set exhibits a bathtub shaped hazard rate. Both the NMW and RNMW distributions were fitted to this data set. Table 1 gives the MLEs of the parameters, corresponding standard errors, AIC, BIC, and CAIC. Table 2 The variance-covariance matrix for the fitted RNMW distribution is 
Kumar data
Kumar et al. [9] presented data consisting of times between failures (TBF) in days of load- Table 4 : K-S statistics for models fitted to Kumar data.
The variance-covariance matrix for the fitted RNMW distribution is 
Censored data
In this section, we show how the RNMW distribution can be applied in practice for two real censored data sets, one of which is presented here for the first time.
Drug data
This data set was collected from a prison in the Middle East in 2011. It represents a sample of eighty two prisoners imprisoned for using or selling drugs. They were all released as part of a general amnesty for prisoners. We consider the time from release to reoffending to be the failure time. Of the eighty two prisoners, sixty six were arrested again for abuse or sale of drugs. After one hundred and eleven weeks, the others were considered to be censored.
Both the NMW and RNMW distributions were fitted to the data. Tables 5 and 6 The log-likelihood ratio statistic for testing H 0 : θ = γ = 1 2 versus H 1 : H 0 is false is ω = 1.496 with the corresponding p-value of 0.473. Hence, again there is no evidence that the NMW distribution provides a better fit than the RNMW distribution. Table 6 : K-S statistics for models fitted to the drug data. [24] , [17] . Tables 7 and 8 
Conclusions and further discussion
The NMW distribution introduced by Almalki and Yuan [2] has been simplified with its five parameters reduced to three. The simplified distribution has been referred to as the RNMW distribution. We have studied several analytical properties of the RNMW distribution and shown it to be a tractable distribution. We have also shown that the RNMW distribution provides excellent fits to four real data sets: two of them are complete data sets and the other two are censored. By means of the likelihood ratio test, we have
shown that the fit of the NMW distribution is not significantly better than that of the RNMW distribution. So, the RNMW distribution retains the same flexibility of the NMW distribution and yet the estimation for the former is much easier.
The RNMW distribution has an exclusive bathtub shaped hazard rate function. Other hazard rates can be obtained from the NMW distribution. For example, setting γ = θ = 2 we obtain h(x) = 2αx + β(2 + λx)xe λx for x > 0, which is an increasing function of x, see Figure 8 . 
