Abstract It is widely expected that, for a large class of models, scale invariance implies conformal invariance. A sufficient condition for this to happen is that there exists no integrated vector operator, invariant under all internal symmetries of the model, with scaling dimension −1. In this article, we compute the scaling dimensions of vector operators with lowest dimensions in the O(N ) model. We use three different approximation schemes: ǫ expansion, large N limit and third order of the Derivative Expansion of Non-Perturbative Renormalization Group equations. We find that the scaling dimensions of all considered integrated vector operators are always much larger than −1. This strongly supports the existence of conformal invariance in this model. For the Ising model, an argument based on correlation functions inequalities was derived, which yields a lower bound for the scaling dimension of the vector perturbations. We generalize this proof to the case of the O(N ) model with N ∈ {2, 3, 4}.
Introduction
Renormalization Group (RG) is a very efficient tool to study scale invariance and its consequences in critical phenomena: Under mild assumptions, a fixed point of the RG transformation can be associated with a scale-invariant (critical) behaviour [1] . A modern version of Wilson's RG, often denoted as "Non-perturbative Renormalization Group" (NPRG), has been developed in the '90s [2, 3, 4] (see [5] for a review; see [6] for a pedagogical introduction). It allows to implement various kinds of approximations that, in some cases, can go far beyond perturbation theory. The typical situation encountered in such truncations (see for example, [7, 8, 9] ) is that RG equations admit a discrete set of fixed points. By studying the characteristics of these fixed points as well as the RG flow around them, one can deduce the various universal quantities, such as critical exponents, scaling functions, etc. In this context, it has been observed that the solution of the RG fixed point together with certain regularity properties of the generating functional of correlation functions completely characterizes all critical correlation functions at long distances (critical exponents, scaling functions, etc). Unfortunately, solving the exact RG equations is beyond reach because these are non-linear functional equations. It is however reasonable to assume that the characteristics of the RG fixed points described above (existence of a discrete set of regular fixed points) are shared by the exact solutions.
Since no exact solution is at reach so far and since we have to resort to approximations, any complementary information or insight that can be brought to ease the task is welcome. One clue in this direction comes from conformal invariance: there are strong indications that many systems at their critical point are not only scale invariant but show the full conformal group of symmetries (see [10] for a review). This larger group gives strong constraints on the critical properties of many universality classes [11, 12, 13, 14, 15] without having to solve exactly Wilson's or NPRG equations. In fact, since the seminal paper of Belavin, Polyakov and Zamolodchikov [16] , conformal symmetry has played a major role in the resolution of many bi-dimensional critical phenomena. More recently, a renewed interest in conformal symmetry in dimensions larger than two took place due to the successes of the "conformal bootstrap" program. The main idea is to implement an efficient algorithm which takes into account many constraints coming from conformal invariance, unitarity and crossing symmetry [13] . These constraints imply rigorous bounds on critical exponents that turn out to be impressively predictive in the 3d Ising universality class [17, 14, 18] . The procedure has also been extended to other models as, for example, O(N ) invariant ones, but the constraints obtained in those cases are not, for the moment, as precise as in the Ising case [19, 20, 21] .
The success of the conformal bootstrap program re-opens the old question of determining whether a given model is conformal invariant or not in its critical regime. In fact, as early as the '70s it was postulated that many critical model could be conformal invariant [22, 23] . However, at odds with scale invariance that was explained as a general property of RG equations, the origin and domain of validity of the invariance under conformal transformations is more complex and remained unclear until the proof by Zamolodchikov of its validity in the bi-dimensional case [24] . For larger dimensions, the issue was analyzed by Polchinski [25] in the '80s. He showed that under a certain sufficient condition, scale invariance implies conformal invariance. More recently, a similar sufficient condition was derived in the framework of NPRG equations [26] . These two sufficient conditions both assume that, in the critical regime, the model is invariant under translations and rotations. On top of this assumption the sufficient condition in [25] assumes that interactions are sufficiently short-ranged in order to ensure the existence of a local energy-momentum tensor with standard properties. In the case of [26] , it is required that the RG flow around the fixed point is sufficiently regular. Finally, both conditions require some information on the scaling dimensions of operators which transform as vectors under space translations and rotations and which are invariant under all internal symmetries of the universality class under consideration. We shall call such operators "vector operators" from now on. The sufficient condition of [25] requires that there exist no local vector operator with scaling dimension d − 1 (apart from possible total derivatives). The sufficient condition of [26] instead focus on integrated operators and requires that there exists no such operators of dimension −1.
A natural path to prove that conformal invariance is indeed realized in a given model is therefore to compute the lowest scaling dimension of vector operators or find a lower bound for that quantity. In [26] it was proven under some assumptions, and using inequalities on correlation functions [27, 28, 29] , that all local vector operators have scaling dimensions strictly larger than d−1 for the Ising universality class. Accordingly, in this important universality class, scale invariance implies conformal invariance in all dimensions. This proof has been criticized in [30] where it was argued that the assumptions made may not be fulfilled. Some elements of reply have already been presented in [31] but we discuss below in detail the issues raised in [30] . In [26] the scaling dimension of the most relevant vector operator was also calculated in d = 4 − ǫ in the Ising universality class obtaining D V = 3 + O(ǫ 2 ). The most relevant integrated operator near d = 4 has the form d d x φ 3 ∂ µ ∂ 2 φ. In [30] the scaling dimension of the same operator (modulo a total derivative) was analyzed in a 3D Monte-Carlo simulation obtaining D V = 3 ± 1. More recently, the exact scaling dimension for this operator was proven to be exactly D V = 3 in any dimension [32] , in agreement with previous results.
In the present article, we extend the analysis of the scaling dimensions of vector operators to O(N ) models. We compute the scaling dimensions by three different approximation schemes. First, we review in detail the d = 4 − ǫ calculation for the scaling dimensions of leading vector operators (already given in [26] ). Second, we perform the same calculation in the large N limit for any dimension d. Third, we calculate the scaling dimension of various vector operators (including leading ones) by using the Derivative Expansion (DE) of the NPRG. The overall picture is that the estimates coming from the three approximation schemes coincide with a high level of precision. This allows us to conclude that the most relevant integrated vector operator has scaling dimension larger than 2 for any d ≥ 3 and any N ≥ 1, well above the bound −1 appearing in the sufficient condition.
On top of these approximate calculations, we give a lower bound for the scaling dimensions D V . We follow the strategy used in [26] , and extend it to the O(N ) model. This work is based on known generalizations of Griffiths and Lebowitz inequalities that are valid for the O(N ) model (for N = 2, 3, and 4) [33, 34, 35, 36, 37, 38] .
The article is organized as follows. In Sect. 2, we review shortly the O(N ) models and NPRG equations. We then recall in Sect. 3 the sufficient condition under which scale invariance implies conformal invariance. In Sect. 4, we compute the scaling dimension of the most relevant vector operators in the ǫ expansion, the large N expansion and the O(∂ 3 ) approximation of the DE in the O(N ) case for different values of N . The proof for the lower bound of D V in the Ising case is reviewed in Sect. 5.1. We give some details that were omitted in the previous paper [26] . Sect. 5.2 deals with the extension of the proof from the Ising model to the O(N ) for N ∈ {2, 3, 4}. Finally, we give our conclusions in Sect. 6.
NPRG and scale invariance

O(N) models
We consider a model with N scalar fields ϕ i with i = 1, . . . N in a d−dimensional euclidean space. We choose as a Hamiltonian (or Euclidean action) the standard Ginzburg-Landau ϕ 4 model:
where
Here and below, Einstein convention is employed both for internal indices i and for space indices µ, unless otherwise stated. 1 We will also consider the analytic extension to values of N that are not positive integers. In particular, we will study the N = 0 case which is relevant for the problem of self-avoiding polymer chains [39] .
We note that in several physical systems belonging to the O(N ) universality class, the microscopic action is not O(N ) invariant: the O(N ) symmetry is an emergent phenomenon near the critical point. For simplicity, we do not consider this possibility in this article and assume that the microscopic action is invariant under the O(N ) symmetry.
NPRG equations
The NPRG is based on Wilson's ideas of integrating first the highly oscillating modes (i.e. those with a wavevector larger than some scale k) while keeping untouched the long-distance modes. A convenient implementation consists in adding to the action a regulating term quadratic in the fields [40] 
The regulating function R k is chosen to be invariant under rotations and translations and therefore depends only on |x − y|. Moreover, its Fourier transform
-be a smooth function of the modulus of the momentum q; -behave as a "mass" of order k for long-distance modes:
where Z k is a field renormalization factor to be specified below; -go to zero rapidly when q ≫ k (typically faster than any power law).
With these properties the term (2) regularizes the theory in the infrared without modifying the ultraviolet regime. One can then define a scale-dependent generating functional of connected correlation functions [2, 3, 4] :
and a scale-dependent effective action defined as the modified Legendre transform:
In the previous equation, J is an implicit function of φ, obtained by inverting
The running of Γ k [φ] with the RG time t = log(k/Λ) [2, 3, 4] can be easily obtained:
Here G k (x, i; y, j) is the propagator in an external field, which has a matrix structure because of the vector indices:
The main advantage of this version of the RG with respect to the more standard Wilson [1] or Polchinski [40] RG equation is that the right hand side. only includes 1PI dressed diagrams (to be compared to Polchinski equation where 1PR connected diagrams contribute also). This 1PI property makes the equations much better suited for the formulation of approximations that go beyond perturbation theory (see, for example [5] ).
Scale invariance in the NPRG context
In this section, we recall how scale invariance is treated in Wilson's RG. The more involved case of special conformal transformations is discussed below.
Scale invariance emerges in the NPRG (as in Wilson's RG) due to the existence of a fixed point for renormalized, dimensionless quantities. These are defined by introducing:x = kx (8)
where Z k is the field-renormalization factor. In terms of dimensionless and renormalized variables, the NPRG flow equation (6) becomes:
2 The field renormalization factor Z k can be fixed in many ways. A convenient prescription consists in choosing Z k by imposing a normalization condition of the field compatible with the tree-level action, for instance:
Note that the theory is IR-regularized thanks to the addition of ∆S k , see Eq. (2). The previous derivative is therefore well-defined. For O(N ) models it is well established that the dimensionless and renormalized flow equation has a fixed point solution (at least for dimensions close enough to d = 4):
This fixed point condition can be re-expressed in terms of the dimensionfull field and it reads:
where D φ * is the fixed point value of the scaling dimension of the field and G * (x, i; y, j) is the dimensionfull exact propagator in presence of an external field.
The condition (14) has a simple interpretation as a Ward identity for scale invariance of the fixed point solution. Indeed, it can be shown that the second term of Eq. (14) vanishes for the modes with wave numbers much larger than k.
3 Suppose for a moment that the microscopic action is chosen such that Eq. (14) is fulfilled for all k, then Eq. (14) states that the effective action, and therefore all correlation functions, are invariant under dilatations (modulo terms that regularize the Ward identity in the infrared). Of course, since we can make k as small as wanted, this implies that scale invariance is valid for all modes. Note that, the present analysis only works if we assign the right scaling to the regulator,
As noted in [26] , the Eq. (14) can be interpreted in another way. Instead of varying the fields φ i at fixed regulator R k , one can consider the regulator R k (x − y) as a bi-local external source that can be varied covariantly with respect to scale transformations. Scale transformation then consists in the simultaneous variations:
φ * is the scaling dimension of R k . With this in mind one can interpret (14) as a Ward-Identity for scale-invariance of Γ * where the field φ i and R k (x − y) are transformed simultaneously:
In practice, though, invariance under dilatations is not valid for distances comparable with the microscopic scale. There are two reasons for that. First, typically the microscopic theory has an underlying scale and the microscopic action is usually not scale invariant. Second, even when the microscopic action is scale invariant, this classical symmetry can be broken by anomalies (see, [43] for an analysis of the trace anomaly in the NPRG context). Instead of being present at the microscopic level, scale invariance usually appears as an emergent property. This is easily understood as follows. By fine tuning the initial condition of the flow, one obtains a RG trajectory which asymptotically approaches the fixed point in the infrared. If we denote t G = −|t G | the typical RG "time" necessary to reach the vicinity of the fixed point, we conclude that scale invariance occurs for length scales larger than the so-called Ginzburg length l G = Λ −1 e −tG . For larger RG times (in absolute value), the running effective action is close to the fixed point and the condition Eq. (13) is approximately fulfilled. Of course, we can choose k as small as we like (or equivalently |t| as large as we like) so that the fixed point condition (and consequently, the Ward identity for dilatations) is fulfilled with arbitrary precision in the long-distance regime.
A similar discussion can be done if the system is not exactly critical (i.e. if the initial condition is not exactly fine tuned). The RG flow is then divided in 3 regimes. For |t| < |t G |, the flow drives the system close to the fixed point. For larger RG times, the flow is then very slow and the fixed-point condition Eq. (13) is again approximately fulfilled. At a RG scale k ∼ ξ −1 , where ξ denotes the correlation length, the system starts to depart exponentially fast in the RG time from the fixed point. In this situation, there is a regime of momenta
G for which the theory is approximately scale invariant. Apart from the fixed point effective action Γ ⋆ [φ], from which we can deduce the anomalous dimension η, there are other quantities of interest, which are related with universal observables. These are obtained by considering a small perturbation around the fixed point:
. Expanding at linear order in ε, we obtain the eigenvalue equation:
. The spectrum of eigenvalues λ is expected to be discrete, 4 although no proof of this is known at the level of the exact equation. This has been very thoroughly studied in perturbation theory (see, for example, [7] ) and also within the Derivative Expansion of NPRG equations (see [8, 9] , for example). At the Wilson-Fisher fixed point, there exists one negative eigenvalue associated with an O(N )−invariant eigenvector, which corresponds to the fact that we need to fine tune only one parameter (say the temperature) to reach the criticality at zero external magnetic field. This negative eigenvalue is directly related to the critical exponent ν which governs the divergence of the correlation length at criticality. The positive eigenvalues encode the correction to scaling exponents. Equation (17) can also be rewritten by considering a simultaneous variation of φ i and R k (x − y) under scale transformations (see Eq. (15)):
This equation can be interpreted as an eigenproblem of the dilatation operator where, as in Eq. (14), the operator acts on the field φ and the regulator R.
A sufficient condition for conformal invariance
Let us now discuss conformal invariance following the same line of arguments as for scale invariance. Assuming for a moment that the microscopic action and the path integral measure are conformal invariant, the Ward identity for conformal invariance can be expressed as [26] (for a similar analysis of conformal invariance in the NPRG context, see [44, 45] ):
. From its definition, we easily find that Σ µ k is a scalar under O(N ) transformations (more generally, under internal transformations) and that the associated dimensionless quantity should be defined as
, the flow of which can be obtained by using the exact flow equation (6) . A straightforward but lengthy calculation leads to [26] :
At the fixed point, Eq. . This means that, if it exists,Σ µ k is a vector eigenoperator with dimension -1. As for scale invariance, the Ward identity for conformal invariance can be reinterpreted in terms of simultaneous variations of fields φ i (x) and the regulator R k (x − y) under special conformal transformations:
Indeed, a simple calculation leads to the equality:
In fact, similar expressions can be obtained for the generators of translations P µ and rotations J µν :
It can easily be checked that the generators satisfy the algebra of the conformal group. In particular, applying [P µ , K ν ] = 2δ µν D + 2J µν to a translation, rotation and dilatation invariant Γ * yields
Thus, Σ µ * is the integral of a local vector functional (in the sense that it is a function of the field and its derivatives at a given point, with no explicit dependence on the position) [26] . Similarly, by applying the commutator [J µν , K ρ ] to the fixed point Γ ⋆ , we readily find that, if it exists, Σ µ ⋆ transforms as a vector under rotations.
We can also use the conformal algebra to re-derive the fact that Σ µ * [φ], if it exists, must be an eigenfunction of the dilation operator with eigenvalue −1. Indeed, applying the commutation relation [D, K µ ] = −K µ to the scaleinvariant Γ * (which satisfies DΓ * = 0) leads to:
This, again, implies that, if it exists, Σ µ * is an eigenvector of D with scaling dimension −1.
To summarize, we found that, if it exists, Σ µ * is an eigenvector of the dilatation operation with eigenvalue −1, is invariant under translations and internal symmetries [O(N ) here] and transforms like a vector under rotations. The sufficient condition is easily derived now. Indeed, suppose that in a given model there exists no eigenvector with the aforementioned properties. Under these circumstances, the only solution to Eq. (21) is Σ µ * = 0, which implies that conformal invariance is fulfilled at the fixed point, see Eqs. (19, 20) .
It is important to relate the present analysis to the previous analysis of Polchinski [25] . In fact, for models where interactions are sufficiently shortrange, instead of analyzing Ward identities, one can consider the associated Noether theorem with the corresponding currents. In that case, all the present analysis can be cast in terms of densities of the various quantities and, in particular, the density of Σ µ * is called the virial current (that, by construction, is defined modulo a total derivative) and instead of requiring that there is no integrated vector operator of dimension −1 one must require that there is no local vector operator with dimension d − 1. In that aspect both analysis are equivalent. Let us note, however, that the present analysis, formulated in terms of integrated operators is more general and includes situations where the interactions are long-range, such as the Ising model with an exchange term decreasing as 1/r d+σ with σ > 0 [46] .
Vector operators in the O(N) model
The sufficient condition described above gives a natural way to prove that the O(N ) model is conformal at criticality. It consists in computing the scaling dimensions of vector operators and check whether or not they are equal to −1. Unfortunately, computing critical exponents exactly in d = 3 is notoriously difficult. We will thus use various approximation schemes. We first review the 4 − ǫ calculation. We then consider the large-N limit, and finally, the DE of the NPRG equations at order O(∂ 3 ). In all of these three approaches, the calculation follows the same steps. We add a small perturbation to the Wilson-Fisher fixed point with a set of vector operators V 
M is the stability matrix in the vector sector. The scaling dimensions of the vector operators is then obtained by diagonalizing the matrix M . 7 We stress that, in this whole section, we consider integrated operators (as opposed to local ones). We can therefore use different parametrizations of a vector operator which differ by integration by parts without altering the final result. For instance, x φ 3 ∂ µ (∂ 2 )φ and x 3φ∂ µ φ(∂φ) 2 are completely equivalent writings of the same quantity.
Before going into the details, let us give the overall result: 4 − ǫ and DE at O(∂ 3 ) give similar results for any d ≥ 3. This is an indication that for scaling dimensions of operators with three derivatives, the one-loop approximation is a good estimate in d = 3. Even considering very pessimistic error bars (see below) the value −1 for an O(N ) invariant integrated vector operator is unambiguously excluded. For dimensions lower than ∼ 2.5, we are unable to control error bars, and the Wilson-Fisher fixed point is not under control at order O(∂ 3 ) (except for a small window in d = 2 + ǫ). Many sources of instability appear: in some cases the O(∂ 0 ) fixed point becomes unstable and in other cases some critical exponents become complex. Therefore, we only present the results for d ≥ 2.5 and only present the critical exponents when they are real. In any case, it is clear that the vector operators with complex scaling dimension are not candidates for potential sources of breaking of conformal symmetry but they are probably the indication of an uncontrolled behaviour of our approximations in low dimensions. One observes that the error bars can become large below d = 3 but in the physically interesting case of d = 3 they 6 Indeed, the Wilson-Fisher fixed point is rotational invariant but a non-zero value of a i µ would break isotropy. 7 Here and below we assume, as usual, that the matrix M is diagonalizable.
are always small and unambiguously exclude the −1 value. Given the previous results proving that for O(N ) models scale invariance implies conformal invariance in d = 2 [24, 25] , one concludes that there is a very strong indication of the presence of conformal invariance in the critical regime of O(N ) models for any N and any d.
The ǫ expansion of vector scaling dimensions
In d = 4, there are two independent O(N )−invariant vector operators which have the lowest scaling dimensions. We therefore introduce the perturbation
to the microscopic action. In order to compute the scaling dimension at leading order in ǫ = 4 − d we need to compute only the one-loop diagrams. As usual, we introduce dimensionless variables (that we denote below with the same symbols, for notation simplicity). The flow equations read:
where J is the dimensionless version of qṘ k (q) G 3 k (q) with G k (q) the regularized propagator.
8 The (Wilson-Fisher) fixed point solution reads:
Substituting the fixed point solution in Eq. (29) we obtain the linearized flow for the couplings a µ and b µ :
The diagonalization of the stability matrix leads to the following results for the scaling dimensions:
This second scaling dimension was shown to be 3 at all orders of perturbation theory, as a consequence of a non-renormalization theorem [32] . The eigenvectors of the stability matrix are also interesting because they characterize the vector operators associated with each of these scaling dimensions. This leads us to introduce the combinations
which diagonalize the flows:
Rewriting the perturbation hamiltonian, Eq. (28), in terms of these combinations, we obtain (up to an integration by parts which simplifies the b ′ µ term):
We conclude this section by discussing an apparent paradox. In the N = 1 case, there exists only one integrated vector operator. Indeed, in this case, the coefficients of a µ and b µ in the integrand of Eq. (28) are equal. This seems in conflict with the fact that we found two scaling dimensions which are perfectly regular in the limit N → 1. However, the term proportional to a ′ µ in Eq. (35) vanishes for N = 1. The scaling dimension associated with a ′ µ must therefore be rejected and we are left with λ 2 only, which resolves the paradox.
The large-N limit of vector scaling dimensions
For the large-N limit, we consider the action S perturbed with a generalization of (28) given by:
As usual, the large-N limit is performed at fixedû = uN . 9 The diagrams contributing at leading order in the large N expansion of correlation functions are well-known (see for example, [47] ).
10 These are schematically depicted for the two, four and six-point vertices in Figs. 1, 2 and 3 respectively. In the last two, it is understood that the propagators are effective propagators where all cactus diagrams contributing at leading order to Γ (2) have been resummed. The 4-point (resp. 6-point) interaction is represented here by two 
(resp. three) full lines connected with dotted lines (the full lines representing the Kronecker δ in vector indices). Note also that we only need to work at vanishing external field for determining the scaling dimension of the vector operators, which considerably simplifies the calculation.
To proceed, we have to compute the 4-point vertex and extract the part linear in a µ , b µ and c µ . As shown in Appendix B, the 6-point vertex associated with c µ gives no contribution to the 4-point vertex function and only diagrams with 4-point vertices contribute, as depicted in Fig. 2 . Moreover, since we keep only terms linear in a µ and b µ , exactly one vertex of each diagram of Fig. 2 must be replaced by the perturbation (a µ or b µ ). A major simplification takes place at this point: All diagrams where the a µ and b µ couplings appear in a vertex in the middle of a diagram (that is if they connect two closed loops) turn out to be zero. Stated otherwise, the perturbation can only occur when it is connected to an external leg. This result is proven in Appendix B.
Next we need to compute the part of the 6-point vertex that is just linear in c µ . There could be contributions coming from a µ and b µ , but these are unimportant for the scaling dimensions because, as mentioned above, there is no contribution linear in c µ to the flows of a µ and b µ , which makes the stability matrix triangular. We denote X a and X b the contributions linear in a µ and b µ to the flow of c µ .
We consider, again, dimensionless couplings but keep the same symbols as for the dimensionful quantities in order to simplify the notations. The resulting flows, which are derived in detail in Appendix B are:
where J is, as before, the dimensionless version
As in the previous section, one can find the fixed-point solutionû * and substitute it in the flow for a µ , b µ and c µ , obtaining
which implies that there are two operators with scaling dimension 3 + O(1/N ) and one with scaling dimension 9-d. In Eq. (38) X * a and X * b are the fixed point values. Note that when d = 4 − ǫ, this limit coincides with the large-N limit of the ǫ-expansion given in Eq (32). Eq. (38) also implies that higher corrections in the ǫ-expansion are all suppressed by at least one power of N −1 in comparison to the tree-level expression. Note that one of these eigenvalues is 3 in all dimensions and for all N , due to the non-renormaization theorem shown in [32] , whereas the independence of the other eigenvalue with respect to dimension is specific to the large-N limit.
Derivative Expansion at order
So far we have considered two limiting cases corresponding to the regimes 4 − d ≪ 1 and to the large-N limit. We now implement an approximation scheme which is exact in these two limits and which remains reasonably accurate for intermediate values of N and d. In order to do so, we consider the DE approximation of the NPRG at order O(∂ 3 ). The DE procedure consists in taking an ansatz for the effective action Γ k [φ] in which only terms with a finite number of derivatives of the fields appear. Equivalently, in Fourier space, it corresponds to expanding all proper vertices in power series of the momenta and truncating to a finite order. This approximation is well-suited for studying the long-distance properties of the system since higher momentum dependence are neglected. In fact, it proved to be a good approximation scheme for Z 2 and O(N ) models with a very good level of precision (see for example, [5, 49, 50, 51] ). The validity of this approximation has been discussed in [52, 53] . It was argued that the NPRG equations have a dressed one-loop structure where all propagators are regularized in the infrared, ensuring the smoothness of the vertices as a function of momenta and allowing such an expansion. Moreover, the loop diagrams include the derivative of the regulating function ∂ t R k (q) in the numerator. This implies that all internal momenta are dominated by the momentum range q k. In consequence an expansion in all momenta (internal and external) gives equations that couple only weakly to the regime of momenta p ≫ k. In each model the radius of convergence of the expansion in momenta is different but in O(N ) models is has been shown to be of the order q/k ≃ 2 − 3 [51] . This is consistent with the fact that DE shows a rapid apparent convergence at low orders for O(N ) models. In fact, the DE has been pushed with success to the order O(∂ 4 ) [49] and O(∂ 6 ) [51] for the Ising universality class, giving excellent results that improve significantly with the order of the DE.
The procedure then consists in taking the most general terms with the symmetries of a given universality class. In the case of the O(N ) critical regime, we will require invariance under space isometries and under the internal O(N ) symmetry. To be explicit, in the O(N ) model, the lowest order approximations are:
• The Local Potential Approximation (LPA) or order O(∂ 0 ) which consist in taking no derivative of the field except a bare, unrenormalized, kinetic term
Here, the running effective potential U k (ρ) is an arbitrary function of ρ = φ i φ i /2 whose evolution with k is determined by inserting the LPA ansatz into the NPRG equation (6) .
• The O(∂ 2 ), which is the next-to-leading order, consists in taking all the possible terms compatible with the internal symmetries of the system and with at most two derivatives. In this case the ansatz is
Again, the functions
ansatz into NPRG equations. For N = 1 the terms in Z k (ρ) and Y k (ρ) are equivalent and, accordingly, we only include the Z k (ρ) function.
At higher order in the DE in a rotational invariant scalar model, only even powers of the derivatives appear. However, in the present work, we want to introduce terms that have the quantum numbers of a vector while preserving the O(N ) and translation symmetry. Such terms have necessarily an odd number of derivatives and break rotational invariance. Note that there is no O(N )−invariant term with a single derivative. Indeed, such a term would read
but this is the integral of a total derivative and vanishes. Therefore, we consider here the O(∂ 3 ) order of the DE that includes all possible independent terms with, at most, three derivatives. This is the lowest possible DE expansion for our concern. Our ansatz reads
Again, N = 1 is particular because, in that case, the three structures proportional to a µ , b µ and c µ are three writings of the same term. As a consequence, in this case, we retain only the first one and set b µ = c µ = 0 (on top of seting Y k = 0 as previously explained). The terms present in Γ k are of two types.
The terms including the functions U k , Z k and Y k , already present at order O(∂ 2 ), are invariant under rotations and will be called "isometric-invariant". The terms including the functions a µ , b µ and c µ breaks the rotational invariance.
The calculation proceeds as follows. We first derive the flow equation
below) has three independent tensorial structures:
where the two permutations are circular permutations of the external indices 1, 2 and 3 and where p 3 is fixed by momentum conservation. The resulting flow equations for the six functions are treated numerically. All the numerical details are considered in Appendix C. In order to estimate the error of our prediction of scaling dimensions, we proceed in a very conservative way. We consider as the central value of our predictions the results obtained in the O(∂ 3 ) approximation described previously. To evaluate the error bar, we analyze the poorer approximation where the isometric-invariant sector is treated at order LPA (that is, we set in the flow equations Y k = 0, Z k = 1). A first, very pessimistic, estimate of the errors bars is to take the double of the difference between these two sets of results. This procedure, however, must be slightly improved because it might be that the predictions of the two approximation schemes cross accidentally for some value of N and d. For these exceptional cases, our estimated error bar would vanish, which is not reasonable. Accordingly, to cure this problem, we recall that our approximations become exact when d → 4. As a consequence, we expect the error to decrease when d grows (at least for d ≥ 2.5). Thus, we choose the error bars in such a way that it can only grow or remain constant when the dimension is lowered (for d ≥ 2.5) . This estimate is certainly very pessimistic but we prefer to keep conservative estimates of error bars. We now present the results obtained from the DE at O(∂ 3 ) order, focusing first on the case N = 1. We show in Fig. 4 the five most relevant scaling dimensions of vector operators for various N (see Appendix C for the numerical details). We restrict to five scaling dimensions because the O(∂ 3 ) approximation is unable to properly describe the operators beyond. This can already be understood at the level of perturbation theory, in d = 4 − ǫ. In order to have control on the operators of dimension 5 + ǫ, we would need to retain perturbations with 4 fields and 5 derivatives [32] , which are absent of the truncation considered here. Would we include such O(∂ 5 ) terms, we would obtain 5 extra eigenvalues ∼ 5 + O(ǫ) instead of the 3 shown in Fig.4 . For this reason, we expect that the two low-lying scaling dimensions are correctly described, the next 3 are only qualitatively reproduced and we should not consider higher corrections which are probably not under control in this truncation.
We observe that in all cases one eigenvalue is equal to 3, within error bars, in agreement with the exact result given in [32] . One may wonder about the origin of the (small) departure from the exact result. The answer is that, at this order, the vertices of the isometric-invariant sector are calculated by including the leading order O(∂ 0 ) and the next-to-leading order contribution O(∂ 2 ). This is at odds with the flow of the running of the vector coupling which is calculated only at leading order O(∂ 3 ). As a consequence there is a (small) mismatch between the flows of the potential and the function a µ . In fact, this difficulty does not take place if the isometric-invariant sector is treated only at leading order (LPA). In this case, both the vector and the scalar sectors are treated with the same level of accuracy and the exact result for λ 2 is recovered.
The predictions of the O(∂ 3 ) approximation are very close to those of the ǫ-expansion [see Eq. (34)] for the two lowest eigenvalues: the difference between them is, at most, 5% for λ 1 and 2% for λ 2 , for all values of N for d ≥ 3 (not shown in Fig. 4) . From Fig. 4 it is also clear that our O(∂ 3 ) solution is compatible with the results for the large N limit and the ǫ-expansion from Eq. (38) and Eq. (34) in their respective domains of validity. In all cases, the leading exponent is above 2 (even for N = 0). By using the sufficient condition discussed in Sect. 3, we therefore conclude that conformal invariance is indeed realized at the critical point of O(N ) models, for all the values of N = 1 and d that we could consider.
The case N = 1 is particular because, as already explained in Sect. 4.1, some eigenvectors do not exist. As a consequence, there is just one eigenvalue which behaves as 3 + O(ǫ 2 ) and one which behaves as 5 + O(ǫ) (we would have three extra eigenvalues ∼ 5 + O(ǫ) for a richer truncation including terms with 5 derivatives in the perturbation [32] ). As discussed previously for generic N , we only expect a qualitative description of this eigenvalue.
11 The two lowest eigenvalues are shown in Fig. 5 . Again, the value -1 can be unambiguously rejected. 
Inequalities for O(N ) models
Review of the proof for the Ising model
The results of the previous sections give strong indications that the scaling dimension of integrated vector operators are always larger than −1. The problem with such a reasoning is that one could, in principle, doubt about the meaning of the theory in arbitrary real dimensions d. Even if it clearly makes sense to all orders of perturbation theory around d = 4, the non-perturative meaning of this objects is not evident (see, however, [5, 55, 56] ). In the same way, we could distrust the quality of the ǫ−expansion, in d = 3, or the quality of O(∂ 3 ) or large N approximations. Accordingly, in order to have a more rigorous proof for models in physical dimensions below the upper critical dimension, it is convenient to have a more robust control of scaling dimensions of vector operators. With this objective in mind, a lower bound for the scaling dimension of the vector operators which are scalar under internal symmetries was found for the Ising universality class [26] . We review this proof in this section and add some material that was not present in the original proof.
In this section, and contrarily to what we did so far, we consider local operators. Instead of studying the RG flow around a fixed point, we will extract the scaling dimension of the vector operator by considering the power-law decay of the correlation between two vector operators as a function of the distance. For most operators, scale invariance implies that the two-point connected correlation function behaves at criticality as:
for large enough |x − y|. If one proves that for any V µ (x), one has
It is important to stress that this bound is very pessimistic because we do not discard total derivatives (that would not contribute to the integrated operator for reasonable boundary conditions). In this sense, we give a bound for a family of operators which is larger than the one we are interested in (those which are not total derivatives). In particular, the bound is not satisfied in d = 4 where there is a total derivative local vector operator, namely ∂ µ (ϕ 2 )(x), that has dimension exactly d − 1 = 3. However, we will see that even this leading local operator has dimension strictly larger than d−1 in any dimension below four. More generally, we will prove that any local vector operator even in ϕ has scaling dimension strictly larger than d − 1 for any d < 4.
A complication appears in the proof because some operators may have correlation function which do not behave as a power-law as in Eq. (43), but as contact operators (that is, they are δ correlated; see for example [32, 57] ). This for instance occurs when an operator is proportional to the equations of motion. To circumvent this issue, we can use our freedom of rewriting the integrated operator in terms of different densities (which differ by total derivatives) to ensure that the correlation have a power-law decay. To be more explicit, let us consider as an example the vector operator
with the action S defined by Eq. (1), rewritten for the Ising universality class. This operator has the right symmetries but being proportional to the equation of motion, the correlation functions of such operators are delta correlated and the bounds derived below on the correlation functions at long distance are not useful. A way out consists in considering instead the operator u 2 φ∂ µ φ(∂ ν φ) 2 , which differs from the one introduced in Eq. (45) by total derivatives, but which has a power-law decay at long distances (this can be checked already at tree-level). In what follows, we assume that an integrated vector operator can always be rewritten as the integral of a density whose correlation functions have a power-law behavior at long distances.
In order to prove the inequality, we start with the Ginzburg-Landau model in a cubic lattice with lattice spacing a and a ϕ 4 interaction. This model is in the Ising universality class. It follows from Griffiths and Lebowitz inequalities [27, 28, 29] that, at zero external magnetic field and for any temperature T ≥ T c :
if n and m odd C(n, m)G 2 (x − y) if n and m even (46) where G(x − y) = ϕ(x)ϕ(y) , n and m are integers and C(n, m) andĈ(n, m) are constants. This inequality was first proven in [58] and was independently rederived in [26] . By using scale invariance at the critical point, one knows that ϕ n (x)ϕ m (y) − ϕ n (x) ϕ m (y) behaves as a power-law of |x − y|. Moreover at the critical point, G(x − y) ∝ |x − y| −(d−2+η) where η is the anomalous dimension of the operator ϕ. This imply that, for m and n even and at the critical point:
where derivatives are a shortcut notation for appropriate finite difference expressions defined in the lattice. 12 As a consequence, for all operators V µ (x) = ∂ µ (ϕ n (x)) with n even, one has D V ≥ d − 1 + η. So far, all the elements of the proofs are completely rigorous but the next step requires to make an assumption that we describe now. We consider two different discretizations O 1 (x) of a given operator in the continuum. We, moreover, ask these discretized operators to have the same transformation rules as the operator in the continuum under the group of internal symmetries and under mirror images about the lattice planes. Then, for arbitrary operators O 2 (x), O 3 (x), . . . , we assume that
when the various points x 1 , x 2 , . . . , x n are far apart (as compared to the lattice spacing a). It is not difficult to prove that this assumption is true to all orders in perturbation theory. We will also discuss below its validity beyond perturbation theory. Before doing so, let us discuss its consequences for the end of the proof of the validity of conformal invariance. The previous assumption implies, in particular, that for any set of vectors e i belonging to the lattice, any operator with the form
have the same large distance behaviour (with respect to the lattice spacing) as the total derivative operator ϕ n−1 (x)∂ µ ϕ(x) (modulo a multiplicative factor) because both of them are discretizations of the same continuum operator. One deduces that also for the operators of type W µ (x) which are even in ϕ one has D W ≥ d − 1 + η. Now, any vector operator even in ϕ can be discretized as a linear combination of operators of type W µ (x). Triangle inequality then implies that for any vector operator even in ϕ one has D V ≥ d − 1 + η. Since η has been proven to be strictly positive in an interacting theory whose minkowskian extension is unitary [7, 59] , one deduces that any local vector operator even in ϕ satisfies D V > d − 1 which concludes our proof of conformal invariance in the critical regime of the Ising universality class.
Let us now analyze in detail the validity of the assumption (48) . First of all, the ϕ 4 model is super-renormalizable for d < 4. The lattice can be seen as an ultraviolet regularization and the various discretizations of an operator can be seen as proper regularization of a given continuum operator. It is important to keep in mind that an operator mixes with all operators with lower dimension and the same quantum numbers. With a lattice regularization, only quantum numbers preserved by the lattice are easy to keep under control. For example, the notion of "vector operator" is somewhat ambiguous on the lattice because it refers to the properties of a given operator under the symmetries of the continuum space. Nonetheless, a subset of space symmetries are preserved by the lattice and we can classify operators by studying their transformation under these symmetries. In particular, if we work with a cubic lattice, we can use parity and require that a discretized operator which is a regularization of a vector operator must be odd under parity.
As an example, the lattice finite difference ϕ(x) ϕ(x +μa) − ϕ(x −μa) is odd under parity and can be considered as a lattice regularization of a vector operator. On the contrary, ϕ(x) ϕ(x) − ϕ(x +μa) is not an odd operator. As such, it mixes both with scalar operators and vectors operators, even if its naïve continuum limit is proportional to ϕ(x)∂ µ ϕ(x). As pointed out before, it is necessary then to restrict the finite differences considered for regularization derivatives to be centered in order to preserve the proper behaviour under parity. 13 Having preserved the parity of the operators, it is clear that operators with an odd number of derivatives can not mix with operators with an even number of derivatives. Below we always assume that centered differences are used in order to avoid difficulties with parity.
As explained before, in the neighbourhood of a fixed point of the RG, one can construct a basis of operators which are eigenoperators of scale transformations. Accordingly, in the infrared regime of a scale-invariant theory, any operator can be decomposed on a basis of operators which have the same quantum numbers:
where the operators O (i) (x) are renormalized operators in the sense that their correlation functions have a limit when the lattice spacing a goes to zero at fixed values of the distance of the various operators appearing in correlation functions. Moreover, the operators O (i) (x) are chosen to be eigenoperators of scale transformations. Now, two operators O (a) (x) and O (b) (x) having the same quantum numbers can be expanded with the same set of renormalized operators O (i) (x). Let us assume without loss of generality that the most relevant operator in this list is O (1) (x) . Accordingly, at large distances, O (a) (x) is also non-zero. The Feynman diagrams associated with both operators are essentially the same and only combinatoric coincidences can make one of these coefficients to be zero at leading order of perturbation theory. Accordingly, barring these exceptions, in the realm of perturbation theory both operators have the same critical exponents.
We could not prove that the assumption is valid beyond perturbation theory. However, in this regime, the assumption is equivalent to the assumption that, adding an even number of derivatives (or, more precisely, centered finite differences) to a given operator leads to an operator which is equally or less relevant, but not more relevant. This is intimately related to the existence of a continuum limit. Indeed, if adding more and more derivatives would give rise to an operator which is more relevant the notion of universality would be completely lost. In particular, all Monte-Carlo simulations would be under suspicion. If higher derivative operators could be more relevant, two different discretization of a given operator would have different scaling properties. Finally, we mention that, for scalar theories in d = 2 and d = 3 the continuum limit does exist (see, for example, [60] ). Now, even if typical configurations in a functional integral are not differentiable, in order for this continuum limit to exist, some level of regularity of the configurations is necessary. Accordingly, we should expect that adding an even number of derivatives should lead to operators that are, at most, equally relevant, but not more relevant.
We stress that the previous discussion only applies to adding an even number of derivatives. Indeed, adding a single derivative can lead to an operator that is more relevant. This is for instance the case of the operator ϕ∂ µ ϕ. If we add a single extra derivative we can generate the operator ∂ µ ϕ∂ µ ϕ which has the same quantum numbers as ϕ 2 and that, in fact, behaves as ϕ 2 at large distances (which is more relevant than ϕ∂ µ ϕ). This, however, does not play any role in our proof of conformal invariance as long as we use centered derivatives. Indeed, we only need to assume that operators with an odd number of derivatives are not more relevant that operators with a single derivative.
Extension of the proof for some O(N ) models
There is an extensive bibliography on correlation inequalities which were used in many cases to prove some properties of statistical systems [27, 61, 62, 58, 63, 64] . We use here a generalization of the inequality (46) valid for (at least some) O(N ) models. This can be achieved by making use of a generalization of the Griffiths and Lebowitz inequalities [33, 34, 35, 36, 37, 38] to O(N ) models when N = 2, 3, or 4. To be explicit, it is shown in Appendix D that, at vanishing external magnetic field and for T ≥ T c ,
where C(n, m),Ĉ(n, m) are constants and G(x − y) is defined through
The inequality (51) generalizes for N = 2, 3 and 4 the inequality (46) valid for N = 1.
As for the Ising universality class, we can then use scale invariance at the critical point to conclude that
| behaves as a power of |x − y| when |x − y| is much larger than the lattice spacing. Moreover, since G (x − y) ∝ |x − y| −(d−2+η) at the critical point, we deduce that, for any even n and m,
. (53) An important difference between the Ising universality class and the O(N ) vector model appears now. Indeed, when a single scalar field is present, all operators of type (49) behave in the continuum limit as total derivatives. When two or more scalars are present this is no longer true. For example, the operator ϕ 1 (x)∂ µ (ϕ 2 (x)) is not a total derivative. As a consequence, the inequality (53) does not apply to this operator. More generally, for O(N ) models there are many local vector operators, even in the number of fields, for which the inequality (53) can not be applied. We recall however that the sufficient condition under which scale invariance implies conformal invariance relies on the scaling dimension of vector operators which are scalars under the O(N ) group. Consequently, we are only interested in operators where all internal indices are contracted. In that case any operator of the form
has the same naïve continuum limit that a total derivative [which generalizes Eq. (49)]. We now assume, as done in the Ising universality class (see discussion on the point in the previous section), that operators having the same continuum limit have the same scaling dimension. We deduce, as in the Ising case, that D W ≥ d − 1 + η. Now, any O(N ) invariant local operator V can be regularized by a linear combination of operators of type (54) . As for the Ising universality class, it is important to avoid contact operators by choosing appropriately the local vector operator V µ (x). By invoking again the triangle inequality we deduce that for any such operator, D V ≥ d − 1 + η (as long as N = 2, 3, or 4). Again, we recall that η has been proven to be strictly positive in an interacting theory whose Minkowskian extension is unitary [7, 59] , and, accordingly, any local O(N ) invariant vector operator has D V > d − 1, which concludes our proof.
It is important to observe that the previous reasoning relies on imposing that candidates for virial current must be invariant under the full O(N ) group. This ensures that the only invariant tensor is the Kronecker delta. This requirement is fully justified because, as shown before, the functional Σ µ [φ] must be invariant under the full group of internal symmetries of the considered universality class. In fact, if one consider more general vectors, as for example, if we relax the constraint to the SO(N ) group only, the completely anti-symmetric tensor with N entries is also invariant. In this case, the last step of our proof (following Eq. (54)) is not valid anymore. This observation is at the heart of the criticism raised in in the recent preprint [30] where it was observed that, for N = 2, one can construct the conserved current J µ = ϕ 1 ∂ µ ϕ 2 − ϕ 2 ∂ µ ϕ 1 which is SO(2) invariant and has scaling dimension exactly equal to d − 1. At first sight this would be a counter-example of the present proof. However, the current J µ is not invariant under the mirror symmetry ϕ 1 → −ϕ 1 which is an element of the O(2) group but not of the SO(2) group.
Conclusions
In this article, the presence of conformal invariance in critical O(N ) models has been considered. For any translational and rotational invariant model, two sufficient conditions for the validity of conformal invariance in presence of scale invariance have been reviewed [26, 25] . In general these two conditions rely on different hypotheses but for short-range interactions (as the usual O(N ) model) they are actually equivalent. Both conditions require that there exist no integrated vector operator which have the same internal (linearly-realized) symmetries as the Hamiltonian and with scaling dimension -1.
With this sufficient condition, the problem reduces to estimating the scaling dimensions of integrated vector operators. For d ≥ 4, where the scaling dimensions can be calculated exactly (because the theory is controlled by the Gaussian fixed point), it is easy to show (see [26] ) that all integrated vector operators have dimensions much higher than −1 (the smallest critical dimensions of an integrated vector operator in d = 4 has dimension 3). When the space dimension is lowered, as long as we can trust the ǫ−expansion, one can expect critical dimensions to vary moderately. As a consequence it would be surprizing that ǫ corrections would change the exponents from 3 to -1 when d goes from d = 4 to d = 3. Moreover, as long as the spectrum of critical dimensions is discrete and vary smoothly with d (as usually assumed), Ward-identities for conformal invariance would remain valid for any dimension, except in the space dimension where the critical dimension of a vector operator crosses the value −1. Even in that case, one would expect conformal invariance to remain true [26] , as long as correlation functions depends smoothly with d. Indeed, even if a vector operator has critical dimension −1 exactly in d = 3, for any d > 3 conformal invariance would be valid and, as a consequence, also in d = 3 by continuity.
These arguments are in favour of the validity of conformal invariance for most critical models in any dimension, but stay at a low level of rigour. As such, a more detailed control of the various reasonable expectations is welcome and, if possible, more rigorous control of the possible values of critical dimensions of vector operators in any dimension.
In this article, in order to obtain more convincing arguments in favor of conformal invariance, we have computed the lowest scaling dimensions of vector eigenoperators within three approximation schemes: the ǫ−expansion (at order ǫ), the large N limit and the Derivative Expansion of the NPRG at order O(∂ 3 ). The results are in line with the standard expectations: the scaling dimensions vary smoothly with d, the spectrum is discrete and the variation of scaling dimensions with d is moderate. The estimates of scaling dimensions obtained from the three approximation scheme are compatible. For d ≥ 2.5 and N ≥ 1 the scaling dimension of the lower integrated vector operator is unambiguously larger than 2, which implies conformal invariance. The extension of O(N ) models to the limit N → 0 (relevant for self-avoiding polymer chains [39] ) is also considered and, again in this case, conformal invariance is obtained for any d ≥ 2.5. In the case N = 1 of the Ising universality class, our estimates coincides (within error bars) with Monte-Carlo estimates [30] which also exclude the value -1.
In the second part of the article, we have generalized a proof performed previously in the Ising universality class [26] to the O(N ) models for N = 2, 3 and 4. For those values of N rigorous bounds for correlation functions are known [33, 34, 35, 36, 37, 38] that generalize the standard Griffiths [27, 61, 62, 28, 65] and Lebowitz [29] inequalities (valid for Ising universality class). By employing those inequalities, we prove that, under mild assumptions (which concern the continuum limit of a model on a lattice) the scaling dimension of any integrated vector operator is strictly larger than −1 for any d < 4, implying conformal invariance.
For the future, some aspects of the present analysis can be extended to other models. For example, the perturbative analysis can be exteded to more involved models such as the model with cubic symmetry. We are planing also to employ the expansion in d − 2 for O(N ) models (with N > 2). Concerning the proofs based on correlation inequalities, the present analysis may by generalized to self-avoiding polymer chains. In that case some correlation inequalities are known too and we plan to study if they can be employed in order to generalize our results. 
A ǫ-expansion
In this appendix, we describe the 1-loop calculation of the two lowest scaling dimensions of vector operators. We present here the calculation in the framework of the NPRG, but of course, the calculation could be performed within more standard approaches, such as the Minimal Substraction scheme.
We start by observing that at tree-level (zero loop) the effective action takes its bare form:
Differentiating successively with respect to φn i (x i ) and Fourier transforming, we obtain the form of the non-zero vertices:
In the previous equations, we have omitted for notation simplicity the index k on the coupling constants. The momentum p 4 in Γ (4) is fixed by momentum conservation:
The flow of aµ and bµ are deduced from the flow equation of Γ (4) at zero external field, which is obtained by differentiating four times the RG equation (6) and evaluating it at φ = 0. We obtain:
At one loop, we can neglect the first term and replace the vertices in the right hand side of the flow equation by its tree-level form (57) . Summing over i and l in the product of the Γ (4,tree) k , and keeping only terms which are at most linear in aµ and bµ, we find that the result is independent of q:
where cyclic permutations of the indices 2, 3 and 4 are not written explicitly. The next step consists in identifying the prefactors of a given structure which involve both vector indices and momenta [see Eq. (57)] in the left hand side and right hand side of the flow equation (58) . This implies that we must expand the r.h.s in powers of the external momenta and extract terms of order zero and order three in momenta. However, Eq. (59) shows that the product of vertices already has a contribution with 0 and 3 powers of the external momenta. As a consequence, we can put, in the propagator, the external momenta to zero.
We can now extract the flows of aµ and bµ, which read:
The flow equations for the dimensionless variables are easily derived and correspond to those given in Eq. (29) .
B Large N Expansion
We discuss in this appendix the large-N calculation of the two smallest scaling dimensions of the vector operators (which tend to 3 when d → 4) as well as another one, (which tend to 5 when d → 4). These can be deduced from the calculation of Γ (2) , Γ (4) and Γ (6) at vanishing external field in the large N limit. We recall that the large N limit is performed at fixedû = uN ,âµ = aµN ,bµ = bµN andĉµ = cµN 2 . Moreover, we only need the flow of aµ,bµ andĉµ at linear order inâµ,bµ andĉµ.
The bare propagators and 4-point vertex are easily deduced from those given in Eq. (57). The 6-point vertex is given by:
where perm represents the 14 permutations which lead to different combinations of Kronecker delta.
B.1 A source of simplification
A major simplification occurs in the calculation, which is a consequence of the following property: the contribution linear in aµ or bµ in the 4-point vertex which is proportional to δ i 1 i 2 δ i 3 i 4 vanishes in the exceptional configurations where the momenta are opposite by pairs in different delta's (that is, if
. As a consequence, in a diagram made of a chain of bubbles (see Fig. 2 ), if a Γ (4) connecting two bubbles is replaced by a perturbation aµ or bµ, the diagram vanishes. Otherwise stated, in a chain of bubbles diagram, the perturbations aµ and bµ only occur when attached to an external leg (see Fig. 6 ).
A somewhat similar situation occurs when a cµ perturbation appears in a chain of bubble for the 4-point function. When this perturbation is inserted in a chain (whether in contact or not with external legs), given the structure of Eq. (62), the legs from the isolated loop cancels by itself and the remaining two pairs cancel with each other. This closely resembles the property mentioned previously that aµ and bµ don't appear in an inner vertex of the chains. Moreover, the specific momentum structure appearing in the cµ vertex, implies that it can't appear neither attached to an external leg. We conclude that cµ does not contribute to the flow of aµ and bµ at leading order in 1/N .
The situation is even simpler in the calculation of Γ (2) because, by conservation of the momenta, the external legs have opposite momenta. In this situation, the perturbation 4-point vertex does not even contribute when attached to the external legs. As a consequence, the cactus diagrams for Γ (2) are independent of aµ and bµ. This result is important because it implies that the inverse full propagator (which re-sums all cactus diagrams for Γ (2) ) is independent of aµ, bµ and cµ.
B.2 Computation of Γ (2)
We first discuss the (standard) calculation of Γ (2) at leading order. As discussed above, we can remove aµ and bµ from this calculation. The sum of the cactus diagrams shown in Fig. 1 leads to
where r = r Λ + Σ r Λ and Σ r Λ satisfies the gap equation:
As is well known, the only effect of the cactus diagrams is to modify the mass.
B.3 Computation of Γ (4)
In contrast to Γ (2) , the Γ (4) vertex has corrections linear in a Λ µ and b Λ µ to leading order in the bµ , where the first term is independent of aµ and bµ, the second term is linear in aµ and the third is linear in bµ. We omit all other terms which do not enter into the calculation of the scaling dimensions we are interested in.
The term Γ (4) u is the simplest one since it corresponds to the usual theory with a Λ µ = b Λ µ = 0. This gives the standard large-N result:
where the function Π (p) is defined as:
We now consider Γ 
aµ .
set of diagrams which contribute is easy to characterize because the perturbation (aµ in this case) must be attached to the external legs (see Sect. B.1). The chain of bubbles diagrams for Γ (4) aµ are depicted in Fig. 6 . The diagram with n couplingsû Λ and oneâ Λ µ connected to p 1 and p 2 is equal to:
Ifâ Λ µ is connected to p 3 and p 4 , we get:
(68) When adding both diagrams we get the result for n couplingsû Λ and oneâ Λ µ :
Note that the previous construction does not make sense for n = 0. However, it happens that Eq. (69) evaluated at n = 0 indeed represents the contribution of the first diagram of Fig. 6 with one aµ and noû. It is straightforward to sum this general expression for all n to get:
The calculation for Γ (4) bµ proceeds in the same way. The contribution of diagrams with one bµ and n couplingsû (again focusing on the contribution proportional to δ i 1 i 2 δ i 3 i 4 ) is:
(71) To sum up, the four-point vertex with at most one aµ or one bµ is
where, again, the permutations are obtained by a cyclic permutation of the external indices 2, 3 and 4.
B.4 Computation of Γ (6)
The Γ (6) vertex has corrections linear in c Λ µ to leading order in the 1 N expansion (i.e. to order 1 N 2 ), but it may also have contributions coming from the types of diagrams shown in Fig. 7 where aµ or bµ is inserted at the core (i.e. the inner loop with three propagator) or, as before, attached to an external leg. However, these corrections do not contribute to the scaling dimensions of the operators under study because, as explained above, cµ does not contribute to the flows of aµ and bµ at leading order in 1/N . We therefore do not compute these corrections. 6) , linear in a µ or b µ . Right: a diagram contributing to Γ (6) proportional to c µ .
The diagrams to be computed are exceptionally simple since they have a cµ at the core with no loop and then just chain of bubbles with u perturbations, these are schematically shown in Fig. 7 .
The diagram (proportional to δ i 1 i 2 δ i 3 i 4 δ i 5 i 6 ) with a chain with n 1 couplingsû Λ attached to the external momentums p 1 and p 2 , a chain with n 2 couplingsû Λ attached to the external momentums p 3 and p 4 , a chain with n 3 couplingsû Λ attached to the external momentums p 5 and p 6 and oneĉ Λ µ at the core is equal to:
B.5 Running couplings
A convenient way to deduce the scaling dimensions of the operators coupled toâ Λ µ andb Λ µ , is to introduce an infrared regulator in propagators:
and study the running of the various couplings when varying the regulator. We thus define the renormalized couplings as:
+ 2 perms
One can then conclude that the running couplings are:
where the functions Σ k and Π k are calculated with the introduction of the infrared regulator:
Taking this into account, we obtain the flow of the running couplings:
where, in the previous equations,
.
Introducing dimensionless and renormalized variables as explained in the main text, we retrieve the flow equations (37).
C Numerical method
We describe in this section the details of the numerical method used to detemine the scaling dimensions in the O(∂ 3 ) approximation of NPRG. We first determine the fixed point of the O(N ) model at O(∂ 2 ) in aρ grid with Nρ + 1 sites in a boxρ ∈ [0, Lρ] (this corresponds to a step in theρ−lattice ∆ρ = Lρ/Nρ). The derivatives are approximated by centered finite differences with five points (with the exception of the edges, i.e. the first two and last two sites, where we use lateral finite differences).
The internal momentum integrals that appear are one dimensional (the angular part is just a constant) and are calculated by a Legendre-Gauss quadrature with Nq points in a box of size |Lq| ≡ qmax k . The normalization condition is fixed asZ(ρ i )| i=Nρ/3 = 1, whereZ(ρ) is the dimensionless version of Z k (ρ) andρ i is the value ofρ at site i. On top of this, the size of the box Lρ is adjusted every time a new set of parameter is considered so that the minimum of the potential at the fixed point falls in the site i = Nρ/3.
The parameters were chosen so as that the numerical error in the leading exponents (η and ν) are is below one per mille in d = 3. Then we varied the values of d for each N . In particular we used the exponential regulator R k (q 2 ) = Z k q 2 r(q 2 /k 2 ) with:
where Z k is the field renormalization which is related to the running anomalous dimension by ∂tZ k = −η k Z k (when approaching the fixed point η k approaches the field anomalous dimension). The parameter α was fixed in order to estimate the dependence of the results on the arbitrary regulating function R k (q). In order to do so, for each N we employ the criterium of minimal sensitivity (PMS) [66] . That is, we choose the value of α which minimizes the dependence on the regulator of some observable by varying the regulator in the family (80). This procedure has been tested before and shown to be very effective and predictive [50, 51] . In the present implementation we choose α to be an extremum of the critical exponent η for d = 3 (no significative difference was observed when doing PMS on another quantity such as critical exponent ν).
After obtaining the fixed point, we computed the eigenvectors of the 3Nρ linear system (Nρ variables for each functionãµ,bµ andcµ) at the fixed points determined previously. 
D Inequalities
In the present Appendix, we prove by induction the inequality (51) for T ≥ Tc. We use generalizations of Griffiths and Lebowitz inequalities which were proven for N = 2, 3, and 4 [33, 34, 35, 36, 37, 38] . The inequalities obtained in those references are the following: 
φα(x 1 ) . . . φα(xn)φα(y 1 ) . . . φα(ym) ≥ φα(x 1 ) . . . φα(xn) φα(y 1 ) . . . φα(ym) ,
φα(x 1 ) . . . φα(xn)φ β (y 1 ) . . . φ β (ym) ≤ φα(x 1 ) . . . φα(xn) φ β (y 1 ) . . . φ β (ym) with α = β.
Inequality (82) and (83) are very similar to the Griffiths inequalities I and II for a scalar field and (84) is very similar to the Lebowitz inequality. First of all, it is clear that for T ≥ Tc we need only to consider correlations with n and m with the same parity. In order to begin the induction, we observe that the inequality is trivially true for n + m = 2. We assume now the validity of (51) for all values of m and n such that m + n < N . Under this hypothesis, we then prove its validity for all {m, n} such that m + n = N .
We first consider the case where n and m are odd. This case is simpler because the second term of the l.h.s of (51) is zero because we are considering T ≥ Tc and (82) readily shows that G odd m,n ≥ 0. By symmetry, the structure of the two point function must take the form: 
where, without loss of generality we focused on the case m ≥ n. In the previous sum, 2l + 1 corresponds to the number of Kronecker delta which connect i's with j's. In the first step of the proof, we consider the following configuration of indices: 
where the tilde on G indicates that it is taken in a particular configuration of indices and where we have used the recursion hypothesis (51) for m ′ + n ′ < m + n and the fact that 
By considering the different possible values of s, we easily show that the ft are bounded by G(x − y) (up to a multiplicative constant) which ensure that the inequality is valid for G odd m,n . The even case is a bit different since the second term of the l.h.s. of (51) is nonzero. We again choose m ≥ n and look at the structure of the two point function: 
Inequality (82) readily imposes that G even m,n (x, y) ≥ 0. We now proceed in the same way as for the odd case. We take a configuration of indices: (ϕ 2 (x)) m−1 (ϕ 2 (y))
where we have made use of the validity of recursion hypothesis (51) for all m ′ + n ′ < m + n and the tilde is again used to recall that a particular configuration of indices was used. We, again, find a lower and an upper bound on a strict conical combination of the functions gs, with s = 1, · · · ,
. This implies that the absolute value of each of these gs functions (with s = 0) is bounded by a constant times G 2 (x − y) (by arguments identical to the odd case). To complete the argument we need to study the function g 0 . This one is clearly particular because it corresponds to the case where no i or j are connected through a Kronecker delta (see Eq. (85)). To do this we consider the even simpler configuration where all indices i = 1 and all j = 2, this yields for the two-point function: 
from which immediately follows that:
Let's consider now all indices i, j = 1 to obtain a lower bound on a strict conical combination of all the g functions by making use of the inequality (83): 
with a constant C < 0. So, we have bounded all the g functions with the exception of g 0 for which the bound involves g 0 minus a constant. It turns out that this constant has a simple interpretation: when inserted in Eq. (88), the multiplicative constants simplify and we are just left with ϕ m 1 (0) ϕ n 1 (0) , which exactly compensates the diconnected part appearing in (51) . This concludes the proof of (51).
