This paper presents a fuzzy controller for class of non-linear networked control systems; the varying time delays and packet loss are taken as a variable sampling period of the system. The variable sampling period is estimated using a time stamped and probability density function. A fuzzy model smoothly switches to estimate the system state; the antecedent input is the estimated sampling period and the consequent part is formed by linear models discretized with specific sampling periods. The fuzzy controller generates a control input using the estimated states to ensure system stability for a wide range of sampling periods. A two-degree-of-freedom helicopter is used to show the applicability and effectiveness of the controller with robustness to traffic.
Introduction A feedback control system in which control loops are closed via a communication network is called a networked control system (NCS), so sensors, actuators and controllers are interconnected via communication networks, which make NCS feasible in installation and maintenance.
The control design and stability analysis of network-based control systems (NCSs) has been studied in recent years (Azimi-Sadjadi, 2003; Benı´tez et al., 2006; Eidson et al., 2002; Jung et al., 2004; Kim et al., 2003; Montestruque and Autsaklis, 2004; Ne´sı´c and Teel, 2004; Yue, 2005) . The main advantages of this kind of system are low cost, small volume of wiring, distributed processing, simple installation, maintenance and reliability.
In an NCS, the main problems that degrade NCS performance are network-induced delays and packet loss. Time delays can be constant, time varying or even random; those depend on the scheduler, network type, architecture, operating systems, etc. (Nilsson, 1998) . When an NCS uses a reliable network, it is possible to compensate for time delays lower or larger than the sampling period and obtain bounds. However, when an NCS uses an unreliable network, it is more difficult to compensate for the time delays and packet loss, and these reduce the efficiency of NCS. Therefore, analysing time delay and packet loss to develop an efficient approach to reduce its effect is critical for NCS with an unreliable network.
Nilsson was a pioneer, analysing several important facets of NCSs. He introduced models for fixed, independently random and Markovian time delays in NCSs. His paper introduced optimal stochastic control theorems for NCSs based upon the independently random and Markovian delay models. In Walsh et al. (1999) , static and dynamic scheduling policies for transmission of sensor-controller data in continuous-time, linear time-invariant (LTI) systems are reviewed. Furthermore the notion of the maximum allowable transfer interval (MATI) was introduced, which is the longest time after which a sensor should transmit a data with warranty of a stable NCS. In Zhang (2001) , the work of Walsh was extended. He developed a theorem, which ensures the decrease of a Lyapunov function for a discrete-time LTI system at each sampling instant, using two different bounds; in the last two cases, only the communication between the sensor and controller is provided.
In Zhu et al. (2008) , Zhu takes into consideration both the network-induced delay and the time delay in the plant; a controller design method is proposed by using the delay-dependent approach. An appropriate Lyapunov functional candidate is used to obtain a memory less feedback controller; this is derived by solving a set of linear matrix inequalities (LMIs). In Wang and Sun (2007) , the network-induced delays of the NCSs are modelled as variable intervals governed by a Markov chain; using the upper and lower bounds of the delays, a discrete-time Markovian jump system with norm-bounded uncertainties are presented to model the NCS. In these, time delays are considered but no packet loss.
Alternatively, Sheng and Pan (2010) and Zhou and Lu (2010) covered both time delays and packet loss, both considering a feedback control with a stability analysis based on the Lyapunov-Krasovskii functional. Sheng and Pan (2010) also provided stabilization for quantization error of the state, but only presented a numerical example to test the effectiveness of the method, whereas Zhou and Lu (2010) presented both simulation and experimental results, uses a feedback controller to ensure robustness to varying time delay and packet loss with bounds. However, a to ensure stability with a wide range of time delay is complicated because of the derivative of time delay being equal to or less than one.
It is well known that Takagi-Sugeno-Kang (TSK) fuzzy models are qualified to represent a certain class of non-linear dynamic systems (Tanaka and Wang, 2001 ) and many corresponding control techniques have been developed in the literature. A typical approach for controller design is via the so-called parallel distributed compensation method (Tanaka and Wang, 2001) . Using TSK fuzzy models, some results on NCS controller have recently been published Benı´tez-Pe´rez, 2009, 2011; Zhang et al., 2007a Zhang et al., , 2007b Zheng et al., 2006) . In Zheng et al. (2006) , a fault detection method for NCSs with Markov delays is addressed, where a linear plant was modelled in the discrete-time domain, and a set of TSK fuzzy rules are used to deal with network-induced delays, whereas in Me´ndez and Benı´tez-Pe´rez (2009), an NCS model is build from input-states data, a fuzzy controller is designed to compensate for just varying time delays and a single-inputsingle-output (SISO) unstable system is used to show the effectiveness of the method. In contrast to controller design methods in the discrete time domain, the results in Zhang et al. (2007a Zhang et al. ( , 2007b are formulated in the continuous time domain, where the TSK fuzzy systems with norm-bounded uncertainties were utilized to characterize the non-linear NCSs. These papers show controllers that compensate for time delays but not packet loss.
Recent studies consider time delays in control schemes as a varying sampling period in each step. Zhang and Huajing (2006) proposed a control algorithm based on a linear quadratic regulator (LQR) and fuzzy logic. They presented a method for online estimation of network time delays for fixing the sampling time and assuming the delays to be less than the sampling time. In Jung et al. (2004) , the effect of time varying delays as a variable sampling time in discrete time systems is modelled. This paper presents a new NCS model with an unreliable network, and a fuzzy controller is designed using this model; the stability is warranted using LMI matrices. The objective of the new fuzzy model is to incorporate time delays and packet loss as a variable sampling period to compensate for their effects. The variable sampling period is estimated into the controller node using information on time delays and packet loss from sensor to controller, calculated using a time stamped and probability function.
A fuzzy model is composed of the estimated sampling period as antecedent input and linear discrete models with different sampling periods as consequent parts; the model estimates the system states in the next likely activation of the actuator.
So, fuzzy control is used to calculate the next control signal using the most appropriate system states according to estimates of the next actuator activation. The next section shows an algorithm to estimate the variable sampling period. Section 3 shows the new fuzzy model of the NCS with an unreliable network. Section 4 presents the fuzzy controller design by LQR and its stability analysis. Section 5 shows a two-degree-of-freedom (2-DOF) helicopter system as a case study. Section 6 shows the design of the fuzzy model and controller for the case study, showing stability in all range of the variable sampling period and robustness to traffic. The last section presents the conclusions of the work.
Variable sampling period
Time delays and packet loss are the main concerns for the control design in an NCS. As opposed to digital systems, an NCS with a small sampling period does not always improve the system performance because of constraints in the network bandwidth. So it is important to analyse the behaviour, focusing on obtaining a model that allows for a compensation action. However, this model should be simple to estimate in real time providing a reasonable accuracy.
The NCS configuration ( Figure 1 ) has four types of nodes in an Ethernet network: sensor, controller, actuator and traffic nodes. A control loop considers the communication between sensor-controller and controller-actuator nodes. Traffic nodes send periodic or sporadic packets into the network, e.g. other control loops or monitoring.
All nodes send UDP (User Datagram Protocol; http:// www.networksorcery.com/enp/protocol/udp.htm) packets to avoid double traffic into the network, but it is not possible know whether there are packet losses or a maximum time delay because there is no acknowledgement that the sent packet had been received. The control loop has the following node types: the sensor node is managed with a sampling period T, the controller node is event triggered by a send packet from the sensor node, and the actuator node is event triggered by a sent packet from the controller node; those generate precedence constraints into the network.
In this paper, network-induced time delays and packet loss are seen as a variable sampling period v k of the NCS from sensor node to actuator node, to be estimated in the controller node to generate a control action. The controller node receives packets from the sensor node with information about the states of system x(k) and time stamped sent packet b k ; when a packet from the sensor node is received, the time is stamped into controller node c k , where k ¼ 1, 2, . . . is the instant when the packet is received. So the sampling period k k and packet loss l k of the controller are calculated using b k and c k time stamped ( Figure 2 ).
It is assumed that the internal clocks in the nodes have no drift or are compensated for, so k k (Equation 1) is calculated to assume the known k 1 controller initial sampling period, whereas k k is the difference between controller time stamped c k for k ¼ 2,3,. . .
While packet loss l k (2) is the integer number of the difference between the time stamped sensor divided by the sensor sampling period TÀ1, once calculated, l k is used to estimate the controller-actuator packet lossl ca k , modifying the variable sampling periodv k .
Once the controller sampling period k k is calculated, the exponential distribution algorithm (Tipsuwan and Chow, 2004 ) is used to estimate the variable sampling periodv k ; this algorithm is widely used to estimate delays in real time, where an offline statistical analysis characterizes the mean and standard deviation q E ¼ h, f ½ T of the variable sampling period data v with multiple scenarios of traffic, used to form a generalized exponential distribution with a probability density function:
This function P [k] is calculated for each w previous controller
½ T is obtained by statistical analysis, so the new mean h kþ1jw is the previous controller sampling period k i with the maximum value of the probability function (3), and the new standard deviation f kþ1jw is the root of the variance's window.
so, the variable sampling periodv k is estimated as:
wherel ca k is the probability of the controller-actuator packet loss.
Once the variable sampling periodv k of system is estimated, it is used to generate a control signal through a fuzzy controller designed in Section 4.
Fuzzy model
The fuzzy model (7) is of TSK type (Tanaka and Wang, 2001) with variable sampling periodv k as input of the antecedent part and linear discrete models with different sampling periods T j as the consequent part. So, defining r fuzzy rules, the jth rule has form of:
where x k ð Þ 2 < n is state vector of system, u k ð Þ 2 < m is input vector of plant and a jv ð Þ is the jth membership function of variable sampling periodv k . The overall fuzzy model is:
where the normalized fire strength c j is:
and a j ¼ expðÀðv k À r j Þ 2 =s 2 j Þ is a Gaussian membership function with parameters ðr j , s j Þ, ðF j , G j Þ are the matrices of j th linear discrete model discretized with a sampling period 
Figure 2 Time diagram of variable sampling period.
T j , j¼1. . . r. The discrete local models are:
. . , r are assigned by the user according to offline variable sampling period measurement.
With this fuzzy model, the estimated state of system is obtained by compensating for the time delays and packet loss probability. The action is to smoothly switch between discrete models to generate the best estimate of state according to the estimated sampling periodv k .
Fuzzy control
Once the fuzzy model (8) is designed using the estimated variable sampling periodv k , a fuzzy controller is proposed. This is a fuzzy feedback control law like:
where K j is the feedback matrix of the jth fuzzy rule. This control law is designed like a LQR (Zhang et al., 2007b) to minimize the performance index:
where
The control design by LQR for each local model requires the algebraic solution of the Ricatti equation for the H j matrix.
So, the feedback matrices are calculated like:
The closed-loop system is:
The following proprieties of the antecedent part (9) are considered for the stability analysis of fuzzy control (11):
Based on the properties of fuzzy control and assuming that two-overlapped fuzzy memberships at most, stability analysis of the closed-loop fuzzy control is presented. First, it is necessary to define the following lemma to prove the stability analysis.
Lemma 1 (Guan and Chen, 2004) . For any matrices A ij , B kg , P . 0 2 < nxn for 1 i r, we have
where c i has properties (16).
Theorem 1. The equilibrium state x e ¼ 0 of the closed-loop system (15), with control input (11) with two-overlapped fuzzy memberships at most, is largely asymptotically stable, if there exist m positive-definite matrices P s ¼ P T s . 0 such that:
are m regions where two fuzzy rules are fired (overlapped fuzzy memberships) at most, and S s contains the membership function indexes for the fired fuzzy rules in s region.
Proof. We suppose that there exist m matrices P s ¼ P T s . 0 such that (18) and (19) are satisfied. Considering a candidate Lyapunov function like:
it can be easily showed that v 0
! ', and it is only sufficient to show that Dv x k ð Þ ð Þ\ 0 to prove that v k ð Þ is a Lyapunov function and the theorem holds. So, we have:
It is enough to show that: (22) we have:
Applying the properties (16)-(23)
BY lemma 1 (17), Ls is:
The first term in (25) is negative definite by (18). The second term is negative definite by (19). Thus, the positive definite quadratic function (20) is a Lyapunov function for fuzzy control (11); this largely implicates asymptotic stability. The proof of the theorem is complete.
Case study
Case study is a 2-DOF helicopter system process integrated to an Ethernet network ( Figure 1 ; Me´ndez and Benı´tez-Pe´rez, 2009). The computers are a Pentium 2 with 254 Mb RAM and an INTEL 10/100 Mb Ethernet card; each has an XPC target 2.8v as an operating system by Matlab 7.1v and are connected through a switch Cisco Catalyst 2960 with 24 port 10/100 Mb. The sensors have an A/D Q4 card by Quanser with 10 bits resolution and the actuator has a D/A AD512 card by Humusoft with 8 bits resolution. The sampling period for the sensor node is 5 ms, and the controller and actuator nodes are event driven. The case study is a multi-input-multi-output (MIMO), non-linear, open-loop unstable and time varying system. The 2-DOF helicopter experiment consists of a helicopter model mounted on a fixed base and total weight of 3.5 kg. It has two propellers that are driven by 12-volt DC motors and is shown in Figure 3 . The front propeller controls the elevation of the helicopter nose about the pitch axis with a range of motion 6 458 from horizontal and the back propeller controls the lateral motions of helicopter about the yaw axis. The pitch and yaw angles are measured using high-resolution encoders 0.088 for pitch and 0.048 for yaw. The encoders and motors signals are transmitted via a slip ring. This eliminates the possibility of wires tangling on the yaw axis and allows the yaw angle to rotate freely about 3608.
The Euler-Lagrange method is used to derive the nonlinear equations describing the motion of the helicopter (26). From the non-linear equations of motion, the linear discrete state space models are obtained.
where K pp , thrust torque acting on pitch axis from pitch motor; K py , thrust torque acting on yaw axis from pitch motor; K yp , thrust torque acting on pitch axis from yaw motor; K yy , thrust torque acting on yaw axis from yaw motor; B p , equivalent viscous damping about the pitch axis; B p , equivalent viscous damping about the yaw axis; l centre of mass length along helicopter body; g, gravity; m, total moving mass of the helicopter; J p , total moment of inertia about the pitch pivot; J y , total moment of inertia about the yaw pivot; V p , voltage of pitch motor; V y , voltage of yaw motor; u, angle about the pitch axis; and c, angle about the yaw axis.
Results
To show the performance of the method, it is applied to the case study. First, obtaining the behaviour of the variable sampling period with measurements into an Ethernet network, once the behaviour sampling period was established, we designed a probability density function with its mean and standard deviation values. This established the range of the measured sampling period to design the fuzzy model with four fuzzy rules by the user. Local controllers are designed and used in the fuzzy model to compensate for the varying sampling period. Several tests of network behaviour are used to show the performance of method, and a comparison with the performance of the system without network is shown.
Variable sampling period
The first step is to estimate the variable sampling period through offline sampling period measurement, used to obtain the parameters of the probability density function (3) (Figure 4 ). Offline sampling period measurement is composed by four parts of 50 s each; the first part does not have traffic nodes, the second has one traffic node, the third has three traffic nodes and the fourth has five traffic nodes. Each traffic node sends packets of 64 bytes with a sampling period of 1 ms, while the sensor nodes send packets of 64 bytes at 5 ms. With those data are obtained the mean and standard deviation of sampling period, which are the initial parameters of the probability density function.
Measurements of the sampling period show that the minimum sampling period is equal to the period of the sensor task (0.5 ms), but although there is no traffic, there is a variation of 20 ms, and when there is traffic, the sampling period can reach values in the hundreds. So, the variation of the sampling period has a very wide range.
Assuming that the periods are independent of each other, we can apply the function of exponential probability density, assuming a low correlation between the sampling periods. With the parameters obtained, the following function is derived:
Offline data are applied to estimate the sampling period and to justify the use of the exponential function. Figure 5 show the estimation of sampling period (6), where () is the measured sampling period and (þ) is the estimated sampling period; hence the estimation is acceptable with estimation error of 3310 À3 . The estimated sampling period is not accurate because the probability depends on the information of w previous sensor-controller sample periods. However, it is shown in the next section that it is enough to obtain the best estimate for significant changes in the actuator period rather than instantaneous changes whose effects can be absorbed because each control signal is generated to be stable over the entire range of the sampling period. A disadvantage of the density function is not to estimate the full range of the sampling period because the minimum value of probability density function (6.9 ms) is larger than the period 0.5 ms established by the task period of the actuators.
Fuzzy model
Once the range of variation of the sampling period is obtained, we define the partition of the antecedent part to establish how many fuzzy rules are generated; this provides the parameters for membership functions.
By the way, the consequent part is obtained by the continuous linear state space model of the 2-DOF helicopter linearizing the non-linear equations in (26) about the quiescent point x k ð Þ þ 2:913E À 5 9:722E À 7 2:995E À 6 9:834E À 6 1:156E À 2 3:859E À 4 1:195E À 3 3:922E À 3 2 6 6 6 4 3 7 7 7 5 u k ð Þ
The antecedent parameters and the maximum bounds are defined by the user using information from offline sampling period measurement. So, the parameters r j and s j for j ¼ 1 . . . r, with the maximum bounded v MAX ¼ 25ms are:
r j ¼ 0:005 0:01 0:015 0:02 ½
Notice that there are three m ¼ 3 regions S s with two overlapped membership functions ( Figure 6) ; therefore, there should be only three matrices P s with three conditions each to ensure stability, contrary to the general method that requires 16 conditions for a common matrix P.
Fuzzy control
With the fuzzy rules set for the fuzzy model, an LQR fuzzy controller (8) is designed for each local model; we add two integrators as states to reduce the steady-state error. All feedback laws are designed by LQR (10) and (11), and the feedback law for the first local model is: performance of the system to six traffic nodes generating longer variable sampling periods and greater amount of packet loss. The first test is only with the control loop without network traffic; the reference signal is the zero position of pitch angle (--) and a initial position of À418 (Figure 7) .
With the controller applied, multiple experiments were performed where the response was always stable with an average steady state error of 0.28 and a overshoot of 18. Moreover, the behaviour of fuzzy control is compared with the digital control without the network obtaining similar behaviour. In this test, the behaviour of the variable sampling period (left) and time of packet loss (right) are shown in Figure 8 , where the range ofv is between (0.0005, 0.021) with a mean of 7 ms and 0.03% of packet loss. The integral of absolute error (IAE) is 1.1762, which is a similar performance to the digital control of 1.0652.
The second test shows robust behaviour of the system with four traffic nodes into an Ethernet network. The traffic packets have 254 bytes of length and 1 ms as the sampling period. Figure 9 shows the behaviour of the system in the second test; the pitch position with fuzzy control (--) has a small oscillation in the transition state but it vanished with time, whereas the position with feedback control has more oscillations and a steady state error of 38. All experiments with fuzzy control were stable with an average steady state error of 0.58, although the variable sampling period has a maximum variable sampling period of 300 ms (left), and an average sampling period of 9 ms and data loss of 0.34% (right) (Figure 10) . The maximum IAE of fuzzy control was 1.1332, better than the performance of feedback control with 1.8043.
The third test shows the system behaviour with six traffic nodes sending packets into the network (Figure 11) , where the response with fuzzy control has more oscillation in transition state but it vanished, while the feedback control performance has larger oscillations with a bad performance. All experiments with fuzzy control were stable with a maximum overshot of 2.58 and an average steady state error of 0.48. The fuzzy controller compensates for a maximum sampling period of 200 ms but 1.65% of sampling period has values over 100 ms, and 1.84% packet loss (Figure 12) . The maximum performance of fuzzy control, 1.3463, is better than the feedback control performance of 3.889 because of this does not compensate for time delays and packet loss.
As we have seen, the NCS performance with fuzzy control is almost the same as digital control (-) without external network traffic, being more robust to variations of the sampling period and packet loss, maintaining a stable system with good performance to a wide range of variations of sampling period and a considerable amount of packet loss. Figure 13 shows the performance of fuzzy and feedback control over time, observing the behaviour of fuzzy control in all three tests (no traffic, four and six traffic nodes), taking the lower response for the performance of digital control without incorporating network communication and superior signal response as a feedback control with a poor performance. It is found that the performance on the three tests remains very close to the digital control even with variability of the time delays and packet losses.
Conclusion
A method is presented to estimate the variable sampling period of an NCS that is the sum of sensor-controller time delay and packet losses with a controller-actuator estimated the sampling period with a probability density function. The model is computationally simple and light, as necessary for storage of data of sensor-controller time delays (3). The estimation of variable sampling period is applied within an Ethernet network with multiple traffic nodes showing with experimental data a good estimation useful for control.
Furthermore, the design of a fuzzy model from a nonlinear model to compensate for the variability of sampling period is presented, where this model selects the best discrete model to estimate the next system state as function of the variable sampling period. Using this fuzzy model, a fuzzy controller is designed to stabilize the NCS; this design is optimal for a static sampling period and globally stable with variable sampling period longer than a base sampling period but bounded. A non-linear, unstable MIMO system is used for the case study, where a controller was designed using the new method to prove stability and robustness to time delays and packet loss.
Three tests are presented. The first test shows the stability of a control loop without traffic into a network but with a wide range of variable sampling periods with a similar behaviour to digital control without a communication network. The second test shows stability and robustness to traffic incorporating four traffic nodes, generating a larger range of sampling periods and packet losses, obtaining a better performance than feedback control and a similar performance to the first test. Finally, the third test shows robustness to a considerable percentage of packet losses and a wide range of variable sampling periods, obtaining a better stability and better performance than feedback control that has persistent oscillations and bad performance. It should be noted that although the controller was designed for a maximum bound of 25 ms, it is possible to maintain stability for larger sampling periods that are not persistent whose stability analysis is the objective of future study. 
