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Multicolor or multiplex ﬂuorescence in situ hybridization (M-FISH) imaging is a recently developed molecular cytogenetic diag-
nosis technique for rapid visualization of genomic aberrations at the chromosomal level. By the simultaneous use of all 24 human
chromosome painting probes, M-FISH imaging facilitates precise identiﬁcation of complex chromosomal rearrangements that are
responsible for cancers and genetic diseases. The current approaches, however, cannot have the precision suﬃcient for clinical use.
The reliability of the technique depends primarily on the accurate pixel-wise classiﬁcation, that is, assigning each pixel into one of
the24classes ofchromosomes basedonitssix-channel spectralrepresentations.Inthepaper we introduceanovelapproach toim-
prove the accuracy of pixel-wise classiﬁcation. The approach is based on the combination of fuzzy clustering and wavelet normal-
ization. Two wavelet-based algorithms are used to reduce redundancies and to correct misalignments between multichannel FISH
images. In comparison with conventional algorithms, the wavelet-based approaches oﬀer more advantages such as the adaptive
feature selection and accurate image registration. The algorithms have been tested on images from normal cells, showing the im-
provement in classiﬁcation accuracy. The increased accuracy of pixel-wise classiﬁcation will improve the reliability of the M-FISH
imagingtechniqueinidentifyingsubtleandcrypticchromosomalabnormalitiesforcancerdiagnosisandgeneticdisorderresearch.
Copyright © 2006 Y.-P. Wang and A. K. Dandpat. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.
1. INTRODUCTION
The whole human genome information is contained in the
24 classes of chromosomes. Multicolor ﬂuorescence in situ
hybridization (M-FISH) imaging is a recently developed
molecular cytogenetic technique for rapid visualization of
genomic aberrations at the chromosomal level [1–3]. Can-
cers and genetic diseases can be identiﬁed by analyzing chro-
mosomal rearrangements such as inversions, deletions, and
translocations. The M-FISH imaging approach overcomes
the resolution limitation of the conventional chromosome
banding technique when analyzing and interpreting com-
plex and cryptic chromosomal abnormalities. Therefore, it
has found widespread applications such as the prenatal and
postnatal diagnosis, the identiﬁcation of gene ampliﬁcations
and deletions in tumors, and the detection of genetic mark-
ers and subtelomeric rearrangements in idiopathic mental
retardation [3].
The M-FISH imaging technique is based on the simul-
taneous hybridization of a 24-chromosome speciﬁc probe
pool [1, 3, 4]. By simultaneously viewing the multiple-
labeled cell specimens in diﬀerent color channels, it is pos-
sible to distinguish each human chromosome by means of
the pixel-wise classiﬁcation. Figure 1 shows that the 22 au-
tosomes and the two sex chromosomes (the right panel)
are displayed with 24 pseudocolors with the pixel-wise clas-
siﬁcation from a set of 6-channel FISH images (the left
panel). The M-FISH images (shown on the left panel of
Figure 1)a r ec a p t u r e dw i t hd i ﬀerent wavelengths using a
microscope equipped with a ﬁlter wheel after the chromo-
somes are stained with 6dyes. The intensity of the image
at each spectral channel represents the level of binding for
each probe. The M-FISH imaging technique is also called
the color karyotyping, by which chromosomal abnormalities
can be rapidly visualized. For a normal cell, all the pixels in
each chromosome should be represented with one identical2 International Journal of Biomedical Imaging
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Figure 1: An illustration of the color karyotyping. The 24 classes of chromosomes are classiﬁed from the six-channel spectral image data sets
(left panel); each class is displayed in a diﬀerent pseudocolor (right panel). In the six-channel M-FISH image set (left ﬁgure), chromosome
images are labeled with dyes DAPI (D), S Aqua (A), Red (R), S Green (G), S Red (Y), and S Gold (F), which can be captured using a
microscope equipped with a ﬁlter wheel. The DAPI is used as a counter stain to visualize all the chromosomes.
pseudocolor. For a cancerous cell, however, diﬀerent colors
might show up in a chromosome as a result of the chro-
mosomal rearrangements or the exchange of DNA materi-
als between chromosomes. Therefore, by analyzing the color
karyotype, geneticists can easily determine if any of the ge-
netic material on the chromosomes has been lost or rear-
ranged, and use it for the study of cancers and genetic dis-
orders.
As a whole genome staining technique, M-FISH imag-
ing promises a rapid and high-resolution genetic diagnosis
with the help of automated computer image analysis [4–7].
The reliability of this molecular diagnosis technique, how-
ever, has not reached the level for clinical use [8]. The tech-
nique largely depends on the accuracy of pixel-wise classiﬁ-
cation from the multichannel FISH imaging data. Even for a
normal cell, the classiﬁcation accuracy can not be 100% cor-
rect. This will become especially challenging when applying
the technique to cancerous cells; it is diﬃcult to determine
if the color change in a chromosome is due to the classiﬁca-
tion error or due to the chromosomal anomalies. Therefore,
a crucial step is to improve the pixel-wise classiﬁcation accu-
racy.
Two major problems that could aﬀect the accuracy of
pixel-wise classiﬁcation are (1) the data normalization and
(2)thedesignofclassiﬁers.FortheM-FISHimages,theredun-
dancyandmisalignmentbetweenthemultiplespectralchan-
nels are the primary factors that cause the subsequent classi-
ﬁcationtobelessaccurate[9].Therefore,datanormalization
approachessuchastheregistration and dimension reduction
must be performed before the classiﬁcation. In the paper, we
introduce two novel approaches for multichannel image reg-
istration and feature selection. Currently the Bayesian clas-
siﬁer has been used and implemented in commercial soft-
ware packages [9, 10]. This model assumes that each class
of chromosomes follows a Gaussian normal distribution in
the feature space, which might not be realistic. We intro-
duce a more accurate model based on the fuzzy clustering
approaches [11]. The whole procedure combines wavelet-
based normalization with fuzzy clustering, which is outlined
in Figure 2. The proposed algorithm takes into account the
intrinsic relationship between the feature selection and the
classiﬁer design.
Classiﬁcation using fuzzy clustering approaches
Multiscale feature selection
M-FISH image registration
Figure 2: The outline of the proposed M-FISH classiﬁcation proce-
dure.
The rest of the paper is organized as follows. Section 2
introduces a multiresolution registration algorithm that can
improve both the computational speed and the accuracy.
Section 3 presents an approach for feature selection, which
combines the principal component analysis with a shift-
invariant wavelet representation. Section 4 describes fuzzy
clustering approaches and compares them with the currently
used Bayesian classiﬁer [10]. Section 5 evaluates the pro-
posed algorithms on a real M-FISH dataset [12] that we have
established. Section 6 concludes the paper with a discussion
on the advantages of the proposed approaches and their im-
pact on the diagnosis of cancers and genetic disorders.
2. MULTIRESOLUTION M-FISH IMAGE REGISTRATION
2.1. M-FISHimageregistrationproblem
In an M-FISH image set, each pixel for a particular chromo-
someisrepresentedbythesix-channelspectraldata.Therep-
resentation can be denoted by
Xn =
 
xn
1,xn
2,...,xn
c
 t, n = 1,2,...,N,( 1 )Y.-P. Wang and A. K. Dandpat 3
where N is the number of pixels in the image and c is the
number of spectral channels (here c = 6). The spectral rep-
resentationof (1)isusedasfeaturesforaclassiﬁertoperform
the pixel-by-pixel classiﬁcation.
The pixel misalignment between diﬀerent spectral chan-
nels is a serious problem that could result in lower clas-
siﬁcation rate. The problem is caused by the mechanical
vibrations in the ﬁlter wheel, axial and lateral chromatic
aberrations, microscope set-up, and so forth, For a detailed
analysis of these causes, see [10]. The registration tech-
niqueseeksoptimalgeometrictransformationT betweenthe
two-channel spectral images A and B. More speciﬁcally, the
transformation T is determined by minimizing an objective
function F(IA(a),IB(T(a))):
T  = Arg min
T
F
 
IA(a),IB
 
T(a)
  
,( 2 )
where the objective function F measures the similarity be-
tween the two images A and B, which have the intensity of
IA(a)a n dIB(b), respectively.
Theselection of similarity criteria willbe discussed in the
appendix. In the paper, we have found that the mutual infor-
mation (MI) criterion is extremely suitable for M-FISH im-
age registration. The registration with MI criterion is based
onthemaximizationofthestatisticaldependenceofpixelin-
tensitiesinthereferenceandregisteredimages.Itdoesnotdi-
rectly depend on image intensities. Therefore, it is very suit-
able for multispectral image registration such as the M-FISH
data; the image of each channel diﬀers in the intensity but
exhibits statistical correlation. The experiments in Section 5
will conﬁrm such observation.
The geometric transformation T can be (1) a translation
of pixels in horizontal or vertical directions; (2) a rotation
about certain axis; (3) a scaling; (4) a horizontal or vertical
shear, and/or a combination of any of the above. The trans-
formations consisting of (1), (2), and (3) are called the rigid
body transformation, by which every pixel in the two images
can be mapped by linear equations. The nonrigid transfor-
mation is more complex; the determination of such transfor-
mationusuallyinvolvestheidentiﬁcationoflandmarkpoints
[13]. In the paper, we assume the aﬃne transformation be-
tween the two channel images. Speciﬁcally, the geometric
transformation is characterized by the following equations:
x2 = tx +sx1cos(θ) −sy1sin(θ),
y2 = ty +sx1sin(θ)+sy1cos(θ),
(3)
wherex2, y2 are the coordinates of the image to be registered;
x1, y1 are the coordinates of the reference image; tx, ty are the
translationparameters;sisthescalingparameter,andθ isthe
angle of rotation. The DAPI channel image is usually taken
to be the reference image because all the chromosomes in the
spread cells are stained in this image.
2.2. Multiresolutionoptimization
The minimization of objection function in (2) is a multidi-
mensional nonlinear optimization problem. There are sev-
eral numerical optimization methods that can be chosen,
Original
image
Optimization at coarser
resolution Optimization at ﬁner
resolution
Result
Figure 3: The multiresolution registration scheme where orthogo-
nal and biorthogonal wavelet transforms were used.
which often involve the computation of gradients or deriva-
tives. We have used the Powell direction set algorithm [14].
It is a multidimensional optimization method consisting of
several one-dimensional minimizations. The objection func-
tionF(P)ofnvariablesisminimizedusinganiterativeproce-
dure. The algorithm starts with a point “P”i na n“ n” dimen-
sional space and proceeds to the next point by the line min-
imization approaches such as the Brent method. The proce-
dure continues until a set of “n” linearly independent and
mutually conjugate directions are found. In the ideal case,
the algorithm is expected to ﬁnd the global minima [14].
However, this algorithm sometimes converges in the local
minima.
We introduce a multiresolution approach to overcome
such diﬃculty. The idea of performing registration in a mul-
tiresolution framework has been proposed in other works
[15, 16]. Figure 3 shows the diagram of the procedure. We
ﬁrst perform a multiresolution decomposition of the image
such that the numerical optimization can be performed at
the coarsest resolution, which can signiﬁcantly reduce com-
putational time. The parameters found at the coarse resolu-
tion are then used as initial values for the optimization algo-
rithm at the next higher resolution level. This procedure is
repeated until it reaches the original image resolution. There
are several advantages to the proposed multiresolution tech-
nique. First, it is computationally eﬀective. The optimization
performed at coarse resolution can give a better estimation
of initial values as opposed to the random selection when
implementing the Powell algorithm. This will accelerate the
convergence of the iteration, thus reducing computational
time. Second, the algorithm is more robust to noise. The
multiresolution algorithm ﬁnds near-optimal solution at the
coarse resolution, thereby reducing the risk of trapping into
false local minima. Section 5.2 will compare the image regis-
tration with and without multiresolution approach and the
eﬀect of initial values on the registration accuracy. After the
transformation parameters are found, we perform a simple
linear spline interpolation for geometric correction.
When implementing multiresolution decomposition, we
used the conventional wavelet transform, which is diﬀerent
from the transform used for feature selection in Section 3.2.
The decomposition uses a pyramid algorithm; from the
coarse resolution to ﬁne resolution the decomposition coef-
ﬁcients are downsampled by a factor of 2. We have used the
orthogonal Haar and biorthogonal spline wavelets [17]. The4 International Journal of Biomedical Imaging
eﬀect of these wavelet ﬁlters on the registration accuracy will
be evaluated in Section 5.2.
3. DIMENSION ANALYSIS IN THE
MULTIRESOLUTION DOMAIN
3.1. Featurespaceanddimensionreduction
The 6-dimensional vectors in (1) are used as features to clas-
sify the pixel into one of the 24 classes of chromosomes.
More speciﬁcally, the 24 classes of chromosomes form 24
clusters in the 6-dimensional feature space. Ideally, these
clusters should be well separated. However, due to the over-
lap of emission spectra and hybridization noises, redundan-
cies exist between multiple channels. For eﬃcient classiﬁca-
tion, it is advantageous to compress the high-dimensional
feature space into the low-dimensional representation such
that irrelevant information can be reduced. One of the most
commonly used methods is the principal component analy-
sis (PCA) or the eigenvalue analysis. In addition to its popu-
lar use in face recognition [18, 19], the eigenvalue-based ap-
proach has been applied for DNA microarray analysis to ﬁl-
ter out the “eigengene” that is inferred to represent noises or
experimental artifacts [20]. In order to extract the primary
representations of the data, the PCA is in fact seeking the di-
rections along which the dispersion or variance of the data
cloud is maximal.
For the feature vector (1), the c × c covariance matrix is
calculated as
Cov
 
Xn 
= E
 
Xn −E
 
Xn   
Xn − E
 
Xn  t,( 4 )
where E(Xn) is the mean of Xn. The linear transform
that maximizes the data covariance turns out to be the
eigenvectors, which are derived by the following eigen-
decomposition:
Cov
 
Xn 
= UFUt, F = diag
 
λ1,λ2,...,λc
 
,( 5 )
where U is the eigenvector matrix and F is the diagonal ma-
trixconsistingofeigenvaluesthataresortedindecreasingor-
der.
The dimension reduction can be obtained by discarding
the l least signiﬁcant eigenvectors and then applying the fol-
lowing linear transform:
Y = Ul
 
Xn −E
 
Xn  
,( 6 )
where Ul is the submatrix of U by discarding its last l rows.
The mean square error of such approximation or dimension
reduction is given by
MSE =
c  
k=l
λk. (7)
The ratio
Rl =
 c−l
k=1λk  c
k=1λk
(8)
indicates the relative signiﬁcance of the remaining c−l chan-
nel expression levels over the overall expression levels.
In the paper, instead of performing the PCA directly on
the M-FISH images, we introduce a novel approach to per-
form the PCA in a multiresolution domain. This approach
can oﬀer adaptive reduction of redundancies. The idea is
that the spectral data is decomposed into low- and high-
frequency components with wavelet transform such that dif-
ferent levels of dimension compression can be performed
according to the corresponding degrees of redundancy. At
high resolution the wavelet coeﬃcients contain the high-
frequency components of the M-FISH image, which usually
correspond to noises or redundancies. Therefore, we can set
more eigenvectors to be zeros. On the other hand, at the
coarse resolution we can discard less eigenvectors because
there are little redundancies. This scheme will result in adap-
tive data smoothing or compression of the feature space.
The PCA analysis is in fact the correlation analysis. In or-
dertobeabletoapplythePCAinthewaveletdomain,anon-
decimated wavelet transform is more appropriate. The cross-
channeldatacorrelationanalysisdependsgreatlyonthewell-
alignment of feature positions between diﬀerent spectral
channels. The translation-invariant or nondecimated trans-
forms can facilitate such analysis. With such transforms, if a
spatial correlation exists between the diﬀerent channel im-
ages, it will be maintained in the wavelet domain. In the next
section, we will review a family of diﬀerential spline wavelet
representations [21, 22] that we have designed. These non-
decimatedrepresentationshavebothshift-invariantproperty
andcomputationalsimplicity.Thecombinationoftheserep-
resentations with the PCA oﬀers adaptive reduction of the
redundancy.
3.2. Reviewoftranslation-invariant
waveletrepresentations
The translation-invariant wavelet representations [21]d e -
signed by the ﬁrst author are the generalizations of the
wavelet frames proposed in [23]. They have been success-
fully used for chromosome image enhancement [24]. These
wavelets are taken as the ﬁrst- and second-order derivatives
of the spline functions:
ψn(x) =
d
dx
βn+1(x)o r ψn(x) =
d2
dx2βn+2(x), (9)
where βn(x) is the B-spline of order n.
If we deﬁne the smoothing and wavelet transforms of a
signal f at the dyadic scales as S2j f and W2j f,w ec a nc o m -
pute the smoothing operation and wavelet transforms using
a fast iterative algorithm:
S2j f = S2j−1 f ∗ h↑2j−1,
W2j f = S2j−1 f ∗ g↑2j−1, j = 1,2,...,J,
(10)
where {h} and {g} are the lowpass and highpass ﬁlters; and
↑ 2j is the up-sampling operation. Conversely, the signal f
can be recovered by
S2j−1 f = S2j f ∗h↑2j−1 +W2j f ∗   g↑2j−1. (11)Y.-P. Wang and A. K. Dandpat 5
Table 1: FIR ﬁlters for decomposition and reconstruction based on
the 0th-order spline.
Taps h   hg  g
−11 /21 /2 −11 /4
01 /21 /21 1 /4
Table 2: FIR ﬁlters for decomposition and reconstruction based on
the 1st-order spline.
Taps h   hg   g
−2—— — 1 /16
−11 /41 /4 −15 /16
01 /21 /21 −5/16
11 /41 /4— 1 /16
This iterative algorithm is called the pyramid-like algorithm
[21], which is similar to the conventional pyramid algorithm
[17] except that no downsampling or decimation is per-
formed.
The above wavelet transforms are translation-invariant
[21]. This property is ideal for analyzing correlations be-
tween the multispectral channel images. When the M-FISH
imagesaredecomposedintothemultiresolutiondomain,the
authentic signal patterns maintain strong cross-scalecorrela-
tions while noncorrelated noise components are mainly left
out at the high resolution. The other advantage of the de-
composition (10) is that the ﬁlters {h} and {g} are binomials
and diﬀerence operations; only additions are needed when
they are implemented. Filters of any orders can be found in
[21]. We list several ﬁlters of lower orders that were used in
our experiments.
TheHaar-likewavelets
In the extreme case, when the order of the spline is taken as
0 we obtain the Haar-like wavelets. Table 1 lists the ﬁnite im-
pulse responses (FIRs) of the decomposition and reconstruc-
tion ﬁlters. These ﬁlters (except the normalization constant)
are identical to the conventional Haar ﬁlters for orthogonal
wavelet transforms. The diﬀerence between them is that no
downsampling is performed in the decomposition formula
(10).
Thelinearandcubicdifferentialwavelets
We list the FIRs of linear and cubic diﬀerential spline wave-
lets, which have been used to evaluate the proposed algo-
rithms in the work. Tables 2 and 3 list the FIRs for these ﬁl-
ters, which are derived from the linear and cubic B-splines.
Diﬀerentordersofsplineﬁlterswillhavediﬀerentsmoothing
eﬀects.
Table 3: FIR ﬁlters for decomposition and reconstruction based on
the cubic spline.
Taps h   hg   g
−4—— — 1 /256
−3—— — 9 /256
−21 /16 1/16 — 37/256
−11 /41 /4 −19 3 /256
03 /83 /81 −93/256
11 /41 /4— −37/256
21 /16 1/16 — −9/256
3—— — −1/256
3.3. Dimensionanalysisintheshift-invariant
waveletdomain
The procedures of dimension analysis or feature selection
in the shift-invariant multiresolution domain are detailed as
follows.
(1) For each pixel Xn,1≤ n ≤ N,i n( 1) (for simplicity,
we omit the index n in the following), we ﬁrst perform the
multiscale wavelet decompositions of each channel image xl,
l = 1,2,...,6, using (10) to have shift-invariant multiscale
representations {SJxl, W jxl, j = 1,2,...,J}.
(2)Constructanewfeaturevectorconsistingofmultires-
olution wavelet decomposition components of Xn at each
resolution,   Xj = [Wjx1,Wjx2,...,Wjx6], j = 1,2,...,J.
Similar procedure is conducted with the low-frequency com-
ponents   SJ = [SJx1,SJx2,...,SJx6].
(3) Perform the PCA-based dimension reduction or fea-
ture selection at each scale using (6):
  WjX =
 
U1
j
  
  Xj −E
 
  Xj
  
,1 ≤ j ≤ J,
  SJX =
 
U2
J
  
  SJ −E
 
  SJ
  
,
(12)
whereU1
j andU2
J representthesub-eigenmatrixof   Xj and   SJ,
respectively. Here, the eigenvalues or eigenvectors at diﬀer-
ent resolutions are selected adaptively in terms of the degree
of correlations. More speciﬁcally, at ﬁner resolution more
eigenvectors are set to be zeros while at coarser resolution
more eigenvectors are kept.
(4) Reconstruct each spectral component xl,1≤ l ≤ 6,
of Xn using the wavelet reconstruction formula of (11).
The advantage of the above algorithm is that the fea-
ture selection or dimension analysis can be performed in
an adaptive way. In performing the PCA, one diﬃculty is
how to select the number of principal components. This
can be solved by using multiresolution scheme. When per-
forming PCA in the multiresolution domain, at high res-
olutions the majority of the eigen-components correspond
to noise or artifact. Therefore, we can set more eigenvectors
or eigenvalues to be zeros at high resolutions. On the other
hand, we can keep more eigenvalues at coarse resolutions be-
cause noise is smoothed out. This multiresolution scheme6 International Journal of Biomedical Imaging
enables us to obtain an adaptive feature selection in terms
of level of redundancy in the M-FISH images. The advantage
of such method will be demonstrated with real examples in
Section 5.
4. FUZZY CLUSTERING APPROACHES FOR M-FISH
IMAGE CLASSIFICATION
Since the introduction of M-FISH imaging, several pixel-
wise classiﬁcation approaches have been studied. Among
them, Bayesian classiﬁer is widely used and implemented
in commercial software packages [9, 10, 25]. The Bayesian
model assumes that each class of chromosomes follows a
Gaussian normal distribution in the feature space; each clus-
ter is determined by the mean and the variance of the Gaus-
sian probability density function. Because of the spectral
overlap, this assumption is not realistic. We introduce the
fuzzy clustering approaches, which consider the fact that the
clusters are not completely well separated and each pixel is
assigned to a cluster by the degree between 0 and 1. In this
section, we review the fuzzy clustering approach. The advan-
tage of these fuzzy classiﬁers over the Bayesian classiﬁer on
real M-FISH images will be demonstrated in Section 5.
4.1. Fuzzy-clustering-basedclassiﬁcation
Clustering is a technique to divide a multidimensional data
set into clusters or classesof similar attributes. The tradition-
al k-means or hard c-means clustering is obtained by mini-
mizing a dissimilarity (or distance) function given by
J =
c  
i=1
Ji =
c  
i=1
 
xk∈Gi
dki, (13)
where ci is the centroid of cluster i and dki = d(xk,ci) is the
distance between the ith centroid ci and the kth data point
xk. Typically, the Euclidean distance  xk − ci 2 is used as the
dissimilarity measure.
The minimization according to (13) leads to the k-means
clustering algorithm or the hard c-means (HCM) clustering.
The feature space is partitioned into groups, which can be
deﬁned by a c ×N binary membership matrix U:
μij =
⎧
⎨
⎩
1i f
   xj − ci
   2
≤
   xj −ck
   2 for each k  = i,
0 otherwise,
(14)
where the element uij is 1 if the jth data point xj belongs to
the group i, and 0 otherwise.
With the HCM-based approach each data sample is as-
signed to exactly one cluster. Thus we obtain a crisp par-
titioning with sharp boundaries between the clusters. The
fuzzy c-means clustering (FCM) is an improvement over the
HCM by employing a fuzzy partitioning such that the sam-
ple point can belong to all groups with diﬀerent membership
grades between 0 and 1. The dissimilarity function used in
the FCM is given by
J
 
U,C1,C2,...,Cc
 
=
c  
i=1
Ji =
c  
i=1
N  
j=1
um
ijd2
ij, (15)
where uij i sb e t w e e n0a n d1 ;ci is the centroid of cluster i;
and dij is the Euclidean distance between the ith centroid ci
and the jth point. m is the fuzziﬁer that controls the degree
of fuzziness; higher values make the boundary between the
clusters softer while lower values make them harder. More-
over, the sum of membership values should be one, that is,
 c
i=1
 N
j=1uij = 1.
If additional terms are introduced to regularize the above
minimization problem such that
J
 
U,C1,C2,...,Cc
 
=
c  
i=1
N  
j=1
um
ijd2
ij +
c  
i=1
wi
N  
j=1
(1 −uij)m,
(16)
one can obtain the possibilistic c-means clustering (PCM).
The class of chromosomes to which the pixel j belongs is
determined by the maximum value of the membership func-
tion uij. The objective functions in (13), (15), and (16)a r e
usually minimized by an alternative two-step numerical op-
timization algorithm [11]. For the FCM, the iteration equa-
tions are
ci =
 N
j=1um
ijxj
 N
j=1um
ij
, uij =
1
 c
k=1
 
dij/dik
 2/(m−1). (17)
For the PCM, the update equations are
ci =
 N
j =1um
ijxj
 N
j=1um
ij
, uij =
1
1+
 
d2
ij/wi
 1/(m−1). (18)
The membership uij and the cluster centroids ci are updated
in an alternating way according to the above equations until
the change of membership degrees is less than a predeﬁned
threshold [11].
5. EXPERIMENTAL RESULTS
This section evaluates the performance of the proposed algo-
rithms when applied to the real M-FISH image data sets. For
the registration algorithm, the similarity metrics and the se-
lection of initial values and wavelet ﬁlters could result in dif-
ferent accuracy. Therefore, we also simulated an image with
known image transformation to evaluate the eﬀects of these
parameters.
5.1. M-FISHdatabase
We have collaborated with Advanced Digital Imaging Re-
search (ADIR), LLC, for this research. A database consisting
of 200 M-FISH-labeled human chromosome spread images
has been established by ADIR [12]. The database contains
six-channelimagesetsrecordedatdiﬀerentwavelengths.The
specimens were prepared with probe sets from Applied Spec-
tral Imaging (ASI), ADIR, Cytocell, and Vysis. The database
contains 200 spreads from 33 slides from ﬁve diﬀerent lab-
oratories. The specimens include 74 normal male, 8 normalY.-P. Wang and A. K. Dandpat 7
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Figure 4: A comparison of registration accuracies when using dif-
ferent similarity metrics. The mutual information criterion turns
out to be the best.
female, 99 abnormal spreads, and 17 more that are of low
specimen quality. There are 50 diﬀerent chromosomal aber-
rations represented, including both numerical abnormalities
and structural rearrangements. Chromosome spread quality
ranges from excellent to very diﬃcult. Each data set consists
of six-channel images labeled with diﬀerent dyes. For vali-
dation purposes, a classiﬁcation map is also included, which
was established by experienced cytogeneticists. The classiﬁ-
cation map is stored as an image ﬁle and the gray level of
each pixel represents the class to which it belongs. The back-
groundpixels arelabeled0,andthepixels inaregionofover-
lap are labeled −1. This data ﬁle serves as the ground truth
to evaluate the accuracy of M-FISH image classiﬁcation al-
gorithms. This comprehensive image database is a valuable
source for M-FISH imaging studies.
5.2. Evaluationonmultiresolutionimageregistration
The performance of multiresolution registration algorithms
depends on a few factors such as the selection of similarity
metrics. In order to evaluate the eﬀect of these parameters,
we have simulated an image with known geometric trans-
formations. The simulated image was translated and rotated
with known values, which were used as the ground truth
when comparing with the computed transformation param-
eters using the proposed algorithms.
Figure 4 compares the classiﬁcation accuracy of using
diﬀerent similarity metrics. The simulated image was shifted
2 pixels in the horizontal and vertical directions, and rotated
2d e g r e e s .T h ey-axis of Figure 4 shows the computed trans-
formation parameters. It turns out that the mutual informa-
tion metric is the best among the three tested metrics.
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Figure 5: A comparison of computational speeds with and without
multiresolution approach under diﬀerent similarity metrics.
In order to test if the multiresolution approach can re-
duce the computational time and improve the accuracy of
registration, we tested the registration algorithm on the
above simulated image with and without multiresolution
scheme. We also tested the algorithm using diﬀerent wavelet
ﬁlters. Figure 5 compares the CPU time (in seconds). It indi-
cates that multiresolution approach can signiﬁcantly reduce
the computational time, regardless of the similarity metrics
used. A slightly faster speed can be obtained with Haar ﬁlters
because of their shorter length. Figure 6 compares the ac-
curacy with and without multiresolution scheme. It indi-
cates that the multiresolution approach can also improve the
accuracyoftheregistration.Intheexperiment,thenearlyex-
act estimations were obtained with Haar and spline ﬁlters.
The numerical solution of (2) begins with the use of ini-
t i a lv a l u e s .W eh a v et e s t e dt h ee ﬀect of the selection of the
initial values on both the computational speed and the accu-
racy of the registration. Figures 7 and 8 display the results of
the computational speed and accuracy using diﬀerent initial
values and similarity metrics. The accuracy was computed as
the relative error between the computed values and ground-
truth values. It can be seen, although the initial values could
aﬀect the registration accuracy, the diﬀerence between them
is not signiﬁcant. This indicates the robustness of the pro-
posed algorithm brought by the multiresolution search.
Finally, we tested the algorithm on the real M-FISH im-
age database [12]. An objective way of evaluating the per-
formance of image registration is to see if the subsequent
pixel-wise classiﬁcation can be improved. The ﬁve M-FISH
image sets were selected to be representative, and they were
from diﬀerent focal planes and probes. Table 4 compares the
accuracy of M-FISH image classiﬁcation on ﬁve data sets8 International Journal of Biomedical Imaging
Accuracy with and without multiresolution
2.5
2
1.5
1
0.5
0
S
h
i
f
t
(
p
i
x
e
l
)
,
a
n
g
l
e
(
d
e
g
)
1234
Ground truth Without
multiresolution
Haar wavelet Spline wavelet
Horizontal shift
Vertical shift
Rotation (degree)
Figure 6: A comparison of registration accuracies with and with-
out multiresolution approach. The values of geometric transforma-
tion parameters are displayed on y-axis.
withandwithoutregistration,whichdemonstratesimproved
accuracy. The experiment conﬁrms our observation that the
colocalization of multispectral images can lead to a better
classiﬁcation accuracy. The images in the ADIR data set [12]
havebeenwellalignedusingthecommercialsoftware,there-
sult indicates that the proposed algorithm can still improve
the registration accuracy. In case that the M-FISH images
are not well registered, the proposed algorithm is expected
to give more signiﬁcant improvement.
5.3. Evaluationonthewavelet-basedfeatureselection
In order to see if there is any redundancy between the M-
FISH images, we have performed the dimension analysis
on ﬁve sets of M-FISH images. We compared the classi-
ﬁcation accuracy using FCM with and without dimension
reduction. The dimension analysis was performed on the
six-channel spectral data using the PCA. We discarded the
least signiﬁcant eigenvector in the PCA transform described
in Section 3.1 such that the dimension is reduced from 6 to
5 .I tc a nb es e e nf r o mTable 5 that the dimension reduction
or feature selection does lead to improved classiﬁcation ac-
curacy. This indicates that the reduction of redundancy be-
tween the multispectral FISH images is a necessary step that
can increase the classiﬁcation accuracy.
As discussed in Section 3, feature selection can be fur-
ther improved by performing the PCA analysis in the shift-
invariant wavelet domain. We have performed the multi-
scale PCA analysis using the algorithm of Section 3.3 on
the same dataset as in Table 5. The results are listed in
Table 6, which indicates that multiscale PCA can further im-
provetheconventionalPCA-baseddimensionanalysis.Inthe
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Figure 7: The computational speed is only slightly aﬀected by the
diﬀerent choices of initial values, which indicates the robustness of
the algorithm brought by the multiresolution scheme.
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Figure 8: The eﬀect of initial values on the registration accuracy.
It indicates that the algorithm is insensitive to the choice of initial
values because of the multiresolution algorithm. The x-axis is the
index of diﬀerent sets of initial values. The y-axis is the relative er-
ror.
experimentboththeHaar-likeandcubicsplinewaveletswere
used, and the results are listed in the second and third row
of the table. It can be seen that wavelet ﬁlters of diﬀerent
sizes produce comparable results. Because Haar-like ﬁlters
have shortest sizes and take less time, we recommend the use
of these ﬁlters in practice. Since the PCA transforms in theY.-P. Wang and A. K. Dandpat 9
Table 4: A comparison of classiﬁcation accuracies (in percentage)
by FCM with and without wavelet registration.
D a t a s e t 12345
No registration 84.22 84.63 85.74 89.25 91.29
Registration 85.82 85.92 86.88 89.88 91.97
Table 5:Acomparisonoftheclassiﬁcationaccuracy(inpercentage)
with and without dimension reduction or feature selection, where
FCM was used for the pixel-wise classiﬁcation.
D a t a s e t 12345
Without dimension reduction 72.13 82.31 80.23 85.27 89.91
With dimension reduction 79.03 83.13 82.33 87.19 90.22
Table 6: A comparison of classiﬁcation accuracies (in percentage)
using diﬀerent wavelet ﬁlters, where FCM was used for the pixel-
wise classiﬁcation.
D a t a s e t 12345
Without wavelets 72.13 82.31 80.23 85.27 89.91
Haar-like wavelets 85.27 83.44 84.69 90.44 90.66
Cubic wavelets 86.22 84.10 84.33 90.81 90.88
wavelet domain take more time than those in a single scale,
two to three levels of wavelet decompositions are suggested.
5.4. Acomparisonofclassiﬁcationaccuracy
betweendifferentclassiﬁers
We have compared diﬀerent classiﬁers on a number of M-
FISH data sets, and note that the Bayesian classiﬁers [10]
were currently used in the commercial software. Because of
the availability of the ground truth of the classiﬁcation map
fornormalcells,thetestswereconductedonimagescontain-
ing normal chromosomes. These ten images are representa-
tive, and are selected from diﬀerent probes and focal planes.
An extensive study on the clinical feasibility when analyzing
cancerous cells will be conducted in the future. Table 7 lists
the classiﬁcation accuracies of testing 10 data sets using the
Bayesian classiﬁer, HCM, FCM, and PCM clustering. These
M-FISH images have been registered. By comparing the clas-
siﬁcation accuracy, it can be seen that the FCM approach
gives the highest average accuracy among the four classiﬁers
tested. However, the PCM approach gives lowest covariance
with a slight lower average accuracy than the FCM. The re-
sults indicate that fuzzy models including both the FCM and
PCM provide more realistic models to classify chromosomes
from the M-FISH imaging data.
6. CONCLUSIONS
The chromosome color karyotyping using automated com-
puter image analysis can relieve the labor expensive and te-
dious procedure in a cytogenetic laboratory, thereby accel-
erating the use of this novel imaging technique for rapid
Table 7: A comparison of classiﬁcation accuracies (in percentage)
between diﬀerent classiﬁers. The last row is the average. The FCM
approach turns out to be the best in terms of the average accuracy.
Data set Bayes HCM FCM PCM
17 7 .16 60.23 84.22 82.32
28 2 .31 61.34 84.63 83.73
38 1 .76 65.22 85.74 85.98
49 0 .71 67.45 91.98 88.45
58 4 .69 62.63 89.25 88.02
68 5 .27 63.32 88.65 89.35
78 1 .77 61.44 90.95 89.55
89 0 .44 68.56 91.79 88.51
98 9 .33 66.33 91.29 87.47
10 72.23 60.22 91.82 88.36
Mean 83.56 63.67 89.03 87.17
Variance 34.81 9.23 9.60 5.87
identiﬁcation of genomic aberrations. As cytogeneticists use
M-FISH imaging to identify cryptic and complex chromoso-
mal rearrangements, the increase of pixel-wise classiﬁcation
accuracy can be translated into improved diagnosis accuracy
in identifying cancers and genetic diseases. Therefore, the ac-
curate classiﬁcation of chromosomes for normal cells is cru-
cial towards the reliable use of the novel molecular diagnosis
technique.
In the paper we focus on the pixel-wise classiﬁcation of
chromosomes from normal cells. This is an important step
to implement before applying the technique to analyze ab-
normal chromosomes in a clinical laboratory. We have in-
troduced a hybrid approach that combines fuzzy clustering
with two innovative wavelet-based preprocessing techniques
to improve the classiﬁcation accuracy. The registration algo-
rithm using a multiresolution approach improves both the
computational speed and accuracy when ﬁnding geometric
parameters for the correction of misalignment. The feature
selection or dimensional analysis in the translation-invariant
wavelet domain oﬀers an adaptive reduction of redundan-
cies that are inherent in the multispectral images. The fea-
tures extracted from these two preprocessing approaches can
substantially increase classiﬁcation accuracy. Among several
classiﬁers tested, fuzzy-clustering-based approaches includ-
ing both FCM and PCM are more appropriate for classifying
theM-FISHimagesbecausethesemoresophisticatedmodels
assume that a pixel can belong to more than one class. The
testing of the proposed algorithms on the comprehensive M-
FISH image data sets indicates that they can signiﬁcantly im-
prove the pixel-wise classiﬁcation accuracy for normal cells,
translating into improved reliability of this bioimaging tech-
nique. The evaluation of these approaches for clinical use
needs further research.
APPENDIX
THE SIMILARITY METRICS
The similarity metrics measure how the pixels in the ref-
erence and registered images are mapped. Diﬀerent choices
of metrics will result in diﬀerent accuracies of computing10 International Journal of Biomedical Imaging
geometric transformation parameters [26]. We have evalu-
ated the following three similarity metrics.
Thesumofsquareddifferences
This is deﬁned as the sum of the squared diﬀerences of inten-
sity values of the registered and reference images:
D(A,B) =
   
IA(a) −IB(b)
 2,( A . 1 )
where IA and IB are the intensities of reference and registered
images, respectively. The coordinates of the two images are
related by b = T(a).
Thenormalizedcross-correlation
This similarity measure is generally useful for small rigid or
aﬃne transformed images. For images A and B, the normal-
ized cross-correlation function is given by
Cor(A,B) =
  IA(a)IB(b)
  
IA(a)2. (A.2)
This metric is accurate in the case of white noise. However, it
is not tolerant to local distortions.
Themutualinformation
This is based on the joint histogram between the reference
and registered images. The mutual information is derived
from information theory, which is related to the Kullback-
Leibler distance between the probability density functions of
thetwoimagesAandB [27].Morespeciﬁcally,itiscomputed
as
I(A,B) = H(A)+H(B) −H(A,B)
=
 
PAB(a,b)log
PAB(a,b)
PA(a)PB(b)
,
(A.3)
where
H(A) =−
 
PA(a)logPA(a),
H(B) =−
 
PB(b)logPB(b)
(A.4)
are the entropies of images A and B,r e s p e c t i v e l y .H(A,B)i s
the joint entropy between them:
H(A,B) =−
 
PAB(a,b)logPAB(a,b), (A.5)
where PA and PB are the probability density functions or his-
tograms of the images A and B,r e s p e c t i v e l y ;a n dPAB is the
2D joint probability or joint histogram of the two images.
When the two images are perfectly aligned, the mutual infor-
mation is maximized [27].
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