Abstract. Let k be any field, G be a finite group acting on the rational function field
for details.) It is not difficult to see that "k-raional"⇒ "stably k-rational"⇒ "retract k-rational". Definition 1.2. Let k ⊂ K be an extension of fields. The notion of the unramified Brauer group of K over k, denoted by Br v,k (K) was introduced by Saltman [Sa3] . By definition, Br v,k (K) = R Image{Br(R) → Br(K)} where Br(R) → Br(K) is the natural map of Brauer groups and R runs over all the discrete valuation rings R such that k ⊂ R ⊂ K and K is the quotient field of R. Lemma 1.3 (Saltman [Sa3, Sa4] ). If k is an infinite field and K is retract k-rational, then the natural map Br(k) → Br v,k (K) is an isomorphism. In particular, if k is an algebraically closed field and K is retract k-rational, then Br v,k (K) = 0. Theorem 1.4 (Bogomolov, Saltman [Bo, Sa4, Theorem 12] ). Let G be a finite group, k be an algebraically closed field with gcd{|G|, char k} = 1. Let µ denote the multiplicative subgroup of all roots of unity in k. Then Br v,k (k (G) ) is isomorphic to the group B 0 (G) defined by
where A runs over all the bicyclic subgroups of G (a group A is called bicyclic if A is either a cyclic group or a direct product of two cyclic groups).
Following Kunyavskii [Ku] we will call B 0 (G) the Bogomolov multiplier of G. Because of Theorem 1.4 we will not distinguish B 0 (G) and Br v,k (k(G)) when k is algebraically closed and gcd{|G|, char k} = 1. In this situation, B 0 (G) is canonically isomorphic to Using the unramified Brauer groups, Saltman and Bogomolov are able to establish counter-examples to Noether's problem for non-abelian p-groups. Theorem 1.5. Let p be any prime number, k be any algebraically closed field with char k = p.
(1) (Saltman [Sa3] ) There is a group G with order p 9 such that B 0 (G) = 0. In particular, k(G) is not retract k-rational. Thus k(G) is not k-rational.
(2) (Bogomolov [Bo] ) There is a group G with order p 6 such that B 0 (G) = 0. Thus k(G) is not k-rational.
For p-groups of small order, we have the following result.
Theorem 1.6 (Chu and Kang [CK] ). Let p be any prime number, G is a p-group of order ≤ p 4 and of exponent e. If k is a field satisfying either (i) char k = p, or (ii) k contains a primitive e-th root of unity, then k(G) is k-rational.
Because of the above Theorem 1.5 and Theorem 1.6, we may wonder what happens to non-abelian p-groups of order p 5 .
Theorem 1.7 (Chu, Hu, Kang and Prokhorov [CHKP] ). Let G be a group of order 32 and of exponent e. If k is a field satisfying either (i) char k = 2, or (ii) k contains a primitive e-th root of unity, then k(G) is k-rational.
It came as a surprise that Moravec's recent paper [Mo] disproved the above Theorem 1.8. where G(243, i) is the i-th group of groups of order 243 in the database of GAP. Then B 0 (G) = 0. Moreover, if G is a group of order 243 other than G(243, i) with 28 ≤ i ≤ 30, then B 0 (G) = 0.
Moravec proves Theorem 1.9 by using computer computing. No theoretic proof is given. A file of the GAP functions and commands for computing B 0 (G) can be found at Moravec's website www.fmf.uni-lj.si/~moravec/b0g.g. More recently, Moravec was able to classify all groups G with order p 5 (when p = 5 and p = 7) such that B 0 (G) = 0 by using computers again.
The main result of this paper is the following theorem.
Theorem 1.10. Let p be any odd prime number. Then there is a p-group G of order p
As a corollary of the above theorem, we record the following result.
Theorem 1.11. Let n be a positive integer and k be a field with gcd{|G|, char k} = 1. If 2 6 | n or p 5 | n for some odd prime number p, then there is a group G of order n such that B 0 (G) = 0. In particular, k(G) is not stably k-rational; when k is an infinite field, k(G) is not even retract k-rational.
In Section 4 we will produce more groups G with order p 5 and B 0 (G) = 0 for p ≥ 5. In particular, we find 6 such groups for p = 5 and 7; these groups are exactly those groups G with non-trivial B 0 (G) obtained by Moravec using his computer program.
Finally we remark that recently Chu, Hu and Kang prove the following theorem : Let G be a group of order 243 and of exponent e. If k is a field containing a primitive e-th root of unity and G is not isomorphic to G(243, i) for 28
The proof of Theorem 1.10 is divided into two parts, p = 3 and p ≥ 5. According to the computation of Moravec, the groups G of order p 5 with B 0 (G) = 0 for p = 5 and p = 7 look very similar. But their outlooks are not similar to those of G(3
Thus for p ≥ 5 we define a group G of order p 5 in a uniform way, i.e. independent of the value of the prime number p. Then we try to prove B 0 (G) = 0 for this group G (and also
The idea of proving B 0 (G) = 0 goes as follows. Take a suitable normal subgroup N of G. Consider the 5-term exact sequence of Hochschild and Serre [HS] ,
where ψ is the inflation map. We will show that the image of ψ is non-zero and is contained
The above method can be applied to other groups of order p 5 if p ≥ 5. In particular, if p ≡ 1 (mod 12), we find at least 8 distinct groups G with B 0 (G) = 0; when p ≡ 5 or 7 (mod 12), at least 6 such groups; when p ≡ 11 (mod 12), at least 4 such groups. See Section 4 for details.
The paper is organized as follows. In Section 2, two lemmas are proved. The proof of Theorem 1.10 is given in Section 3. Theorem 1.11 follows as an application of Theorem 1.10 and Theorem 1.5. We emphasize that the proof of Theorem 1.10 does not rely on computers; only the bare hands are sufficient to finish the proof of Theorem 1.10, contrasting with Moravec's computer-relying proof which is valid only for small prime numbers [Mo] . In Section 4, we prove more groups G with B 0 (G) = 0 when p ≡ 1, 5, 7, 11
(mod 12).
Standing notations. Throughout this paper, k is a field, ζ n denotes a primitive n-th root of unity. Whenever we write ζ n ∈ k, it is understood that either char k = 0 or char
When k is an algebraically closed field, µ denotes the set of all roots of unity, i.e. µ = {α ∈ k \ {0} : α n = 1 for some integer n depending on α}. If G is a group, Z(G) and [G, G] denote the center and the commutator subgroup of the group G respectively. The exponent of a group G is defined as lcm{ord(g) : g ∈ G} where ord(g) is the order of the element g. We denote by C n the cyclic group of order n. A group G is called a bicyclic group if it is either a cyclic group or a direct product of two cyclic groups.
When we write cohomology groups
, it is understood that µ and É/ are trivial G-modules.
For emphasis, recall the definition of k(G) which was defined in the first paragraph of this section. The group G(n, i) is the i-th group among the groups of order n in GAP.
The version of GAP we refer to in this paper is GAP4, Version: 4.4.12 [GAP] .
Two lemmas
Throughout this paper, when G is a group, g, h ∈ G, we will denote by [g, h] the element
When N is a normal subgroup of G and g ∈ G, the element g ∈ G/N denotes the image of g in the quotient group G/N.
is not surjective where tr is the transgression map, and (ii) for any bicyclic subgroup A of G, the group AN/N is a cyclic subgroup of G/N.
Proof. Consider the Hochschild-Serre 5-term exact sequence
where ψ is the inflation map [HS] .
Since tr is not surjective, we find that ψ is not the zero map. Thus Image(ψ) = 0.
We will show that Image(ψ) ⊂ B 0 (G) . By definition, it suffices to show that, for
becomes the zero map where res is the restriction map. Consider the following commutative diagram
where ψ 0 is the restriction map, ψ 1 is the inflation map, ψ is the natural isomorphism.
Since AN/N is cyclic, write AN/N ∼ = C m for some integer m. It is well-known that H As Image(ψ) ⊂ B 0 (G) and Image(ψ) = 0, we find that B 0 (G) = 0.
Lemma 2.2. Let p ≥ 3 and G be a p-group of order p 5 generated by f i where 1 ≤ i ≤ 5.
Suppose that, besides other relations, the generators f i 's satisfy the following conditions. 
in Lemma 2.2 may become surjective. This is the reason why we assume p ≥ 3 in this lemma.
Proof. Choose N = f 4 , f 5 . We will check the conditions in Lemma 2.1 are satisfied. Thus B 0 (G) = 0.
Step
The action of G on ϕ 1 , ϕ 2 are given by
(a 1 + a 2 )ϕ 1 + a 2 ϕ 2 , we find that f 1 ϕ = ϕ if and only if a 2 = 0, i.e. ϕ ∈ ϕ 1 . On the other hand, it is easy to see that
By [Le, Proposition 6.3; Kar, page 138, Theorem 3.3 .6], since G/N is a non-abelian group of order p 3 and of exponent p, we find H
is not surjective. Hence the first condition of Lemma 2.1 is verified.
Step 2. We will verify the second condition of Lemma 2.1, i.e. for any bicyclic subgroup
Before the proof, we list the following formulae which are consequences of the commutator relations, i.e. relations (ii) of this lemma. The proof of these formulae is routine and is omitted.
where a b denotes the binomial coefficient when a ≥ b ≥ 1 and we adopt the convention
Step 3. Let A = h 1 , h 2 be a bicyclic subgroup of G. We will show that AN/N is cyclic in G/N.
Since AN/N is abelian and G/N is not abelian. We find that AN/N is a proper subgroup of G/N which is of order p 3 .
If |AN/N| ≤ p, then AN/N is cyclic. From now on, we will assume AN/N is an order p 2 subgroup and try to find a contradiction.
3 for some integers a j , b j (recall that G/N = f 1 , f 2 , f 3 and A = h 1 , h 2 ). After suitably changing the generators h 1 and h 2 , we will show that there are only three possibilities:
Thus after changing the generating elements h 1 , h 2 , we may assume that h 1 = f 2 , h 2 = f 3 . This is the first possibility.
If a 1 ≡ 0 or b 1 ≡ 0 (mod p), we may assume 1 ≤ a 1 ≤ p−1. Find an integer e such that 1 ≤ e ≤ p − 1 and a 1 e ≡ 1 (mod p). Use the formulae in Step 2, we get h 3 . In case 1 ≤ b 2 ≤ p − 1, take an integer e ′ with 1 ≤ e ′ ≤ p − 1 and b 2 e ′ ≡ 1 (mod p). Use the generating set h 1 , h e ′ 2 for A. Thus we may assume
3 . This is the second possibility.
Changing the generators again, we may assume
This is the third possibility.
Step 4. We will show that all three possibilities in Step 3 lead to contradiction.
4 (because f 5 ∈ Z(G)). Rewrite this identity with the help of the formulae in Step 2. We get f 2 f 3 f a 4 +b 4 4 = f 2 f 3 f a 4 +b 4 4 f 5 , which is a contradiction.
3 . In G/N, we have h 1 h 2 = h 2 h 1 . But it is obvious the two elements f 1 f
5 . Use the fact h 1 h 2 = h 2 h 1 . It is easy to find a contradiction.
3. Proof of Theorem 1.10 and Theorem 1.11
Proof of Theorem 1.10 ---First we will show that, if G is a p-group with B 0 (G) = 0 and k is any field with char
Suppose not. Assume that k(G) is retract k-rational. Then k(G) is also retract krational where k is the algebraic closure of k. By Lemma 1.3 and Theorem 1.4, we obtain B 0 (G) = 0, which is a contradiction.
It remains to show that there is a group G of order p 5 with B 0 (G) = 0. G(243, 28) . Use the database of GAP. The generators and relations of G are given by
, and the relations
Note that this group G satisfies the conditions of Lemma 2.2. Apply Lemma 2.2. We find B 0 (G) = 0. It is not difficult to see that [G, G] 
Suppose p ≥ 5. Define a group G by generators and relations as follows,
This is a well-defined group of order p 5 by Bender's classification [Be] . For, this group is the group 43 with n = 0 in [Be, page 69] . This group is the group G 0 (2|p) defined in the next section.
Apply Lemma 2.2 again. We find that
Done.
Proof of Theorem 1.11 ---Suppose that p 5 | n for some odd prime number p. Write n = p 5 m. By Theorem 1.10
We will prove that k(G) is not stably k-rational (resp. not retract k-rational if k is infinite). Suppose not. Assume that k(G) is stably k-rational (resp. retract k-rational if k is infinite) Then so is k(G) over k where k is the algebraic closure of k. In particular, k(G) In case 2 6 | n, the proof is similar by applying Theorem 1.5.
Remark 3.1. In the proof of [Bo, Lemma 5.6, page 478], Bogomolov tried to prove that there do not exist p-groups G of order p 5 with B 0 (G) = 0. He assumed that the commutator group [G, G] was abelian and discussed three situations when the order of Before we state our results for p ≥ 5, let us record the result for p = 3 first.
Theorem 4.1 (Moravec [Mo] ). Let G be a group of order 3 5 . Then B 0 (G) = 0 if and
Proof. Because Moravec proved this theorem by computers, we will give a bare-hand proof of it.
For G = G(3 5 , 28), the proof that B 0 (G) = 0 is given in the proof of Theorem 1.10 in Section 3 by using Lemma 2.2. If G is not isomorphic to G(3 5 , i) for 28 ≤ i ≤ 30, then (G) is -rational by [CHK] .
Hence B 0 (G) = 0 by Lemma 1.3.
Example 4.2. We may try imitating the construction of the groups G(3 5 , i) where 28 ≤ i ≤ 30 to define groups of order p 5 with p ≥ 5. Explicitly, take the G(3 5 , 28) and define a group G(28|p) by
What happens if p = 5, 7, 11, . . . etc. ? Well, as an experiment, using GAP to compute the group G(28|5) and G(28|7) first, we find that they are groups of order 5 4 and 7 4 respectively, instead of 5 5 and 7 5 ! Thus the group G(28|p) for p ≥ 5 is not a group of order p 5 at least when p = 5 or p = 7. Thus we cannot apply Lemma 2.2 to these groups.
Here is a proof for any prime number p ≥ 5 that the three groups G(28|p), G(29|p) and
In Bender's classification [Be] , the groups G(3 5 , 28) and G(3 5 , 30) are just the groups 50 for m = 1 and m = 2 respectively [Be, papge 70] . Note that Bender's group 50 is defined only for p = 3; there is no analogous groups for p ≥ 5 in Bender's list. Hence G(28|p) and G(30|p) for p ≥ 5 are not groups of order p 5 .
As to the group G(3 5 , 29), it is the group overlooked by Bender and was pointed out by James [Ja, page 613] . Thus the group G(29|p) does not appear in the list of Bender's classification. But this group is James's ∆ 10 (2111)a 2 [Ja, page 621], while the groups ∆ 10 (2111)a 1 and ∆ 10 (2111)a 3 are the GAP groups G(3 5 , 28) and G(3 5 , 30) respectively (recall James's notation: when p = 3, the group Φ 10 (2111)a r is written as ∆ 10 (2111)a r ).
Note that, for p ≥ 5, the group corresponding to G(3 5 , 29) is defined by a modified way in [Ja, page 621] , i.e. the definitions of the corresponding group and the group G(29|p)
are different.
Now we turn to the case p ≥ 5.
Definition 4.3. Let p ≥ 3 and define a group G(1|p) by
When p ≥ 5, the group G(1|p) is the group 42 in [Be, page 69] and Φ 10 (1 5 ) in [Ja, page 621] . Note that, in [Be, page 69] , it is emphasized that the group 42 is defined only when p ≥ 5. In summary, if p ≥ 5, the group G(1|p) is a group of order p 5 .
When p = 3, the group G(1|p) is not a group of order 3 5 either by computing with the aid of GAP or by the classification of Bender and James [Be, Ja] .
Definition 4.4. Let p ≥ 3 and α be the smallest positive integer which is a primitive root (mod p). Define c 2 = gcd{4, p − 1} − 1. For 0 ≤ r ≤ c 2 , we define a group G r (2|p)
When p ≥ 5, the groups G r (2|p) for 0 ≤ r ≤ c 2 are the group 43 in [Be, page 69] , and are the groups Φ 10 (2111)a r in [Ja, page 621] . When p ≥ 5, these groups are groups of order p 5 . When the parameters (p, r) where p ≥ 5, 0 ≤ r ≤ c 2 are distinct, the corresponding groups G r (2|p) are not isomorphic to each other. In conclusion, if p ≥ 5, the groups G r (2|p) where 0 ≤ r ≤ c 2 are non-isomorphic groups of order p 5 .
Similarly, when p = 3, the groups G 0 (2|3) and G 1 (2|3) are not groups of order 3 5 . When p ≥ 5, the groups G r (3|p) for 0 ≤ r ≤ c 3 are the group 52 in [Be, page 70] , and are the groups Φ 10 (2111)b r in [Ja, page 621] . When p ≥ 5, the groups G r (3|p) where 0 ≤ r ≤ c 3 are non-isomorphic groups of order p 5 . Similarly, when p = 3, the group G 0 (3|3) is not a group of order 3 5 .
Theorem 4.6. Let p ≥ 5 and G be a group of order p 5 isomorphic to any one of G(1|p), G r (2|p) for 0 ≤ r ≤ c 2 , G r (3|p) for 0 ≤ r ≤ c 3 . Then B 0 (G) = 0. The total number of such groups is 1 + gcd{4, p − 1} + gcd{3, p − 1}.
Proof. G satisfies the conditions of Lemma 2.2. Apply Lemma 2.2. We find B 0 (G) = 0. The total number of such groups is 1 + c 2 + c 3 , which is the same as the formula given in the theorem.
Remark 4.7. According to the notation of [Ja] , all the groups in Theorem 4.6 consist of a single isoclinism class among groups of order p 5 .
We don't know whether these groups are the only groups G of order p 5 (for p ≥ 5) with nontrivial B 0 (G). Moravec informed us recently it was the case when p = 5 and 7
(besides p = 3) by using his computer program. But we don't have a theoretic proof for it. Of course, the above computation of Moravec may be extended to the cases p = 11, 13, etc. if more powerful computers are used. At present, it requires a lot of computer time to check this question even when p = 11.
For the convenience of readers, the following list provides the GAP code numbers of the groups G(1|p), G r (2|p), G r (3|p) when 5 ≤ p ≤ 37. 
