ABSTRACT. In this paper, we obtain the necessary and sufficient conditions for having the maximum principle and existence of positive solutions for some cooperative systems involving Schrödinger operators defined on unbounded domains. Then, we deduce the existence of solutions for semi-linear systems. Finally we discuss the generalized maximum principle (φ q -positivity) for non cooperative systems.
§1. Introduction
We consider the following semilinear system ⎧ ⎪ ⎨ ⎪ ⎩
where Ω is an unbounded domain of R N , L is an n×n diagonal matrix of Laplace operators, Q is an n × n diagonal matrix of potential functions q i (1 ≤ i ≤ n), g(x) is a weight function tending to zero at infinity, F is a given n-vector function and A = (a ij ) is a constant n × n cooperative matrix such that:
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It is well known that the maximum principle plays an important role in the theory of partial differential equations. An analogous theory has appeared for semilinear systems in [1] , [6] - [10] , [12] , [14] , [17] . In [9] , [10] , the authors studied system (S) with q i = 0 and g(x) = 1, defined on bounded domains with Dirichlet conditions. The problem with q i = 0 defined on the whole space R n has been established in [15] , [16] . The system with equal potentials defined on R n has been considered in [2] , [4] .
Here, we extend these results to system (S). In section two, we obtain necessary or sufficient conditions for having the maximum principle and existence of positive solutions for cooperative linear systems. Then, we study semilinear systems in section three; we adapt the method of sub and super solutions for proving the existence of nonnegative solutions. Finally, in section four, we study the generalized maximum principle (φ q -positivity) for non cooperative systems.
To prove our theorems, we make use of an earlier results by D j e l l i t and Y e c h o u i [11] who have proved that for N > 2, q > 0 it holds: if there exist α > 0, β ≥ 1, α > β and k, c > 0 such that
then the eigenvalue problem:
has simple principal eigenvalue (λ + q ) which is associated to a positive eigenfunction ϕ q on V (Ω).
Moreover (λ + q ) is characterized by:
where which is equivalent to
.
NON NECESSARILY COOPERATIVE SYSTEMS INVOLVING SCHRÖDINGER OPERATORS
We also introduce the Hilbert space
with an inner product
§2. Cooperative linear systems
In this section, we study the maximum principle and existence of positive solutions for system (S) when F is a linear function. The ith equation of system (S) can be written as: 
Ò Ø ÓÒº
V q i is a solution of (S). Multiplying (S i ) by y i = max{−y i , 0} and integrating over Ω, we obtain by Green's formula:
by (3), we get
by Cauchy Schwartz inequality, we have λ
(Ω) and that the maximum principle holds for system (S).
We rewrite (S i ) as follows
Multiplying by ϕ q (the eigenfunction corresponding to λ + q ) and integrating over Ω, we get:
By Green's formula and (3), we obtain
(6) is a Cramer system in
Since the right hand side is nonnegative as well as X i , we obtain
The condition λ + q − a ii > 0 is satisfied from the scalar case (see [16] ) since the functions g, y i , H i and the coefficients a ij for alli = j are non negative. (5) is the necessary and sufficient condition for having the maximum principle for system (S).
Ì ÓÖ Ñ 2º If (1) and (2) are satisfied, then for f i ≥ 0, system (S) has a unique positive solution if condition (4) is satisfied. P r o o f. We consider the bilinear form a :
By Cauchy Schwartz inequality and by (3), we get
Then by Lax Milgram lemma, since a is a continuous coercive bilinear form,
V q i . This solution is nonnegative by the maximum principle. §3. Semilinear systems
In this section, we adapt the method of sub and super solutions, to prove the existence of solutions for semilinear cooperative system (S). The proof here is analogous to that of [2] , [16] .
We assume that
where N is a positive constant and 0 (2) and ( 
Consider the following system
From theorem (2), under condition (8), (9) has a unique positive solution
i.e. Y * = (y * 1 , y * 2 , . . . , y * n ) is a super solution of (S). (ii) Definition of a compact operator:
V q i , where Ψ is the unique solution of the following system:
Equation (11) can be rewritten as
V q i and therefore T is well defined.
Subtract (10) from (11) and we obtain (iv) Finally, we show that T is a completely continuous operator: We first prove the continuity of T : Let Y k → Y in H n . By (7), we get
Let us denote by Ψ k the sequences associated with Y k , by (11) it follows that:
Multiplying by (Ψ − Ψ k ) and integrating over Ω, we get
using Green formula
by Cauchy-Schwarz inequality, we get
we prove the compactness of T : Multiplying (11) by Ψ and integrating over Ω, we get
by Cauchy-Schwarz inequality, we obtain
where γ is given by
Let B = x ∈ Ω : |x| < R and B = x ∈ Ω : |x| > R .
n ; but B is bounded and therefore the embedding (
) n is compact; hence there exists a convergent subsequence still denoted by (Y k ) k∈N , which is a Cauchy sequence and we can choose j and k large enough so that:
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Moreover using (11) and (12), we obtain:
Then Ψ k is a Cauchy sequence in
V q i . Hence it converges toward Ψ and
V q i . By Schauder fixed point theorem, there exists
§4. Non cooperative systems
In this section, we study the generalized maximum principle (φ q -positivity) for n × n non cooperative systems. 
We start with 2 × 2 non cooperative systems:
As in [3] , we can prove: 
Now, let us consider the following 3 × 3 non cooperative system:
Assume that:
We insert our 3 × 3 non-cooperative system into a 4 × 4 cooperative one. We introduce the following fourth equation of a new variable y 4 = y 1 − ξ 2 y 2 − ξ 3 y 3 :
where ξ 2 and ξ 3 are positive numbers and
Then system (S 3 ) can be changed into system of the form:
where 
For the cooperativeness of system (S 
