The main response to arsenic contamination of shallow tubewells in Bangladesh is the provision of alternative water supplies. To support decision-making in relation to alternative water supply selection, the Arsenic Policy Support Unit commissioned the development of a tool for estimating disease burdens for specific options using disability-adjusted life years as the metric. This paper describes the assumptions in dose-responses, relationships between microbial indicators and pathogens, water consumed and population characteristics used, and presents a case study of how the tool was applied. Water quality data and dose-response models were used to predict disease burdens due to microbial pathogens and arsenic. Disease burden estimates predicted by the tool were based on evidence in the published literature. There were uncertainties in key assumptions of water consumed and the ratio of microbial indicators and pathogens, which led to broad confidence intervals and the need to consider the results in a wider context and further research needs. Deep tubewells and rainwater harvesting had the lowest disease burden estimates, while pond sand filters and dug wells had much higher predicted disease burden due to frequent microbial contamination. The need for rigorous water supply protection through water safety plans was highlighted. At present, the risk assessment is useful for informing judgement by experienced water and health professionals and identifying key research questions.
INTRODUCTION
In water supply technology analysis the financial, technical, health, environmental and social feasibility of each option are considered. In relation to health, the technology presenting the lowest disease burden would always be preferred from the choice available given the constraints placed on that choice. Where the presence of the same hazard (contaminant) is being compared, the choice is simple: the water supply option with the lowest probable concentration of that hazard should be chosen.
However, where different types of hazard are being compared the choice is more complex. 
Modelling approach
The WHO recommends the use of QHRA as part of the assessment of water supply options and to inform risk assessment and management (Deere et al. 2001; WHO 2004) . The need for high-cost proprietary software and experience in mathematical modelling has historically limited the use of probabilistic QHRA to developed-world applications. However, Howard et al. (2006) demonstrated that a deterministic risk assessment model can be usefully applied in developing countries using available data as part of implementing a water safety plan.
In the present study a deterministic point value model, estimating median risks, was developed that could be run in any generally available spreadsheet package, making it generally applicable to developing world applications. The overall architecture of the model is illustrated in Figure 1 .
Two additional innovations were applied in building from the Howard et al. (2006) work.
First, to enable limited uncertainty analysis within the spreadsheet packages available and affordable to participating institutions in Bangladesh, the Slob (1994) uncertainty analysis methodology was used. This limited the frequency distributions that could be applied within the model to being either normal or lognormal (Slob 1994) .
Second, both microbial and arsenic risks were combined in the same model enabling these risks to be balanced in assessing the health impacts of arsenic mitigation
options. An important and challenging consequence of balancing risks in this way is that applying blatantly conservative assumptions will lead to biases that would prevent a fair assessment. Therefore, 'best supported' or 'most reasonable' assumptions must be used.
Hazard analysis
The hazards of interest were enteric pathogens and arsenic. Table 1 .
Model inputs
Ideally, the analysis of a suite of pathogenic, indicator and index organisms would be analysed in assessing microbial water quality as an input to health risk assessment.
However, in reality risk assessments in developing countries are likely to use thermotolerant coliforms (TTC) as the principal microbiological input. Escherichia coli is rarely tested from community-managed supplies in developing countries because the field kits generally used do not test for E. coli and there are relatively few trained microbiologists and laboratories able to perform pathogen typing.
The TTC values used as the exemplary inputs were obtained from the use of membrane filtration field kits and laboratory analyses from statistically representative samples of technologies commonly used for arsenic mitigation (Ahmed et al. 2005) . Some of these TTC counts were cross-checked for sanitary significance through a process of sampling a proportion of colonies from a proportion of plates for confirmatory testing for E. coli. The results indicated that E. coli was often present so that a significant proportion of TTC isolates were likely to be of faecal origin.
METHODS

Arsenic and TTC model inputs
Arsenic concentrations [As] and TTC concentrations [TTC] to be applied as inputs to the model were collected from a statistically representative set of four technologies commonly used for arsenic in both dry and monsoon seasons and from a smaller number of shallow tubewells (Ahmed et al. 2005 ). The measured [As] was applied directly as inputs to the dose-response relationship. The measured
[TTC] was used as a basis for predicting pathogen concentrations [pathogen] since there was no other data from which to make such predictions, although this approach is recognised as being imperfect. Observed data were fitted to lognormal distributions using a simple maximum likelihood iteration spreadsheet as described by Haas (1994) . Summary statistics for the water quality assessment results are given in Table 2 .
Sanitary significance of thermotolerant coliforms
The proportion of TTC assumed to be of environmental origin (the remainder being assumed to be of faecal origin)
is summarised in Table 3 and was defined as a lognormal distribution with a mean parameter of 15% and 5th and 95th percentiles of 7.5% and 30%, respectively. The TTC presumed to be of faecal origin were assumed to be E. coli for the purpose of predicting pathogen concentrations.
The reason that the percentage of TTC that are assumed to be of environmental origin is expressed, rather than the reverse (the percentage of TTC that are assumed to be of faecal origin) is because the former provides a more natural fit to the left-shifted skew of the lognormal distribution.
Ratio of [E. coli ]:[pathogen]
Data from pathogen and E. coli monitoring in raw sewage provides an indication of the ratio of pathogens to E. coli that might be expected in human faecal matter deposited on land, Table 3 and were assumed to be lognormal distributions with statistics, respectively, of mean 10 5 , 10 5 and 10 6 , 
Volume of unboiled water consumed
Single-hit theory dose-response models applied for pathogens use the product of pathogen concentration and volume of water consumed to give the dose (Haas et al. 1999) . Since the boiling process applied in cooking inactivates pathogens, the pathogen dose was calculated with reference to the volume of unboiled water consumed. Watanabe et al. Based on these observations, the volume of water consumed is summarised in Table 3 and was assumed to To enable the interpretation of specific data for specific technology options, the present study required a model that Microbial infection risk as input to DALY calculation Annual probability of infection given daily probability of infection Since the selected dose-response models were fitted to the relationship between observed health effects and the measured concentrations of arsenic in community water sources, the arsenic concentration alone provided the model input for arsenic. Incidence rates provided the inputs to the DALY estimation so prevalence rates were converted to annual incidence rates by dividing prevalence by average symptom duration in years (summarised in Table 5 ).
Microbial dose-response
The dose-response relationships for the model reference pathogens were based on reported human-feeding-trial (HFT) data as summarised in Table 5 and are detailed as follows. For 'virus' the rotavirus model of Gerba et al. (1996) (citing the HFT of Ward et al. 1986 ) was applied with a P inf1 (probability of infection for dose of one) of 27% and an ID50 (the dose leading to a probability of infection of 50% of those exposed) of 6. This model was selected for the viral model reference pathogen since it was based on rotavirus, which is an endemic and routinely surveyed cause of infection in Bangladesh (ICDDR,B 2003) . A beta-Poisson distribution was selected because it has been corroborated and widely used since being proposed by Gerba et al. (1996) .
For 'bacterium' the Shigella dysenteriae model of The daily dose of pathogens consumed was converted to a daily probability of infection according to these doseresponse relationships to give an infection endpoint prediction for each pathogen. The daily probability of infection was converted to an annual incidence of infection as described by Teunis et al. (1997) , which provided the input to the DALY calculation.
DALYS
In general, DALYs were determined as described for waterborne disease by WHO (2004) and Havelaar & Melse (2003) as summarised in Table 5 . Where a number of alternatives were proposed, the developing world assumption was applied. In addition, a number of modifications were made where relevant national data was available.
Life expectancy in Bangladesh at birth in 1999 was stated as 60.8 for males and 59.6 for females (BBEIS 2004) .
Average life expectancies at birth of 62 were, therefore, applied for both sexes in this study. The use of national life expectancy was preferred because, as noted by Howard et al. Disease burden per case was determined for internal and skin cancer endpoints as described by Havelaar & Melse (2003) . No global burden of disease (Murray & Lopez 1996 ) severity weights were described for arsenicosis skin lesions and this endpoint was omitted from the present study and a generic research need was identified.
As an additional modification, background levels of immunity to the viral, bacterial and protozoan reference pathogens were assumed to be relatively high owing to the 
RESULTS
Water quality data from 36 individual water supplies each from dug wells and deep tubewells and 24 shallow tubewells from 12 clusters were collected, along with 42 water supplies each from rainwater harvesting and pond sand filters from 14 clusters in both dry and monsoon conditions (Ahmed et al. 2005) between September 2004 and June 2005. In most cases the majority of results were above the limit of quantification or limit of detection of the assay used.
However, more than half of the microbial concentrations in deep tubewells were below the assay detection limit (1 per 100 ml) and although log normal distributions could be fitted to the observed data, there would necessarily be a reduced level of confidence in the extent to which the fitted distribution represented the true microbial concentration. Table 2 .
There is significant uncertainty surrounding the assumptions relating to the ratio of pathogens to E. coli and the ratio of TTC to E. coli. however, the source of the increased microbial contamination warrants further investigation to assess whether this is a realistic estimate. If the increased contamination derives from the washing in of faecal matter in the periodic storms that occur in the late dry season, the increase in risk is justified. If the increased contamination derives from regrowth, the risk from diarrhoeal disease would be negligible (Hunter 2003) . It is likely that further recontamination occurs during transport and storage, which will further increase the risk (Howard et al. 2006) . Specifically, a 185 m DPY disease burden was exceeded once the median thermotolerant coliform concentration was above .1.4 cfu 100 ml
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).
CONCLUSIONS
The disease estimation tool has proved to be a useful way of comparing the potential disease burden associated with 
