ABSTRACT. The recommendation system is the information service tool that can satisfy the user's personalized demand. It can effectively solve the problem of information overload. Collaborative filtering recommendation technology is widely used, but the technology is difficult to recommend new users and new projects, which is called the cold start problem. This paper introduces the collaborative filtering technology and the cold start problem, then introduces a new model of collaborative filtering to solve the problem of cold start.
Introduction
The appearance and application of Web2.0 greatly changes the online behavior of Internet users, which from the search and browse to the mutual influence and share. User selection of network presents exponential growth, it is more difficult for users to find useful information, that is, we often say that the problem of information overload. To solve this problem, the recommendation system came into being, and has a large number of applications in the electronic commerce system through which the user is recommended to meet the interests of books, movies and music. Collaborative filtering technology is one of the most famous and commonly used recommendation technologies. Collaborative filtering technology is based on the user's score, which can deal with the complex objects, and has no special requirement to the recommended object. Therefore, it is widely used in all kinds of recommender systems. Collaborative filtering recommendation technology is faced with a series of problems and the cold start problem is one of the major impacts. Cold start problem is a classical problem in collaborative filtering recommendation algorithm, which has been affecting the recommendation quality of the traditional collaborative filtering recommendation system. For the electronic commerce recommendation system, every day a large number of new users access the system and a large number of new items were added. In order to better retain customers and tap potential customers, we need effective recommendation for new users and new items. The cold start problem is caused by the lack of scoring information, and the method that not considering the content alleviates the cold start problem. Here, we proposed a method to improve the accuracy of collaborative filtering algorithm.
Collaborative filtering technology
Collaborative filtering technology mainly includes user-based collaborative filtering and item-based collaborative filtering based on project. According to the user -item score data set, the method uses statistical techniques to search for a group of users with similar historical preferences as the target users, called "the neighbors". Userbased collaborative filtering technology can be divided into three steps: 1) Nearest neighbor selection. Using the similarity measure method, a group of K users with a high degree of history score similarity is generated for the target user u. Common similarity measure method includes cosine similarity, Pearson correlation coefficient and adjusted cosine similarity. The specific calculation formula is as follows. refers to the score set of u1 and u2, while , refers to the average score of u1 and u2
respectively.
Adjusted cosine similarity, sim(u1, u2) = , where represents the average score of the item I. 2) Score forecast. After the k nearest neighbor selection, the target user is calculated by using the weighted average method. UN represents k nearest neighbor set. 
Experiment
Movielens is the data set, and the evaluation index is the absolute mean error MAE and the average error square root RMSE. The smaller the MAE and RMSE, the higher the accuracy of the prediction. Pu,I refers to the predictive score of the item I, and ru,I refers to the actual score of the item i.
User attributes set D = {d1, d2, d3}={age, occupation, gender}, and Item category set C ={c1,c2,c3,c4}= { fun, intellectual, adventurous, romantic}. At the same time, we set up four kinds of scenarios according to the different weight w of the user attribute elements. The results show that when the number is more than 1000, the performance of Naive Bayesian is the best. For the whole model, the smaller the MAE, the better the performance of the model prediction.
