Multicasting is influenced with increasing importance of real-time and multimedia with different quality of service (QoS) requirement. But mobile ad hoc network (MANET) has limited bandwidth and also the physical channel results in unpredictable resource fluctuation and interference. In order to overcome these issues, resource allocation and rate adaption technique for multicast of real-time traffic in MANET is proposed. In this technique, reservation protocol is used while transmitting real-time data packets in order to reserve future slots and hence, it can be deployed in particular time slot. A three hop slot assignment mechanism is adopted to provide an interference free model. Also, normalised transmission rate is used to characterise transmission rate adoption. The benefit of using this technique is that even if a single copy of data is transmitted by sender, multicast receiver can hear the transmitted signal for each multimedia layer.
Introduction
Ad hoc network is a group of wireless nodes forming a temporary network without depending on the existing network infrastructure or centralised administration (Narsimha et al., 2008) . Mobile ad hoc network (MANET) is a self-configuring wireless network of dynamic mobile nodes connected by wireless links performing communication with each other in a multi-hop fashion without any fixed infrastructure like base stations, wireless gateways or access points and hence the name infrastructure less or non-infrastructure wireless networks. The term ad hoc specifies the establishment of the network for a special, often extemporaneous service customised to specific applications. Each MANET device is free to move independently anywhere in any direction causing frequent variation in links to other devices. In addition, the device can be a voter by forwarding traffic irrespective of its own use. Its characteristics like centre less, multi-hop, no infrastructure, dynamical reconfiguration and self-recovery suit much in dynamic environment due to frequently changing topology and random movement of nodes (Sreenath et al., 2012; Tan et al., 2013; Chen et al., 2002) . MANET issues like radio power limitations, power consumption and channel utilisation, makes the mobile host a hard task to communicate directly with other hosts in a single hop fashion which increases the demand of multi-hop scenarios where several intermediate hosts retransmit the packets sent by the source host before reaching the destination (Zhen and Long, 2013; Chen et al., 2002) . MANET has a wide area of applications including last mile broadband internet access, audio and video streaming in emergency and tactical applications for group interoperation, multimedia streaming such as P2P TV and YouTube in commercial applications (Zhen and Long, 2013; Oh et al., 2008) .
MANET has to face issues like radio power limitations, power consumption, and channel utilisation (Zhen and Long, 2013) . Users wishing to use multimedia applications such as video conferencing and live movie streaming require efficient QoS multicast strategies (Narsimha et al., 2008) .
Group communication in wireless multimedia networks like video conferencing, multimedia games, movie/video on demand, etc. require group management, multicast routing, resource handling, multiple destinations (Mallapur et al., 2009) . Multicasting, a one-to-many communication, is influenced by the increasing importance of real-time and multimedia applications with different QoS requirements, and effectively communicates among multiple hosts in a network (Narsimha et al., 2008; Zhen and Long, 2013) .
Real-time multicast is a multicast type where the end-to-end delay from source to all destinations should not exceed a specified bound. Real-time multicast services influence in various applications like distributed database systems, emergency search and rescue, multimedia broadcast multicast service, etc. Real-time multicast services need to satisfy quality of service (QoS) requirements like low-latency, low energy consumption, low packet loss ratio, etc. Real-time multicast in MANETs has a challenge in satisfying reliability requirements under strict delay constraints. It should utilise the limited bandwidth of MANETs efficiently influencing the throughput performance of the wireless networks directly (Sreenath et al., 2012; Tan et al., 2013) .
The multi constrained QoS-based multicast routing algorithm is a NP-hard problem as it is difficult to meet QoS requirements like packet loss rate, delay, bandwidth, etc. (Mallapur et al., 2009) .
QoS routing finds routes with sufficient resources to meet the connection QoS requirements like packet loss rate, delay, bandwidth, etc. Bandwidth requirement can be defined as the number of slots in a frame (Mallapur et al., 2009) . The available bandwidth of a wireless link in MANET relies on efficient scheduling of transmissions on its neighbouring link at MAC layer in addition to neighbouring link traffic. Also, the node mobility cause network topology changes. Multicasting protocols can reduce the network resource consumption since multiple destinations share some parts of the paths from the source to the destinations. Increasing the path shared reduces the overall bandwidth consumption. Multicast communication in a resource-limited wireless network utilise wireless broadcast advantage completely and hence increase the applications as in multimedia applications with different QoS requirements, e.g., audio/video conferencing and long-distance consultation (Zhen and Long, 2013) . MANET has very limited bandwidth and the non-ideal physical channel causes the unpredictable resource fluctuations. This makes a challenge in providing a consistent QoS guarantee (Wang et al., 2006) .
In MANET, energy efficiency, delay and stability of paths are the three factors needed to be considered in multicast routing. In Subramaniam and Tamilselvan (2015) , predictive energy efficient and reliable multicast routing (PEERMR) protocol had been proposed. The protocol uses particle swarm optimisation (PSO) algorithm to construct energy efficient and reliable multicast tree. The fitness function of PSO algorithm is designed considering path delay, expected path energy and path stability.
As an extension to Subramaniam and Tamilselvan (2015) , an efficient resource allocation and rate adaptation (RARA) techniques for real-time traffic are proposed using the established multicast tree based on the QoS requirements of multicast users.
Literature review
Zhen and Long (2013) proposed a new TDMA-based QoS multicast routing algorithm -PSLCB to reduce the number of forwarders which minimise bandwidth consumption. Also, the paper proposed a distributed slot assignment algorithm for satisfying the bandwidth constraint of connection request, and a bandwidth-constrained QoS multicast route from a source to a set of destination nodes was proposed. Multicast trees were constructed to reduce the total number of forwarders as well as provide bandwidth satisfaction. PSLCB could increase packet delivery ratio and minimise average end-to-end packet delay. However, the success rate goes on decreasing. Zhang et al. (2012) proposed a channel-aware adaptive resource allocation algorithm which supports multicast and unicast services simultaneously in OFDM system to increase the total throughput of the unicast service while guaranteeing the required QoS for the multicast service. The two-step optimisation scheme was developed to solve the problem according to the perfect channel state information at the base station. Draper et al. (2011) provided an algorithm to determine the nodes to participate in message forwarding and the resources (time, energy and bandwidth) allocation. Transmission order can be enhanced systematically by linear program-based swapping nodes. Two distributed algorithms were presented inspiring from centralised, algorithm and these algorithms needs only local channel state information. designed an efficient, social-aware multirate multicast scheme to increase the overall utility of socially selfish users in a wireless network. The user social preferences were modelled as differentiated costs for packet relay, weighted by the strength of social tie between the relay and the destination. Stochastic Lyapunov optimisation techniques were utilised for designing optimal scheduling of multicast transmissions, combined with multi-resolution coding and random linear network coding. Liu and Li (2012) proposed a heuristic layer rate allocation algorithm which decomposes the network graph into child graph by the number of layer based on each receiving node's receiving bandwidth. Thus, each receiving node's minimum of maximum flow in the child graph was the corresponding layer rate. The algorithm enhanced network throughput, and the average bandwidth utilisation ratio of the receiving node. However, multi-meeting multicasting is a challenge. Deng et al. (2012) proposed a suboptimal allocation algorithm combining a cost-based sub channel allocation with the traditional water filling (TWF) and an advanced water filling (AWF). Sub channel allocation was performed using TWF to meet the rate requirements of each unicast traffic and multicast traffic whereas the remaining sub channels employed AWF. In addition, an average SNR-based user selection scheme was presented to choose a proper set of multicast users to serve if it could not satisfy all users' minimum rate requirements. However, the average rate requirement of the unicast traffic was reduced. Du and Zhang (2010) proposed an efficient framework for modelling the statistical delay QoS guarantees, in terms of QoS exponent, effective bandwidth/capacity, and delay-bound violation probability, for multi-layer video transmissions over wireless fading channels. Specifically, each video layer maintained a separate queue and all layers possessed the same delay bound and corresponding violation probability threshold. A set of QoS exponent was attained for all layers employing the effective bandwidth/capacity analysis on the incoming video stream, so as to effectively characterise this delay QoS requirement. A set of optimal adaptive transmission schemes were then developed to reduce the resource consumption besides satisfying the diverse QoS requirements under various scenarios, including video unicast/multicast with and/or without loss tolerance. However, the SNR was in decreasing plot.
Garcia-Luna-Aceves and Menchaca-Mendez (2012) presented scheduling and traffic management in ordered routing meshes (STORM), a cross-layer framework to disseminate real-time and elastic traffic effectively in multi-hop wireless networks. Unicast and multicast routes were established in association with the transmissions scheduling and bandwidth reservations such that bandwidth and delay guarantees performed on a per-hop and end-to-end basis. But its main limitation is the requiring time-slotted channel access requiring clock synchronisation.
Shanmugavel and Prelly (2012) presented a two step suboptimal algorithm as a solution for the subcarrier and power allocation problem for multiuser MIMO-OFDM-based multicast system. The proposed subcarrier allocation algorithm determined the number of users for each subcarrier according to the maximisation criteria where each subcarrier capacity can be maximised. Then, the multi-dimension water-filling method was adopted by the proposed power allocation scheme so as to increase the system capacity.
RARA for multicast real-time traffic

Overview
PEERMR protocol uses PSO algorithm to construct energy efficient multicast tree considering path delay, expected path energy and path stability in fitness function computation. With the constructed energy efficient multicast tree as an extension work transmission is scheduled by assigning nodes to each time slot which is formed by dividing time frames. Reservation protocols are deployed in transmitting real-time data packets for reserving future slots so as to deploy in particular time slot (Wang et al., 2006) . The time slot reservation begins with determining a free slot in the interval. Once a free slot is defined, node with identifier sends reservation request to its neighbours to find the availability and get the recovery within the fixed interval. The end to end reservations are maintained even with changing topologies.
Following, time slot assignment is done by considering interference and deciding the slot for each link . A three hop timeslot assignment scheme is introduced according to interference model. Here, three consecutive links must be assigned different timeslots. Also, continuous three-hop slot assignment schemes can reduce interference problem.
Normalised transmission rate are used to characterise transmission rate adaptation (Wang and Prelly, 2012) . Here, time slots are partitioned into sub slots such that messages transmitted in the sub-slots can be decoded only by receivers with high SNR. Due to the broadcast nature of wireless networks, only a single copy of data is transmitted by sender and all multicast receivers can hear the transmitted signal for each video layer. Figure 1 represents the flow diagram of the proposed work. Initially, determination of free slot is done to reserve the time slot. The time slot assignment mechanism is concerned about interference free time slot assignment based on three conditions: No central control, exchange of local information with neighbour nodes and moreover least time slots have more priority. Finally, transmission of data packet is done by determining normalised rate adaption technique. 
Channel reservation
In order to make an energy efficient and reliable communication, the multicast source estimates the best route based on the fitness function as per multicast energy efficient routing protocol (Chen et al., 2002) .
In this section, prior channel reservation is used in case of multicast transmission. In this technique, the routing layer controls the process of selecting the slots t ∈ [0, K -1] from the time frame in such a way that the channel access schedules are flow ordered. If each relay can access the channel in a time-ordered sequence of slots, then the relays of a flow will be flow ordered. To attain this behaviour (Wang et al., 2006) , a node (assume node m) that relays the data packets toward the destination D uses equation (1). This equation can be used to calculate the interval of flow-ordered slot identifiers corresponding to its current distance to ( ).
where Slot D is a reference that is selected randomly by D from the interval [0, K -1] and δ denotes the direction with which the data packets are travelling at node m. The value of δ is 1 or -1. If the data packets are travelling from source towards core of the group, then the multicast flows δ will be 1.
If the data packets are travelling from core to the receiver, then the multicast flows δ will be -1.
δ is used to establish two consecutive schedules, one from source to the core using δ = 1and other from the core to the receivers using δ = -1.
By reserving slots based on these intervals, any two consecutive nodes n j and n j+1 with distance to destination D:
that is located in the best path P will have the permission to access the channel within a maximum time of 2ΔΓ seconds. Here, Δ represents the size in number of slots of the interval defined by equation (1) and Γ represents length of each time slot (in seconds).
If the value of Δ is closer to the length of the time frame (K), then it will not have the effect of imposing ordering while establishing the reservation.
If the value of Δ is closer to one, then it will impose very strong restrictions while looking for a suitable free time slot. Figure 2 represents an example of channel reservation in case of multicast routing. When the source S wants to send the data to destination D, it first performs the multicast energy efficient routing protocol to select the best route. Here, we assume that the best route P is (S, n 1 , n 2 , D). 
Slot reservation technique
In this section, slot reservation technique is briefly discussed. In this protocol, the future slot should be reserved so that it can be deployed in a particular time slot. Timeslot reservation process is initiated by determining a free slot in the interval. A free slot for any node m is defined as a slot which is not held or reserved by itself or any node in its two-hop neighbourhood. Moreover, free slot is not involved in the process of being reserved.
In order to identify the free slot, the node must have the information about the neighbours, current reservation and reserved slot. This information are stored in three different data structure, namely neighbour list, ongoing reservation list and reserved slot list, that are explained below:
• Neighbour list: It stores information of node's ID and reserved slots inside two-hop neighbourhood. This list can be maintained by neighbour protocol.
• Ongoing reservation list: It stores the information about the status of current reservation. It can be maintained by reservation protocol.
• Reserved slot list: It stores the record of the slots that are currently reserved by local node m and the queue ID, which is associated with the slot. Further, queue ID is used to update the priority of that particular queue (from P QT to P QT+ ) at time of reserved slots. • Else, node i replies with a reservation denied packet
Finally, neighbour nodes refresh their reservation through hello message since they are part of the corresponding flows. If a node receives hello message from owner of a reservation, then it will assume that the reservation is already terminated. Figure 3 shows the slot reservation mechanism in which the total time slots are divided in to K slots. Once free slot is found then the node m and n wait for the reservation granted reply from its neighbour. After that node m checks for the following conditions:
, where , , where
In case both conditions are not received by node n, then node m consider that slot as reserved for itself. Generally, a node with larger identifier will reserve the slot. Otherwise, it rebroadcasts the HELLO message and reserve the slot. 
Three hop time slot assignment mechanism
This section describes about interference free timeslot assignment mechanism. The main aim of the proposed technique is to schedule the communication link in such a way that no two links in the same timeslots interfere with each other. Hence, a distribute algorithm is deployed to achieve an ideal timeslot assignment technique. The distributed timeslot assignment algorithm allocates timeslot for the link as below: • There will be no central control, the algorithm run parallel in every node in the network.
• Nodes present in the network, exchange local information with its neighbours and every node knows about timeslots information in its interference range use.
• The least timeslots have more priority For link L(m, n), a slot t can be used by node m to transmit traffic to node n without causing any collision, then in that case the following three constraint must be satisfied:
• Slot t is not still scheduled to send or receive data in either m or n.
• For any one-hop neighbour h of m, slot t is not scheduled to receive data in h. Slot t can be reused to send data in h but cannot send any data to any of the other one-hop neighbours of m.
• For any one-hop neighbour j of n, slot t is not scheduled to send data in j. In that case, slot t can be reused to receive data in j, but cannot receive data from any of other one-hop neighbours of n.
Transmission rate adaptation
This section describes about the transmission rate adaptation technique. Normalised transmission rates (Shanmugavel and Prelly, 2012) are used in order to characterise transmission rate adaptation. The transmission rate adaption technique is explained as below.
In case of multicast, rate adaption technique becomes more complicated. In this case, the timeslot for video layer Y is further divided into M sub-slots.
Denote the length of the l th sub-slot as
Within l th sub slot, the transmission rate is set equal to Shannon capacity under SNR η l . Then, the normalised transmission rate R Y (K) for the Y th video layer is given as below: The broadcasts nature of wireless channels makes the sender to transmit only a single copy of data and all multicast receivers receives the transmitted signal for each video layer.
RARA algorithm
The complete steps involved in the RARA are summarised in Figure 4. 
Simulation results
Simulation parameters
We evaluate RARA technique using NS2. We use a bounded region of 1,500 × 300 m, in which we place nodes using a uniform distribution. The number of nodes is 50. We assign the power levels of the nodes such that the transmissions range as 250 metres. In our simulation, the channel capacity of mobile hosts is set to the same value: 11 Mbps. Table 1 summarises the simulation parameters used. 
Performance metrics
We evaluate mainly the performance according to the following metrics:
• Average packet delivery ratio: It is the ratio of the number of packets received successfully and the total number of packets transmitted.
• Latency: It is the amount of time taken by the packet to reach the destination.
• Residual energy: The average remaining energy of the nodes.
• Packets received: It is the total number of packets received during the transmission.
• Bandwidth utilisation: It is the amount of data that can be carried from one point to another in a given time period.
Results and analysis
Comparison with STORM
The proposed RARA technique is compared with STORM (Wang et al., 2006 ) and the performance is evaluated for both non-real-time and real-time traffic.
For non-real-time traffic
For non-real-time traffic, the multicast group size is varied as 10, 20, 30, 40 and 50. Figure 5 shows the packet delivery ratio of RARA and STORM protocols when the number of receivers is increased from 10 to 50. It can be seen from Figure 5 , when the group size is increased beyond 20, the delivery ratio is decreased. The delivery ratio of RARA is improved by 71% when compared to STORM. This is due to the fact that RARA uses stable multicast tree as the backbone when compared to the grid-based approach STORM. Group size Delivery Ratio RARA STORM Figure 6 shows the latency occurred for RARA and STORM protocols when the number of receivers is increased from 10 to 50. It is trivial that the latency increases linearly when the receivers are increased, since there will be more contention and hence queue waiting time. However, we can see that the latency of RARA is 64% less than STORM, since in RARA, the information of routing and neighbours can be easily estimated from the established multicast routing. Figure 7 shows the residual energy measured for RARA and STORM protocols when the number of receivers is increased from 10 to 50. Since the computations involved in routing will be more in large group size, the residual energy tends to reduce, as seen from Figure 7 . But we can see that residual energy of RARA is 21% higher than STORM, since it uses energy efficient multicast tree as a back bone. Figure 8 shows the bandwidth utilisation measured for RARA and STORM protocols when the number of receivers is increased from 10 to 50. From the figure, we can see that RARA has 50% higher bandwidth utilisation than STORM, since it has adaptive rate adjustment mechanism. 
For real-time traffic
For real-time traffic, the multicast group size is varied as 10, 20, 30, 40 and 50. Figure 9 shows the packet delivery ratio of RARA and STORM protocols when the number of receivers is increased for video traffic. It can be seen from Figure 9 , when the group size is increased beyond 20, the delivery ratio is decreased. The delivery ratio of RARA is improved by 51% when compared to STORM. This is due to the fact that RARA uses stable multicast tree as the backbone when compared to the grid-based approach STORM. Group size Delivery Ratio RARA STORM Figure 10 shows the latency occurred for RARA and STORM protocols when the number of receivers is increased for video traffic. The latency increases slightly when the receivers are increased, since there will be more contention and hence queue waiting time. However, we can see that the latency of RARA is 58% less than STORM, since in RARA, the information of routing and neighbours can be easily estimated from the established multicast routing. Figure 11 shows the residual energy measured for RARA and STORM protocols when the number of receivers is increased for video traffic. Since the computations involved in routing will be more in large group size, the residual energy tends to reduce, as seen from Figure 11 . But we can see that residual energy of RARA is 25% higher than STORM, since it uses energy efficient multicast tree as a back bone. Figure 12 shows the bandwidth utilisation measured for RARA and STORM protocols for video traffic when the number of receivers is increased. From Figure 12 , we can see that RARA has 47% higher bandwidth utilisation than STORM, since it has adaptive rate adjustment mechanism.
Overall, we can observe that the performance improvement of RARA when compared to STORM is better in the case of CBR traffic, than the video traffic. (Chen et al., 2002) Now the proposed RARA technique is compared with the PEERMR protocol (Chen et al., 2002) for real-time traffic by varying the multicast group size as 10, 20, 30, 40 and 50. Figure 13 shows the packet delivery ratio of RARA and PEERMR protocols when the number of receivers is increased for video traffic. It can be seen from Figure 13 , when the group size is increased beyond 20, the delivery ratio is decreased. The delivery ratio of RARA is improved by 21% when compared to PEERMR. This is due to the fact that RARA reduces the collisions and interference in the communications which is not considered in PEERMR Figure 14 shows the latency occurred for RARA and PEERMR protocols when the number of receivers is increased for video traffic. The latency increases slightly when the receivers are increased, since there will be more contention and hence queue waiting time. However, we can see that the latency of RARA is 46% less than PEERMR, since in RARA, the queue waiting time is reduced very much when compared to PEERMR. Figure 15 shows the residual energy measured for RARA and PEERMR protocols when the number of receivers is increased for video traffic. Since the computations involved in routing will be more in large group size, the residual energy tends to reduce, as seen from Figure 15 . We can see that residual energy of RARA is only 10% higher than PEERMR since it minimises the power consumption by avoiding collisions. Figure 16 shows the bandwidth utilisation measured for RARA and PEERMR protocols for video traffic when the number of receivers is increased. From Figure 16 , we can see that RARA has 36% higher bandwidth utilisation than PEERMR, since it has bandwidth allocation and adaptive rate adjustment mechanism.
Comparison with PEERMR
Conclusions
In this paper, a RARA technique for multicast of real-time traffic in MANET is proposed. In this technique, reservation protocol is used while transmitting real-time data packets in order to reserve future slots and hence it can be deployed in particular time slot. The reservation of the slot by any node depends on their identifier. The larger identifier owns the slot whereas lower identifier drops the current slots. A three hop slot assignment mechanism is adopted to provide an interference free model. Also, normalised transmission rate is used to characterise transmission rate adoption. This technique always checks whether slot is free or not. Based on the neighbour hop, it always uses the slot and hence avoid any kind of interference. The benefit of using this technique is that even if a single copy of data is transmitted by sender, multicast receiver can hear the transmitted signal for each multimedia layer. By simulation results, it has been shown that, the proposed technique improves bandwidth utilisation and reduces the latency of multimedia traffic flows, when compared with the existing techniques.
