In this manuscript the homotopy perturbation method, the new iterative method, and the variational iterative method have been successively used to obtain approximate analytical solutions of nonlinear SturmLiouville, Navier-Stokes and Burgers' equations. It is shown that the homotopy perturbation method gives approximate analytical solution near to the exact one. We have illustrated the obtained results by sketching the graph of the solutions. 
Introduction
It is well known that not all differential equations have exact analytical solutions. In some cases an approximate solution may be more useful than an exact solution. For example, an exact solution in terms of a slowly converging infinite series may be laborious to approximate numerically. An approximate method gives information about the solution or sometimes about the exact one. There are two types of approximation; those that give an approximation over a range of the independent variable and those that give an approximation only near a single point. On the other hand, the nonlinear equations associated with interesting physical phenomena are difficult to solve. The class of nonlinear differential equations is extremely diverse, and methods of solution or analysis are problem dependent. Nonlinear differential equations have been applied in various fields of sciences such as fluid dynamics, biology, finance and etc. One of the greatest difficulties of nonlinear problems is that it is not generally possible to combine known solutions into new solutions. In dealing with the linear differential equations problems, for example, a family of linearly independent solutions can be used to construct general solutions by using the superposition principle. It is often possible to find several very specific solutions to nonlinear equations, however the lack of a superposition principle prevents the construction of new solutions. There are many approaches for seeking exact solutions of nonlinear equations, for example Hirota's method, the Bäcklund and Darboux transformations, the Painlevé expansions [1] [2] [3] and other algorithms. The iterative methods such as the Adomian decomposition method (ADM) [4] , the variational iteration method (VIM) [5] [6] [7] [8] [9] [10] and the Homotopy perturbation method (HPM) [11] [12] [13] are powerful analytical methods for various kinds of linear or nonlinear problems. For example, He's variational iteration method was applied to linear and nonlinear Sturm-Liouville eigenvalue and boundary value problems [15, 16] . In recent years the new iterative method was applied for solving fractional differential equations [17, 18] as well as partial differential equations [19, 20] . We mention that the iteration methods have the advantage of dealing directly with the problem. That is, the equations are solved without transforming them, thus avoiding linearization, discretization or any unrealistic assumption and providing an efficient numerical solution. Furthermore, they possess great potential for solving different kinds of differential and functional equations. In dealing with nonlinear equations the nonlinearity terms is replaced by a series. Then, it is an easy algorithm for computing the solution. As a result, it yields a very rapidly convergent series solution, and usually a few iterations lead to a very accurate approximation of the exact solution [21] [22] [23] [24] [25] [26] [27] . Therefore, in this manuscript, we employed the variational iteration method, the homotopy perturbation method and the new iterative method in order to solve the nonlinear Sturm-Liouville equation. A comparison of these three methods is illustrated in this work. The plan of our paper is as follows: In Section 2 we study HPM, VIM, HAM and NIM as methods of solving differential and integral equations. In Section 3 the Navier-Stokes' equation is solved using HAM. Section 4 deals with solving the nonlinear Burger's equation using HPM, HAM, VIM and NIM. We have compared these method by exact solution. In Section 5 the nonlinear Sturm-Liouville equation is solved using iterative methods. Finally, Section 6 is devoted to our conclusions.
Basic tools

Homotopy perturbation method
The idea of the HPM and its application in various differential equations are given in [11] [12] [13] . We review the HPM for solving nonlinear differential equations. Consider nonlinear differential equations such as
with boundary condition
where L are linear operators, while N are nonlinear operators. The He's homotopy perturbation technique defines the homotopys U(
where
] is an impeding parameter, 0 are initial approximations which satisfied the boundary conditions. The changing process of from zero to unity is just that of U( ), from 0 , to ( ). The basic assumption is that the solutions of Eq. (2) can be expressed as a power series in
The approximate solution of Eq. (1), can be obtained as
The convergence of the series Eq. (3) has been studied in [11] [12] [13] .
New iterative method
Consider a differential equation
with the initial condition
We are looking to find a solution ( ) of Eq. (4) having the series form as given below
The nonlinear operator N can be decomposed as (5) and (6), we observe that Eq. (4) is equivalent to
Then, the recurrence relation becomes
. . .
So that the -term approximate solution of Eq. (4) is given by = 0 + 1 + + .
Variational iteration method
One can find the solution to Eq. (1) using the general Lagrange multiplier method modified into an iteration method, termed a functional, as follows
(10) where µ( λ) is a general Lagrange multiplier, which can be identified optimally via the variational theory [5] [6] [7] [8] [9] . The subscript denotes the th approximation, and is considered as a restricted variation that is δ = 0. Employing the restricted variation in Eq. (10) makes it easy to compute the Lagrange multiplier.
Homotopy analysis method
To explain the basic idea of Homotopy Analysis Method (HAM) [28, 29] , consider the following differential equation:
where N is a nonlinear operator and ( ) is an unknown function. We ignore the boundary and initial conditions, which can be treated in the similar way. The zero-order deformation equation is constructed as:
where ∈ [0 1] is the embedding parameter, = 0 a nonzero auxiliary parameter, L an auxiliary linear operator, 0 ( ) an initial guess of ( ) and φ( ; ) is an unknown function. It is important to have enough freedom to choose auxiliary unknown in HAM. Obviously when = 0 and = 1, it holds
Thus, as increases from 0 to 1, the solution φ( ) varies from the initial guess 0 ( ) to the solution ( ). Expanding φ( ; ) in Taylor series with respect to , we have
If the auxiliary linear operator, the initial guess, the auxiliary parameter and the auxiliary function are properly chosen the above series converges at = 1, then we have
which must be one of the solutions of the original nonlinear equation. For brevity, we define the vector
After some manipulation, we gain
Nonlinear Navier-Stokes' equation
Let us consider the Navier-Stokes' equation for incompressible fluid flow [30] 
where µ is the kinematic viscosity, is velocity of the fluid parcel, is the pressure, and ρ is the fluid density. Suppose ( ) = sin( ) and initial approximation as 0 ( ) = − where is a constant. We choose the auxiliary linear operators as
with the property L[ ] = 0. Here is constant and φ is a real function. Consider a nonlinear function N(φ) defined as
We construct the zero-order deformation equation as follows
When = 0 and = 1 Eq. (21) leads respectively to
In view of Eqs. (13) and (14) and according to the initial approximation we calculate the as follows
Based on the above approach we have 
and the other terms can be obtained in the same manner. Therefore we have the approximate solution as
The advantage of using the HAM is the freedom to choose the initial guess and auxiliary linear operator L, and to adjust and control the convergence of asymptotic approximations by parameter .
Nonlinear Burgers' equation
The Burgers simplified Navier-Stokes equation [31] is basically a Navier-Stokes equation in one dimension without a pressure term. The general form of this equation is given below
where velocity and µ denotes the viscosity coefficient and the following initial conditions are specified as
In the following section we use HPM, VIM and NIM to solve this equation.
HPM for solving nonlinear Burgers' equation
We attempt to solve Eq. (28) using a homotopy such as
Rearranging based on powers of -terms, we obtain
:
Therefore, the approximation solution will be = lim →0 U .
VIM for solving nonlinear Burgers' equation
To solve Eq. (28) using VIM we consider a correction functional as
(33) where λ is the Lagrangian multiplier. The stationary conditions have been derived as
An easy computation shows that the Lagrangian multiplier is λ = −1
After substituting Eq. (35) into the Eq. (33), the correction functional becomes
Starting with the initial approximation 0 ( ) the next approximation is 
The rest of the terms runs as Eq. (36).
NIM for solving nonlinear Burgers' equation
To use the NIM method for solving Eq. (28) we rewrite Eq. (28) as
to both sides, we arrive at
In view of NIM we derive the recurrence relations as The rest of terms can be obtained in the same manner.
Algorithm and results
If we substitute µ = 2 in Eq. (28), then the exact solution is given below Figs. (1) and (2) show that HPM gives a better approximation solution than VIM and NIM.
Nonlinear Sturm-Liouville equation
Consider the nonlinear Sturm-Liouville equation as follows:
with the initial conditions
We now solve Eq. (44) using HPM, VIM, and NIM as shown below.
HPM for solving nonlinear SturmLiouville equation
In order to solve Eq. (44) by means of the homotopy perturbation method, we construct a homotopy such
Now let Substituting Eq. (47) into Eq. (46) we have
Rearranging terms based on powers of -terms, we have 
VIM for solving nonlinear Sturm-Liouville equation
In the following we apply the VIM for solving Eq. (44). We construct a correction functional for Eq. (44) as
(53) where µ = µ( λ) is the Lagrange multiplier and denotes restricted variation that is δ = 0. Making the above correction functional stationary one can obtain the following stationary conditions:
The Lagrange multiplier can therefore be identified as
Substituting Eq. (57) for correction functional Eq. (58) we have the following iteration formula:
If = 0 so that
Since 0 ( λ) = A + B then 0 ( λ) = A + B . In the following we assume that = 2 and we obtain
. . . and so on.
NIM for solving nonlinear SturmLiouville equation
The next step is to solve Eq. 
using the initial condition, we have
It follows easily and immediately that
Likewise we can obtain the other terms. 
Algorithm and results
Using the above algorithms if we assume the values = 3, λ = 3, A = 2, and B = 1 in Eq. (44) 
In Fig. (3) we compare the solutions of Eq. (44) using these methods which shows that the HPM gives approximate analytical solution close to the exact solution. Meanwhile, comparison of the algorithms for these methods indicate that the algorithms increase in complexity in the order: NIM, HPM and VIM.
Conclusion
In dealing with problems arises from real-world applications, it is only rarely possible to find the solution of a given nonlinear differential equation in closed form. Even when such an analytic solution is available, it is typically complicated to use in practice. As a result it is indispensable to have a number of numerical algorithms so that one is able to calculate numerical solutions with sufficient accuracy in a reasonable time.
Having the above considerations in mind, in this study, we have applied the iterative methods HPM, HAM, VIM and NIM for finding analytical approximation solutions to the Navier-Stokes' equation, the nonlinear Sturm-Liouville and Burgers' equations. Comparing the obtained results we deduced that HPM gives better approximation solution than VIM and NIM. Using these algorithms we have calculated the analytical approximate solutions with MATLAB.
