INTRODUCTION
presented an autoassociative memory model based on a network of highly interconnected two-state threshold units ("neurons").
He showed how to store randomly chosen patterns of OS and 1s in the network by using a Hebbian (Hebb, 1949) learning algorithm. He was also able to show that for symmetrical connections between the units, the dynamics of this network is governed by an energy function that is equivalent to the energy function of an Ising model spin glass (Kirkpatrick & Sherrington, 1978) . The two-state units used in the Hopfield model date back to McCulloch and Pitts (1943) , and models of this type are currently known as "neuralnetwork models" (or "connectionist models" or "parallel distributed processing"). Although the Hopfield model has received much attention, similar models have been investigated by Amari (1971) , Anderson, Silverstein, Ritz, and Jones (1977) , Kohonen (1980) , Little and Shaw (1978) , and Nakano (1972) . The comparison will focus on Hopfield's model, but the results are applicable to other models. The Hopfield neural-network model is attractive for its simplicity and its ability to function as a massively parallel, autoassociative memory. Nevertheless, a number of limitations of the Hopfield model have been pointed out. First of all, the storage capacity (the number of memory patterns that can be stored in the network) is limited to a fraction of the number of processing elements (McEliece, Posner, Rodemich, & Venkatash, 1986) . Second, the standard Hopfield model is unsuccessful at storing temporal sequences of memory patterns (Hopfield, 1982) . Third, as a model of the brain, it is unrealistic, due to the requirement of symmetrical connections between the units. Finally, it is quite limited in its ability to store sets of correlated patterns. Kanerva (1984) introduced a memory model known as Sparse, Distributed Memory (SDM), that is not restricted by the limitations listed above. Although independently discovered, Kanerva's SDM is very similar in mathematical form to a model of the cerebellar cortex introduced by Marr (1969) and to the Cerebellar Model Arithmetic Computer (CMAC) introduced by Albus (1971) . The SDM model uses nonsymmetrical connections in a twostage system to store patterns, and it can function as an autoassociative, content-adressable memory, a heteroassociative memory, or a sequentialaccess memory. ' In the following we develop a mathematical framework for comparing the SDM and the Hopfield model. We then analyze the storage capacity of both models and their ability to store sequences of patterns. We also show how the Hopfield model can be thought of as a special case of a mathematical extension of the SDM. We then compare the SDM to a few other models that have been proposed to alleviate some of the limitations of the Hopfield model. Finally, we show how the SDM can be used to store correlated sets of patterns.
HOPFIELD MODEL
In this section, we briefly review the Hopfield model in its discrete form (Hopfield, 1982) , and introduce the mathematical formalism that will be used in discussing the SDM. The processing elements (units) in the Hopfield model are simple, two-state threshold devices: The state of the ifh unit, ui, is either -t 1 (on) or -1 (off). Consider a set of n such units with the connec-I An autoassociative memory is one that associates a pattern with itself, whereas a heteroassociative memory associates one pattern with another, and a sequential-access memory yields a temporal sequence of patterns.
tion strength from thejlh unit to the ifh given by TV:,. The net input to the ifh unit, hi, from all the other units is given by hi = j!Z, TV uj.
(1) P The state of each unit is updated asynchronously (at random) according to the rule W-g(h),
where for the discrete model g is a simple threshold function In this formulation, the dynamics are not deterministic because each unit is updated at random times.
The state of all of the units at a given time can be thought of as a firing pattern of the units in the network. This pattern is just an n dimensional vector u whose components are & 1. Each different pattern can be represented as a point in the n dimensional state space of the units, and there are 2" distinct points in this space. The goal here is to store a few "memory" patterns in this space as stable fixed points of the dynamical system. This allows the system to function as an accretive, autoassociative memory: When the system is given as input a pattern that is close to one of the stored patterns it should relax to that stored pattern (a fixed point).
Suppose we are given M patterns (strings of length n of f 1s) that we wish to store in this system. Denote these M memory patterns as pattern vectors: pa = (~7, p;, . . . ,pg), cx = 1,2,3, . . , ,M. For example, p' might look like(+l, -1, +l, -1, -1, . . . , + 1). One method of storing these patterns is the so-called Hebbian learning rule: Start with Tu=O, and accumulate the outer products of the pattern vectors T-T+ [pap"+], for a= 1,2,3,. . . ,h4, (4) where t denotes the transpose of the vector, and we set the diagonal elements Xt = 0. The resulting matrix, after learning all of the patterns is given (5) where the 60 is necessary2 to set the diagonal terms to zero. It is shown below that these stored memory patterns, pa, will be attracting fixed points of Equation (2) provided that certain conditions on the number of patterns and their statistical properties are satisfied.
To see why this rule for storing the patterns works, suppose that we are given one of the patterns, p@, say, as the initial configuration of the units. First we show that pB is expected to be a fixed point of (2), then we show that fl is expected to be an attracting fixed point. The analysis is presented in detail here because this same analysis is carried out again for the more complicated cases of the SDM.
Insert Equation (5) for T into (2). The resulting expression for the net input to the ifh unit given pattern @ becomes
The important term in the sum on CY is the one for which 01 = 0. This term represents the "signal" between the input pB and the desired output. The rest of the sum represents cross-talk, or "noise," that comes from all of the other stored patterns. Hence, separate the sum on CY into two terms: the single term that has (IL =fl and the rest of the sum, cr#@. The expression for the net input becomes hi =srgnah + noIsei, where signali =pfl ji,dpf -pf
and noise, =
Note that this noise term is dependent only on the stored patterns; there is no external "temperature" causing the noise in this model. Summing on j in (8) yields signah = (n -1)pf.
Since n -1 is positive for n > 1, the signs of the signal term and p! will be the same. Thus, if the noise term were exactly zero, the signal would give the same sign asp! with a magnitude of n -1, and pfl would be a fixed point of (2). It is easy to see that p" would be an attracting fixed point (if the noise were zero) by considering an initial condition that is slightly displaced from pS. If the initial condition differed by k bits from p@, the signal would still give the same sign as pB, with strength n -2k -1. Thus, if k< (n -1)/2 the signal would give the proper sign, and $ viould be an attracting fixed point. If the stored patterns are chosen to be orthogonal vectors, the noise term (9) would be exactly zero. However, if the patterns are chosen at random, they are only pseudo-orthogonal, and the noise term may be nonzero. Its expected value, however, will be zero, <noise> =0, where < > indicates statistical expectation, and its variance will be u' = (n -1) (M-1).
Hence, the probability that there will be an error on recall of fl is given by the probability that the noise is greater than the signal, as shown in Figure 1 . For n large, the noise distribution is approximately Gaussian, and the probability that there is an error in the i'* bit is (12) Thus, for p,4 1 (M not too large), the stored patterns should be attracting fixed points. Storing more patterns increases the probability that there will be errors in the recalled patterns. This will limit the capacity of the network to store information. We will derive a formula for this capacity, but first let us look at the SDM.
DESCRIPTION OF SPARSE, DISTRIBUTED MEMORY
In this section, we give a qualitative description of the Sparse, Distributed Memory as formulated by Kanerva (1984) . The description is based on parallels between a conventional computer memory and the SDM. In the next section, we describe the SDM as a three-layer network with a layer of hidden units, to agree with other parallel distributed processing language. Figure  1 . The distribution of noise OS described by Equation (9). A bit will be in error when the noise is greater than the signol. The probobility of error is equal to the shaded area under the curve.
Following that we introduce mathematical formalism similar to that given above for the Hopfield model. To begin the description of the SDM, consider the architecture of a conventional computer's random-access memory, which is just an array of storage locations. Each storage location is identified by a number (the address of the location) that specifies the position of the location in the array, and information is stored in the location as a binary word (the contents of the location). Note that the address of the storage location and the contents of that location need not have anything in common. Data are written into a location by giving both the address of the location and the data to be written. The address points to the proper location, and the contents of that location are replaced by the given data. Similarly, data are read by specifying the address of a location, and the contents of that location are read out as data. The total possible number of locations that can be accessed in this manner is determined by the length of the input address. If the address is a binary word of length n, then 2" locations can be accessed. For example, if n = 16, then 2" = 64K words of memory can be accessed; these words could be 32-bit, 64-bit, or any other size.
The set of 2" distinguishable n = bit addresses is called the address space (this space is identical to the state space described above). Consider an extension of the conventional computer memory to a memory with very large addresses. For n moderately large, the number of possible addresses becomes astronomical. Indeed, for n = 1000, 2" is larger than the number of atoms in the known universe. Obviously, there is no way of associating all, or even a relatively small fraction, of these addresses with physical storage locations. How can one construct an associative memory using these large addresses? Kanerva's answer is as follows: Pick at random m addresses to be associated ,with physical storage locations (m might be a million to a billion). Because m is small compared with 2", these randomly chosen addresses represent a set of storage locations that is sparsely distributed in the address space (Figure 2) .
To function as a memory, this system should be able to write and read data. To write, we need as input both the address and the data itself (just as in a conventional computer memory). In the SDM, the address size and the data-word size are allowed to be different. However, for the SDM to function as a autoassociative memory and to compare it with the Hopfield model, only the case where the data-word is the same size as the address is considered here; both the address and the data are n-bit vectors of f 1s.
Given an address, where are the corresponding data written? The input address is quite unlikely to point to any one of the m randomly chosen storage locations. However, some of the storage locations are closer to the given address than others. In the SDM, the data are written into a few selected storage locations thathave addresses close to the input address. The selection rule is: Select all locations whose addresses are within a Hamming distance D of the input address.3 If we view these n-bit addresses as points in an n-dimensional address space, the selected locations will lie within a (hyper)sphere of Hamming radius D ce!tered at the input addiess (see Figure 2 ). The data are written into every storage location within this sphere. This is why we say that the information is distribufed over all the selected storage locations. The write procedure is a little more complicated than for a conventional computer. Instead of just replacing the old contents of a storage location with the new data, the new data vector is added to the previous contents. Thus, each of the storage locations in the SDM is actually a set of n counters. The reason is that we wish to write two or more data vectors into any given storage location if the spheres chosen by two input addresses overlap. To read from the SDM, the address of the desired data is given and compared with the m addresses of the storage locations. Again, select all locations whose addresses lie within a Hamming sphere of radius D of the given address. The values of these selected locations are added together in parallel to yield n sums (see Figure 3 ). These sums are thresholded at zero giving a + 1 in the if* bit if the if* sum is greater than zero, and a -1 if the it* sum is less than zero. Note that this is a statistical reconstruction of the original ' data word. The output data should be the same as the original data as long as not too many other words have been written into the memory. This qualitative description of the SDM may seem quite different than the Hopfield model described above, but the read-write rule is just a generalized Hebbian learning rule as shown below.
LAYERED NETWORK DESCRIPTION
The Hopfield model can be viewed as a two-layer neural network with each layer having n threshold units. The connections between the two layers of units are given by the symmetrical n x n matrix T. For the standard autoassociative Hopfield model, the output of the second layer is fed back into the first layer, effectively making the system a one-layer network. The matrix elements of Tare given by the Hebbian learning rule. Each unit in the system is updated asynchronously, independently of the other units.
The SDM, on the other hand, can be viewed as a three-layer network ( Figure 4 ). The first layer consists of the n input units, which are denoted by the input address vector a. The middle layer is a layer of m hidden units (the selected locations, s), and the third layer consists of the n output units (the output data, d). The connections between the first layer and the second layer are fixed, random weights and are given by the m x n matrix A. The connections between the hidden units and the output layer are given by the n x m connection matrix C, which are modified by a Hebbian learning rule. This connection matrix Cis analogous to the connection matrix Tof the Hopfield model. The output layer can be fed back into the input layer, effectively making the SDM a two-layer network.
The SDM typically has m % n, so that the first layer of the network effectively expands the n bit pattern into a large m-dimensional space (hence orthogonalizing the patterns). Most of the units in the hidden layer are not active, so the hidden unit layer can be viewed as a type of sparse coding of the input pattern (Willshaw, Buneman, & Longuet-Higgins, 1969) . A hidden unit is turned on if the net input to that unit is above a certain threshold. The input pattern a is a vector of length n. The weights of the k'* hidden unit from the input units are just the P row of the A matrix and can be thought of as an n dimensional vector a&. If both the input pattern and the weights to output layer, n units Ioput layer, n unit3 In the SDM, m is assumed to be much larger than n. The weights between the first two layers are the matrix A. The third layer is the output data d, also a set of n units of fl.
The connections between the second and the third layer are given by the matrix C.
each hidden unit are binary vectors, then only the hidden units whose weights ak are within D Hamming units of the input a will be activated; the activated hidden units will be those for which ak is close to a (the dot product, ak * a is above the threshold).
In this section, the mathematical formalism developed earlier is used to describe and analyze the SDM. Vector notation will be used here because, unlike the Hopfield model, the units in the SDM are updated synchronously (all units are updated at the same time). Let the addresses of the storage locations be given in terms of vectors of length n of f 1s. Since there are m storage locations in the system, there will be m corresponding addresses of those locations. Let A be the matrix whose P row is the address of the k'" storage location (see Figure 3 ). Hence, A will be an m x n matrix of random f 1s. Let the input address be a, a vector of f 1s of length n. The contents of the storage locations will be denoted by a counter matrix, C, an n x m matrix of integers. In a read or write operation, the input address a is compared with the addresses of the m locations and the locations within the Hamming sphere are selected. Denote this selected set by a select vector s, an m dimensional vector that has 1s at the selected locations and OS everywhere else.
Given an input address a, the selected locations are found by
where ed is the Hamming-distance threshold function giving a 1 in the kth row if the input address a is at most D Hamming units away from the kth address in A and a 0 if it is further than D units away, that is,
The select vector s is mostly OS with an average of 6m Is, where 6 is some small number dependent on D; Pm 4 1. Explicitly, 6 is given by the ratio of the number of points in a Hamming sphere of radius D to the number in the entire space:
Once the input is presented at the first layer and the locations are selected in the middle layer, the data are output in the final layer. The net input, h, to the final layer is the sum of the selected locations, which can be simply expressed as the matrix product of C with s:
h=Cs.
( 16) The output data are then given by
where g is the vector analogue of the threshold functi~a of Equation (3),
How are patterns stored in the SDM? To store a pattern, we must have both the input pattern (address) and the output pattern (data). Suppose we are given M input-output pairs to store in the SDM: (al,dl),(a',d'), . . . , (a"dM). This input-output pair notation is general and allows association between any two sets of patterns; for example, in an autoassociative memory such as the Hopfield model, p"=da=aa, whereas a sequential memory is created by setting da=aa+l.
To store the patterns, form the outer product of the data vectors and their corresponding select vectors,
where the select vector is formed by the corresponding address P= %(A 8% (20) and t denotes transpose. The storage algorithm (19) is a generalized Hebbian learning rule similar to that of (5). Now that this mathematical machinery for the SDM has been built, the rest of the analysis proceeds analogously to the discussion of the Hopfield model. First we show that data written at a given address can be read back from that address. This is analogous to our demonstration that the stored patterns are expected to be fixed points of the Hopfield model.
Suppose that the A4 address-data pairs have been stored according to Equation (19). Here we show that if the system is presented with a6 as input, the output will be de. Setting a = a@ in Equation (13) and separating terms as before, the net input (16) Since 6m is positive, the read data will be de as conjectured (assuming negligible noise).
Assuming that the addresses and data are randomly chosen, the expected value of the noise is zero, with variance
where we have neglected the variance coming from the signal term; see Chou (1988) and Keeler (1988) for a more exact treatment. The probability of incurring an error in any particular bit of a recalled pattern is again
The noise term has the same characteristics whether the addresses themselves or other patterns are stored as data. Thus, the SDM can serve as a heteroassociative memory as well as an autoassociative memory. Since the length of the data word is equal to that of the address, the output pattern can be fed back in as a new input address. Iterating in this manner on autoassociative patterns will cause the system to converge onto the stored pattern in much the same manner as for the Hopfield model. Since the connection matrix is not symmetrical, there is no energy function governing the behavior of the system. Nevertheless, the above analysis shows that the stored data should be retrieved with high probability as long as not too many patterns have been stored.
Note that if 80 is allowed to be a generalized vector function rather than the special function described above, then the Hopfield model results from setting m = n and B&lx) = x, i.e., e&,4) = 1, the identity operator. Thus, the Hopfield model may be viewed as a special case of a simple generalization of the SDM. However, no choice D and A in the standard SDM model yields B&ix) = x.
CAPACITY OF THE SDM AND THE HOPFIELD MODEL
An important question to ask about these models is how many patterns can they store. To answer this question, we can restrict our discussion to autoassociative memories. The number of patterns that can be stored in the memory is known as its capacity or vector capacity. There are many ways of defining capacity. One definition is the so-called epsilon capacity, which is simply the number of patterns that can be recalled within epsilon error of the stored pattern vectors. It has been shown theoretically that the epsilon capacity, c,, for the Hopfield model is c, = n/2logn for E > 0 and CO = n/4logn (McEliece et al., 1986 ) for E =0 in the limit as n-a0 (where log is to the base e).
The epsilon capacity may characterize the Hopfield model well for large n, but for small n, other results have been useful. The folklore about the capacity of the Hopfield model is that spurious memories start to appear when the number of stored patterns is about 0.14n and the performance of the system is severely degraded beyond that point. This view has been supported by numerical investigations (Hopfield, 1982) and theoretical investigations (Amit, Gutfreund, & Sompolinsky, 1985) .
The capacity of the SDM is not as well understood. First of all, there are more free parameters in the SDM than in the Hopfield model; in the SDM, the capacity is a function of n, m, and D. Kanerva shows the capacity to be proportional to m for fixed n and the best choice of Hamming distance D. The point here is that the capacity for the SDM increases with m independently of n. Preliminary numerical investigations of the capacity of the SDM by Cohn, Kanerva, and Keeler (1986) have shown that spurious memories appear at approximately 0.1 m, and that the spurious memories can be fixed points, cycles, or "chaotic" wanderings throughout a portion of the pattern space. Hence, a good rule of thumb for the capacity of the SDM is O.lm (for n = 100 -1000).
For a given word size n, the SDM can store more patterns than the Hopfield model by increasing the number of hidden units, m. However, how does the total stored information (total number of bits) compare in the two models? The models can have different n with the same number of stored bits, so that the vector capacity does not yield a fair comparison of the total information stored in each network. One has to pay a price for the increased storage capacity of the SDM in terms of more hidden units and their connections. This price is not taken into account in the definition of vector capacity discussed in the previous literature. Therefore, we choose to use a different definition of capacity that gives an equitable comparison.
The capacity used here has its roots in information theory (Shannon, 1948) and measures the total information stored in the network. Define the bit capacity as the number of bits that can be stored in a network with fixed probability of getting an error in a recalled bit. The bit capacity of each system can be investigated by setting pe = constant in Equations (12) and (26). Setting pe to a constant is tantamount to keeping the signal-to-noise ratio (fidelity) constant. Hence, the bit capacity of these networks can be investigated by examining the fidelity of the models as a function of n, m, and M.
From (10) and (11) the fidelity of the Hopfield model is given by This formula yields fixed probability of getting an error in a stored bit for constant R. For example, given R = 3, the noise is greater than the signal at 3 standard deviations, and the probability of getting a bit error isp,=O.O013. From (24) and (25), the upper bound on the fidelity for Kanerva's model is approximately
for large m and Pm<< 1.
Before looking at the total stored information, we can get an approximate expression for the vector capacity by solving for A4 in terms of R in these equations. To do this, we play the following game: Someone gives us a number of patterns which they would like to store in our content addressable memory. They also tell us that they will accept a maximum of pt of getting an error in any particular recalled bit. Thus the probability of getting an error in a bit is fixed at the value pe. The signal-to-noise ratio is also fixed at some value determined by p. i.e. R = R(pe). Explicitly, we can solve for R in terms of pe: This last formula shows that the number of patterns of length n that can be stored in the SDM is independent of n. For large m, the number of patterns stored in the SDM increases linearly with m, and the capacity is not limited by n as it is for the Hopfield model. Note that these expressions for the vector capacity were derived by setting the probability of getting an error in a particular bit be) constant. The probability of getting all A4 of the pattern vectors correct is then given by (1 -PP.
Since n can be different for the two models, it is more relevant to compare the total number of bits (total information) stored in each model. For the Hopfield model the bit capacity scales as bits= n(n -') + n R'
whereas for the SDM, in the limit of large m, the upper bound on the number of stored bits goes as bits=?.
Since the number of elements in T is n' and the number of elements in C is nm, the bit capacity for each model divided by the number of matrix elements is the same: l/R* (in the limit of large n and m).' This shows that the information stored per bit, or the information capacity, y, (Shannon, 1948) , is the same for each model. Explicitly, the information capacity is where b is the number of bits of precision used per matrix element for storing the connections (b r log,M for no clipping of the weights), and where r] = 1 +p,loglpe+ (1 -pe)logl(l -pc) is the entropic measure of information as defined by Shannon (1948) .' This last equation is the measure of information stored per bit used in the Hopfield model and the SDM, and can be thought of as an efficiency of the memory. The above formulas represent upper bounds on the capacity of the memory models. We have not discussed another important feature of associative memory: the basins of attraction, that is, the locus of all patterns that are recognized as a particular pattern under iteration. In general, the basins can be quite complicated (Keeler, 1986) . Kanerva (1984) has shown that for n = 1,000 and m = 106, the expected radius of convergence is 209, or 21% of the word size. As n-03, McEliece et al. have shown that the expected radius of convergence is n/2 for the Hopfield model. Numerical experiments indicate that the for n = 200, the basins of both models are qualitatively the same, and the basins are poorly shaped for n = 0.13n. The basin shape can be improved in both models by various algorithms, including "unlearning" (Keeler, 1987) .
CLIPPED WEIGHTS
The above analysis was done assuming that none of the elements (weights) in the outer-product matrix are clipped; that is, there are enough bits of precision to store the largest value of any matrix element in the connection matrix. It is interesting to consider what happens if we allow these values to ' I have only divided the bit capacity for the SDM by the number of elements in C because these are the only elements that are variable and Ccontains the Hebbian learning coefficients. One could argue that the correct comparison should be the total number of elements in A and C, which would yield a factor of b + 1 in the denominator of (35) for SDM, but as n-01, b-03, and b=b+ 1.
' Note that this is a different measure of information capacity than that considered by Abu-Mostafa and St. Jacques (1985) .
be represented by only a few bits. Consider the case b = 1; that is, the weights are clipped at one bit. Obviously the signal will decrease, but so will the noise. These effects balance out to make the signal-to-noise ratio proportional to what it was without clipping.
There are two ways to clip weights. The first method is to store the patterns sequentially by incrementing the counters for each connection and not to increment the counters if there is overflow or underflow. Using this scheme for storing the patterns biases the memory toward the most recent patterns; the patterns stored at the beginning are less reliably recalled. The other method for storing,patterns is to accumulate all patterns at once and then clip the resulting matrix. This last storage algorithm is better at recalling all of the memories and is the one considered here.
Consider storing an even number of patterns in the network then add one more pattern. Before this last pattern is stored, the outer-product matrix elements are members of the set { -A4, -M+ 2, *-* -2, 0, 2, * . * , M} (M even). After the last pattern is stored, the outer-product matrix elements take values of the set { -IV, -M-t-2, *a* -1,l ,a** , M} (M odd). Now if we clip these elements to the values f 1, we see that the only matrix elements that change between clipping the even matrix and the odd matrix are the 0 elements in the even matrix. Thus the signal is determined solely by the 0 elements in the even matrix, and noise is determined by the rest of the elements. The distribution of these matrix elements is approximately Gaussian with the probability of getting a zero element given by p. = (2/7rM)". The signalto-noise ratio is given by R=(2n/~M)"(l -po)-I. For M-co, ~~-0, and we find that the information capacity is y = 27/7rR'.
A similar argument shows that the fidelity of the SDM is given by R = (2m/7rjV)"(l -po)-' where po=(2/n6M)".
Note that for the same it4, p. differs for the SDM and the dth order interaction models by a factor 6". This can be a significant difference for small 6 and moderate it4. However, as 6M-OZY we again find that the information capacity is y = 2q/?rR', the same as before (dividing by the elements in A and C yields y = q/?rR*).
These results can be compared with those for Willshaw's model-a model of nonholographic memory that also uses an outer-product (Hebbian) learning rule. The types of data that are stored in Willshaw's model are not random vectors of + 1s. Instead, he uses sparsely coded vectors of OS and 1s in which the number of 1s is log,n. Hence, for a vector of length 1024, 10 of the elements in the word will be 1s and 1014 will be OS. Willshaw shows that using this type of coding scheme and a threshold of M on the final output, the total amount of information that can be stored is bits = loge(2)n* = 0.69n'. So the information capacity is y = 0.69. The Willshaw scheme allows errors in the recalled word at an average rate of 1 spurious bit per recalled word. Hence, if one has n = 1024, one expects 11 1s in the recalled word instead of 10.
We can compare Willshaw's coefficient 0.69 with the information capacity of the Hopfield and the SDM models, y=2q/7rR2. For p,=O.OOl, R =3.1, so y = 0.07. Hence we see that the Hopfield net and the SDM are much more inefficient in terms of storage capacity than Willshaw's net. This means that using Willshaw's algorithm, one can store = 0.69n patterns with small errors on recall, but using Hopfield's algorithm approximately l/10 as many patterns can be stored using the same number of connections. The SDM allows more patterns to be stored for fixed n, but the overall efficiency is not as good as Willshaw's in terms of bits stored per connection. However it should be pointed out that this number does not take into account the effort required to encode and decode the sparsely coded vectors used in Willshaw's model, whereas the SDM achieves a sparse coding in the hidden layer automatically.
SEQUENCES
In an autoassociative memory, the system relaxes to one of the stored patterns and stays fixed in time until a new input is presented. However, there are many problems where the recalled patterns must change sequentially in time. For example, a song can be remembered as a string of notes played in the correct sequence; cyclical patterns of muscle contractions are essential for walking, riding a bicycle, or dribbling a basketball. A first attempt at modeling sequential recall is to store patterns sequentially and recall them sequentially. This first attempt is actually much too simplistic for recalling sequences, such as songs, as was 'first pointed out by Lashley (1951) in his seminal paper on serial order. Some of these more complicated points will be discussed in more detail below, but as a first step we consider the very simplistic sequence production as put forth by Hopfield (1982) and Kanerva (1984) .
Suppose that we wish to store a sequence of patterns in the SDM. Let the pattern vectors be given by (p',p',. . . ,p"). This sequence of patterns could be stored by having each pattern point to the next pattern in the sequence. Thus, for the SDM, the patterns would be stored as input-output pairs (aa,dU), where for cr = 1,2,3, . , . ,M-1. Convergence to this sequence works as follows: If the SDM is presented with an address that is close to p' the read data will be close to p'. Iterating the system with p' as the new input address, the read data will be even closer to p'. As this iterative process continues, the read data will converge to the stored sequence, with the next pattern in the sequence being presented at each time step.
The convergence statistics are essentially the same for sequential patterns as shown above for autoassociative patterns. Presented with pa as an input address, the signal for the stored sequence is found as before <signal> =6m pa+'.
(36) Thus, given pa, the read data are expected to be pa+'. Assuming that the patterns in the sequence are randomly chosen, the mean value of the noise is zero, with variance co'> =(M-1)62m(l+61(m-1)).
Hence, the length of a sequence that can be stored in the SDM increases linearly with m for large m.
Attempting to store sequences like this in the Hopfield model is not very successful. If the length of the sequence is greater than 2, the values of the units at a given time typically become evenly distributed among all of the patterns. The reason for this failure is that the units are being updated asynchronously. Suppose that a sequence of patterns (p',p', . . . ,pM) is stored in the Hopfield network using M-l T= oIE/+'xp=.
The state of each unit is updated according to the states of all the other units, so that if the network is presented with p', the first few units will be updated and change their value to p2. After about n/2 units have changed their value, the local field for the other units now points half to p' and half to p'. Thus, some of the units get updated to the states for p' before the others achieve the correct values for p*. The net result after = Mn updates is that the units are typically distributed over all of the patterns in the sequence.
This failure to recall sequences is only an artifact of asynchronous updating. If the Hopfield model is modified to update the units synchronously, the Hopfield model will recall sequences just as described for the SDM. The number of patterns that can be stored in the sequence is determined by the signal-to-noise ratio and is equivalent to the capacity. Again, the length of the longest sequence stored in the Hopfield model is limited to a fraction of pattern size n, whereas in the SDM it is limited by the number of locations m, which can be varied independently of n.
Another method for storing sequences in Hopfield-like networks has been proposed independently by Kleinfeld (1986) and Sompolinsky and Kanter (1986) ; see also Grossberg (1971) . These models relieve the problem created by asynchronous updating by using a time-delayed sequential term. The equations for updating are as follows:
where T= pa x pa, with ;T;,=O, D= pa+' x pa, k is a delay of a few time steps, and the mean rate of asynchronous updating is n updates per unit time step. When presented a pattern close to p', this system relaxes exactly to p' within k time steps. Then, in the next k time steps the units update to p'. Continuing in this fashion, the system will recover the stored sequence with a new pattern being presented every k time steps. This last storage algorithm has different dynamics than the synchronous SDM model. In Equation (38), the system allows time for the units to relax to the first pattern before proceeding on to the next pattern, whereas in the synchronous algorithms, the sequence is recalled imprecisely from imprecise input for the first few iterations and then correctly after that. In other words, convergence to the sequence takes place "on the fly" in the synchronous models-the system does not wait to zero in on the first pattern before proceeding on to recover the following patterns. This allows the synchronous algorithms to proceed k times as fast as the asynchronous time-delay algorithms with half as many (variable) matrix elements.
TIME DELAYS AND HYSTERESIS
The above scenario for storing sequences is inadequate to explain speech recognition or pattern generation. For exampie, the above algorithm cannot store sequences of the form ABAC, or overlapping sequences. In Kanerva's original work, he included the concept of time delays as a general way of storing sequences with hysteresis. The problem addressed by this is the following: Suppose we wish to store two sequences of patterns that overlap. For example, the two pattern sequences (a,b,c,d,e,f,. . .) and (x,y,z,d,w,v,. . .) overlap at the pattern d. If the system only has knowledge of the present state, then when given the input d, it cannot decide whether to output w or e (see Figure 5 ). To store two such sequences, the system must have some knowledge of the immediate past. Kanerva incorporates this idea into the SDM by using "folds." A system with F+ 1 folds has a time history of F W Figure  5 . 
where s(t -r?) = 8~ (A a(t -r?)). To store the Q pattern sequences (pt ,p:, . . . , PF), (P:,P:, * * * ,ti), * * * (Pb,P& * * * , p$Q), construct the matrix of the y'* fold as follows:
cwv~m~, ,;,p~+'Yc~, w where any vector with a superscript less than 1 is taken to be zero, sb-'x= 80(Ap&-~x), and w, is a weighting factor that would normally decrease with increasing y. Why do these folds work? Suppose that the system is presented with the pattern sequence (pl,pf, . . . ,p?), with each pattern presented sequentially as input until the TF time step. For simplicity, assume that IV, = 1 for all y. Each term in Equation (39) will contribute a signal similar to the signal for the single-fold system. Thus, on the fh time step, the signal term coming from Equation (39) is <signal(t + 1) > =FGmp;+ I.
The signal term will have this value until the end of the pattern sequence is reached. The mean of the noise terms is zero, with variance
Hence, the signal-to-noise ratio is @ times as strong as it is for the SDM without folds. Suppose further that the second stored pattern sequence happens to match the first stored sequence at t =T. The signal term would then be signal(t+1)=FGmp:+1+6mp:+'.
With no history of the past (F= l), the signal is split between p:+r and PI+', and the output is ambiguous. However, for F > 1, the signal for the first pattern sequence dominates and allows retrieval of the remainder of the correct sequence. Kanerva's formulation allows context to aid in the retrieval of stored sequences. Obviously, the Hopfield model could be extended to perform the same sort of function, but the length of the sequences would be limited to some fraction of the word size times F.
Kanerva's algorithm allows differentiation between overlapping sequences by using time delays. Time delays are prevalent in biological systems and seem to play an important role there also. For example, the signal time be-tween two cells depends on the length of the axon connecting the two cells and the diameter of the axon.
The above formulation is still too simplistic in terms of being able to do real recognition problems such as speech recognition. There are a few major problems in performing such tasks which are not addressed by Kanerva's algorithm. First of all, the above algorithm can only recall sequences at a fixed time rate, whereas humans are able to recognize speech at widely varying rates. Second, the above algorithm does not allow for deletions in the incoming data. For example "seqnce" is recognized as "sequence" even though some letters are missing. Third, as pointed out by Lashley (1951) , speech processing relies on hierarchical structures. Although Kanerva's original algorithm is too simplistic, a straightforward modification allows retrieval at different rates and with some deletions. To achieve this, we can add on the time-delay terms with weights which are smeared out in time. Explicitly we could write Where the coefficients W7k are a discrete approximation to a smooth function which smears the delayed signal out over time. As a further step, we could modify these weights dynamically to maximize the signal coming out (or one could change T incrementally to better match the input). This weight modification is a straightforward optimization problem on the wyk which could be achieved, for example, by simulated annealing. The time-delay patterns could also be placed in a hierarchical structure as in the matched filter avalanche structure put forth by Grossberg and Stone (1986) .
CONTINUOUS EQUATIONS AND OPTIMIZATION PROBLEMS
The Hopfield model has also been formulated in terms of continuous dynamical equations (Hopfield, 1984) . Continuous equations can also be written down for the SDM,
where r is the characteristic self-relaxation time for the units, C is the same as in Equation (19), the state of the ifh input-output unit is g(vi), and 8~ and g are continuous analogues of the discrete functions described earlier. This continuous system has similar behavior to the discrete version of the autoassociative SDM, except that storing sequences in this system fails for the same reasons described earlier for asynchronously updated systems. To recover the properties of synchronous updating, a delay term could be in-eluded (Kleinfield, 1986; Sompolinsky & Kanter, 1986) or some sort of explicit clocking term could be used. Hopfield and Tank (1985) have used the continuous version of the Hopfield (1984) model to gain approximate solutions to optimization problems. This is done by constructing a T matrix that yields an energy surface with minima at near-optimum solutions to the problem (see also Amari, 1971 , 1974 , and Cohen & Grossberg, 1983 . It should be pointed out that, whereas these solutions are good compared with random solutions, they are nowhere near as good as solutions found by other optimization algorithms.
So far, there has been no corresponding construction of an energy function for the SDM. Hence, performing optimization problems such as the traveling salesman problem with the SDM is not as straightforward as it is with the Hopfield model.
HIGHER-ORDER INTERACTIONS
Another generalization of the Hopfield model is to allow higher-order nonlinear interactions between the units in the dynamical system. In the standard Hopfield model and the single-fold SDM model, the interactions are between pairs of units. This pairwise interaction leads to the linear-threshold rules given in Equations (2) and (14). However, if higher-order interactions between the units are allowed, the threshold sum rule becomes a nonlinear tensor product. Lee et al. (1986) and Baldi and Venkatash (1986) have shown that using higher-order interactions can improve the capacity of the Hopfield model as well as some of its dynamical properties. I briefly describe the discrete formulation of these higher-order systems below and investigate the information stored in these systems. Consider n threshold units with interactions between c+ 1 other units. The updating algorithm for the system then becomes where g is the same two-state threshold function as before, and Ui is the state of the F unit,. To store the patterns p',p', **a ,pM in an autoassociative network, construct the c+ 1 order tensor T as
The signal-to-noise ratio for this system is found in a straightforward manner similar to the calculation for the Hopfield model. The fidelity for this system is given by &2 R= &jrl' (48) and the number of bits stored in the system for lage n is just
A similar generalization can be made for the SDM. The above system has generalized the Hebbian learning rule to include interactions between many units. If we generalize in the same manner for the SDM, the dynamical equations become m di-g( C CGljz a..jgjlSjz iu2 ". lc '** Sj,h
where the updating is done synchronously and si = 00 (,i, Auaj). Again, to P store the Mpatterns in an autoassociative network, construct the c+ 1 order tensor C where sp 9 80 (jC, A&). The signal-to-noise ratio for this rule is s
From this'expression the bit capacity for the SDM is found to be bits = % (52) in the limit of large m. The number of matrix elements in the model of Lee et al. is just nr+ I, whereas the number of elements for the SDM is nmr. Hence, the number of bits permatrix element is the same for these two systems as well. Indeed, the information capacity turns out to be identical to that for the first-order system discussed above, 7 =q/R'b, where again r] = 1 +plog2p+ (1 -p)log,(l -p). Hence, this is a general result for outerproduct rules storing random patterns: The total stored information is proportional to the number of connections independent of the model or the order. The proportionality constant is the same for the Hopfield-type models, and the SDM, but is larger for Willshaw's model, or smaller for the model discussed by Peretto and Niez (1986) .
CORRELATED INPUT PATTERNS
In the above associative memories, all of the patterns were taken to be chosen randomly, uniformly distributed binary vectors of length n. However, there are many applications where the set of input patterns is not uniformly dis-tributed; the input patterns are correlated. For example, different human faces have many correlated features, but we are able to recognize a very large number of faces. In mathematical terms, the set x of input patterns would not be uniformly distributed over the entire space of 2" possible patterns (see Figure 6 ). Let the probability distribution function for the Hamming distance betwe& two randomly chosen vectors p" and p" from the distribution x be given by the function p(d (p" -pB) ). For the moment, assume that this distribution function is approximately Gaussian with mean Xn, where l/n < r s n/2. Recall that for a uniform distribution of patterns, p(x) is just a binomial distribution with mean n/2. The SDNT can be generalized from Kanerva's original formulation so that correlated input patterns can be associated with output patterns. For the moment, assume that the distribution set x and the probability density function p(x) are known a priori. Instead of constructing the rows of the matrix A from the entire space of 2" patterns, construct the rows of A from the distribution X. Adjust the Hamming distance D so that r = 6m locations are selected. In other words, adjust D so that the value of 6 is the same as given above, where 6 is determined by Using the same distribution for the rows of A as the distribution of the patterns in X, and using (54) to specify the choice of 0, all of the above analysis is applicable (assuming randomly chosen output patterns, and if the number of chosen addresses within the Hamming sphere is still very much smaller than the total number of points in the sphere). If the outputs do not have equal 1s and -1s the mean of the noise is not 0. However, if the Correlated input patterns Figure  6 . A schematic diagram of how the distribution x of input potterns could be nonuniform in the space of all 2" such patterns.
To recall the correlated potterns in this distribution, choose the rows of the matrix A from the same distribution, x. and dynamically adiust the Hamming-distance threshold 0 so that a fixed number of locations ore selected. distribution of outputs is also known, the system can still be made to work by storing l/p+ and l/p-for 1s and -1s respectively, wherep, is the probability of getting a 1 or a -1 respectively (or, equivalently, by adjusting the thresholds to the mean). Using this storage algorithm, all of the above formulas hold. The SDM will be able to recover data stored with correlated inputs with a fidelity given by Equation (28). In general, the distribution x could be much more complicated than described above. The set of patterns could be clustered in many correlated groups distributed over a large portion of the entire pattern space. In that case, the probability density function p(p" -pB) would depend on the patterns p. These patterns could also be stored using the same distribution for the rows of A as the distribution of X. In this case, the Hamming distance D would have to be determined dynamically to keep 6 constant. This can be achieved by a feedback loop that compares the present value of 6 to the desired value and adjusts D accordingly. Circuitry for this is straightforward to construct (Keeler, 1987) , and a mechanism of this sort is found in the cerebellum (Marr, 1969) .
There are certain biological memory functions that seem to be preprogrammed and have an a priori knowledge of what to expect as input from the outside world. This knowledge is equivalent to knowing something about the distribution function X. However, what if the distribution function x is not known apriori? In that case, we would need an algorithm for developing an A matrix that mimics the distribution of X, and the elements of A would be modifiable. There are many ways to build A to mimic X. One such way is to start with a random A matrix and modify the entries of 6 randomly chosen rows of 4 at each step according to the statistics of the most recent input patterns. Another method is to use competitive learning (Grossberg, 1976; Kohonen, 1984; Rumelhart & Zipser, 1985) to achieve the proper distribution of Ak.
The competitive learning algorithm can learn the distribution of input patterns. Suppose the set x of input patterns has a probability density function p(x). The competitive learning algorithm is a method for adjusting the weights Au between the first and second layer to match this probability density density function. The ifh row of the address matrix A is a vector A. The competitive learning algorithm holds a competition between these vectors, and a few vectors that are the closest to the input pattern x are the winners. These winning vectors are the same as the addresses within the Hamming sphere of radius D. Each of these winners are then modified slightly in the direction of x. If the input vectors are normalized and if there are enough rows in A, the learning algorithm almost always converges to a distribution of the Ai that is the same as p(x) (Kohonen, 1984) . The updating equation for the selected addresses is just This algorithm is straightforward, and most of the circuitry for carrying this out is described in Keeler (1987) . Note for Xi 1, this reduces to the so-called unary representation of Baum, Moody, and Wilczek (1987) which gives the maximum efficiency in terms of capacity.
CONCLUSION
The SDM model is attractive for its versatility and expandability. The number of patterns that can be stored in the SDM is independent of the size of the patterns, and the SDM can be used as an autoassociative or heteroassociative memory. The SDM can also be used to store sequences and can even retrieve correct sequences from contextual information by using folds. By adjusting the distribution of the A matrix, the SDM can also be used to associate patterns with correlated inputs.
The Hopfield model is attractive both for its simplicity and for its computational ability at approximating solutions to optimization problems. Moreover, the above investigation also shows that synchronous updating in a Hopfield model can be used for heteroassociative memory and can store sequences.
Since the dynamics and storage efficiency is about the same in both models, what are the advantages, if any, of using one model over the other? The advantages depend on the particular application. There are some applications where the Hopfield model would be the best choce. For instance, if speed is the main constraint instead of capacity, it might be better to use the Hopfield model. The SDM allows a greater number of patterns of a given size to be stored, but one has to pay a price for this in terms of the address selection. There are some applications where this extra calculation would be worth the effort. For example, storing many correlated patterns or sequences of patterns would be much easier to do in the (m.odified) SDM than in the Hopfield model.
One of the main objections of using the Hopfield model as a model of biological neural networks is that the connections in the Hopfield model are symmetrical. The above analysis demonstrates a way to analyze networks without the requirement of symmetrical matrices. The SDM has no symmetry requirement and may therefore present a more realistic model of biological systems. Indeed, the SDM model is very similar to Marr's (1969) model of the cerebellum. Marr's model was built up from the cellular level and includes a function for every neuron type found in the cerebellum. In that sense, the SDM is a plausible neural network model of biological memory, Furthermore, our approach demonstrates a good mathematical reason for keeping the number of selected locations constant (to aid in retrieval of correlated patterns). In the cerebellum, this is analogous to keeping the number of active parallel fibers approximately constant, and this is the presumed function of the Golgi cells (see Appendix). Further investigation is needed to explain whether the mathematical principles presented here are relevant to behavior observed in biological networks.
APPENDIX: RELATION OF THE SDM TO THE CEREBELLUM
The cerebellum is a part of the brain that is important in the coordination of complex muscle movements.6 The neural organization of the cerebellum is highly regular: millions of Purkinje cells are stacked in parallel planes with about a hundred thousand axons from granule cells piercing these planes. The input to the cerebellum is through the mossy fibers which synapse on the granule cells (see Figure Al) . The cerebellum also receives input from the inferior olive by means of the climbing fibers, which are in a one-to-one correspondence with the Purkinje cells and wrap themselves around the Purkinje cells. The sole output of the cerebellum is through the axons of the Purkinje cells. David Marr (1969) modeled the cerebellum in a fashion that is mathematically very similar to the SDM. The correspondence between the neurons in the cerebellum and the SDM model is as follows: The mossy fibers are the input to the SDM. The granule-cell axons are the select lines (this makes sense since the granule cells are the most populous neurons in the brain). It turns out that only a small fraction of the granule cells are firing at any one time. This fraction is the 6 described above. If the granule cells receive the proper input from the mossy fibers, the granule cells fire, and they synapse on the Purkinje cells. The Purkinje cells fire if they receive enough input from the granule cells. Hence, the Purkinje cells form the output layer, and the connections Co are the synapses between the Purkinje cells and the granule cells.
,The hypothesis of Hebbian learning works as follows: The climbing fibers relay information that is to be stored in the Purkinje cells, and this information is written at the synapses that have active granule-cell input. This is part of the theory that is the most controversial and is the hardest to check experimentally (Ito, 1984) .
There are three other types of neurons in the cerebellum that we have not mentioned so far. The first two are called basket cells and stellate cells, both of which synapse on the Purkinje cells. Whereas Marr grouped the basket cells and the stellate cells together, it seems that the basket cells are performing a different function. The basket cells receive inputs from the climbing fibers and give inrtibitory synapses to the soma of the Purkinje cells. The basket cells are t*? us in a position to turn off the Purkinje cells after a learn-L Most of the similarities in this section were pointed out by Kanerva (1984) . I expand on his and Marr's (1969) description here.
ing session. The function of the stellate cells is to adjust the threshold of the Purkinje cells, which would correspond to adjusting the threshold of the function g. The other type of cell is called a Golgi cell. The population of these cells is about 10% of the population of Purkinje cells. The golgi cells receive input from the parallel fibers, and their axons synapse on the granulecell-mossy-fiber clusters. The presumed function of the Golgi cell is to act as a feedback mechanism to keep the number of firing granule cells constant. This is precisely the feedback mechanism for regulating 6 described above, and the circuits designed for this feedback mechanism is similar in structure to a Golgi cell (Keeler, 1987) . The analysis presented here shows mathemati- tally why a feedback mechanism is required for storing nonrandom correlated patterns. (The feedback mechanism of the Golgi cells was pointed out by Marr, but the mathematics behind it was not discussed by either Marr or Kanerva.) Marr and Kanerva assumed that the synapses between the mossy fibers and the granule cells are fixed and that the inputs from the mossy fibers are random. It is apparent from the above discussion that there is no need for this assumption. These synapses might be fixed with genetically coded a priori knowledge of the expected inputs, or they could adjust in time to conform to the distribution of the mossy fiber input. This would allow differentiation between correlated inputs from the mossy fibers.
It is interesting that everything in the theory of the SDM fits in place in the model of the cerebellum even though the cerebellar cortex was not the original motivation for the SDM. The function of all of the cells in the cerebellum is not fully understood, and the mechanism for learning might be different than described above. However, the model relies on the assumption of Hebbian learning in the Purkinje cell-granule cell layer. This assumption remains to be demonstreated conclusively.
It also should be pointed out that one of the main functions of the cerebellum seems to be coordination and timing of movements. Marr's original model said nothing about timing or the importance of time delays. Kanerva's work and the extensions presented here show how sequences of patterns can be stored in the same cellular structure. If axonal and synaptic delays are taken into account, the system could more realistically be modeled by Equation (44) above. 
