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Resumen
Esta investigaci´ on muestra, bajo ciertas condiciones, la convergencia del modelo
GARCH(1,1)-M al movimiento geom´ etrico Browniano con reversi´ on a la media
(proceso de difusi´ on GARCH). La importancia de este resultado radica en que
el problema de inferencia sobre los par´ ametros de modelos de valuaci´ on de op-
ciones con volatilidad estoc´ astica puede ser reducido a la estimaci´ on del modelo
GARCH(1,1)-M. Asimismo, se lleva a cabo una discusi´ on sobre los supuestos
que garantizan la existencia y unicidad del proceso l´ ımite. Por ´ ultimo, se pre-
senta una prueba r´ apida de convergencia menos formal, pero m´ as intuitiva y
f´ acil de recordar.
Abstract
This paper shows, under certain conditions, the convergence of the GARCH
(1.1)-M model to the geometric Brownian motion with mean reversion (diﬀu-
sion GARCH process). The importance from this result is that the problem of
inference on the parameters of the valuation models of options with stochas-
tic volatility can be reduced by estimating the model GARCH (1.1)-M. It is
also carried out a discussion on the assumptions that ensure the existence and
uniqueness of the limit process. Finally, it is provided a quick demonstration of
the convergence, which is less formal, but more intuitive and easy to remember.
Clasiﬁcaci´ on JEL : G13, C13, y C22.
Palabras clave: Convergencia de procesos estoc´ asticos, valuaci´ on de derivados, volatilidad
estoc´ astica
1. Introducci´ on
Esta investigaci´ on muestra, bajo ciertas condiciones, la convergencia de una
ecuaci´ on en diferencias estoc´ astica del tipo GARCH(1,1)-M a una ecuaci´ on
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diferencial estoc´ astica del tipo del movimiento geom´ etrico Browniano con re-
versi´ on a la media; este ´ ultimo, por simplicidad ser´ a llamado proceso de di-
fusi´ on GARCH. La importancia de esta convergencia radica en que el problema
de inferencia sobre los par´ ametros de modelos de valuaci´ on de opciones con
volatilidad conducida por procesos de difusi´ on GARCH puede ser reducido a
la estimaci´ on del modelo GARCH(1,1)-M. Por ejemplo, los par´ ametros de los
modelos de valuaci´ on de opciones de Engle y Lee (1996), Lewis (2000) y Hull y
White (1987), podr´ ıan ser estimados por m´ etodos muy simples.
En los ´ ultimas d´ ecadas, los modelos ARCH (modelos autorregresivos de
heteroscedasticidad condicional) han sido ampliamente aplicados en la litera-
tura ﬁnanciera y particularmente en la literatura de valuaci´ on opciones. El
desarrollo de los modelos ARCH se debe a Engle (1982) y su versi´ on generaliza-
da conocida como GARCH se debe a Bollerslev (1986). Estos modelos suponen
rendimientos distribuidos normalmente con una varianza condicional dependi-
ente del tiempo y tienen la caracter´ ıstica de describir de manera m´ as adecuada
las series de tiempo de rendimientos que los modelos tradicionales. El ´ exito ini-
cial de los modelos ARCH al capturar no linealidades de las series de tiempo ha
llevado a muchas extensiones del modelo original. Al mismo tiempo se observa
frecuentemente el la literatura especializada el replanteamiento de los modelos
de valuaci´ onde opciones que incorporan procesos ARCH a la din´ amicade la var-
ianza. Los modelos propuestos que explican la leptocurtosis son dos: aquellos
realacionades con las leyes de estabilidad de Pareto (sugerido por Mandelbrot
(1963)) y los modelos autorregresivos generalizados de heteroscedasticidad
constante (GARCH) (debidos a Engle y Bollerslev (1986)).
El enfoque de tiempo discreto sobre valuaci´ on de opciones se debe a Bren-
nan (1979) y Rubinstein (1976), el cual considera combinaciones de distribu-
ciones y preferencias. Una conexi´ on entre el enfoque de tiempo discreto y las
innovaciones heterosced´ asticas de los precios logar´ ıtmicos fue presentada por
Duan (1995), en donde la din´ amica del precio del activo es conducida por un
proceso Gaussiano GARCH del tipo Bollerslev (1986). Duan indic´ o que debido
a este ajuste se requiere una forma nueva de neutralidad al riesgo, a saber, la
relaci´ on de valuaci´ on local neutral al riesgo (LRNVR), la cual se mantiene bajo
requerimientos muy restrictivos en las preferencias del inversionista y de los
supuestos distribucionales. La principal desventaja en los modelos m´ as popu-
lares de precios de activos, incluyendo el de valuaci´ on de opciones GARCH de
Duan, es el supuesto de lognormalidad en los rendimientos, pues al examinar
la informaci´ on del mercado claramente se contradice la hip´ otesis Gaussiana,
adem´ as de que la valuaci´ on de la opci´ on necesita de simulaci´ on num´ erica.
Cuando se quieren contrastar un conjunto de modelos de valuaci´ on con
la realidad, en un marco de volatilidad estoc´ astica, se requiere de f´ ormulas
cerradas para obtener los precios activos. Afortunadamente, los modelos de
Hull y White (1987), y Heston (1993) tienen, respectivamente, f´ ormulas de
aproximaci´ on anal´ ıticas y semi-anal´ ıticas para valuar opciones europeas. Es
importante destacar que para muchos modelos de volatilidad estoc´ astica se en-
cuentran disponibles en la literatura varios m´ etodos num´ ericos. Sin embargo,
estos procedimientos son computacionalmente intensivos y cuando hay portafo-
lios grandes que tienen que ser valuados r´ apido y frecuentemente, esto no re-
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modelo GARCH, se podr´ ıa combinar informaci´ on de corte transversal de las
opciones con informaci´ on en series de tiempo del activo subyacente.
El desarrollo de la presente investigaci´ on es como sigue. En la siguiente
secci´ on se presentan y discuten los resultados preliminares para garantizar la
convergencia. A trav´ es de la secci´ on 3 se muestra la convergencia del modelo
GARCH(1,1)-M a un proceso de difusi´ on GARCH. En la secci´ on 4 se lleva a
cabo una demostraci´ on r´ apida (m´ as intuitiva y menos formal). Por ´ ultimo, en
la secci´ on 5 se presentan las conclusiones.
2. Resultados preliminares para garantizar convergencia
La presente secci´ on toma como marco de referencia a las opciones europeas
sobre divisas, ya que t´ ıpicamente la volatilidad de ´ estas presenta reversi´ on a la
media. Sea S =( St)t≥0 el precio de una divisa subyacente y V =( Vt)t≥0 su
varianza instant´ anea. Suponga que (St,V t)t≥0 satisface el modelo de difusi´ on
GARCH bidimensional (v´ eanse, al respecto, los trabajos de Wong (1964) y
Nelson (1990)):
dSt = μStdt +

VtStdBt,
dVt =( c1 − c2Vt)dt+ c3VtdWt,
donde c1, c2 y c3 son constantes positivas y Bt y Wt son movimientos brow-
nianos unidimensionales independientes en un espacio ﬁltrado de probabilidad
(Ω,F,Ft,IP) con IP como medida objetivo. En lo que sigue se ﬁjan el tiempo
inicial t = 0 y el vector (S0,V 0) ∈ IR
+ × IR
+.
Como puede observarse, el proceso de V presenta reversi´ on a la media
con c1/c2 como el valor medio de largo plazo y c2 como la tasa de reversi´ on.
Para un par´ ametro c2 de valor peque˜ no, la velocidad de reversi´ on es d´ ebil y Vt
tiende a permanecer por arriba (o por abajo) del valor medio de largo plazo por
per´ ıodos largos, generando clusters de volatilidad. El par´ ametro c3 determina
el comportamiento aleatorio de la volatilidad: para c3 = 0 el proceso de la
volatilidad es determinista y para c3 > 0l ac u r t o s i sd el ad i s t r i b u c i ´ on de los
rendimientos logar´ ıtmicos es mayor a 3. Cuando c1 = c2 = 0, el proceso de
difusi´ on GARCH se reduce al proceso lognormal sin tendencia del modelo de
volatilidad estoc´ astica de Hull y White (1987). A continuaci´ on se presentan las
condiciones generales para que una serie en tiempo discreto de dimensi´ on ﬁnita
de procesos markovianos {hXt}h↓0 converja d´ ebilmente a un proceso de Itˆ o.
2.1 Especiﬁcaci´ on de supuestos
Sea D([0,∞),IR
n) el espacio que mapea [0,∞)e nI R
n y suponga que es con-
tinuo por la derecha con l´ ımite izquierdo ﬁnito y sea B(IR
n)l aσ-´ algebra de los
conjuntos de Borel en IR
n. D es un espacio m´ etrico cuando est´ a dotado con una
m´ etrica del tipo de Skorohod (v´ ease, por ejemplo, Billingsley(1968)). Para cada
h>0, sea Mkh la σ-´ algebra generada por kh,es decir, hX0, hXh, hX2h,..., hXkh,
ys e avh una medida de probabilidad en (IR
n,B(IR
n)). Para cada h>0yc a d a
k =0 ,1,2,..., sea






h,kh (x,·) es una medida de probabilidad en (IR
n,B(IR
n)) para toda x ∈
IR
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(b)

h,kh (·,Γ) es B(IR
n) medible para toda Γ ∈ B(IR
n).
Para cada h>0, sea IPh la medida de probabilidad en D([0,∞),IR
n)t a lq u e
IP h[hX0 ∈ Γ] = νh(Γ) para cualquier Γ ∈ B(IR
n), (1)
IP h[hXt =h Xkh,kh≤ t<(k +1 ) h]=1 , (2)
IP h[hX(k+1)h ∈ Γ|Mkh]=

h,kh
(hXkh,Γ) casi seguramente bajo IPh
para toda k ≥ 0y Γ ∈ B(IR
n). (3)
Para cada h>0, (1) especiﬁca la distribuci´ on del punto inicial aleatorio y (33)
las probabilidades de transici´ on de los procesos de Markov en tiempo discreto
n-dimensional hXkh. Se deﬁne el proceso en tiempo continuo hXt ap a r t i rd e
los procesos en tiempo discreto hXkh mediante la ecuaci´ on (2), al deﬁnir hXt
como una funci´ on de pasos en tiempos discretos h, 2h, 3h, ya s ´ ısucesivamente.
La notaci´ on en la funci´ on de pasos considera tres tipos distintos de procesos:
(a) la sucesi´ on de procesos en tiempo discreto hXkh que depende tanto de h co-
mo del ´ ındice tiempo (discreto) kh, k =0 ,1,2,...,
(b) la sucesi´ on de procesos en tiempo continuo {hXt} formado como funciones
de pasos del proceso en tiempo discreto en (a) utilizando (2) (este proceso
tambi´ en depende de h yd eu n´ ındice de tiempo (continuo) t, t ≥ 0),
(c) un proceso l´ ımite de difusi´ on Xt al cual, bajo condiciones dadas abajo, la
sucesi´ on de procesos {hXt}h↓0 converge d´ ebilmente.
Si A  denota la transpuesta de la matriz (vector) A, se deﬁne la norma de A,
denotada por  A  como
 A  =

[A A]1/2 cuando A es un vector columna,
[traza(A A)]1/2 cuando A es una matriz.
(4)





















donde [t/h] es la parte entera de t/h, es decir, el entero mayor k ≤ t/h.L ai n -
tegraci´ on en (5)-(6) es tomada sobre  y − x ≤1m ´ as que sobre IR
n porque los
momentos condicionales usuales pueden no ser ﬁnitos1. Las funciones ah(x,t)
y bh(x,t) son medidas (truncadas) del segundo momento y de la tendencia
1 Por ejemplo, Xt=exp[exp(Wt)],c o nWt como movimiento Browniano, es una difusi´ on
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por unidad de tiempo, respectivamente. Los resultados de convergencia que se
presentan a continuaci´ on requieren que ah(x,t)ybh(x,t) converjan a l´ ımites
ﬁnitos, y que Δh,ε(x,t)t i e n d aac e r op a r at o d oε>0. Asimismo, Δh,ε(x,t)e s
una medida de la probabilidad por unidad de tiempo de un salto de tama˜ no ε
o mayor. Dado que los procesos de difusi´ on tienen trayectorias muestrales que
son continuas con probabilidad uno, no deber´ ıa sorprender que la probabilidad
de los saltos discretos de cualquier tama˜ no ﬁjo ε (ε>0) o mayor tienda a cero.
El primer resultado que se presentar´ a sobre la convergencia en cuesti´ on requiere
de los siguientes supuestos:
Supuesto 1. Existe un mapeo continuo, medible a(x,t)d eI R
n ×[0,∞)e ne l
espacio de matrices de n × n deﬁnidas no negativas y sim´ etricas y un mapeo
medible continuo b(x,t)d eI R
n ×[0,∞)e nI R

















Las ecuaciones (8) y (9) requieren que el segundo momento y la tendencia
por unidad de tiempo converjan uniformemente en conjuntos compactos para
funciones de tiempo bien comportadas y variables de estado x. La ecuaci´ on
(10) requiere que la probabilidad por unidad de tiempo de un salto de tama˜ no
ε o mayor se desvanezca uniformemente en conjuntos compactos para toda
ε>0, por lo que las trayectorias muestrales del proceso l´ ımite son continuas
con probabilidad uno. Otro supuesto necesario es que
Supuesto 2. Existe un mapeo continuo y medible σ(x,t)d eI R
n ×[0,∞)e ne l
espacio de matrices de n × n, tal que para todo x ∈ IR
n yt o d ot ≥ 0,
a(x,t)=σ(x,t)σ(x,t) . (11)
El supuesto anterior requiere que la funci´ on a(x,t), que determina el segundo
momento por unidad de tiempo del proceso l´ ımite, tenga una matriz ra´ ız
cuadrada bien comportada σ(x,t). El siguiente supuesto requiere que la me-
dida de probabilidad vh de los puntos aleatorios iniciales hX0 converjan a una
medida l´ ımite v0 conforme h ↓ 0, de tal forma que
Supuesto 3. Conforme h ↓ 0, hX0 converge en distribuci´ on a una variable
aleatoria X0 con medida de probabilidad v0 en (IR
n,B(IR
n)).
En resumen, se ha especiﬁcado una medida de probabilidad v0 para el valor
inicial del proceso l´ ımite Xt, una funci´ on instant´ anea de tendencia b(x,t), una
matriz instant´ anea de covarianzas2 a(x,t), que garantizan que el proceso l´ ımite
2 Conforme h↓0, la diferencia entre la matriz de covarianzas condicional y la matriz de
segundos momentos condicionales se disminuye, por lo que en el l´ ımite en tiempo continuo
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exista y que tenga trayectorias muestrales que sean continuas con probabilidad
uno. En este punto, hay dos cosas que requieren de una aclaraci´ on adicional:
primero, un proceso l´ ımite puede no existir, porque cuando se consideran juntas
v0, a(x,t), y b(x,t) puede ser que el proceso explote (con probabilidad positiva)
a inﬁnito en tiempo ﬁnito. Segundo, v0, a(x,t), y b(x,t) puede no deﬁnir
´ unicamente un proceso l´ ımite. Por ejemplo, se podr´ ıa requerir informaci´ on
adicional en forma de condiciones frontera3. Existen algunas investigaciones
en la literatura sobre la condiciones bajo las cuales v0, a(x,t)yb(x,t)d e -
ﬁnen ´ unicamente una difusi´ on l´ ımite (v´ ease, por ejemplo, Stroock y Varadhan
(1979)). Al respecto se adopta el siguiente supuesto.
Supuesto 4. Las funciones v0, a(x,t)yb(x,t) determinan ´ unicamente la dis-
tribuci´ on del proceso de difusi´ on Xt, con distribuci´ on inicial v0,m a t r i zd ed i -
fusi´ on a(x,t) y vector de tendencia b(x,t).
2.2 Planteamiento del teorema de convergencia
Una vez que se han planteado los supuestos necesarios para garantizar la ex-
istencia y unicidad del proceso l´ ımite, a continuaci´ on, se presenta el primer
resultado:
Teorema 1. Bajo los Supuestos 1 al 4, la sucesi´ on de los procesos hXt deﬁnidos
por (1)-(3) converge d´ ebilmente (es decir, en distribuci´ on) conforme h ↓ 0a l
proceso Xt deﬁnido por la ecuaci´ on integral estoc´ astica







donde Wn,t es un movimiento Browniano est´ andar n-dimensional4, independi-
ente de X0 y donde para cualquier Γ ∈ B(IR
n) se cumple que IP(X0 ∈ Γ) =
v0(Γ). El proceso Xt es ´ unico. La distribuci´ on de Xt no depende de la elecci´ on
de σ(·,·) hecha en el Supuesto 2. Por ´ ultimo, Xt permanece ﬁnita en intervalos
ﬁnitos de tiempo casi seguramente, es decir, para toda T>0,
IP[ sup
0≤t≤T
 Xt  < ∞]=1 . (13)
La convergencia en distribuci´ on en el Teorema 1 no es meramente una conver-
gencia en distribuci´ on de {hXt} para un valor ﬁjo de t:a ´ un m´ as para cualquier
T,0≤ T<∞, las leyes de probabilidad que generan las trayectorias muestrales
completas {hXt},0≤ T<∞ convergen a la ley de probabilidad que genera
la trayectoria muestral de Xt,0 ≤ T<∞. De ahora en adelante, se denotar´ a
este tipo de convergencia en distribuci´ on mediante el s´ ımbolo ⇒,m i e n t r a sq u e




3 Para ejemplos de explosi´ on y no unicidad, v´ ease Stroock y Varadhan (1979).
4 Es decir, Wn,t es un movimiento Browniano n-dimensionaltal que para toda t,I E [Wn,t]=
Wn,0=0n yd Wn,tdW

n,t=In,ndt, donde In,n es la matriz identidad de n×n.98 Revista de Administraci´ on, Finanzas y Econom´ ıa
2.3 Un conjunto alternativo de condiciones para convergencia
El Supuesto 1 es complicado de veriﬁcar, dado que las integrales son tomadas
sobre  y − x ≤1ys o b r e y − x ≥ε. De alguna manera esto limita la
utilidad del Teorema 1. Por lo tanto, es importante contar con una alternativa
m´ as simple, aunque de alguna forma menos general que el Supuesto 1. Primero,








donde (y − x)i es el i-´ esimo elemento del vector y − x.S ip a r aa l g ´ un δ>0y
todo i, i =1 ,...,n, ch,i,δ(x,t) es ﬁnito, entonces las siguientes integrales est´ an
















En virtud de que a(·,·), b(·,·), a∗(·,·)yb∗(·,·)son medidas del segundo momento
y de la tendencia por unidad de tiempo, la diferencia ahora es que las integrales
son tomadas sobre IR
n en lugar de  y − x ≤1. A continuaci´ on se establece el
siguiente supuesto alternativo al supuesto 1:







Adem´ as, existe una mapeo continuo a(x,t)d eI R
n × [0,∞)e ne le s p a c i od e
matrices de n×n deﬁnidas no negativas sim´ etricas y un mapeo continuo b(x,t)
de IR













h(x,t) − b(x,t)  =0 . (19)
De esta forma, se tiene que
Teorema 2. Bajo los Supuestos 2 al 5, las conclusiones del Teorema 1 se
mantienen.5
Los Teoremas 1 y 2 proveen una forma relativamente simple de garantizar
la convergencia a un proceso l´ ımite de Itˆ o. En esencia, el Teorema 2 dice que si
la tendencia y el segundo momento de hXkh por unidad de tiempo convergen
al ´ ımites bien comportados, y si las primeras diferencias de hXkh tienen un
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momento absoluto mayor a dos que se colapsa a cero a una tasa apropiada de
h ↓ 0, entonces los procesos hXt convergen en distribuci´ on a la soluci´ on del
sistema de la ecuaci´ on integral estoc´ astica (12).
3. Convergencia de GARCH(1,1)-M a un proceso de difusi´ on
GARCH
En esta secci´ on se demuestra la convergencia de modelo GARCH(1,1)-M a un
proceso de difusi´ on GARCH. l proceso GARCH(1,1)-M de Engle y Bollerslev
(1986) para el logaritmo de rendimientos de los excedentes acumulativos Yt en
un portafolio est´ a dado por
Yt = Yt−1 + cσ2
t + σtZt, (20)
σ2
t+1 = ω + σ2
t(β + αZ2
t ), (21)
donde Zt son variables aleatorias independientes id´ enticamente distribuidas
N(0,1). A continuaci´ on se consideran las propiedades del sistema de ecuaciones
estoc´ asticas en diferencia (20)-(21) conforme se una partici´ on del intervalo de
tiempo del modelo GARCH(1,1)-Mse hace cada vez m´ as y m´ as ﬁna. Sin p´ erdida
de generalidad, se permite que los par´ ametros del sistema α, β y ω dependan
de h, y se supone que tanto el t´ ermino de tendencia en (20) como la varianza
de Zt sean proporcional a h, es decir:
hYkh = hY(k−1)h + h · c · hσ
2
kh+ hσkh · hZkh, (22)
hσ2
(k+1)h = ωh + hσ2





0) ∈ Γ] = νh(Γ) para cualquier Γ ∈ B(R
2), (24)
donde {hZkh} son variables aleatorias independientes id´ enticamente distribui-
das N(0,h). Tambi´ en se supone que la sucesi´ on de medidas {νh}h↓0 satisface el
Supuesto 3, y que para h ≥ 0, νh((Y0,σ 2
0):σ2
0 > 0) = 1. Para concluir, se crea
el proceso en tiempo continuo hYt y hσ2
t por




kh para kh ≤ t<(k +1 ) h. (25)
Se permite que ω, α y β dependan de h a ﬁn de descubrir qu´ e sucesiones
{ωh}, {αh} y {βh} hacen que los procesos {hσ2
t} y {hYt} (en donde ahora
hσ2
t representa la varianza por unidad de tiempo y c · hσ2
t la prima de riesgo
por unidad de tiempo) converjan en distribuci´ on a un l´ ımite de proceso de Itˆ o
conforme h tiende a cero. Asimismo, se requiere que para toda h, ωh,α h y βh
sean no negativas, lo cual asegura que el proceso σ2
t permanezca positivo con
probabilidad uno (v´ ease Bollerslev (1986)).
El proceso de tiempo discreto (22)-(24) es claramente Markoviano y la
tendencia por unidad de tiempo (condicionada en la informaci´ on al tiempo
(k − 1)h)e s t ´ ad a d ap o r




kh)|M kh]=h−1ωh + h−1(βh + αh − 1)hσ2
kh, (27)100 Revista de Administraci´ on, Finanzas y Econom´ ıa
donde Mkh es la σ-´ algebra generada por kh, hY0,...,hY(k−1)h, y hσ2
0,...,hσ2
kh.
Para que la tendencia por unidad de tiempo converja como es requerido por el




−1ωh = ω ≥ 0, (28)
lim
h↓0
h−1(1 − βh − αh)=θ, (29)
deben existir y ser ﬁnitos. Observe que se requiere que ω s e an on e g a t i v oy
donde θ puede ser de cualquier signo. El segundo momento por unidad de





h +2 h−1ωh(βh + αh − 1)hσ2
kh

















= c · hσ2
kh · ωh + c · hσ4
kh(βh + αh − 1). (32)




h = α2 > 0, (33)





kh + o(1), (34)
E[h−1(hYkh −h Y(k−1)h)2 |M kh]=hσ2




donde el t´ ermino o(1) disminuye uniformemente en conjuntos compactos. No
es dif´ ıcil encontrar sucesiones de {ωh}, {αh} y {βh} que satisfagan (28), (29) y
(33), basta tomar ωh = ωh, βh =1− α(h/2)1/2 − θh y αh = α(h/2)1/2. Ahora




kh)4 |M kh]yI E [ h−1(hYkh −h Y(k−1)h)4 |M kh]
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ys ia d e m ´ as ωh, αh y βh satisfacen (28), (29) y (33), entonces el Supuesto 5
se mantiene. Si se hace que σ(·,·) en el Supuesto 2 sea igual elemento por
elemento a la ra´ ız cuadrada de a(Y,σ2), entonces se mantiene el Supuesto 2.
Las ecuaciones (37)-(38) sugiere un proceso de difusi´ on l´ ımite de la forma:
dYt = c · σ
2
tdt + σtdW1,t, (39)
dσ2




0) ∈ Γ] = ν0(Γ) para cualquier Γ ∈ B(IR
2), (41)
donde W1,t y W2,t son movimientos Brownianos est´ andar estoc´ asticamente in-
dependientes e independientes de sus valores iniciales (Y0,σ 2
0).
4. Prueba r´ apida de convergencia
En esta secci´ on se presenta una prueba r´ apida de convergencia que aunque es
menos formal es muy intuitiva. Considere el modelo GARCH(1,1)-M:
Yt = Yt−1 + cσ2
t + σtZt,
σ2
t+1 = ω + σ2
t(β + αZ2
t ),
Zt ∼ N(0,1); ωh,α h,β h ≥ 0. Considere una partici´ on con kh ≤ t ≤ (k +1 ) h
y h =1 /N,d el af o r m atk = hk, es decir,
t0 =0
t1 = h
t2 =2 h =2 /N
tN = Nh=1
Para el proceso Yt, se deﬁne
hYkh = hY(k−1)h + c · hσ2
kh + hσkh · hZkh,
hYkh − hY(k−1)h = c · hσ2
kh + hσkh · hZkh.
Esta ´ ultima expresi´ on converge a
dYt = c · σ
2
tdt + σtdW1,t.
Asimismo, para σt se tiene que
hσ2
(k+1)h = ωh + hσ2
kh[βh + αh · hZ2
kh],
lo cual implica que
hσ2
(k+1)h − hσ2
kh = ωh + hσ2
kh· βh − hσ2
kh + hσ2
kh · αh · hZ2
kh + αh · hσ2
kh
− αh · hσ2
kh,
= ωh − (1 − αh − βh)hσ2
kh + αh · hσ2
kh(hZ2
kh − 1),
= ωh − θhσ2
kh + αh · hσ2
kh(hZ2
kh − 1).102 Revista de Administraci´ on, Finanzas y Econom´ ıa
Si se utiliza ahora la aproximaci´ on ln(x) ≈ x − 1v ´ alida cuando x ≈ 1, se tiene
que la ecuaci´ on anterior puede ser aproximada de la siguiente forma:
hσ2
(k+1)h − hσ2
kh = ωh − θhσ2
kh + αh · hσ2
kh · ln(hZ2
kh).
Observe que las variables aleatorias ln(hZ2
kh) toman valores entre −∞ y ∞.
Como las variables aleatorias ln(hZ2
kh) son independientes con varianza ﬁnita,
p o re lt e o r e m ad e ll ´ ımite central se tiene que ln(hZ2
kh) → Y donde Y ∼N(0,t),
siempre y cuando el n´ umero de subintervalos se vaya a inﬁnito. Si se escribe
ahora Y =d W2,t, se obtiene que
dσ
2
t =( ω − θσ
2
t )dt + ασ
2
tdW2,t




−1ωh = ω ≥ 0,
lim
h↓0
h−1(1 − βh − αh)=θ.
5. Conclusiones
Este trabajo ha mostrado, bajo ciertas condiciones (Supuestos (1)-(2) ´ o (2)-(6)),
la convergencia del modelo GARCH(1,1)-M al movimiento geom´ etrico Browni-
ano con reversi´ on a la media (proceso de difusi´ on GARCH). Con este resultado
el problema de inferencia sobre los par´ ametros de modelos de valuaci´ on de op-
ciones europeas con volatilidad estoc´ astica (como los de Engle y Lee (1996),
Lewis (2000) y Hull y White (1987)) puede ser reducido a la estimaci´ on del
modelo GARCH(1,1)-M. Asimismo, se lleva a cabo una discusi´ on detallada so-
bre los supuestos que garantizan la existencia y unicidad del proceso l´ ımite. Por
´ ultimo, se desarrollo una prueba r´ apida de convergencia menos formal, pero m´ as
intuitiva y f´ acil de recordar.
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