Abstract. In this paper, a new hybrid self-evolving algorithm is presented with its application to a highly nonlinear problem in electrical engineering. The optimal power flow problem described here focuses on the minimization of the fuel costs of the thermal units while maintaining the voltage stability at each of the load buses. There are various restrictions on acceptable voltage levels, capacitance levels of shunt compensation devices and transformer taps making it highly complex and nonlinear. The hybrid algorithm discussed here is a combination of the learning principles from Brain Storming Optimization algorithm and Teaching-Learning-Based Optimization algorithm, along with a selfevolving principle applied to the control parameter. The strategies used in the proposed algorithm makes it self-adaptive in performing the search over the multi-dimensional problem domain. The results on an IEEE 30 Bus system indicate that the proposed algorithm is an excellent candidate in dealing with the optimal power flow problems.
Introduction
Computational intelligence and its derivatives have become very handy tools in the field on engineering, especially for the studies on nonlinear systems. Among the intelligent techniques, evolutionary computation has been of high interest in the field of engineering optimization problems [1] . Various algorithms such as Genetic Algorithm [2] , Particle Swarm Optimization [3] , Differential Evolution [4] , Artificial Bee Colony [5] etc. have been already used in power engineering. The economically optimal power scheduling and stable steady state operation of an electrical grid is one of the major focus areas among them. This problem, which deals with the power flow and voltage states of an electrically connected network during steady state, is often referred to as optimal power flow (OPF) problem. OPF can have multiple objectives for which optimality is to be searched, but has major emphasis on economic schedule of the power generation, along with minimizing the voltage deviations that could occur at the points at which loads to the system are connected. The intricate electrical interconnections, transformer taps for voltage stepping, steady state shunt compensation devices -all of them make the relations between the electrical variables highly complex and nonlinear. This demands requirement of smart methods for deciding the system variables. The conventional gradient-based techniques would end up with suboptimal solutions if applied to such an optimality problem with multiple constraints [1] . Relatively optimal solutions reported so far have been discovered using evolutionary computational techniques [4, 6] . Teaching-Learning-Based Optimization (TLBO) is a recent technique proposed to serve the purpose of nonlinear function optimization [7, 8] . The philosophical essence of the algorithm is based on the interaction of the learners in a class with the teacher of that class and among themselves. For the sake of simplicity, the learner with the highest advantage of knowledge is considered as the teacher for that instance of time and the classroom dynamics is expected to evolve the average level of the learners with respect to the teacher.
Brain Strom Optimization (BSO) is based on the controlled idea generation with the help of some flexible rules. It puts forth the philosophy that improvisation of ideas can be done through brainstorming sessions and piggybacking on existing ideas. Even though the concept of teacher is absent in brainstorming, both the optimization algorithms show mutual compatibility. The TLBO algorithm which has been proposed originally do not stress on controlled cross-fertilization of ideas within the learners. Hybridization of these two algorithms with excellent philosophical bases could give a better algorithm.
Considering the algorithmic sequence of TLBO, it is to be noted that control parameter in the TLBO algorithm is just a singular Teaching Factor. A self-evolving characteristic can be introduced to it to make the algorithm more guided and versatile in its evolution through the iterations. This methodology stresses the idea of self-improvisation in parallel to mutual-improvisations. In this paper the self-evolving hybrid algorithm is put into action by applying it on a multi-objective optimal load flow problem.
The following parts of paper are organized such -section 2 details the objective of optimal power flow and identifies two major objectives. The exact relation of electrical quantities and the constraints imposed are stated. Section 3 explains the algorithmic sequence followed by the proposed algorithm for its execution. Section 4 presents the application of the proposed algorithm on OPF problem along with the simulation results. The conclusions are given in section 5.
Objectives of Optimal Power Flow
The primary objective of the OPF problem is to satiate the load demand with minimum possible cost, simultaneously maintaining the voltage levels as seen by the loads around the expected value; all the while satisfying the physical limits of the components involved in generation and transmission. The objective of cost minimization can be expressed as below. 
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The coefficient shown as a accounts for the fixed cost and the coefficients b and c account for the variable cost incurred from power production.
i G P is the power generated by the i th generator and N G is the total number of generators. The active power supplied should follow the demand constraint given below. 1 1
Where j D P is the j th load and N D is the total number of loads. Each generator is restricted physically by a maximum and minimum quantity of power that it is capable of generating. For the i th generator, it can be expressed as given below.
The total voltage deviation also acts an as an objective to be minimized. The loads require near-per-unit values of voltage for stable operation. The expression of objective meant for minimization is given below. 
The voltage states of the network, both magnitude and angle at each node of the network, can be computed using load flow analysis. This information obtained can further be used to calculate the power losses in the network. Below the Root-MeanSquare based phasor matrix calculations which are performed in load flow using the admittance matrix (Y) of an N bus system and the injected power are shown.
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The powers thus computed are used in the equality constraints to match the injected power with demanded power. Power mismatches beyond tolerance would cause the load flow to fail in obtaining a convergent solution for the local search.
The objective is a highly nonlinear and highly restricted function of the following decision vector X.
This gives a total of (2 )
decision variables which belong to four categories. The dimensionality of the problem can be very large as the number of buses increase. This makes the problem all the more challenging to solve.
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Self-Evolving Brain-Storming Inclusive Teaching-LearningBased Optimization Algorithm
The Brain Storm Optimization and Teaching-Learning-Based Optimization algorithms have been recently introduced in the research literature [9] and [7] respectively. While TLBO is based on excellence of learners inspired by the teacher, BSO stresses on information interchange through brainstorming. The following guidelines are used with reference to Osborn's Original Rules for Idea Generation in a Brain storming Process [10] : 1) Suspend Judgment 2) Anything Goes 3) Cross-fertilize (Piggyback) 4) Go for Quantity. The rule 3 emphasizes on the key idea of brain storming which is then incorporated into the teacher-learner-based algorithm to cross-fertilize the ideas from teaching phase and learning phase, so as to originate a new set of ideas, which if turns out to be superior, could replace inferior ideas. The Teaching Factor (T F ) used in TLBO can be made self-evolving through its adaptation from the temporal change in consecutive function values. The computational steps are detailed below.
Initialization
Being a population-based stochastic algorithm, the initialization procedure is done over a matrix of M rows and N columns. M denotes the population size and N is the dimensionality of the problem at hand. The algorithm runs for a total of T iterations after which termination occurs. Considering an element x at m th row and n th column of the said matrix, initialization is done as shown below.
where m and n are indices for row and column respectively. The random value used follows a uniform distribution of randomness within the range (0, 1). The valid existing ideas could be used as a base to start for new idea generation. Similarly, prior known and acknowledged solutions can be used as seeds in the initial matrix. A potential solution X from m th row at time/iteration t is evaluated as shown below.
Teaching Phase
In this phase, the average of the class is considered by taking the mean of each dimension of the population. The mean vector V can be shown as
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The teacher for the current iteration is the best solution of the current population. In a multi-objective problem, the best ranked individual can be obtained by a suitable nondominated sorting method. The mutation in this phase is as shown below.
where T F shows the vector of teaching factors used for each learner. Since there is only this single type of control parameter present in original TLBO, it is possible to make it adaptive to the situation, making the algorithm self-evolving.
This is intelligent learning strategy in the proposed algorithm. The improvisation in the rank of the vector with respect to past would lead to reduction in teaching factor, indicating that the learner is performing well and has lesser need to contribute towards driving the class average corresponding to the current teacher. Considering depreciation in the rank, the individual would need to allow higher mutations between teacher and the average vectors and hence higher T F value is required. When there is no change in the rank, the T F value for that learner is kept constant.
Learning Phase
This phase makes the learners undergo self-improvement through differential mutation. The temporal gradients which are present between the learners are used to facilitate the mutation process.
The transformer taps {11, 12 15, 36} are to be adjusted and the extent of reactive compensations at {10, 12, 15, 17, 20, 21, 23, 24, 29} have to be determined. The fuel cost and voltage deviations are functionally dependent on these 25 parameters. The comparison of results from the proposed algorithm is performed in Table 2 . It is very clear from the results that the proposed technique shows comparable performance to recent algorithms and is quite optimal considering the initial states shown in [4, 6] . As seen from Table 2 , the proposed hybrid algorithm is very effective in finding optimality of the objectives. The time difference in algorithms is negligible owing to high computational capabilities of modern day processors.
Conclusion
A hybrid algorithm is proposed based on two algorithms, TLBO and BSO, which have mutually compatible philosophical bases. The proposed algorithm is easily modified to be self-evolving since the original algorithm has only a single type of control OPF Solution Using Self-Evolving Brain-Storming Inclusive TLB Algorithm 345 parameter. The algorithm is successfully applied to highly complex optimal power flow problem with multiple objectives. The results indicate that the proposed algorithm is an excellent candidate for intelligent decision-making leading to economiccum-stable operation of the power network. The flexibility and generic nature of the algorithm makes it suitable for optimizations on electrical networks spread over a large area or even those inside a building. The algorithm has higher memory requirement during its intermediate stages, but that disadvantage is trivial in the current world scenario of high end memory availability.
