Abstract-This paper considers basic questions regarding Markov random processes. It shows that continuous-time, continuous-valued, wide-sense stationary, Markov processes that have absolutely continuous second-order distribution and finite second moment are not bandlimited. It also shows that continuous-time, stationary, Markov processes that are continuous-valued or discrete-valued and satisfy additional mild conditions cannot be recovered from uniform sampling. Further it shows that continuous-time, continuous-valued, stationary, Markov processes that have absolutely continuous second-order distributions and are continuous almost surely, cannot be recovered without error after quantization. Finally, it provides necessary and sufficient conditions for stationary, discrete-time, Markov processes to have zero entropy rate, and relates this to information singularity.
I. INTRODUCTION
T HIS paper considers basic questions mostly regarding continuous-time Markov random processes that are either continuous-or discrete-valued. The results are concerned with the nonbandlimitedness and nonrecoverability from sets of samples or after quantization of such processes.
The first result, given in Theorem 1, considers bandlimitedness. Whether or not a random process is bandlimited is an important question in engineering. It is shown that the Markov property (along with some technical conditions) implies nonbandlimitedness. This result is important as it sheds light on the connection between two seemingly unrelated properties of random processes, Markovity and bandlimitedness, by showing that the former implies the latter.
It is well known that bandlimited random processes can be recovered from uniformly spaced samples. An important question is: when is the converse true? The example that precedes Theorem 3 demonstrates the converse is not true in general without further conditions. Theorems 2 and 3 show that it is true in the presence of Markovity. Specifically, it is shown that continuous-and discrete-valued Markov processes (satisfying some mild technical conditions) cannot be recovered with zero average distortion (with respect to a general distortion measure) from any set of samples that has a gap between the sampling times that occurs with positive frequency (e.g., uniform sampling). Theorem 4 is motivated by the problem of coding continuous-time and continuous-valued random processes. A common and natural approach to coding such processes is the use of scalar quantization followed by entropy coding. One expects that for a given positive target distortion, as sampling rate increases, coding rate remains bounded. Indeed, for discrete-time processes, dithered scalar quantization plus entropy coding incurs only a small loss of no more than 0.755 bit/sample relative to the rate-distortion function [1] . In [2] it is shown that in continuous-time, coding rate tends to infinity and it is argued that in most cases distortion cannot be made to go to zero (thus making the result of interest). Bar-David [3] showed an example of a bandlimited Gaussian process that cannot be recovered without error after being passed through a binary quantizer with a threshold at the mean. Slepian [4] showed that error-free recovery is not possible for an ergodic Gauss-Markov process (this process is not bandlimited) and a binary quantizer with a threshold at the mean. Theorem 4 generalizes Slepian's result (hence strengthening the result given in [2] ) by showing that error-free recovery is not possible for Markov processes in general (adhering to some mild technical conditions) with any quantizer.
Finally, the entropy rate of stationary, discrete-time, Markov processes is considered, and necessary and sufficient conditions for it to be zero are provided. This is related to information singularity.
The remainder of this paper is organized as follows. Section II introduces notation and background. Results are given in Section III. Section IV offers concluding remarks. Finally, some lemmas are left to the Appendix .
II. BACKGROUND AND NOTATION
We represent a continuous-time random process as the collection of real-valued random variables defined on the probability space . Let denote the random variable at time , and let denote the sample path corresponding to . The process is continuous almost surely if for any time , [5, p. 63 ]. The process is said to be (unilateral) Markov if for any finite and any , is conditionally independent of given . Namely, the future is independent of the past given the present. If has an absolutely continuous second-order distribution, i.e., a second-order probability density function (pdf), then it has an th-order pdf for any finite . . When second-order pdfs exist, then, as mentioned, finite-dimensional pdfs exist and a unilateral Markov process is also a bilateral Markov process [6] . For a discrete-valued Markov process this follows directly [6] .
We define a scalar quantizer to be a (measurable) function . The quantizer induces a partition of into cells such that when . Typically, these cells are intervals. A reconstruction of the process at time is a (measurable) function , where is some domain (we consider various reconstructions with various domains). Sometimes denotes a reconstruction of . The operator in addition to denoting absolute value also denotes the number of elements in a set or, if the set is an interval, then it denotes its length. If the set contains several intervals, then it denotes the number of these intervals. Its meaning is clear from the context.
Next, define the distortion measure , where is a continuous, nondecreasing (measurable) function for which for and . 1 We comment that the continuity of is used in showing Lemma A1 of the Appendix , which in turn is used in showing Theorems 2-4. These theorems, however, hold for discontinuous as well, since a continuous can be constructed from a discontinuous by setting when , and when . It is easy to see that is continuous, nondecreasing, for , and for all . The latter implies that if the theorems hold for they also hold for .
The following discussion (found in [7, pp. 231-233] ) of discrete-valued Markov processes is relevant to Theorem 3.
Let , be the state space of a discrete-time, discrete-valued, Markov chain , and let , a set of distinct real numbers, be its alphabet. The random process is a continuous-time, discrete-valued, Markov random process if for all , where we say that is in state when , such that the amount of time spends in state before transitioning to another state is exponentially distributed 2 with rate (i.e., mean ). The amounts of time the process spends in each state are independent random variables. The state to which the process transitions is determined according to the Markov chain , which is called the underlying Markov chain. If , then state is absorbing, i.e., implies for all with probability one. If , then state is instantaneous, since once entered it is instantaneously left. (Note that we allow to be or , thereby referring to absorbing or instantaneous states, respectively.) The process is time-homogenous if its transition probabilities are invariant under shifts of time, which implies that the rates exist and are constant. For a stationary process , let , which is ordinarily different from the probability that is in state .
1 If (0) > 0 is assumed, then Theorems 3 and 4 become trivial. 2 The exponential distribution follows from the memoryless property, which is implied by the Markovity of the process. For a rigorous proof of this (which assumes that X is separable) see [8, p. 148 ].
Finally, the state space of the Markov chain can be partitioned into sets called communicating classes such that any two states in the same communicating class have a positive probability to transition from one to the other in a finite number of transitions [7, pp. 167-174] .
III. RESULTS
We begin by showing that continuous-time, continuous-valued, Markov random processes are not bandlimited. The idea is to use the fact, implied by Markovity, that when reconstructing a Markov process at any time between two sampling times, the only relevant information for the reconstruction are the two samples at these times, while all other samples provide no constraints on the reconstruction of the process at the given time. Nonbandlimitedness then follows from the inability, due to absolute continuity, to reconstruct the process without error at the given time from the two samples.
Theorem 1:
A continuous-time, wide-sense-stationary, Markov random process with an absolutely continuous second-order distribution and finite second moment is not bandlimited.
Proof: If a wide-sense-stationary random process has finite second moment and is bandlimited, then the sampling theorem for such a process [9] shows that it can be reconstructed in mean square at any time from a set of sufficiently dense uniformly spaced samples. Namely, there exists such that for any , , where is an appropriately chosen function of and the samples of at times (e.g., can be chosen to be a sum of functions). To show that the given Markov process, denoted by , is not bandlimited we consider the contrapositive. Namely, we show that for any sampling interval and any reconstruction procedure there exists a time for which mean-square convergence fails. This implies that is not bandlimited. Let be given. Set and observe that it is the best mean-square estimate of given the samples at times . Setting (any will do) we have where is due to being a bilateral Markov process since it has a second-order pdf, and follows since and have an absolutely continuous joint distribution, which implies that .
Before proceeding we make two definitions relevant to Theorems 2 and 3. 
where is due to the stationarity of and time invariance of , derives from the fact that has a larger parameter input set, and follows since is a bilateral Markov process. Combining (1) and (2) we get (3) where follows since for any , which, as in the proof of Theorem 1, is due to , and being jointly absolutely continuous. Finally, using (3) we obtain as was needed to be shown.
The next theorem shows the same nonrecoverability result of Theorem 2 for discrete-valued Markov random processes. In both cases, the processes considered are not bandlimited. These results are significant since there exist nonbandlimited processes that can be recovered from equally spaced samples. For example, consider the following stationary random process constructed from a random variable that is uniformly distributed in , and from an independent and identically distributed (i.i.d.) sequence of random variables each of which is either or with equal probability.
With probability one, any sampling interval is an irrational multiple of , and since the process holds fixed for at least two samples, one can determine to arbitrary accuracy. Hence, the process is recoverable from samples taken every seconds. Notice that this processes is not degenerate, in the sense that it regularly produces innovations and the entropy rate of any sampled version of the process is positive.
Theorem 3:
Let be a continuous-time, discrete-valued, stationary, time-homogenous, Markov random process whose underlying Markov chain has a communicating class, which has at least two noninstantaneous states, and occurs with positive probability. The process is nonrecoverable (with respect to ) from samples taken at a nondense set of times. Proof: Let be a communicating class that occurs with positive probability, , and has at least two noninstantaneous states. Such a class exists by assumption. We now have where the last inequality follows since , , , when , and being nondecreasing. 4 Combining the last equation with (4) we obtain which shows the theorem for the case that is separable. Finally, if is not separable, then there exists an equivalent separable random process , i.e., for all [10, pp. 88-89], for which the theorem does hold. This implies that the theorem holds for as well.
The next theorem shows that when the Markov process considered in Theorem 1 is stationary and continuous almost surely, it cannot be recovered without error from its quantized version. We comment that stationary, separable Gauss-Markov processes are examples of processes that have absolutely continuous second-order distribution (as follows from the Gauss-Markov property) and are continuous almost surely (in fact, they are almost surely sample path continuous as can be verified using the Kolmogorov condition for sample continuity [5, p. 57]), [11, p. 519] . 3 States i and j are required to not be instantaneous so as to allow p and p (that follows) to be positive. It is clear that if i and j are instantaneous, then this should make reconstruction even harder and so the theorem would hold in this case as well. 4 Instead of requiring to be nondecreasing it suffices to require that for some m > 0 and s > 0, (x) m for all x s.
Theorem 4:
Let be a continuous-time, stationary, Markov random process that is continuous almost surely and has absolutely continuous second-order distribution. Let be an arbitrary scalar quantizer that has a cell that contains an interval, and is in this interval with positive probability. Let denote the quantized version of , i.e.,
. Then the distortions (with respect to ) induced by all reconstruction schemes are bounded away from zero. Specifically where is any reconstruction of from (i.e., has as input the entire quantized process) and is the random variable that represents its value at time .
Proof: Lemma A1 of the Appendix shows that there exists a time-invariant best estimator . This and the stationarity of imply that for any time
Before proceeding to show that the last term above is positive, consider an interval that occurs with positive probability and is contained by a quantization cell of . follows since has a larger parameter input set, derives from being a bilateral Markov process 5 since it has a second-order pdf, and follows since is constant given . Lemma A1 implies that there exists a best estimator that minimizes . This, (5), and the last equation imply that all that remains to show is that As in the proof of Theorem 1, the expectation above is positive since , and are jointly absolutely continuous (a fact that remains true also when conditioning on , since ) and when .
We conclude this section with a brief discussion tieing Markov processes, entropy rate, and information singularity. Consider the following definition.
Definition 3:
A random process has a degenerate twodimensional distribution if for any time , any number , and almost all , for some that can depend on .
It is not hard to show that this condition is necessary and sufficient for stationary, discrete-time, Markov processes to have zero entropy rate (Markovity is essential since the condition is only on the two-dimensional distribution). It then follows directly via Hajek [13] (Theorem 2 therein) that a stationary, discrete-time, Markov random process with finite second moment is information-singular, in the sense of [13] and [14] , if and only if it has a degenerate two-dimensional distribution.
The notion of information singularity can be extended in a natural way to continuous-time processes [15] . For such extension it can be shown that the Markov process mentioned (except for being continuous time and also measurable), is not information-singular if it has a nondegenerate two-dimensional distribution. 6 
IV. CONCLUSION
It was shown that continuous-time Markov processes are not bandlimited and that they cannot be recovered without error from a uniform set of samples or after quantization. Further, necessary and sufficient conditions were provided for discrete-time Markov processes to have zero entropy rate. This was related to information singularity.
APPENDIX
Lemma A1: Given a set of times , let be a deterministic function of the stationary random process at times , which is defined for all , where denotes shift by of the set . For any time , there exists a time-invariant 5 Given X and X , X is independent of the uncountable collection fX g
. While typically such independence is stated with respect to a countable collection, it holds in the uncountable case also as seen in [11, pp. 562-565] , [12, pp. 393-395] , where this is given for unilateral processes but holds for bilateral processes as well. 6 Theorem 9 in [15] has an incomplete proof of this as it makes a small error by considering the condition "not constant with probability one" on the distribution of the process, instead of the condition "nondegenerate two-dimensional distribution." best estimator of at time , , that uses and attains the infimum . Proof: We first show that there exists a best estimator. Recalling that , and that is a nondecreasing function, Lemma A2 below implies that for any observed value of (or for short), the infimum can be taken over a compact set. Since is continuous, it is easy to see that is continuous in . Hence, the infimum is a minimum, which implies that the infimum is a minimum.
This shows that for any there exists a best estimator of , , that attains the infimum . The stationarity of implies that for any and , , i.e., is time-invariant. 
