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ABSTRACT
LiNbO3 Waveguide Modulators: A Gateway
to Realizing Holovideo Technology
Jeffrey Christopher Leach
Department of Electrical and Computer Engineering, BYU
Doctor of Philosophy
In this dissertation, I will present the various work I have accomplished in regards to the
design, simulation, and fabrication of holovideo and holodeck display technology. This includes:
1) design and analysis of a wavelength division multiplexing LiNbO3 waveguide device, 2) loss
characterization and reduction (by way of reverse proton exchange) 3) design of a curved, neareye AR display, and 4) a basis for acoustic holodeck technology (meant to service a system built
from our optical devices). All these accomplishments represent, in concert, a manifestation of
LiNbO3’s capacity to serve as the building material central to modern holovideo displays. It is
my hope that many future technologies will be built using these waveguides as their base.

Keywords: holography, lithium niobate, proton exchange, 3D displays, IWKB, near-eye display,
waveguide, acoustic, parametric array
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CHAPTER 1.

INTRODUCTION

Motivation
Virtual reality (VR) and augmented reality (AR) constitute a multi-billion-dollar industry
that promises to increase greatly in the future [1]. Recent advancements in computing technology
as well as a general increase of awareness by the public has finally made VR/AR a household
reality (previous efforts to introduce the concept commercially never took off; see the Virtual
Boy [2]). Examples of household names in the field include Oculus Rift, Hololens, HTC Vive,
CAVE, and Magic Leap [3-7]. As customers become more discerning, it will become necessary
to meet their expectations with improved graphics and, overall, a more immersive experience.
This experience can also come in many forms. Many VR/AR displays take the shape of wearable
glasses or goggles, but other forms include room-scale projection and volumetric displays. In this
paper, I will limit the discussion to wearable devices and the “holodeck”, or full-room, displays.
I will also briefly explore how the technology used in these displays is currently being used in
tabletop holovideo monitors.
The principle at the core of these displays is holography, which can be described as the
use of waves and diffraction to bend light into creating images that a user can see. While I will
further expound on this in the following chapter, for now I will mention that one limitation of
holography is the need for a viewable surface.
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Figure 1-1: The left image demonstrates an AR monocle partially occluding the user’s hand; this
occlusion is limited by the extent of the display, which forms its viewable surface. On the right,
the holodeck can provide a full-angle view, but cannot project any objects in front of the user’s
hand, because the hand occludes the viewable surface (the wall in this case) from the user’s line
of sight.

The image above shows how, for a headset, the viewable surface is limited to the glass
plane in front of the eyes; this is in line with general expectations concerning headset display
technology. The holodeck, on the other hand, can display (in theory) a fully immersive, 4𝜋𝜋 sr

display around the user. This technology cannot, however, display objects in front of the hand (as
seen in the figure). This is because the viewable surface for the holodeck is placed on the walls,
ceiling, etc. and the hand (or any other real-world objects) will occlude the viewable surface
from the viewer. Thus, without transporter energy-matter materialization or some other huge

paradigm jump, the holodeck cannot achieve both a near- and far-field display environment.
I mention the need for a viewable surface here in order to differentiate this technology,
which is based on diffractive holography, from the popular definition of holography, which can
include anything from foil stickers or lenticular displays to volumetric (i.e. Leia) displays, which
do not conform to the actual definition. While this means that holography’s applications are
somewhat more limited than is popularly held, it will be necessary for us to bear these limitations
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in mind when designing our systems so that other applications can fill in the gaps. This
distinction will be important throughout the paper, but especially when considering the
differences between our near-eye display in Chapter 6 and the holodeck in Chapter 7.

Previous Relevant Work
We will now consider the work accomplished by others, both past and current. After this,
we will discuss how the work I will present innovates and differentiates itself from the current
body of research available.
Proton exchange in LiNbO3 was first reported by Jackel and Rice in 1981 [8-9]. Since
then, devices using this method of creating waveguides have found various applications,
oftentimes accompanied by other waveguide-forming mechanisms, such as titanium in-diffusion
[10-12]. Surface acoustic waves were first guided by Hinkov [13]; later, he developed TM-TE
mode conversion for AO interaction in the waveguides [14]. Multichannel waveguide devices
have been created [15].
Proton exchanged LiNbO3 devices have taken many forms. They have been used to
create integrated interferometers [16]. Because they can also act as polarizers, these waveguides
can be used as polarization splitters [17]. Leonberger was successful in commercializing LiNbO3
modulators [18]; the application that found the most success was pig-tailing the modulators with
fiber gyroscopes. Proton exchanged modulators also found a home in the communications
industry where, among other things, it was used for cable television systems [19]. Smalley
created a holovideo monitor using LiNbO3 waveguide devices as the active modulating
component [20]. This monitor was capable of creating full-color images, but required multiple
modulators. Other developments using these modulators continue to be made, e.g. as in [21].
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There are a few known methods for measuring optical waveguide loss. One method is
known as the two-prism method [9]. Another method is known as Fabry-Perot interferometry
[22]. Another niche method specific to LiNbO3 waveguides includes a pyroelectric temperaturebased measuring system employing mercury [23]. Optical fiber scanning (such as that found in
the Metricon 2010/M) is another option [24]. All of these methods have downsides when applied
to our devices, as detailed in Chapter 5.
Reverse proton exchange is a method of removing previously exchanged regions in
LiNbO3 and was originally developed by Korkishko et al; and later, by Jackel and Johnson [25]
and has been refined and customized over the years. This has found application in wave-mixing
devices [26].
Augmented reality has become a commercial reality with the introduction of such
products as Google Glass [27] and Microsoft Hololens [4]. Various avenues of innovation are
being explored but, more specific to this paper, field of view (FOV) is a large concern. Displays
using lenslet arrays or mirrors have been used to augment FOV [28-29]. Experiments with
metamaterials have also proved interesting [30]. There was also a curved AR wearable display
invented requiring the use of mirrors and multiple optical components [31].

Contributions of this Work
This dissertation will be comprised of work published in papers, as well as some work in
related areas that remains unpublished. The following research will be included:
1. Wavelength division multiplexing – I created devices that can input three simultaneous
colors and independently modulate them. I optimized the fabrication parameters to
produce the best angular overlap within a given bandwidth [32-34]. Until this point, full-
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color displays were rare enough, and none of them were able to support full color using
only one device.
2. IWKB and loss characterization – By applying IWKB to our devices, we can characterize
our devices with respect to index profile and depth. I also developed a low-cost,
quick-turnaround method for measuring loss in our devices. This loss measurement
method, while not dissimilar in theory to other methods, is novel in its simplicity.
3. Reverse Proton Exchange – I implemented a recipe for RPE in our lab, presented initial
findings, and explored some of the difficulties integrating that process into our device
setups. RPE has been explored in other contexts before, but we encounter problems
specific to our setup that need to be explored.
4. Near-Eye Curved AR – I designed a curved near-eye display using our LiNbO3
modulators that can achieve a high FOV. The novel design graphs for this design are also
included in this paper, which will aid in subsequent designs of different curvatures.
5. The Holodeck - Finally, I present the patented design that Dr. Smalley and I created for a
tilable, tactile holodeck display, along with some initial work for creating the necessary
acoustic components.

Text Overview
We will first perform a review of the science and methods required to create our devices,
since all of the optics involved in this text are based on the same fundamental principles. Any
required additional background material will be discussed in its respective chapter.
After this review, we will investigate wavelength division multiplexing in Chapter 5. This
will also serve to illustrate how our simple design has the ability to expand to fit projects with
5

larger scopes. Chapter 6 will discuss (optical) loss mechanisms in our devices; this will include
both how we measure them and one method we explored for reducing it – namely, reverse proton
exchange.
Chapters 7 and 8 will be focused on big-picture projects; the former deals with a design
for a near-eye display using curved glass to facilitate field of view, the latter revolves around my
work on creating a holodeck. Chapter 8 will specifically focus on acoustics, rather than optics.
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CHAPTER 2.

PRINCIPLES OF OPTICS AND HOLOGRAPHY

Light as a Wave
This chapter’s purpose is to outline the underlying mechanisms surrounding the
distribution of light through our technology and how that pertains to creating an image for our
eyes. To this end, we must first consider how we will describe the light mathematically. Since
holography deals with differences in phase, time (at least for any static frame of a holovideo
display) is irrelevant. Therefore, we may describe the light in our system using phasors alone.
𝐸𝐸� (𝑟𝑟̅ ) = 𝐸𝐸�0 𝑒𝑒 −𝑗𝑗𝑘𝑘�∙𝑟𝑟̅ where 𝑘𝑘 =

𝑛𝑛𝑛𝑛
𝑟𝑟̂
𝑐𝑐

Equation 2-1 describes a light wave as a plane wave in free space (or some other

(2-1)

unbounded medium), where 𝐸𝐸�0 is the magnitude, phase, and polarization state of the initial

electric field, 𝑟𝑟̅ is the direction of propagation, and 𝑘𝑘 is the angular wave vector of the light; this

depends on 𝑛𝑛, which is the refractive index of the medium, 𝜔𝜔, the angular frequency of the light,
and 𝑐𝑐, the free-space propagation velocity of light.
Waveguides, Momentum, and k-Space
In order to create an image using this light, we need mechanisms to confine and distribute
the light we have created. The simplest method of accomplishing this is dielectric waveguides. A
waveguide limits the potential directions a wave of light can travel. In order to understand this,
we first need to explore the scenario where light travelling in one medium meets a second.
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2.2.1

Reflection and Refraction
Figure 2-1 illustrates such an interaction where, in this case, 𝑛𝑛2 > 𝑛𝑛1 . In order to properly

define the light in the system, we must expand Equation 2-1 to include direction and angle

information for each of the waves with respect to the boundary. The following equations reflect
these changes, and include all three (incident, reflected, and transmitted) waves.
𝜔𝜔
[𝑧𝑧̂ cos(𝜃𝜃𝐼𝐼 ) + 𝑥𝑥� sin(𝜃𝜃𝐼𝐼 )]
𝑐𝑐
𝜔𝜔
����
𝑘𝑘𝑅𝑅 = 𝑛𝑛1 [𝑧𝑧̂ cos(𝜃𝜃𝑅𝑅 ) + 𝑥𝑥� sin(𝜃𝜃𝑅𝑅 )]
𝐸𝐸𝑅𝑅 (𝑟𝑟) = 𝐸𝐸�𝑅𝑅,0 𝑒𝑒 −𝑗𝑗𝑘𝑘𝑅𝑅∙𝑟𝑟̅ 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 ���
𝑐𝑐
𝜔𝜔
����
𝑘𝑘𝑇𝑇 = 𝑛𝑛2 [𝑧𝑧̂ cos(𝜃𝜃𝑇𝑇 ) + 𝑥𝑥� sin(𝜃𝜃𝑇𝑇 )]
𝐸𝐸𝑇𝑇 (𝑟𝑟) = 𝐸𝐸�𝑇𝑇,0 𝑒𝑒 −𝑗𝑗𝑘𝑘𝑇𝑇 ∙𝑟𝑟̅ 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 ���
𝑐𝑐
𝐸𝐸𝐼𝐼 (𝑟𝑟) = 𝐸𝐸�𝐼𝐼,0 𝑒𝑒 −𝑗𝑗𝑘𝑘���𝐼𝐼∙𝑟𝑟̅ 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑘𝑘�𝐼𝐼 = 𝑛𝑛1

(2-2)
(2-3)
(2-4)

Figure 2-1: A wave in a medium with an index of 𝑛𝑛1 is shown encountering a second medium
with an index of 𝑛𝑛2 . The reflected and transmitted waves are also shown. Lines normal to these
waves represent the phase fronts of the light. For this example, 𝑛𝑛2 > 𝑛𝑛1 .
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Since there are no other light sources in this system, the Law of Conservation of Energy
dictates that the sum of the electric field in the first material must be equal to the sum of the
energy in the second. This can be expressed by Equation 2-5.
𝑛𝑛� × 𝐸𝐸𝐼𝐼 (𝑟𝑟)|𝑧𝑧=0 + 𝑛𝑛� × 𝐸𝐸𝑅𝑅 (𝑟𝑟)|𝑧𝑧=0 = 𝑛𝑛� × 𝐸𝐸𝑇𝑇 (𝑟𝑟)|𝑧𝑧=0

(2-5)

In this equation, 𝑛𝑛� refers to the interface normal, and 𝑧𝑧 = 0 is defined as the interface

location. Equation 2-5 must be true for all values along the boundary. Knowing this, and by
combining Equations 2-2 through 2-4 with 2-5, we can create the Law of Conservation of
Momentum at a boundary.
���
���
�𝑘𝑘�𝐼𝐼 ∙ 𝑟𝑟̅ �𝑧𝑧=0 = �𝑘𝑘
𝑅𝑅 ∙ 𝑟𝑟̅ �𝑧𝑧=0 = �𝑘𝑘 𝑇𝑇 ∙ 𝑟𝑟̅ �𝑧𝑧=0

(2-6)

Until this point, we have been using a spherical coordinate system for the sake of brevity.

If we use a Cartesian system instead, i.e. 𝑟𝑟̅ = 𝑥𝑥𝑥𝑥� + 𝑧𝑧𝑧𝑧̂ , we can find the Law of Reflection and the
Law of Refraction, the latter more commonly known as Snell’s Law. The steps are as follows.
�𝑛𝑛1

𝜔𝜔
𝜔𝜔
(2-7)
(𝑧𝑧̂ cos 𝜃𝜃𝐼𝐼 + 𝑥𝑥� sin 𝜃𝜃𝐼𝐼 ) ∙ (𝑥𝑥𝑥𝑥� + 𝑧𝑧𝑧𝑧̂ )�
= �𝑛𝑛1 (𝑧𝑧̂ cos 𝜃𝜃𝑅𝑅 + 𝑥𝑥� sin 𝜃𝜃𝑅𝑅 ) ∙ (𝑥𝑥𝑥𝑥� + 𝑧𝑧𝑧𝑧̂ )�
𝑐𝑐
𝑐𝑐
𝑧𝑧=0
𝑧𝑧=0
|(𝑧𝑧𝑧𝑧̂ cos 𝜃𝜃𝐼𝐼 + 𝑥𝑥𝑥𝑥� sin 𝜃𝜃𝐼𝐼 )|𝑧𝑧=0 = |(𝑧𝑧𝑧𝑧̂ cos 𝜃𝜃𝑅𝑅 + 𝑥𝑥𝑥𝑥� sin 𝜃𝜃𝑅𝑅 )|𝑧𝑧=0

(2-8)

𝜃𝜃𝐼𝐼 = −𝜃𝜃𝑅𝑅 (Law of Reflection)

(2-10)

|𝑥𝑥𝑥𝑥� sin 𝜃𝜃𝐼𝐼 | = |𝑥𝑥𝑥𝑥� sin 𝜃𝜃𝑅𝑅 |

�𝑛𝑛1

(2-9)

𝜔𝜔
𝜔𝜔
(𝑧𝑧̂ cos 𝜃𝜃𝐼𝐼 + 𝑥𝑥� sin 𝜃𝜃𝐼𝐼 ) ∙ (𝑥𝑥𝑥𝑥� + 𝑧𝑧𝑧𝑧̂ )�
(2-11)
= �𝑛𝑛2 (𝑧𝑧̂ cos 𝜃𝜃𝑇𝑇 + 𝑥𝑥� sin 𝜃𝜃𝑇𝑇 ) ∙ (𝑥𝑥𝑥𝑥� + 𝑧𝑧𝑧𝑧̂ )�
𝑐𝑐
𝑐𝑐
𝑧𝑧=0
𝑧𝑧=0
|𝑛𝑛1 (𝑧𝑧𝑧𝑧̂ cos 𝜃𝜃𝐼𝐼 + 𝑥𝑥𝑥𝑥� sin 𝜃𝜃𝐼𝐼 )|𝑧𝑧=0 = |𝑛𝑛2 (𝑧𝑧𝑧𝑧̂ cos 𝜃𝜃𝑇𝑇 + 𝑥𝑥𝑥𝑥� sin 𝜃𝜃𝑇𝑇 )|𝑧𝑧=0

(2-12)

𝑛𝑛1 sin 𝜃𝜃𝐼𝐼 = 𝑛𝑛2 sin 𝜃𝜃𝑇𝑇 (Snell' s Law)

(2-14)

𝑛𝑛1 𝑥𝑥𝑥𝑥� sin 𝜃𝜃𝐼𝐼 = 𝑛𝑛2 𝑥𝑥𝑥𝑥� sin 𝜃𝜃𝑇𝑇
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(2-13)

2.2.2

Total Internal Reflection and the Birth of a Waveguide
Having established rules for the light at dielectric boundaries, we can now use those rules

to manipulate the light to either enter, exit, or be trapped by said dielectrics. The fundamental
principle behind dielectric waveguides is known as total internal reflection, hereafter referred to
as TIR. To understand this principle, we can use a visual aid called a k-space diagram. Figure 2-2
shows how such a diagram operates.

Figure 2-2: A k-space diagram shows that, as 𝑘𝑘𝐼𝐼 encounters the dielectric boundary, the 𝑘𝑘𝑥𝑥
portion of both 𝑘𝑘𝑇𝑇 and 𝑘𝑘𝑅𝑅 must be equal. For this example, where 𝑛𝑛2 > 𝑛𝑛1 , all angles will allow
the incident light to transmit and refract through to the second medium.

In the previous example, all angles of light could pass through to the second dielectric. If we
change directions, however, this is no longer true. Light wishing to pass from 𝑛𝑛2 to 𝑛𝑛1 may only

do so as long as momentum is conserved along the material boundary which, as Figure 2-3
shows, is not always the case.

Figure 2-3: Since the angle chosen has an angular momentum that cannot be recreated in the
first medium, the light is totally reflected and will not refract.
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We can use this knowledge to create an environment where the light is trapped on all
sides by such conditions. A device that uses TIR to direct light is, by its simplest definition,
known as a waveguide.
A narrow waveguide (the most common kind) imposes a second limitation on the light
travelling through it. Let us reconsider the wave vector 𝑘𝑘� for the light now that it is trapped in a

waveguide. We will define this momentum vector as
𝑘𝑘� =

2𝜋𝜋
𝜔𝜔
cos 𝜃𝜃 =
cos 𝜃𝜃 ,
𝜆𝜆𝑛𝑛2
𝑣𝑣𝑛𝑛2

(2-15)

where 𝜆𝜆𝑛𝑛2 and 𝑣𝑣𝑛𝑛2 are the wavelength and propagation velocity in the waveguide, respectively,

and 𝜃𝜃 is the angle at which the light bounces from interface to interface.
Diffraction via SAW

Once trapped in the waveguide, the light will be confined to the direction and location of
its boundaries. Sometimes this is the end goal, such as in fiber communications, where light can
propagate and, with a little forethought and innovation, it will travel long distances with minimal
loss or group spreading.
The purpose of a modulator, however, is to take light with a particular phase and/or
direction and to change it according to a real-time requirement. For our devices, this will require
the light to leave the waveguide and enter the substrate. After travelling through the substrate, it
can either exit the end of the device or its bottom face, as seen in Figure 2-4.
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Figure 2-4: A surface acoustic wave changes the momentum of the light in the waveguide; this
permits the light to exit the waveguide into the substrate. Depending on the geometry of the
device and the SAW frequency chosen, the light can either exit the end of the device (as shown
on the left) or exit the bottom of the device, aided by an output grating (as shown on the right).
The former configuration will be used for most chapters, but the latter will be favored in
Chapters 7 and 8.
Surface acoustic waves (SAWs) are our chosen method for inciting waveguide “leakage”.
By creating acoustic distortions in the LiNbO3 crystal lattice, we can periodically change the
index of refraction in the waveguide. This periodic index wave will acousto-optically interact
with the light in the waveguide and create a leaky mode.
A leaky mode is a mode that, while it exists in a waveguide, cannot propagate down it
due to having a higher wave vector (or 𝑘𝑘-vector) than the waveguide will allow. These leaky

modes usually occur at the start, or input, of the waveguide and represent the higher-order modes
that the waveguide cannot support; but, in this case, the leak is caused by the acousto-optic
interaction between the SAW’s momentum and the light’s. As previously discussed, the
waveguide only allows for certain modes to propagate, and each mode has a momentum, or
𝑘𝑘-vector, associated with it. By disrupting the momentum of the mode, the light will spill out of

the waveguide into the surrounding substrate. Since our waveguides are near or at the surface of
the device, the light will leak into the substrate, since the index difference makes it more
energetically favorable to do so (when compared to the index of the air).
The relationship between SAW frequency and the output angle of the leaky mode can be
found to be
12

𝑘𝑘0 𝑛𝑛𝑠𝑠 cos 𝛾𝛾 = 𝑘𝑘 − 𝐾𝐾𝑎𝑎 = 𝑘𝑘 −

2𝜋𝜋
𝑓𝑓 ,
𝑉𝑉𝑎𝑎 𝑎𝑎

(2-16)

where 𝑘𝑘0 is the wave number of the light in free space, 𝑛𝑛𝑠𝑠 is the substrate index of

refraction, 𝛾𝛾 is the output angle, and 𝐾𝐾𝑎𝑎 is the momentum of the SAW, which is governed by its
frequency 𝑓𝑓𝑎𝑎 and velocity 𝑉𝑉𝑎𝑎 [35]. 𝑘𝑘 is the wavenumber of the light in the waveguide. This
interaction is illustrated in Figure 2-5.

Figure 2-5: The acousto-optic interaction obeys conservation of momentum and deflects the
incoming light from its original mode-prescribed trajectory and converts it into a leaky mode
which can no longer propagate in the waveguide. This light deflects from the original light’s
direction by an angle 𝛾𝛾.

The SAW also serves a second purpose: to rotate polarization. As we will discuss in the

next chapter, LiNbO3 is a birefringent material, in that its crystal is uniaxial. This property is
passed on to the waveguide; however, one index is higher than the substrate, while the other is
lower. This means that the waveguide will only support modes in one polarization state – namely
TE. The SAW will convert this mode into a TM mode upon interacting with it [36]. We can use
the fact that any remaining light in the waveguide is of an orthogonal polarization to the light we
care about to filter out said light. This allows our devices to have a much cleaner output.

TE-TM Coupling
The equations governing the TE-TM mode conversion can be derived using Maxwell’s
equations, but the process is not for the faint of heart. For anisotropic media, they were most
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popularly derived by Marcuse [37]. Ito and Kawamoto applied these equations to LiNbO3
specifically and further simplified the equations to account for LiNbO3’s physical properties
[38]; this is the source we will use for all future equations in this section. We will satisfy
ourselves by stating the coupling coefficient and discussing its implications. The coupling
coefficient (in an anisotropic medium such as LiNbO3) can be expressed as
Κ=

𝜔𝜔
� Δ𝜀𝜀𝑧𝑧𝑧𝑧 𝐸𝐸𝑧𝑧𝑇𝑇𝑇𝑇∗ 𝐸𝐸𝑥𝑥𝑇𝑇𝑇𝑇 𝑑𝑑𝑑𝑑 .
4𝑃𝑃

(2-17)

This form of the equation assumes that the LiNbO3 is x-cut, and that the waveguide is

y-propagating. Κ is the variable we will assign to the coefficient governing the coupling between
the TE and TM modes, 𝜔𝜔 is obviously the angular frequency of the light, 𝑃𝑃 is the normalized

optical power, 𝐸𝐸𝑧𝑧𝑇𝑇𝑇𝑇 and 𝐸𝐸𝑥𝑥𝑇𝑇𝑇𝑇 are the z- and x- components of the electric fields for the TE guided
mode and TM radiating mode, respectively. The final variable, Δ𝜀𝜀𝑧𝑧𝑧𝑧 , is the deviation of the

dielectric tensor 𝚫𝚫𝜺𝜺 = 𝑃𝑃: 𝑆𝑆 + 𝑟𝑟: 𝑬𝑬, where 𝑃𝑃, 𝑆𝑆, and 𝑟𝑟 are the acousto-optic, strain, and electrooptic tensors; 𝑬𝑬 is the electric field created by the piezoelectric reaction in the waveguide. For
our x-cut, y-propagating SAW, the dielectric tensor deviation is

Δ𝜀𝜀𝑧𝑧𝑧𝑧 = 𝑃𝑃𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 2𝑆𝑆𝑧𝑧𝑥𝑥 + 𝑃𝑃𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 2𝑆𝑆𝑥𝑥𝑥𝑥 + 𝑟𝑟𝑧𝑧𝑧𝑧𝑧𝑧 𝐸𝐸𝑥𝑥 .

(2-18)

The deviation is similar for different cuts of LiNbO3. We are particularly interested in

this variable because, as Equation 2-17 shows, the coupling coefficient is proportionally related
to this value. This relationship is made more apparent by the equation representing the guided
mode:
𝐺𝐺(𝑦𝑦) = |𝑔𝑔(𝑦𝑦)|2 = 𝐺𝐺0 𝑒𝑒 −2𝛼𝛼𝛼𝛼 ,
2𝛼𝛼 = 2𝜋𝜋

𝑛𝑛𝑜𝑜,𝑠𝑠 2 𝛽𝛽𝑔𝑔
|Κ|
𝑛𝑛𝑒𝑒,𝑠𝑠
𝛽𝛽𝑟𝑟 sin 𝜃𝜃
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(2-19)
(2-20)

Here, 𝐺𝐺(𝑦𝑦) is the intensity of the guided TE mode (the square of the amplitude g(y)),

𝑛𝑛𝑜𝑜/𝑒𝑒,𝑠𝑠 are the ordinary and extraordinary refractive indices in the substrate, and 𝛽𝛽 is the wave
number for its respective guided/radiated mode. 𝜃𝜃 is the output angle of the radiated mode.

Finally, and most importantly, 𝛼𝛼 represents the radiated loss experienced by the guided mode. If
we want the strongest AO interaction to occur, 𝛼𝛼 should be as large as possible in order to shift

light from the guided mode to the radiated mode.

We can see that 𝛼𝛼 is proportional to the square of the coupling coefficient, therefore it is

very important to have a strong Δ𝜀𝜀 value. Following the line of thinking put forth by Ito, we can
make some first-order assumptions (since theoretical solutions to the equations are not easily

found) that will indicate that x-cut LiNbO3 will produce the best mode-coupling results when
compared with y-cut or z-cut.
First, we know that electro-optic tensor is the strongest variable in Δ𝜀𝜀, and since z-cut,

x-propagating LiNbO3 cannot make use of the electro-optic effect, this dissuades us from using
it. Y-cut LiNbO3 has the unfortunate tendency to be strongly damaged by proton exchange, so
we also would prefer not to use that option. These reasons lead us to prefer x-cut LiNbO3 for our
devices.

Holography
Much could be said about holography, but although this is the main goal of creating the
modulators described in this work, the modulators themselves have very little to do with actually
creating the images holography produces (beyond directing the light). Most of this work will be
accomplished by the graphics cards, mirrors (if required), computer programs, etc. An example
of how this is accomplished can be found in our group’s holovideo monitor [20,39].
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I will mention, however, that holography is entirely based on the propagation and
interference of phase fronts. This requires a coherent light source and a method for directing that
light, as well as imbuing it with phase information. The surface acoustic waves are the
mechanism for accomplishing this. I feel that this is important to remember when discussing our
modulators, since the multitude of small details surrounding them can often distract from the
initial motivation behind their design.

The Grating Equation
Finally, the grating equation plays a pivotal role in determining how to modulate the light
using our transducers. The ideal grating equation is well-known and defined here as
sin 𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜 = sin 𝜃𝜃𝑖𝑖𝑖𝑖 +

𝑚𝑚𝑚𝑚
,
Λ

(2-21)

where 𝑚𝑚 is the mode number, 𝜆𝜆 is the free-space wavelength of the light, and Λ is the grating

wavelength. This equation is used multiple times in designing a LiNbO3 modulator. The
acousto-optic interaction with the SAW is the most common time, but this can also be

representative of a laser-induced grating embedded in the device to split modes, or can be used to
design an optical input or output relief grating on the device.

Figure 2-6: An illustration of the input and output angles produced by grating diffraction
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CHAPTER 3.

LITHIUM NIOBATE AND FABRICATION

Lithium Niobate and Proton Exchange
Lithium Niobate (LiNbO3) is an optically transparent, uniaxial, photoelastic crystal used
in various applications (see Chapter 1.2). In addition to its inherent optical properties, it is also
acousto-optic, electro-optic, piezoelectric, and ferroelectric [40]. Crystals are grown using the
Czochralski method and can have three different orientations: x-cut, y-cut, and z-cut. For reasons
we discussed in 2.4, we will be using the x-cut type exclusively for this paper.

Figure 3-1: Three orientations of LiNbO3
We will be using the acousto-optic properties of LiNbO3 to create our surface acoustic
waves (SAWs), and the birefringence allows us to create leaky mode transitions in our
waveguides. Again, this was all previously discussed in Chapter 2. For this chapter, we will
primarily concern ourselves with the steps required to create a leaky-mode device from start to
finish. This section, in particular, will discuss proton exchange.
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Proton exchange is a method for replacing Li+ ions with H+ ions in the LiNbO3 lattice.
This change in physical composition creates an index of refraction change as well. This allows us
to create a waveguiding structure in the LiNbO3 and, by masking parts of the substrate surface,
we can shape that waveguide to our liking.
LiNbO3 proton exchange was first reported by Jackel et al in 1982 [9] and, alongside
Ti-indiffusion, has become a standard method for creating waveguides [41]. The process we use
involves the use of benzoic acid (C6H5COOH) as the active exchange ingredient. We also
include lithium benzoate in the acid at a ratio of 100:1 by weight; its purpose is to dilute the
exchange reaction. This dilution allows the exchange to be gentler and, as a result, the surface of
the LiNbO3, which has a temperamental nature, will take less crystal damage [42-43].
For our purposes, we find the most straight-forward method of safely and effectively
proton exchanging is by using a round-bottom flask. The benzoic acid mixture is melted inside
this flask when the flask is placed inside a heating mantle. The flask also contains a second, selfcontained neck which can be filled with silicone oil; we use this neck to hold the thermocouple
that regulates the heating mantle. This setup is shown in Figure 3-2.
The method for inserting and removing LiNbO3 samples from the acid is likewise simple.
By grinding a small hole into the bottom of test tubes (of a suitable size to fit down the neck of
the flask), we are able to surround the sample with acid, while still maintaining a hold on it with
the test tube.
An oil bath can be used to further increase temperature control in this setup, but this also
introduces more variables that can fail. In addition, my personal experience indicates that having
the thermocouple placed in the center of the acid (as shown above) tends to be more accurate
than measuring the oil bath temperature (although there is no hard data to support this claim).
18

Figure 3-2: A simple version of a benzoic acid bath used for proton exchange

Figure 3-3: A test tube with the bottom grinded off, holding a typical LiNbO3 sample.
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Proton exchange is performed just below the boiling point for benzoic acid (249 °C) at
238 °C. The time for proton exchange runs from 5 minutes for a pure (non-dilute) bath – yet
another reason to avoid using pure benzoic acid – to many hours, depending on the waveguide
depth desired. A common method for measuring the strength of the acid bath, and for
extrapolating the time required to achieve a given depth, is by assigning a “d parameter”. This is
found using the following equation, derived from the standard diffusion equation and limited to
the spreading distance 2𝜎𝜎:

𝑑𝑑 = 2�𝐷𝐷(𝑇𝑇) ∙ 𝑡𝑡.

Here, 𝑑𝑑 is the waveguide depth in microns, 𝐷𝐷(𝑇𝑇) is the “d parameter” as a function of

(3-1)

temperature, and 𝑡𝑡 is time in hours. By leaving a dummy sample in for an extended period, we
can test a given acid mixture to find the “d parameter” and then find the proper time to proton
exchange our samples based on the depth we choose.

From Wafer to Device
We start with a congruent, 3”, x-cut LiNbO3 wafer. In order to mask the surface from the
proton exchange, we generally use aluminum (although for some longer proton exchange cycles
a deposited SiO2 mask can also be used). We deposit 200 nm of aluminum using an e-beam
evaporator. We then dice the wafer into 1x1.5 cm samples (unless running a loss test, as
mentioned in Chapter 5) using a diamond saw. We spin on a protective layer of photoresist (on
both sides) before dicing in order to keep the samples as clean as possible. After dicing, the
sample being processed should be polished around the edges; we will revisit this at the end of the
section. A new protective photoresist layer should be applied before polishing.
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After dicing and polishing are complete, we proceed to remove the protective photoresist
from a sample using acetone and IPA. After dehydrating the sample, we deposit more photoresist
(S1805) at a spin speed of 3000 RPM. An adhesion-promoting layer (HMDS) can first be
applied, if desired. This is more typical when patterning waveguides over the entire wafer before
dicing.
The waveguide pattern is exposed onto the sample using a tabletop Heidelberg directwrite photolithography machine. The sample is then subsequently developed, and the exposed
aluminum is etched. After removing the photoresist, the sample now has an aluminum mask
ready to protect the substrate from the proton exchange.
Proton exchange is carried out in a manner similar to that described in the previous
section. After removing the sample and cleaning off excess benzoic acid, the aluminum can now
be removed as well. It is helpful to perform an RCA clean [44] at this point in the process.
The sample should be annealed at this point (it can also be annealed with the aluminum
on). The anneal is performed in a furnace for 45 minutes at 375 °C. Both before and after
annealing, waveguide mode and index data should be collected; we use a Metricon 2010/M to
this end.
The sample now has waveguides capable of receiving light, but we need to also install
transducers to drive the acousto-optic interaction. Similar to before, we deposit 200 nm of
aluminum, spin photoresist, pattern the resist, and etch the aluminum. After removing the
photoresist for the final time, we should have our transducers.
In order to connect the transducers to the testing board, we wirebond to the transducer
pads. The final result looks something like Figure 3-4.
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Figure 3-4: A finished transducer mounted to a microscope slide. One transducer on the device
is wirebonded to the IPEX connector soldered to the PCB. The black construction paper helps to
absorb some of the reflected and scattered light, which makes taking data much simpler.

Light is coupled into the device by prism coupling, which typically looks something like this:

Figure 3-5: An example of prism coupling into a device. The colored stripe visible in the back of
the prism is an indication of strong coupling (since, at the angle we are viewing the prism, other
wavelengths of light are unable to escape entering the waveguide).
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3.2.1

Polishing
As mentioned previously, polishing the sample is a very important step. While x-cut

LiNbO3 is generally more resistant to thermal shock than z-cut, it can still be a problem. I have
found this to be extremely important when performing reverse proton exchange, in particular.
Your sample will break if not properly polished when you put it into the reverse exchange salt.
Another benefit to polishing is, of course, that edge-exit devices should have a smooth
surface to create as little unnecessary scattering as possible. Polishing is performed in 2-3 steps.
A coarse polish can be performed if necessary, followed by a 3 𝜇𝜇m and a .1 𝜇𝜇m grit polish.

Figure 3-6: Polishing a test sample
3.2.2

Standard Device Design

The figure below shows the basic steps required to make a device, as described in the
previous section.

23

Figure 3-7: This chart shows the simplified version of the steps required to make a device
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CHAPTER 4.

WAVELENGTH DIVISION MULTIPLEXING

Three Colors, One Place and Time
When creating a full-color display, there are two general methods of approach: either
spatially separating RGB elements to achieve an average that represents a full range of colors, or
temporally separating the colors by sequentially flashing through frames of red, green, and blue;
this creates an average color spectrum in the same fashion. In either case, the primary colors that
create the full range of light are separated either by space or time. These implementations are
simple in their approach, but they each have a major downside. For a spatially separated
approach, the display resolution suffers because, where each color element has three RGB
sub-elements, this could be replaced by three smaller full-color elements – essentially, the
resolution is cut by a third of its potential. Similarly, the color wheel approach takes three times
as long to display a single frame of full-color information as a conventional spatially-separated
display.
We seek to create a display format that can be used across our various holography
platforms; i.e. a holovideo monitor, the holodeck, and in an AR near-eye display. Our technology
will also perform better if it can do away with the limitations of other color displays. Of
particular note, near-eye displays require high refresh rates and good resolution in order to
maintain an immersive experience (when the virtual world is juxtaposed with the real-time,
tangible world), as well as to prevent user discomfort.
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The method for overcoming this spatial/temporal separation of color that we will use is
called wavelength division multiplexing, or WDM. Since the grating equation (Equation 2-21) is
dependent on the incoming light’s wavelength, each light source will diffract through the SAW
at a different angle. If we can control these output angle by simultaneously driving our device
with three superimposed frequencies, then we can independently control 3 colors all at once,
while still using the same waveguide component. This concept is illustrated in Figure 4-1.

Figure 4-1: Three colors are simultaneously injected into the waveguide, where they are
selectively modulated such that the output colors have little to no angular overlap and can be
independently controlled. Note that this image is simplistic and ignores other color modes, nor is
it drawn to scale.
Setting a Goal
Our colinear LN SLMs (as described in Chapter 3) already modulate a single color. To
create a full-color display, we need to determine how the waveguide-SAW system will modulate
each color (with relation to the other colors in the system). We have a couple parameters we can
play with in order to change how the device functions.
While a single-mode modulator can work for a single-color device, that might not be the
case for a multi-color one. Notably, since red has a higher wavelength than blue, a single-mode
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red waveguide might contain two blue modes. This is not necessarily a bad thing, however. If we
have multiple modes for our device, we can choose ones that have the best angular overlap, the
smallest SAW frequency input bandwidth (without overlapping), and (potentially) the best mode
shape.
We should also pause to consider SAW bandwidth. In a commercial instantiation, the
transducers on the device will be operated by a GPU. This GPU will perform the processing
required to create our images; however, there is a bottleneck in the process.
The digital-to-analog converter (DAC, sometimes called the RAMDAC) is the final step
in translating the code and math of the computer to a usable analog input for our transducers.
Most conventional GPUs have a maximum clock speed of 400 MHz. Using the Nyquist theorem,
therefore, to find the maximum analog bandwidth leaves us with 200 MHz for our transducers to
play with. This is indeed the bottleneck since any capable graphics card will be able to perform
all its calculations faster than the DAC sampling rate [39]. Therefore, we want to keep our
bandwidth within this 200 MHz range. This may require us to use different waveguide modes (in
order to use different SAW frequencies that will fall within a 200 MHz bandwidth).

Creating and Testing
In order to test our devices, we created a testing apparatus capable of sweeping through a
range of SAW frequencies and light input angles. In this way, we were able to create a 3D graph
with all modes created (for one color), at what angle they occurred, how the SAW modulated the
light at any given angle and mode, and what the intensity of the light was at that point. A sketch
of the setup is shown in Figure 4-2.
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Figure 4-2: A schematic of our automated testing apparatus
We prism-couple to the LiNbO3 AO device and center it on a rotation stage; in this way,
as the stage rotates, the input laser light will always fall on the prism at the correct location to
couple (if a mode is present). A series of dichroic (color-selective) mirrors are positioned in front
of the laser series output. A variable attenuator allows us to play with the light levels to achieve
clean data. The half-wave plate ensures TM polarization entering the device. The lens focuses
the laser source onto the prism (since it is not always on-axis).
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Our mode of measurement progresses thus: (Starting from the most extreme angle
determined necessary) An angle is chosen by the rotation stage. The linear actuator starts from
the right (as shown in the figure) and travels left. The power meter (shielded by the polarizer) is
attached to this actuator, and measures the light intensity for each point achievable by the
actuator. Once the actuator limit is attained, the actuator returns to its original position,
whereupon the rotation stage rotates counterclockwise and the process repeats. The polarizer
attached to the power meter ensures that only light exiting from a waveguide mode is recorded.

Figure 4-3: A photo of the automated setup, albeit without a sample mounted. The controllers
are also not in view.
In order to create varying numbers of modes, as well as changing the mode shapes, we
varied the proton exchange and anneal times for our devices. As exchange time increases, more
H+ ions are exchanged into the substrate, and the waveguide thickens (i.e. can support more
modes). A long proton exchange time, however, also leads to greater waveguide loss and

29

waveguide instability over time; therefore, we also want to anneal the device. Annealing further
increases the waveguide thickness, and this change must also be considered. Annealing also
changes the proton exchange profile, decreasing the index contrast at the waveguide-substrate
interface. As a result, the waveguide mode shape will be altered, and this can have an effect on
how the leaky modes present themselves in the final product.
A table of the proton exchange and anneal times is presented below, along with the group
refractive index for each sample. This data was measured using a Metricon 2010/M Prism
Coupler.
Proton Exchange Times
Anneal Times 10 (m)

20

30

45

60

30 (m)

2.2379 2.2734 2.2863 2.2877 2.2877

45

2.2346 2.2640 2.2798 2.2849 2.2870

75

2.2214 2.2437 2.2679 2.2793 2.2849

Table 4-1: This table gives the results of varying proton exchange and anneal times to find the
group index for each waveguide.

After measuring the modes present in the waveguides on the Metricon (𝜆𝜆 =633 nm), we

were able to reduce the number of candidate samples by selecting only (red) single-mode

waveguides. We sought to keep the waveguides single-mode in red in order to limit the modes in
blue and green (which would have more modes due to their shorter wavelengths). This would
help keep the most amount of power in the modes we eventually would use.
We also eliminated the higher proton exchange times due to their apparent high optical
loss. Proton exchange creates optical damage due to introducing scattering centers and other
defects into the lattice [43, 45], such as the addition of LiNb3O8 [46] (annealing seeks to
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ameliorate these problems, but can only go so far). Knowing this, we sought the lowest proton
exchange time possible given the other required parameters.
Ultimately, we chose the 10-minute PE, 45-minute anneal sample. This allowed us to
maintain single-mode red operation, as well as minimized proton exchange time. Results for this
sample (in red) are given in Figure 4-4.

Figure 4-4: This output from the automated setup gives a power measurement reading for all
angles and SAW frequency outputs required to properly document the device output. The single
mode information is also displayed in 2D for either frequency or angle.

Results and Mode Selection
Figure 4-5 shows the modes present in the waveguide we chose, grouped by the highest
order for each color, then second highest, then third. As previously discussed, red was singlemode, but we can see that blue was able to produce three modes in the same waveguide. The
figure also shows over which angles these modes occurred. Of note, each order group tended to
fall over roughly the same angle area. This is very useful because it keeps the output light in
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roughly the same space, which allows us to create the full-color image with as few extra mirrors,
galvos, etc. as possible.

Figure 4-5: Results for a 10-minute PE, 45-minute annealed leaky-mode waveguide modulator.
Each group represents the highest, second highest, etc. mode for each color. We normalized the
output power for each color because the input laser power can be adjusted to any desired level;
what is important is how the power profile of each color compares to the others.

As we can see from the figure, the leaky modes for each color are excited when different
SAW frequencies pass across the waveguide. We want to achieve an output where each color is
controlled by a different SAW frequency band, but is still within an overall 200 MHz bandwidth
for all three colors. As an example, we could choose the highest order mode for each color; this
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would fulfill the requirement that no color overlap when controlled by the SAW. This would
require a 400 MHz bandwidth however, so it is unacceptable.
We finally decided on the 1st mode for red, the 2nd mode for green, and the 3rd mode for
blue. As can be seen in Figure 4-6, this results in a control bandwidth of approximately 200
MHz, which was the goal. There is a minimal overlap between red and green, and the blue is
very well separated. The output angle for all three colors also fall roughly within a similar range
(although the red is slightly off). This implies that very little tweaking would be required in a
final instantiation to overlap all the colors into one complete full-color holographic image.

Figure 4-6: Here we can see that by choosing the appropriate modes, we can achieve full-color
control of our output with a 200 MHz graphics card input. The output angle of the device for all
colors also falls in a relatively tight region.

Note that each mode for a given color requires a different input angle in order to excite it;
the same is true for modes of different colors. In this way, we can input light for three colors into
the same waveguide simultaneously and select the mode for each color we desire, independent of
the other colors and modes. Thus, we can excite the TE3,blue while not exciting TE1,green at the
same time. This requires that we configure our lasers on the optical table precisely at the correct
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angle; the same applies when this setup is used in a holovideo monitor. Other complications exist
when driving WDM-based chips with RF power (driving the SAWs, specifically), as explained
in [39].
Our efforts toward designing and fabricating a WDM, full-color display chip have
applications in our group’s holovideo monitor display technology, but can also be applied to
near-eye and holodeck setups as well, which will be discussed in coming chapters. Moving
forward, if this were to be commercialized, the biggest obstacles would be a reliable input angle
and light delivery system; it is also tricky to achieve consistent mode profiles, but reliability and
repeatability are much more easily achieved in industry, so once a proprietary recipe is found,
this would be less of an issue.
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CHAPTER 5.

UNDERSTANDING LINBO3 PE WAVEGUIDES AND OVERCOMING
LOSS

The Waveguide Profile and IWKB
When designing a proton exchanged LiNbO3 waveguide, there are many considerations
that will dictate how it is fabricated. The last chapter dealt with design with regards to waveguide
depth, which in turn had an effect on the number of modes in the waveguide for any given color.
This chapter will deal with loss in the waveguide, and the various mechanisms available to
mitigate it.
Before we explore this topic, we must first discuss the waveguide profile in the substrate,
as this will have a profound impact on the waveguide performance. Proton exchange, annealing,
and other processes all change the index profile of the waveguide in the substrate. There are a
few ways to measure this profile. Some, such as TOF-SIMS, are destructive in nature, and
require an ion concentration-to-index conversion step [47]. Another method is x-ray diffraction,
which must likewise follow an extremely complicated process to convert strain tensors to
eventually find the index profile [48].
Instead of using any such methods, we prefer to analyze the index directly, ignoring the
effects on the crystal lattice. The method for accomplishing this is called the Inverse WentzelKramer-Brillouin method, or IWKB. This method was first developed by White and Heidrich
[49], and then furthered by Chiang [50] and then Wei [51].
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IWKB is a 2-step process: first, we must find an index curve, which traces the group
refractive index for each mode (real or evanescent) in the waveguide. The second step is to then
take this curve to recursively solve for the refractive index at any depth. Note that this process
only works for monotonically decreasing waveguides. Symmetric waveguides likewise can be
modeled, but asymmetric profiles involve skew factors and are very difficult to prove accurate,
therefore we will forgo this option.
The standard (non-inverse) WKB method states that, for the mth-order mode,
𝑥𝑥

𝑘𝑘 ∫0 𝑡𝑡 �𝑛𝑛2 (𝑥𝑥) − 𝑁𝑁 2 (𝑚𝑚)𝑑𝑑𝑑𝑑 = 𝑚𝑚𝑚𝑚 + 𝜙𝜙𝑎𝑎 + 𝜙𝜙𝑠𝑠 ,

(5-1)

where 𝑛𝑛(𝑥𝑥) is the index profile over the entire waveguide as a function of 𝑥𝑥, and 𝑥𝑥 = 0 at the

point of the greatest refractive index (which, for all PE, DPE, or ADPE devices, will be found at
the substrate surface). 𝑁𝑁(𝑚𝑚) = 𝛽𝛽𝑚𝑚 /𝑘𝑘 is the effective index of the mode 𝑚𝑚, and 𝑘𝑘 is the

wavenumber (2𝜋𝜋/𝜆𝜆). There is also a factor called the turning point 𝜙𝜙𝑠𝑠 , which we will address

shortly; this turning point takes place at the point 𝑥𝑥𝑡𝑡 . Finally, 2𝜙𝜙𝑎𝑎 is the Goos-Hänchen shift at
the waveguide surface, which is given by

𝜙𝜙𝑎𝑎 = tan
𝑛𝑛

2

−1

𝑟𝑟𝑎𝑎 �

𝑁𝑁 2 (𝑚𝑚) − 𝑛𝑛𝑎𝑎2
.
𝑛𝑛02 − 𝑁𝑁 2 (𝑚𝑚)

Note that 𝑟𝑟𝑎𝑎 = 1 for TE modes and �𝑛𝑛0 � for TM modes. The WKB method also states that
𝑎𝑎

𝑛𝑛�𝑥𝑥𝑡𝑡 (𝑚𝑚)� = 𝑁𝑁(𝑚𝑚),

(5-2)

(5-3)

which can be interpreted as saying that the index of refraction at the turning point (𝑥𝑥𝑡𝑡 ) is equal to

the group index – this is what “turning point” means, at least in this context. At the turning point,
𝜋𝜋

𝜙𝜙𝑠𝑠 can be found to be 4 if the refractive index change is sufficiently slow at that point [52]. By
𝜋𝜋

combining Equations 5-1 and 5-2, we also find that 𝜙𝜙𝑎𝑎 must be equal to 2 .
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Using Gregory-Newton interpolation [53], we can use forward finite difference to find
𝑁𝑁(𝑚𝑚), which is a polynomial (still representing the effective index, but now expressed in a nondiscrete fashion) of order 𝜈𝜈 − 1, where 𝜈𝜈 is the number of modes we will be using.

Now, if we want to find the peak index, we know it will be found at the surface of the

device; therefore, let us use Equation 5-1 and set 𝑥𝑥𝑡𝑡 = 0. This means the left side of the

equations is 0, and given the values for 𝜙𝜙𝑎𝑎 and 𝜙𝜙𝑠𝑠 that we previously discussed, this means that

𝑚𝑚 = −0.75. Equation 5-3 now becomes 𝑛𝑛0 = 𝑁𝑁(−0.75). Finally, we can create our fitted curve
for all values of 𝑁𝑁(𝑚𝑚) by using our effective mode index data; the polynomial order will be one

less than the number of modes measured (which should be the same as the number of real modes
in the waveguide). This fit curve will span from 𝑚𝑚 = −0.75 to where 𝑚𝑚 is the highest mode.
Our next objective is to find the actual index profile in the waveguide. We will first

deconstruct Equation 5-1 and rename some variables. First, the equation can be re-expressed as
𝐼𝐼𝑡𝑡 = 𝛼𝛼𝑡𝑡 , where

and

𝑥𝑥𝑡𝑡

𝐼𝐼𝑡𝑡 = 𝑘𝑘0 � �𝑛𝑛2 − 𝑁𝑁𝑡𝑡2 𝑑𝑑𝑑𝑑
0

𝛼𝛼𝑡𝑡 = 𝑞𝑞𝑡𝑡 𝜋𝜋 +

𝜙𝜙𝑎𝑎 𝜋𝜋
+
2
4

where 𝑡𝑡 = 1,2,3… Furthermore, we can replace the integral in 5-4 with a finite sum
𝑡𝑡−1

2
�𝑡𝑡2 − 𝑁𝑁𝑡𝑡2 + � �𝑁𝑁
�𝑗𝑗2 − 𝑁𝑁𝑡𝑡2 − �𝑁𝑁
�𝑗𝑗+1
𝐼𝐼𝑡𝑡 = 𝑘𝑘0 �𝑥𝑥𝑡𝑡 �𝑁𝑁
− 𝑁𝑁𝑡𝑡2 �
𝑗𝑗=1
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(5-4)

(5-5)

(5-6)

Figure 5-1: The left graph shows the measured modes for a given device (at 633 nm) and a
polynomial fit to the curve the modes create. We use this fitted curve to find the curve on the
right, which is the output of the IWKB method and represents the change in index of refraction
for a cross-section of our waveguide.

� is defined as 𝑁𝑁𝑡𝑡+𝑁𝑁𝑡𝑡−1 , or the average of two effective indices that are adjacent in mode
𝑁𝑁
2

space. Now, by rearranging 5-5 and 5-6, we can solve for the 𝑥𝑥𝑡𝑡 term, or the turning point of our
system. After solving, we get

𝑥𝑥𝑡𝑡 =

𝛼𝛼𝑡𝑡
2
2
�2
�2
− ∑𝑡𝑡−1
𝑗𝑗=1 �𝑥𝑥𝑗𝑗 ��𝑁𝑁𝑗𝑗 − 𝑁𝑁𝑡𝑡 − �𝑁𝑁𝑗𝑗+1 − 𝑁𝑁𝑡𝑡 ��
𝑘𝑘
�𝑡𝑡2 − 𝑁𝑁𝑡𝑡2
�𝑁𝑁

.

(5-7)

It is evident that in order to solve for any given turning point, we must know the previous
one – to this end, we will use a recursive algorithm as follows. After obtaining the effective
modal index curve 𝑁𝑁(𝑞𝑞), we iterate through each turning point recursively in order to find the

� = 𝑁𝑁(𝑗𝑗=1)+1 in this case. Once we find
depth of each index. The base case is when 𝑗𝑗 = 1, and 𝑁𝑁
2

these turning points, we can plot the refractive indices with respect to those points, as seen on the
right in Figure 5-1.
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From this plot, we can see that the index change happens suddenly in this device,
indicating that this device has not yet been annealed; we can also see that the thickness is
approximately .8-.9 𝜇𝜇m. This conforms to results given by the Metricon.
Loss Mechanisms in LiNbO3 PE Waveguides
Now that we have a model for our waveguide profiles, we can consider non-idealities in
our waveguides. The main concern is optical loss. Besides the obvious results of a stronger
power budget, a decrease in loss through the waveguide will most directly impact AO diffraction
efficiency in the waveguide; we will revisit this concept when we address reverse proton
exchange later in this chapter. For now, it suffices to say that we are more concerned about
optical loss rather than acoustic loss because of LiNbO3’s remarkable acoustic properties. The
acoustic attenuation can be expressed as
𝛼𝛼(𝑑𝑑𝑑𝑑/𝜇𝜇𝜇𝜇) = 0.88𝐹𝐹1.9 + 0.19𝐹𝐹

(5-8)

where 𝐹𝐹 is the frequency of the SAW in GHz [54]. For an average frequency of 550 MHz, and

knowing that the acoustic velocity of LiNbO3 is 3909 m/s, we can find that the 3 dB down length
for our SAW will be around 35 mm. This is much longer than any of our devices and, as we will
see shortly, longer than the optical loss in our waveguides.
Since we want to improve optical loss, let us consider the various ways in which this
occurs in our PE waveguides. The first loss mechanism is through lattice displacements and
defects, as mentioned briefly in Chapter 4. This has been documented by [46], [55] and [56],
among others.
Surface imperfections are another source of loss in the waveguide. This can include
losses due to a high ion concentration near the surface [42] (this is related to the aforementioned
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lattice imperfections), as well as both microscopic-level and lattice-level defects. The latter
defects can be caused by ion bombardment during proton exchange or any imperfections caused
by the fabrication process.

Measuring Loss in ADPE Devices
There are a few known methods for measuring optical waveguide loss. One method
involves prism-coupling into, and out of, the device, measuring the output light, moving the
prism up by a small increment, taking another measurement, and repeating. In this way a full
range of power values over a length can be converted into a dB/cm measurement. This is known
as the two-prism method. The downside to this method is that it is difficult to ensure proper
coupling every time the prism is moved (the insertion loss can change and this will skew the
results); it is also difficult to move the prism by a small and precise amount each time. While this
requires the least number of extra tools and is the simplest to calculate, this is not a preferred
method of loss measurement.
Another method is known as Fabry-Perot interferometry. This method requires a high
amount of precision. Specialized sources and/or curve fitting are also required in order to find
adequate data as well as fiber coupling into and out of the device. Finally, the calculations
require more data types; i.e. knowledge of the reflectivity of the waveguide faces, the round-trip
phase shift, etc. Another niche method specific to LiNbO3 waveguides includes a pyroelectric
temperature-based measuring system employing mercury [23].
A very simple method that can be purchased online is called optical fiber scanning, in
which a fiber is pulled along normal to the waveguide length at a very close distance. By
coupling light into the waveguide, the scattered light along the face can be measured, and this in
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turn will be proportional to the light in the waveguide. Thus, the scattered light, when fitted to a
curve, can produce the loss coefficient for the waveguide.
Our cleanroom has a tabletop Metricon 2020/M (the same that we use for mode and
index measurements); this tool is capable of fiber scanning. We created a device to test whether
the tool was capable of measuring our loss, as shown in Figure 5-2. This device had measurable
modes; however, we were unable to successfully measure the loss. This is most likely due to the
waveguide streak not strongly scattering, and thus the light from the waveguide is not much
higher than the noise from the glow of the light that has escaped into the surrounding substrate.
In the end, the method we chose to measure loss was using a digital camera to capture an
image of the waveguide in operation, isolating the streak, and running the data through
MATLAB to find the curve in a method similar to fiber scanning. This method takes data across
the entire waveguide simultaneously and only requires limited setup to implement.
After prism coupling light into the device, the camera must be set up normal to the
waveguide surface. Ideally, the area surrounding the prism will be blocked from the camera as
well; this will remove a great deal of scattered light noise from washing out the image.
Additionally, the device should be as long as possible to create the most data for our curve fit.
The camera should be manually calibrated and set to capture in the TIFF or RAW format.
Other compressed formats will give a smaller range of numbers to represent the color values; this
reduces data sensitivity. The camera post-production parameters can also be turned off.
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Figure 5-2: The Metricon 2020/M is capable of taking loss measurements, but with a transparent
substrate, and no real way of preventing the glow from the light outside the waveguide from
interfering with the data collected, it is difficult to determine whether any of the data are
accurate.

After taking a photograph of the output, the image can be transferred to a computer for
analysis. In our setup, a conversion step was required to take the proprietary RAW format and
convert it to a usable TIFF. We then open the image in photo editing software and rotate the light
in the waveguide so that it runs parallel to a guide; this corrects for any angular offset in the
image. Next, we select the region of interest using a rectangular selection tool. It is important to
only select light visible from the waveguide; if the light seems to taper off due to loss in the
waveguide, the smallest dimension should be used. Ideally, the selection should also be centered
on the waveguide. Finally, we want to avoid using any information too close to the input or
output, where scattered light will create a lot of noise. An example of this process is shown in
Figure 5-3.
A measurement tool in the photo editor can also be used to convert the length of a known
object in the image to pixels; in this way, the program can give the actual dB/cm result.
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Once the cropped image is saved, we open it in MATLAB and, after reading in the data,
we take the average value of red for each column. Since we know that the laser color is red, then
any other colors that may appear in the image are noise; this acts as an initial filter. The
averaging of each column is a secondary low-pass filter. This will reduce any inconsistencies due
to mode shape, laser speckle noise, or random dead/hot/stuck pixels.
I will make an aside here to comment on the issue of dead pixels (or any other CCD
issues). By capturing the image as a RAW file, the camera that we use no longer corrects for
such anomalies, and these can sometimes be observed in the final image. A method known as flat
field correction exists which could, in theory, reduce or eliminate this noise in post processing. In
our experience, however, this is unnecessary and can often lead to new noise in the image if not
done properly. More importantly, since we are taking the average of multiple pixels per column
over a long range, it has less of an effect on our end result than other, more likely scenarios (e.g.
dust or other scattering sources on the sample surface, poor angle choice or an unfocused
camera, backscattering from the other elements in the photo, etc.). After carefully considering
this option and testing it on our images, we have decided it is not worth the extra time or effort to
implement this step; however, it could be used in a commercial setup to improve data reliability
and customer confidence.
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Figure 5-3: Steps to extracting relevant data for loss measurements. The image is only an
example, but the measurement does still conform to more rigorous measurements, suggesting
that this method, while not the most precise, is much more forgiving, in addition to providing
quick data turnaround time.

After taking the average of each column in the data strip, we are left with a 1xN matrix of
color points. Note that these numbers have no bearing on the power, or light intensity, running
through the waveguides, since cameras can have different sensitivities, the shutter speed is very
often changed to improve light collection, and there is no reliable lumens-to-pixel-value
conversion. Regardless, the value shown will still be proportionally representative of the actual
power.
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All that remains is to fit a function to the data to extrapolate the exponential decay of the
light through the waveguide. Since light propagates with a decay of 𝐼𝐼 = 𝐼𝐼0 𝑒𝑒 −𝑗𝑗𝑗𝑗𝑗𝑗 , we can infer
that the coefficient to the fitted curve is the same as the decay constant 𝛼𝛼.

Figure 5-4: The blue curve represents the initial averaged data over the length of the data from
Figure 5-3. After fitting to this curve, we find the decay constant 𝛼𝛼 = 3.14 dB/cm.
ADPE Results and a Brief Discussion
After taking various measurements, the loss for our ADPE samples (fabricated as
described in Chapter 3) was found to range from approximately 2-4 dB/cm. This conforms to
established loss measurements taken by some groups [48] [57], but others have reported values
one order of magnitude lower [9, 58-59]. Our higher loss suggests the presence of 𝛽𝛽2 phases in

our waveguides. Regarding the variability for the loss, this is fairly standard when fabricating
single devices with varying conditions. This could, in theory, be refined by using single-use
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benzoic acid baths, controlling the anneal humidity, and using specialized containers to better
control the proton exchange temperature, e.g. as in [60].
Our losses may be higher than certain groups for a variety of reasons. This may, again, be
due to the fabrication methods, which do not strictly control for temperature when
inserting/removing from the acid bath, do not control the anneal humidity, and allow for ion outgassing at various steps, which could introduce various lattice imperfections into the substrate,
especially near the surface. If improvements were made to the process in the future, this could
create devices that match those reported by other institutions. It is notable, however, that the
devices we fabricate tend to deliver consistent results, as long as care is taken to control for acid
dilution, temperature, and time.

Reverse Proton Exchange
We are now able to discuss the method for embedding the waveguide into the substrate
and separating the waveguide from the surface defects and loss. This method is called reverse
proton exchange, or RPE. Although it can be viewed (and we introduced it) as embedding the
waveguide into the substrate, in reality it performs an annealing step (which increases the
waveguide depth) and removes the top layer of the waveguide entirely by replacing the H+ ions
with the Li+ that was previously there.
This method was originally developed by Korkishko et al; and later, by Jackel and
Johnson [25] and has been refined and customized over the years. The method we used followed
that created by Korkishko et al in [61]. It involves the following steps:
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1. Perform a proton exchange similar to how it is usually done, but for a longer time.
This allows us to maintain a similar waveguide thickness after the reverse exchange
erases the top layer of the waveguide.
2. Anneal the device in a eutectic melt of LiNO3, KNO3, and NaNO3 with a molar %
ratio of 37.5:44.5:18.0, respectively. The LiNO3 is the Li-carrying agent, while the
KNO3 and NaNO3 serve to dilute the mixture and protect the device. We will carry
out our melt for 45 minutes at 375 °C. This time and temperature combination is the
same that we anneal our ADPE devices at; this will allow us to hopefully create a
similar waveguide mode profile while reverse exchanging our device.
Figure 5-5 shows the bath we used for our process. We used a test tube delivery system
similar to that used in the proton exchange step to insert and remove the samples from the salt
bath, which was heated in a muffle furnace. Because of the tight geometry for the test tube
system, especial care must be taken when inserting and removing the sample; PPE must be worn
to avoid splashes burning the skin.
A long tube was required due to the size of the oven, but also served to allow the sample
to heat slightly before entering the salt. Lowering the samples into the salt slowly was imperative
for this step, even more so than for the proton exchange or standard anneal processes; the
LiNbO3 is extremely susceptible to shattering due to thermal shock in this process.
With regards to the proton exchange step, the time required to create a sample with a
waveguide varied between 7-16 hours, depending on the proton exchange dilution and the time
expected to be in the salt. Since we wanted to keep as many parameters similar in our ADPE and
RPE processes, we generally kept the time in the salt bath at 45 minutes, which matches the
standard ADPE process in our lab. The RPE will remove the top layer of the waveguide, so
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although the anneal time is similar, the waveguide must be deeper to achieve a similar number of
modes, as seen in Figure 5-6.

Figure 5-5: The RPE anneal chamber as it appears when opened. A flask covers the quartz test
tube containing the salt mixture which juts out from the vent in the top of the oven. The quartz
tube is shielded from physical shock by quartz wool. A smaller test tube with a hole near the
bottom is slotted into the larger tube to anneal a sample.

Figure 5-6: This figure compares the three kinds of proton exchange covered in this dissertation.
Proton exchanged waveguides have the highest index (and index contrast), but are the
shallowest. By diluting the proton exchange and annealing the waveguide, the profile softens and
the index is decreased somewhat. Reverse proton exchange requires the deepest waveguides due
to the lower index and softer gradient.
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Results and Discussion
Our main purpose in collecting RPE data is to quantify any improvement to loss in our
devices. We therefore only require a long strip of LiNbO3 proton exchanged and reverse
exchanged according to the process given above.
We chose to make our test devices with a similar depth to the DPE devices. For our
setup, we used a benzoic acid bath with 𝑑𝑑 = .0747 and exchanged at the standard temperature of
238° C for 9 hours. The reverse exchange was performed in the salt, as stated in the previous
section, for 45 minutes.
Our results varied slightly across devices (as with the DPE devices), but we achieved a
loss of approximately 1 dB/cm. A sample is shown below.

Figure 5-7: An RPE test device.

While we reduce our loss in the waveguide, the reduction was smaller than we would
desire. The reverse exchange does indeed protect the light in the waveguide from any surface
effects, but if the proton exchange itself is overly lossy, the anneal will only go so far to

49

correcting this. Future work needs to be done on the proton exchange to find a lower-loss
method. Avenues to explore (as previously discussed) include using one-time baths (instead of a
bath for multiple samples over an extended period), a smaller bath with tighter temperature
controls, and slowly heating and cooling the sample to the proper temperature before and after
exchange.

Figure 5-8: Fitted loss curve for the test device shown in Figure 5-7. This particular device
showed a loss of 1.19 dB/cm.

One final note regarding coupling into an RPE waveguide using a prism: because the
waveguide is buried, the evanescent coupling upon which prism coupling relies is weaker. Other
groups that create RPE devices tend to use fiber coupling; not only does this avoid our problem,
but the new waveguide shape is beneficial, since the reverse exchange tapers the index profile
near the top of the waveguide, thus creating a more symmetric profile that matches the fiber
index [61-62]. This method is incompatible with our devices, however, since we want to excite
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only certain modes in the waveguide (see WDM in Chapter 4), and fiber coupling would fill in
all supported modes at once in the waveguide. The difference in prism coupling efficiency for
our devices is illustrated in Figure 5-9.

Figure 5-9: Metricon data for the device shown in Figure 5-7. Before the reverse proton
exchange, the light lost to the waveguide modes is substantially higher than after the exchange.
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CHAPTER 6.

DESIGN FOR A CURVED NEAR-EYE DISPLAY

Augmented Reality
Previously, our leaky-mode modulator devices were primarily used in the holovideo
monitor developed by Dr. Smalley at MIT [20]. We would now like to expand their scope into
other forms of 3D media. Specifically for this chapter, we will discuss how this might be used
for a near-eye augmented reality (AR) display.
AR is a technology where the user views virtual objects superimposed into the real world
by means of a wearable device, such as glasses or goggles. AR differs from virtual reality (VR)
in that the display must co-exist with the user’s surroundings. This means that the simplest
method for creating such a display would be to have a see-through technology capable of
steering light into the user’s eye (such as the one we have created).
There are many challenges surrounding AR, such as eye-tracking, maintaining a high
framerate, and balancing light sources (just to name a few). One specific challenge we hope to
address is that of field of view (FOV). While VR displays can rely on traditional 3D graphics
technology to create virtual worlds, AR must place create these objects in the real world, which
requires much more computing power [63]. AR also limits a device’s ability to redirect light to
the user. While VR can make use of technologies such as microlens displays [29] to bend light
from a pixelated display to the user, this would warp the user’s view of the natural world for an
AR display. Most commercial AR displays have a FOV of far less than 100° [64-65].
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We believe that our LiNbO3 waveguide technology is well suited to creating an AR
headset. The crystal is transparent and the light can directly enter the user’s eye from the
waveguides. This simplifies the overall design for the light delivery system and reduces bulk.
With some changes to the basic system, the FOV can also achieve a high level of performance.

The Flat Screen Design
The design for our AR-capable waveguides is directly lifted from the work described in
Chapters 2-5. This time, we will add one additional element to our setup in the form of an output
grating; this is illustrated in Figure 6-1. We want the ability to bring light directly to the user’s
eye, and since this will be placed behind the face of the device, the light will need to exit out the
back of the LiNbO3 chip instead of the end. Work on these output gratings was previously
accomplished by our group [66].

Figure 6-1: Light travels through the waveguide with some group angle 𝜃𝜃1 until it is acoustooptically excited, whereupon it leaks into the surrounding substrate with a new angle 𝜃𝜃2 .
Eventually, it encounters the back side of the device, where we have created a fixed, surfacerelief grating. This aids the light’s departure from the device; the grating, in combination with
Snell’s Law, create some angle 𝜃𝜃3 for the exiting light.
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As is the case for our edge-exit devices, the back-exit devices have a maximum
deflection angle; this angle is unfortunately smaller. Previous work indicates that this angle is
approximately 2° [66]. Since we can have waveguides heading both left and right on the same
device, we will assume that we have a total of 4° of deflection available to us.
We must now define what we mean by “viewzone” when considering AR devices. As
illustrated in Figure 6-2, the viewzone is the amount that a user can perceive at some distance 𝑑𝑑

away from their eye.

Figure 6-2: The viewzone is defined as the (one-dimensional) area visible to the user at some
distance 𝑑𝑑. The FOV is the overall angular space visible to the eye. In this way, the FOV is a
constant for the device, whereas the viewzone will change linearly as a function of distance.
We must also quickly address one new method we have added for this device. Consider a
SAW package created (pulsed) at the point where its associated comb transducer is located. This
wave will travel in its given direction of propagation at the velocity of sound in LiNbO3. Now, if
we send light across the waveguide in bursts, and only observe the AO interaction (and the
points drawn by it) at those bursts, then we can create a train of distinct points along our
viewzone. This will be useful in determining the length of the viewzone.
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Figure 6-3: As the SAW travels along the active region, it creates distinct points when pulsed
with light.
The method for determining the viewzone is as follows: consider some point drawn at
some distance 𝑑𝑑1 + 𝑑𝑑2 = 𝑑𝑑, as illustrated in Figure 6-4. This point is created by a converging
phase front created from an aperture of width 𝑎𝑎, and this aperture is defined as the region

underneath the angle 2𝜃𝜃. Figure 6-4 shows that, by finding the points which just barely backcast
to the user’s eye, we can determine the widest viewable points along the viewzone at any given
distance; all other points in between can be assumed to also fall into the eye. The angle
subtended by the two furthest points will also be the FOV for the device.
We should note here that, as the virtual points (and the plane of space we are currently
analyzing) draw closer to the eye, the maximum deflection angle that we have imposed for our
device will no longer be sufficient to converge to a point; this can be overcome by using a
smaller aperture size. Later in the chapter, however, we will decide upon a fixed aperture size for
our device, and it will be shown that the region in which points can no longer converge is closer
than the human eye can resolve, so this is a non-issue.
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On the other hand, as points are drawn further from the eye, the angle 2𝜃𝜃 will necessarily

shrink in order to converge to the point. This creates no problems in the flat-screen case.

Using this approach, our device can achieve a FOV of 4°. If we choose an aperture size
of 𝑎𝑎 = 17.5 mm, the device can draw points as close as 25 cm from the eye, which is the limit

for normal adult human vision [67].

Figure 6-4: The viewzone at a given distance is found by choosing the furthest points that have
any light that falls on the user’s eye; the distance between these points is the viewzone. The
angle subtended by these points is the FOV.

The Curved Screen Design
Our goal in creating a curved display is to increase the FOV while sacrificing the
maximum aperture size allowed. Specifically, if the display has a radius of curvature (ROC)
equal to its distance from the eye, then the FOV will automatically be 180° (or at least the angle
subtended by the actual curved device). This behavior is demonstrated visually in Figure 6-5a.
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Figure 6-5a: For a curved display with the eye placed at the center, as the virtual point is
radially drawn at a fixed distance from the eye, the normal to the device will always fall on the
eye, and the point is guaranteed to be seen by the eye. Thus, the FOV of the device is 180°.
Figure 6-5b: The closest drawable point is determined by the radius of curvature. As the
curvature increases, the angle between the normals will offset the 2° deflection on each side.
This limits the closest drawable point possible faster than in the flat case.

The curved device operates in much the same way as the flat case does. Surface acoustic
waves will have no issue propagating across a curved surface [68], and the strong optical
confinement created by the proton-exchanged waveguide will ensure safe passage of the light, as
well [69]. Furthermore, we will see that, for favorable radii of curvatures and interaction lengths,
the device operates very similarly to the flat case.
The major consideration for this setup is the allowable aperture for drawing the virtual
point. In contrast to the flat-screen case, where aperture and allowable draw distance has a linear
relationship, the curved display adds a complication; that is, as the display curves, so does the 2°
off the normal (see Figure 6-5b). This means that that in order to achieve the maximum
deflection possible, and therefore the closest point possible, the aperture size must be reduced.
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Figure 6-6 shows the relationship between aperture size and closest drawable point for a curved
display of this type.

Figure 6-6: As the arclength increases, the ability of the device to focus on a point near the eye
is reduced. This eventually reaches a point where, due to the curvature of the device, the 2°
afforded by the device is insufficient to draw any point.

In order to facilitate the design for this near-eye display, we will choose to limit the
allowable aperture to one size for all points drawn (for a given ROC). In practice, a variable
aperture size would allow for greater control over points drawn further in space, but this would
complicate the design outside the scope of a paper. Thus, we will choose to limit the aperture to
be whatever gives us a closest drawable point of 25 cm, which is the closest point the average
human eye can focus to. For the device shown in Figure 6-6, then, the aperture size chosen will
be approximately 1 mm, which is much smaller than the allowable aperture for the flat-screen
design.
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As we design the flat-screen display, we will endeavor to keep the aperture size as large
as possible. The allowable aperture directly correlates to the numerical aperture of our drawable
points, so a larger aperture will lead to increased resolution.
We will now outline the principles and equations defining our system. The curved surface
will be placed in front of the eye, and the ROC is somewhere behind the eye (anywhere between
infinity and directly at the center of the eye). The flat case is the same as the curved case with the
ROC set at infinity. The angles and distances for the setup are defined in Figure 6-7.

Figure 6-7: The various angles are labeled as “𝑥𝑥_”. Half of the aperture is labeled “𝑎𝑎” and the
secant under the arc is “𝑙𝑙”. The maximum deflection from the normal is required at either end of
the shaped beam, and is defined, for this paper, to be 2°. The figure is not drawn to scale in order
to improve viewability.

We can use this graph to solve for the closest distance our device can converge to
(hereafter called the “closest drawable distance”) by choosing a ROC and arclength (the
arclength also representing half of the aperture size). A similar method can be used to find the
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other two parameters. The equations, listed below, are derived from the Pythagorean Theorem,
the Law of Cosines, and the Law of Sines (with some simplification).
𝑎𝑎
𝑟𝑟

(6-1)

𝜋𝜋 − 𝑥𝑥3
2

(6-3)

𝑥𝑥3 =

𝑙𝑙 = 𝑎𝑎 ∙

sin 𝑥𝑥3
𝑥𝑥3 ∙ sin 𝑥𝑥2

𝑥𝑥2 =

𝑥𝑥1 = 𝜋𝜋 − 𝑥𝑥2 − 2° ∙
𝑥𝑥4 = 𝜋𝜋 − 𝑥𝑥2

𝜋𝜋
180

𝑥𝑥5 = 𝜋𝜋 − 𝑥𝑥4 − 𝑥𝑥1
𝑑𝑑 = 𝑙𝑙 ∙

sin 𝑥𝑥1
sin 𝑥𝑥5

(6-2)
(6-4)
(6-5)
(6-6)
(6-7)

We will now briefly consider the case in-between the flat-screen and the circular design
where the ROC is placed at the location of the eye. Everything between these two edge cases can
be described in terms of a circle with a ROC somewhere behind the eye (keeping the distance
between the display and the eye fixed). Indeed, even the flat-screen case is only one instance of
the curved case where the ROC is infinite.
Figure 6-8 shows how the FOV is determined for a display with a given ROC. By
constraining the aperture size and draw distance to some pre-determined values, we can find the
relationship between the ROC and FOV. This relationship will run from a FOV of 4° (in the case
of the flat screen) to 180° (when the radius of curvature = the distance from the display to the
eye). The results for this scenario are shown in Figure 6-9.
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Figure 6-8: A display with a ROC placed behind the eye will have some angular view that the
eye can perceive. The point (on either side of the eye) at which this no longer is true is where the
furthest ray towards the eye no longer falls on the eye.

As we can see from Figure 6-9, choosing any radius other than one that falls on the eye
gives a much smaller field of view. The slope of this falloff can be changed by choosing a larger
aperture size, but that will necessitate placing the device much further from the eye in order to
achieve a similar ability to converge, but because of the distance from the viewer, the virtual
objects will have a proximity penalty. In addition, the improvement to the slope by increasing the
aperture size is negligible when compared to the other compromises required to achieve it. It is
for these reasons that we will choose to maintain the device with the eye placed at the radius of
curvature.
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Figure 6-9: In this scenario, we place a curved display 5 cm in front of the eye and hold that
fixed position. As the ROC increases past the eye, the FOV rapidly decreases until it converges
to the 4° flat-screen case.

Design Graph for a Curved, Near-Eye Display

Figure 6-10a: The largest aperture allowed for the device is displayed here with respect to the
radius of curvature. The closest drawable distance is held at 25 cm (from the eye).
Figure 6-10b: The closest drawable distance is displayed here with respect to the radius of
curvature. The aperture size (created by the active region of the device) is held at 2.2 mm.
Figure 6-10c: Figures 6-6 and 6-10a are 2D cross-sections of this plot; they are shown as dashed
lines. The intersection point is chosen for the preferred instantiation in Section 6-5.
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In the circular case shown above (Figure 6-6), we chose to set the ROC to 1.5 cm; this
distance is roughly similar to most eyewear currently on the market. As we can see from Figure
6-9, choosing any radius other than one that falls on the eye gives a much smaller field of view;
therefore, we will opt to always place the eye at the radius of the curved device.
Another option available to us is to increase the ROC such that the display is placed
further from the eye. The ROC, when compared to either the closest drawable point (from the
eye) or the aperture size (holding the other fixed in either case) can be seen in Figure 6-10.
These graphs indicate that increasing the ROC will be beneficial, but only to a point
which we will now consider. Depending on the parameters chosen, this point will fluctuate, but
two main observations can be made. The first is that the closest drawable distance from the eye
will improve as the display becomes flatter, but after a certain point the effects of flattening the
display converge to the flat-screen case, and the linear effects of placing the display further from
the eye to compensate for the increased ROC increase. We generally want to avoid this linear
region; not only because the drawable points sharply decrease, but also because the display ought
to be reasonably close to the user in order to be considered a near-eye display.
The second item of note is that, as ROC increases, the allowable aperture will likewise
increase, but this begins to slow as the curvature increases. Thus, for the example chosen in
Figure 6-10, anywhere past approximately ROC = .5 m, the aperture size will see diminished
returns for the tradeoff of placing the display further from the user. Again, we want to keep the
display close to the user, but because the space in which we do want to place the display shows
such a large variation, we will try to place the display as far from the user as possible.
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The Preferred Instantiation
The ideal situation, given the previous information, would be to place the display as far
from the user as possible. In practice, however, this display will be binocular, which means that
if both eyepieces are to have an equal and full FOV, this will limit how far out the semicircular
displays can be placed (if the eye is still to be at the center of the circle).
In addition, because the human eye has a maximum of 160° FOV, we can elect to crop
parts of the circle to allow the display to gain further distance from the user. This will maximize
our aperture size, and the closest drawable point will be 25 cm from the eye with an aperture size
of 2.2 mm. For an aperture of this size, the path curves a maximum of 65 nm, which is an order
of magnitude less than the wavelength of the light, and multiple orders smaller than the SAW
wavelength. Essentially, each interaction region can be treated as a miniature flat display. A
sketch of this setup is shown in Figure 6-11.
The constraining feature for this design is the average interpupillary distance between the
eyes (for a human adult male), which is approximately 64 mm [70].

Figure 6-11: A binocular, near-eye display with a maximum radius of curvature, given the
average distance between human, adult male eyes.
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This design demonstrates the feasibility of a near-eye, curved AR display using our
LiNbO3 waveguide technology. The design also matches the full FOV of the human eye, while
simultaneously maintaining the user’s view of the outside world. Binocular vision exceeds 180°
in this case, as well. The design graph also gives a roadmap for other potential avenues when
creating such a device. Future work will show how thin LiNbO3 chips can be used to implement
this design.
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CHAPTER 7.

REALIZING A DREAM: THE HOLODECK

An Introduction
Bringing science fiction to life is, in this doctoral candidate’s opinion, the end goal of all
engineering. To that point, one of my major goals has been to lay the foundation work for what
will eventually become the holodeck. For the uninitiated, the term “holodeck” was first coined in
the show Star Trek: The Next Generation in 1988 (although a holodeck-like experience had
appeared earlier) [71]. The main purpose of the holodeck is to create a full-scale, interactable
virtual world contained in a room. This means that the user can see objects around him at any
angle, both near and far; as well as touch, and interact with, those objects. Similar concepts can
be found in other science fiction, such as Ray Bradbury’s “The Veldt” (although the technology
in use is far less explained) [72].
Various Star Trek episodes explain that the holodeck works via a combination of
holographic projection and transporter technology. While the holographic part of the show may
not conform to the standard definition, the transporter technology (which uses energy-matter
conversion to replicate objects suitable to the program) helps explain how food can be eaten in
the simulation, bullets can do bodily harm, etc. as the story requires. While we may not be even
close to replicating this transporter technology, the holographic side is within our grasp.
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Figure 7-1: When a user first enters the holodeck, the walls, floor, and (presumably) ceiling are
covered in black, reflective tiles. After selecting a program, these tiles vanish, and the user is
immersed in a virtual world.

As previously mentioned, the Star Trek interpretation of the holodeck deviates from
actual holography. The show explains their holographic projections as being photons trapped in
forcefields. This would be more equivalent to a volumetric display, which requires no viewable
surface and takes physical presence in the real world. In contrast, our interpretation of the
holodeck is based solely on holography, both optical and acoustic.

The Design
The design for our iteration of the holodeck was originally created by Daniel Smalley and
myself in 2016 [73]. The basic design for a holodeck tile (imagining that each tile on the
holodeck could be removed and dissected into its constituent parts and ignoring the computer
processors or light input mechanisms) is shown in the figure below.
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Figure 7-2: Our design for a holodeck tile

The basic design for a holodeck tile consists of three layers. Layer 1 houses an array of
leaky-mode, bottom-exit LiNbO3 waveguides that create an image in a manner very similar to
that already presented. Layer 2 is comprised of a series of cylindrical lenticular lenses. These
serve to feed the light through the last layer in the vertical direction, while leaving the horizontal
image untouched. Layer 3 is a series of acoustic transducers of some unspecified variety which
combine to create a holographic acoustic array. This design assumes the transducers are opaque,
and the board used to create the circuit is also opaque. It is for this reason that this layer also
includes rows of slits through which light can pass; this is also why the lenticular layer is
required.
The design for the optical waveguide array is basically identical to the devices we already
have created, and would only require refinement. Possibilities include a different mode of light
delivery (most likely input grating coupling), a large, full-wafer proton exchange process that
enables a larger tile to be created, and opposing transducers to create standing waves instead of
traveling SAWs. This last improvement would allow us to send a continuous stream of light,
instead of pulsing it across the traveling acoustic wave.
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Since the acoustic layer (Layer 3) is opaque in this design, the lenticular array allows for
the light leaking from the waveguides to pass through the acoustic layer through a series of slits,
as shown in Figure 7-3. This lensing will not have an effect on the final image if accounted for in
the program creating the holographic image.

Figure 7-3: Light used to create the holographic image can only pass through the slits positioned
in front of the lenticular lens.
The opaque layer creates the limitation that requires the lenticular array. If, on the other
hand, some form of transparent acoustic system could be designed, then we would forgo this
step. Although the opacity imposes a constraint on the design, this can also be turned to our
advantage. If the transducers are sufficiently optically absorbent, the acoustic transducer layer
may also serve as a glare eliminating layer, similar to those found in outdoor displays today [7475].
The acoustic layer will be the main focus of this chapter. We will investigate the
mechanics surrounding acoustic holography and how it relates to tactile display technology. We
will then discuss our attempts to integrate this technology into our display.
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Tactile Display Technology
The holodeck allows the user to interact with objects – the primary method for interaction
is touch. This “touch” sensation is experienced by humans via sensory feedback in, e.g. the
hands or fingers. Therefore, in order to allow users to touch objects, all we need to accomplish is
to excite the user’s sensory nerves.
The method we will use for our display is called haptic feedback. The word haptic refers
to anything that has to do with touch but, in the case of technology, it is specifically used when
referring to acoustic feedback in displays. A common use for this is on smartphones, which
respond to touches or taps by pulsing a vibration under the user’s finger. Haptic technology can
also involve less detailed, more powerful acoustic force, such as that found in video game
controller vibrations.
We will use the air as a conducting medium for our display. This will allow us to
superimpose the tactile sensation of an object with the location of that object. Unfortunately, air
generally is incapable of actually stopping a user’s hand in place (outside of catastrophe), so the
most that we can hope to achieve is a “ghost” sensation. Furthermore, because of the high
frequencies used to create the haptic display, as well as the limited amount of power available,
the display can only extend a few inches above the tile face.
There are two forms of haptic stimulation – exciting the receptors in the skin or
bypassing the skin to stimulate the nerves under the skin directly [76]. This latter tactic has two
major disadvantages; first, it requires a lot of power that would be difficult to transfer to the air
(and later to the skin), but second, penetrating the skin for any extended period of time is
undesirable, which makes it a poor choice for a media or communication tool.
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Human skin is receptive to wavelengths from near 1 Hz to 500 Hz. In theory, we could
use our transducers to create these frequencies, but this comes with a variety of problems. If we
want to use small transducers, we will not be able to produce as much output at lower
frequencies, since the radiation resistance for a circular piston in an infinite baffle goes as
𝑅𝑅 = 𝜌𝜌𝑎𝑎 𝑐𝑐𝑎𝑎 𝜋𝜋𝑎𝑎2 (𝑘𝑘𝑎𝑎 𝑎𝑎)2 /2 for low frequencies and 𝑅𝑅 = 𝜌𝜌𝑎𝑎 𝑐𝑐𝑎𝑎 𝜋𝜋𝑎𝑎2 for high frequencies [77]. Here,

𝜌𝜌𝑎𝑎 is the density of air, 𝑐𝑐𝑎𝑎 is the speed of sound in air, 𝑎𝑎 is the radius of the circular piston, and

𝑘𝑘𝑎𝑎 is the wavenumber of the acoustic field being generated. These formulas are simplified parts

of a much more complicated formula, a graph of which is shown below.

Figure 7-4: The normalized radiation resistance of a circular, baffled piston compared to 𝑘𝑘𝑘𝑘. As
𝑘𝑘𝑘𝑘 goes to infinity, the normalized resistance converges to unity.
The graph and equations show that, for low 𝑘𝑘𝑘𝑘 – and thereby low frequencies with

respect to transducer size – the radiation resistance is low, which means that a lower amount of
energy is transferred to the air; the opposite is true at high frequencies. This is one reason to
avoid directly stimulating the skin using low frequencies.
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Another reason is that we would like our transducer array to be as focused and directional
as possible. Low frequencies tend to be very omnidirectional and to have large lobes (the
opposite being true for high frequencies). Finally, the frequencies we will be using would be
audible and, to anyone walking through the sound, might be irritating.
To avoid all these problems, we can use a system called a parametric acoustic array. This
concept was first put forth by Westervelt [78], and an example of a modern commercial
application includes Soundlazer [79]. The concept is simple: if two waves of differing
frequencies travel in the same direction, they will generate two additional waves: one created
from the sum of their frequencies, one from the difference.
For our case, as an example, if we generate two waves with frequencies 𝑓𝑓1 = 40 kHz and

𝑓𝑓2 = 39.9 kHz, then two additional frequencies of 79.9 kHz and 100 Hz are created. Human
hearing is generally accepted to run, at best, from 20 Hz to 20 kHz, so all the frequencies

generated are outside the range of hearing except for the 100 Hz signal. In this way, we can
generate low-frequency signals using small, ultrasonic-optimized transducers.
One major benefit of this approach is the directionality of our signal. Indeed, this is the
main selling point of the Soundlazer, thus named because it creates an audio signal that travels in
a highly directional beam. This is due to the high directionality of high frequency acoustic waves
(𝐷𝐷 ≈ 𝑘𝑘 2 𝑎𝑎2 , where 𝐷𝐷 is the directivity factor of the beam [80]). Since the secondary waves are

only produced in areas where the two carrier waves are present, the high directionality of the 40
kHz waves will be transferred onto the 100 Hz wave.
Now that we understand how the waves will be produced, we need to place the tactile
sensations in the correct location spatially. We accomplish this by introducing a phase element to
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each transducer in our array. This means that each transducer is delayed temporally by a given
amount with respect to some fixed value (this could in theory be with respect to one transducer
on the board, but it will be much simpler to simply reference the phase to the code driving the
system).
We will only consider the far-field phase effects of our board. We are justified in doing
so because for our 40 kHz signals, the wavelength in air is 8.5 mm. Unless the user is nearly
touching the holodeck tile (which we would prefer they not), they will be sufficiently in the farfield to model our output using far-field equations. The wave function in the far-field for our
acoustic wave can be expressed as
𝑁𝑁 2𝜋𝜋𝜋𝜋
𝜋𝜋𝜋𝜋
sin � 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃� sin � 2 � 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃 + 𝜙𝜙��
𝜓𝜓 = 𝜓𝜓0 𝜋𝜋𝜋𝜋𝜆𝜆
.
𝜋𝜋𝜋𝜋
sin 𝜃𝜃
sin
�
𝑠𝑠𝑠𝑠𝑠𝑠
𝜃𝜃
+
𝜙𝜙�
𝜆𝜆
𝜆𝜆

(7-1)

𝜓𝜓0 is the magnitude of the wave function, the wavelength (as usual) is 𝜆𝜆, the aperture of

our transducers (or the diameter) is 𝑎𝑎, the number of transducers is 𝑁𝑁, and the spacing between
the transducers (from center-to-center) is 𝑑𝑑. This equation gives the amplitude of the wave 𝜓𝜓

with respect to angle 𝜃𝜃 in a polar system, and 𝜙𝜙 is the phase delay of each element with respect
to each other. For the time being, we will assume that each element has the same phase delay
from its neighbors, as seen in Figure 7-5.
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Figure 7-5: Each transducer has an increasingly offset phase 𝜙𝜙. The main lobe of the acoustic
output is also illustrated here; it points in the direction designated 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 .
The intensity of the wave is the square of the wave itself; that is,
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(7-2)

If we want to know the greatest angle we can achieve with our phased array, we can
consider the numerator of the second term in the equation. Since the maximum of the sine
function is always 1, we can solve for the 𝜃𝜃 term with respect to the other variables.

This simplifies to

𝑁𝑁 2𝜋𝜋𝜋𝜋
sin � �
𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃 + 𝜙𝜙�� = 1
2 𝜆𝜆

𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃 =

𝜆𝜆 𝜋𝜋
𝜆𝜆
𝜆𝜆𝜆𝜆
� − 𝜙𝜙� =
−
.
2𝜋𝜋𝜋𝜋 𝑁𝑁
2𝑁𝑁𝑁𝑁 2𝜋𝜋𝜋𝜋
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(7-3)

(7-4)

If we have many elements, i.e. 𝑁𝑁 ≫ 𝜋𝜋, then the first term becomes negligible. This leads

to a final approximation of

𝜃𝜃 ≈ sin−1 �−

𝜆𝜆𝜆𝜆
�
2𝜋𝜋𝜋𝜋

By choosing values for our system, including the phase offset, we can determine the

(7-5)

maximum angle possible. Keeping all other factors fixed, but decreasing the phase delay, can
create angles less than this maximum, all the way down to 𝜙𝜙 = 0, which will create a signal that
points normal to the array surface, as expected.

Note that the angle output is roughly independent of the number of elements in the array;
this does not take directivity into account. Directivity is dependent on the number of elements
and the distance between the elements normalized to the acoustic wavelength. In other words
(for sufficiently long arrays) [81],
𝐷𝐷 =

2𝑁𝑁𝑁𝑁
𝜆𝜆

(7-6)

This means that a higher value for the directivity corresponds to a tighter beam, which

requires more elements in the array. This directivity also assumes an isotropic source (which is
not true in our case); the directivity of each element multiplied by the group directivity will result
in the overall directivity.

The Honeycomb
Our first goal in creating a haptic display is to create a point in space that can be felt. This
point should be isolated in all 3 axes; that is, there should be a distinct point above the transducer
array that gives haptic feedback, with no feedback above or below it. This can be accomplished
by creating a lensing phased array.
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The simplest array formation is the honeycomb shape. Shown in Figure 7-6, this shape
ensures that all transducer elements will be the same distance apart. In order to achieve the
maximum output from the array, this distance will be set to 𝑑𝑑 = 𝜆𝜆/2; this will ensure that, in the
ideal scenario, no elements will destructively interfere with their neighbors. The other benefit to
the honeycomb design is that by choosing a center point, and then radially changing the phase,
we can create a holographic lens of sorts, where the energy focuses to a point. This point will be
placed directly over the center transducer, and there is no option for changing the angle, but it is
the simplest to implement.
In order to create our phased honeycomb array, we created a system as shown in Figure
7-7. We used publicly available code as a starting point to create four, independent 40 kHz
signals using an Arduino Uno [82-83], each with its own phase shift (relative to the signal fed to
the center transducer). A function generator supplied a 100 Hz signal to a series of a current
buffer, mixer, and amplifier stages for each ring. The Arduino signals were mixed in the mixer
stage with the 40 kHz signal, producing the offset waves required to parameterize the output.

Figure 7-6: Transducers arranged in the simplest configuration, a honey-comb pattern. This
allows the distance between any two elements to remain a fixed distance 𝑑𝑑. In this example, to
facilitate the math, we offset the phase of each ring by a fixed phase 𝜙𝜙; e.g. if the center
transducer has 𝜙𝜙 = 20°, then the second ring has 𝜙𝜙 = 40°, and the third ring has 𝜙𝜙 = 60°.
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Figure 7-7: Each honeycomb ring is supplied with a 40 kHz signal mixed with a 100 Hz signal.
The buffer ensures that enough current makes it to the mixer. It is very important to have a
similar amplitude for both signals at the mixer. The amplifier boosts the power to sufficient
levels to power the output.

The output from the honeycomb design we implemented was sufficient to levitate small
plastic pieces 3-6 inches in the air. The point of levitation was also roughly where the haptic
feedback was located as well. We were able to change the focal point by changing the phase
input to each line.

Figure 7-8: The simplest board for testing a honeycomb transducer setup. Space is left on the
PCB for impedance matching circuitry, but is bypassed here.
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FENG and Future Work
This proof of concept is sufficient to prove the viability of haptic technology using
phased arrays; however, we need to recreate it using components that are more suited to a
tileable, flat-screen wall display. In theory, this could be accomplished using capacitive MEMS
transducers or other such devices. We would also like the technology we choose to conform to
the overall holodeck design; that is, it should either allow for slits to pass light through, or be
transparent. It is difficult to cut slits into silicon (the preferred substrate for MEMS transducers),
and it is certainly not transparent, so we will investigate other options.
One strong candidate is called FENG, which stands for FerroElectret NanoGenerator [8485]. FENG is composed primarily of polypropylene film pumped with tiny, electrically charged
air pockets. These air pockets allow the sheet to act similarly to a piezoelectric when electrically
stimulated. In theory, FENG technology should allow us to create simple-form, low-budget
transducers with the added benefits of having a small form factor and being easily cut, shaped,
and arranged.
We were able to acquire some FENG material. This came in large sheets; some were
coated with electrodes and a plastic film, others were left bare. Each of these presents its own
difficulties. The plastic coating on the former makes it difficult to access the metal underneath,
and while the entire sheet does have one input location, when cutting up the sheet, this no longer
helps. The uncoated variety requires coating, and it is apparently rather difficult to deposit
aluminum on polypropylene.
More importantly, we have (as of yet) been unable to create any audible output using the
FENG sheets. We ran numerous tests in an attempt to recreate the work of [85], but to no avail.
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Future work will be performed to rectify this; once this occurs, we can progress to designing the
transducers to be optimized for ultrasonic transmission.
Other alternatives that might be considered include simple capacitive sheets using
polyimide film with deposited metal electrodes, or other similar materials. The main issue with
this approach is creating a properly sized transducer area that has a small enough gap to create
the capacitance required, but not allow the two sides to touch.
In conclusion, the future of the haptic holodeck technology will hinge on the discovery
and implementation of a successful transducer material. Once this is found, the phased
parametric array discussed earlier will be ready to be integrated into the system.
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CHAPTER 8.

CONCLUSION AND FUTURE WORK

Summary
In Chapter 4, we demonstrated the capability for LiNbO3 transducers to multiplex color
input and redirect it using various, independent frequencies using the same device. This is an
important step towards creating the rest of the technologies in the paper because, without this, we
would be required to use multiple devices to create color images, which would not be conducive
to creating high-resolution, small-form factor displays. This would be especially detrimental for
a near-eye display.
Chapter 5 discusses methods for characterizing our devices, such as IWKB and loss
measurements. This work is instrumental for work my group will accomplish in the future. In
addition to these analytic tools, I also developed a process for creating RPE devices using our
laboratory.
Our LiNbO3 devices can be repurposed for creating near-eye, AR display technology, but
it requires some planning, which is what I accomplished in Chapter 6. By curving the display, we
can achieve a high FOV. This design can be reworked in the future, if desired, using the design
graphs I formulated. As my group continues to experiment with thin LiNbO3 modulators, the
limitations imposed by the device radius and modulator deflection angle can be considered in
order to create effective devices.
Chapter 7 deals with our efforts to create a phased-array acoustic system meant to
function in tandem with our modulators in order to create a tileable holodeck display. I helped to
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create the initial concept, as well as to implement the early efforts towards finding a suitable
material for creating the transducer array.

Future Work
The main projects I hope to see improved are the RPE and the holodeck. Our modulators
tend to be lossy; this should be overcome in the proton exchange process, by using a more
refined method. Outside of this context, however, reverse proton exchange will greatly enhance
the waveguides as well, since the surface scatter will be diminished. I acknowledge, however,
that this will make the devices much more difficult to test; this will be a source of frustration for
grad students in the future.
RPE will also create problems with our prism-coupling method. Although Mclaughlin
[86] made advances towards creating input-coupling gratings in the past, no real work has
happened since his departure in this area. In order for RPE to work with our devices, I believe
that these input gratings will be required to couple enough light into the waveguides for them to
be effective (or at least as effective as the current DPE model).
The holodeck will remain a multi-faceted project for many years to come. As far as the
acoustic portion is concerned, the next main step will be to produce a material that can both
create sound and either 1. be transparent, or 2. allow light to pass through the acoustic plane
using lenticulars and slits. Either method will be a considerable challenge.
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