In a recent paper, we considered the possibility of dynamical enhancement of SU (3) symmetry breaking in baryon couplings. It was found that certain patterns of symmetry breaking are enhanced and tend to dominate; the results were presented and compared with experiment. In the present companion paper, we explain in detail the methods by which these conclusions were obtained and give a more complete summery of the numerical results.
I. INTRODUCTION
A DETAILED theoretical study has been made by us of SU(3) symmetry breaking in the couplings gBBIT and g,l.Brr which connect the J P =!+baryon octet B, the !+ decimet A, and the o-meson octet II. The idea was to look for dynamical enhancements in symmetry breaking, the enhancements being associated with instabilities or near-instabilities in the symmetric theory.
The main results of this study, and comparisons with experiment, were presented in a recent paper. 1 In the present companion paper, we wish to explain in detail the methods by which these conclusions were obtained and give a more complete summary of the numerical results, with explicit statements where possible of the uncertainties in the model used.
The physical parameters brought into play by SU(3) symmetry breaking include mass shifts 5M; and coupling shifts 5g;. In a bootstrap theory, these depend on other mass and coupling shifts, as well as "driving terms," which include such things as photon exchange (for electromagnetic shifts) and higher order terms. One obtains equations of the form 5M=AMM5M+AMo5g+DM, (1.1) 5g=AoM5M+Aoo5g+Do, (1.2) where it is understood that there are many kinds of 8M and 8g, so that the termssuchasAMM are matrices. Now in a previous paper 2 it was argued on dynamical grounds that A Mo is small and can be approximated by zero, leaving (1.1) and (1.2) with solutions of the form (1.3) 8g= (1-A oo)-1 (A oM5M +Do).
5M=(1-AMM)-lDM,
(1.4)
The search for dynamical enhancements in symmetry breaking thus becomes a search for eigenvalues of A MM and Auo near one, which from Eqs. (1.1) and (1.2) are seen to represent nearly-self-supporting instabilities of the dynamical equations. Of course, the identification *Work supported in part by the U. S. Atomic Energy Commission. Prepared under Contract AT(ll-1)-68 for the San Francisco Operations Office, U. S. Atomic Energy Commission.
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of the near-instabilities does not provide a complete specification of 8M and 8g, which also depend on the harder-to-calculate driving terms. Unless the driving terms happen to be nearly orthogonal to the eigenvector corresponding to the instability, however, the pattern of symmetry breaking will tend to follow the instabilities. The present paper, then, is mainly concerned with the calculation of matrix elements of A 00 and A oM that affect KBBIT and gLJ.Bn, and with the eigenvalues of Aoo. These complement the previous study 2 of A MM which gave a unique instability followed by 8MB and 8MLJ.. The paper is organized as follows. First, we would like to call attention to two Appendices, which relate to important questions underlying our whole approach. Appendix A deals with the convergence of our dispersion relations. It is shown that the dispersion integrals representing first-order perturbations converge faster than the dispersion integrals representing strong interactions, by one power of the energy W. We believe that this decreased sensitivity to contributions from large W, which are poorly known in practice, is the basic reason why bootstrap calculations of perturbations on the strong interactions 1 -4 have achieved better quantitative results than ordinary strong-interaction bootstrap calculations. Appendix B deals with the choice of denominator function. Reasons are given for preferring our choice of denominator function to that recently advocated by Shaw and Wong. 9 Next we turn to the body of the paper, dealing specifically with coupling shifts. In Sec. II the SU(3)-symmetric reciprocal-bootstrap model of B and A, which we use a starting point for the study of SU(3)-breaking perturbations, is reviewed. In Sec. III the possible types of coupling shift are listed, and the dispersion relations used to calculate elements of the A matrix are written down.
The explicit method for calculating A 00 is described in Sec. IV. This is the heart of the paper.A 99 splitsintoa simple "dynamical factor" and a more complicated "group-theory factor." If we represent the symmetry violation by a "spurion" Stl, the group-theory factor Mathematically, the overlap between two different ways of combining five objects (four particles and one spurion) into a singlet is, apart from normalizations and phases, a 9j symbol. We have worked out the appropriate expressions and had them evaluated by computer.
We proceed with a discussion of our treatment of the consistency (sometimes called "vertex symmetry" 6 • 7 ) between BBIT couplings in the direct and exchange channels in Sec. V. The resulting eigenvalues and eigenvectors of A uu are given in Sec. VI. The same methods permit explicit evaluation of A Mg in Sec. VII, and it is verified that this part of the A matrix is indeed very small, as had been argued earlier. 2 Section VIII deals with the evaluation of A uM. From Eq. (1.4), we see that this allows us to determine which eigenvalues of A 1111 are most strongly driven by the dominant mass shift 8M. Under the assumption that the term A oM aM, containing the already enhanced mass shift, dominates D 0 in (1.4), one then finds that the eigenvalue of A 00 iying nearest unity is strongly favored over all other eigenvalues. · Results for the strong BBIT and .6Bll coupling shifts are presented in Sec. IX. Readers who are interested only in the answers rather than in methods of calculation may proceed immediately to Tables XXI and XXII of this section. Section X contains the electromagnetic coupling shifts; the shifts in BBIT couplings are conveniently tabulated in Table XXIII . The much more complicated weak nonleptonic couplings are treated in Sec. XI. Here couplings of either charge conjugation and parity are considered. We show that the predictions on parity-violating couplings, 3 which agree particularly welP with experiment, are also on especially strong s R. Cutkosky and M. Leoni Phys. Rev. 135, B1445 (1964) ; K. Lin and R. Cutkosky, ibid. 40, B205 (1965) . 7 F. Ernst, K. Wall, and R. Warnock, Phys. Rev. 141, 1354 (1966) .
theoretical ground: they satisfy vertex symmetry exactly and are independent of the choice of denominator function in our model. Section XII contains a comparison of our method with the calculation of Wali and Warnock 8 and with tadpole theory. 9 Finally, in Sec. XIII, the possibility of CP violation is considered.
We do not provide much comparison with experiment in the present paper; for such comparisons and for a bird's-eye view of the results, the reader is referred to our earlier paper. 1 
II. SU(3)-SYMMETRIC MODEL
In this section, we review the SU(3)-symmetric reciprocal-bootstrap model2· 10 for B and .6, as a preliminary to the study of perturbations on the model. The SU(3)-symmetric reciprocal-bootstrap model for B and .6 is essentially an SU(3) generalization of the Chew-Low model. One considers pseudoscalar mesonbaryon scattering, with Band .6 poles appearing in the direct channel, and B and .6 exchange in the crossed channels. As an approximation, only the nearby "short cuts" from B and .6 exchange are kept in the partialwave amplitudes. The short cuts are further approximated by "pseudopoles."
We shall define the scattering amplitude for ITB ~ ITB in the Ps12 10 channel by Tto,to 3 f 2 +(W)=M 2 (e 2 '~1 0 -1)/2iq 3 , (2.1) where, as usual, W is the center-of-mass energy and q is the center-of-mass momentum. We take M equal to 1 Be V; the factor M 2 is included to make the residues of poles in the amplitude dimensionless. 11 The amplitude 11 In addition to M 2 , (2.1) differs slightly from Eq. (5.1) of Ref.
2 in the choice of kinematic factors. Equation (5.1) avoided some distant kinematic singularities, which are, however, of no importance in an essentially static model such as we are using. The present choice corresponds to the static crossing matrix used in Table I . Actually, tlte static crossing matrix was also employed in Ref. 2, so we effectively took (2.1) tltere as well.
for liB~ ITB in the P 112 8 channels is similarly defined by Tlt2+ = (M2/2iqs) (S-1) , (2.2) where, in this case, T is a 2X2 matrix connecting the channels 8, and 8a.
The various pole terms in the BIT reciprocal bootstrap are listed in Table I . Here, the angle (} is related to the usual F/D ratio A by 12 A=-(v'5/3) tan(}.
(2.3)
We take (} in the range (} , ::< -25° to -45°, corresponding to the value A,::<j to i which is indicated by several experimental and theoretical arguments.I 3 -15 G 2 is related to the usual 1rNN coupling f"NN 2 ,::<0.08 as follows: which is consistent with the experimental ratio of N*N1r and NN1r couplings. The residue matrix of the direct-channel baryon pole may be diagonalized by passing from the octet states 18.) and 18 .. ) to l8e) and l8e•), defined by l8e)=cosOI8.)+sinOI8a), (2.6) l8e•)=-sinOI8.)+cosOI8a). We shall use the 8e and Be• representations in our study of perturbations. While it is convenient to make calculations in terms of definite SU(3) representations and residues of poles, we will also wish to express the results in terms of couplings among particles. In the SU(3)-symmetric case, the appropriate coupling for ITi+B;~ Bk is Gk;i=G[cos(}G ; ---- 12 The tangent of () is the ratio of the coefficient of matrices 0 8,.
and 0 8, each normalized by Tr0 2 =1. The usual A is the ratio of the coefficient of matrices F and D, which are proportional to 0 84
and 0 8• but have the normalizations Tr(F 2 ) =3 and Tr(D 2 ) =t.
The minus sign in (2.3) arises because we take sin() as the coefficient of(~ ~ ~a) in Eq. (2.9), where i refers to the meson in IT;BtBk coupling, whereas A is conventionally proportional to the coefficient e ~ ~a)' and ( ~ J ~a) is antisymmetric in each pair of indices. 1a A. Martin and K. Wall, Phys. Rev. 130, 2455 (1963) . 1 4 R. Dalitz, Phys. Letters 5, 53 (1963) . 16 F. Giirsey, A. Pais, and L. A. Radicati, Phys. Rev. Letters 13, 299 (1964). where the quantities in brackets are Clebsch-Gordan coefficients as defined by de Swart. 1 6 Similarly, the SU(3)-symmetric coupling for IIi+ B 1 ~ dk is ( 8 8 10) G;k*i=G* .
i j k (2.10)
As we have seen, the input parameters of this model are the average masses of the Band d supermultiplets, the F/D ratio, and the strong ITBB/IIBd coupling ratio. The first two quantities are taken from experiment, while the latter two ratios can be taken from the reciprocal-bootstrap theory, which gives a range of values consistent with experiment. These input parameters, as well as the form of the denominator function which is discussed in the next section and Appendix B, will be held fixed in all subsequent perturbations, and no further parameters will be added to the model.
In spite of its crudity, the model just outlined is the best available example of a bootstrap. It correctly predicts strong attraction in the !+ octet and !+ decimet channels, and repulsion or weaker attraction in the other P-wave channels, in addition to giving the F/D ratio of ITBB coupling and the ratio of ITBB to ITBd coupling. The reason why such a crude model works so well is not understood. We have nothing to contribute on this topic, but simply take the point of view that the success of the model makes it an especially favorable starting point for the study of SU(3)-violating perturbations.
lll. SPECIFICATION OF BROKEN-SU(3) MODEL
We now turn to the study of symmetry-breaking perturbations17 on the reciprocal-bootstrap model of Sec. II. In broken SU(3), the residue matrix for the directchannel baryon pole will no longer have the simple form of (2.7). Instead, we shall write it as R (N', N)+8Rs(N', N) , (3.1) 1 6 J. J. de Swart, Rev. Mod. Phys. 35, 916 (1963) . 17 We would like to take this opportunity to list a number of misprints and mistakes in our previous work on perturbations. where N' labels the SU(3) representation of the initial ITB states (N' = 1, 89, 89•, 10, iO, 27) , N labels the final ITB states, and the subscript S on the perturbed residue labels the SU(3) representation which the symmetry violation transforms like.
From (2.7) one sees that R(N',N) has the form (3.2) Equation (3.2) exhibits explicitly the general property of factorizability: The residue matrix always factors into the product of two couplings, one connecting the entrance channel to the intermediate baryon state and the other connecting the baryon state to the exit channel. The perturbed residue matrix also has this property. Therefore, in the study of the A matrix where one considers only first-order perturbations, the perturbed residue is a product of an unperturbed coupling liNB,G or liN's,G times a perturbed coupling. Thus, the elements of liR we need for a complete specification of perturbed baryon couplings are In a completely analogous fashion, we write for the residue matrix in the J =~+channels R* (N',N)+liRs*(N',N) , (3.5) where N', N, and S are as previously defined. Here we have R* (N',N) =-liN' ,10liN,toG* 2 (3.6) and we note that liRs*(N',N) = 0, unless at least one of Nor N' = 10. The elements of liR* needed for a specification of perturbed ~BIT couplings are liR*(10,N)=-G*liGs*(N), N¢10 (3.7)
liR*(10,10)= -2G*liGs*(10). (3.8)
Among the various possible values of S (namely, any representation in 8X8X8 or 10X8X8), we shall consider only S= 1, 8, and 27. For strong perturbations (i.e., ~I =0, ~y =0) the only other possibility is S=64, which in practice is not driven by any mass shift and therefore, as we shall find in Sec. IX, probably could not compete with the doubly enhanced S= 8 term, even if an eigenvalue of A64 were near one. S= 1, 8, and 27 are also the only cases with driving terms Ds in electromagnetic effects of order e 2 , and in weak nonleptonic interactions (if a current-current interaction symmetric in the currents is assumed). The various possible liG(N) and liG*(N) for S= 1, 8, and 27 are listed in Table II. Since there are 12 independent coupling perturbations with S=8 in our model, the matrix As=Suu which gives their effect on one another will be a 12X 12 matrix. Similarly, As=tuu is a 3X3 matrix, A27uu is an 11X11 matrix, A tuM is 3X2 (mass shifts with S= 1 occur once in liMB and once in liMa), A 8uM is 12X3, and A27uM is 11X2.
The relation of liGs(N) and liGs*(N) to couplings among individual particles is as follows. The perturbation on the coupling for II,+ B.--~ Br., for a specific symmetry-breaking transforming like the u component of representationS, is (3.9) Equation (3.9) is easily obtained: The second ClebschGordan coefficient represents the projection of II.B; onto representation N, the first Clebsch-Gordan coefficient represents the combination of Br. with the same representation N to form a coupling transforming like S, liGs(N) gives the strength of this coupling, and ZN is a normalization factor to be specified in Table IV . Similarly, the perturbation on the coupling for II,
• k u v 2 J P Having specified the perturbations to be studied, we now turn to the dispersion relations which will be used to calculate them. The relevant dispersion relations for the S-matrix treatment of perturbations on masses and the simplified model of the present paper, only singularities near the baryon pole are considered in Eq. (3.11), and the approximation (3.14) will be used throughout this paper. The form used for Da, is discussed below.
With the approximate form (3.14) for the D matrix, Eq. (3.11) for oR takes the explicit form 4 1 1 Da8oTao, &.8, ) , '
21l"iDs/(MB) c W'-MB
(3.15)
----ts Since the physical-coupling shifts and mass shifts are independent of the normalization of the denominator function, there is no loss of generality in setting D(MB) = 1 in the nonresonant channels. The approximations in (3.14) are: (i) keeping D= 1 for W near MB in nonresonant channels; (ii) taking Ds6s6.=Ds'*s6=0. The justification for (i) is that the low-energy phase shifts are small in the nonresonant channels and Dis slowly varying. As far as (ii) is concerned, D8 has the form D&(W)=l-feNs(W'-w)-1 dW'. We can diagonalize D8 at some energy, such as the energy of the ~ exchange pole. D8 then remains nearly diagonal over the lowenergy region, because the dominant term inNs for the P112 state is ~ exchange which by itself would give an energy-independent F/D ratio (i.e., it would allow an energy-independent diagonalization of Ds We now return to the choice of D86 for J = !+, and D10
for J =!+. We shall find in Sec. VIII that A uM is extremely sensitive to the exact form of the D function, so that we cannot calculate the over-all magnitude of A uM reliably.
In the above discussion, we have restricted ourselves to oG's which do not violate parity. Since we will also be interested in the parity-odd violations of SU(3) induced by the weak interactions, we now discuss the changes that must be made in the above formulas for nonparity conserving (P= -1) 8G's, To study the (P = -1) 8G's, we consider the residue matrix of the direct-channel baryon pole in the amplitude for ITB (J=i P wave)-+ ITB (J=i S wave). The unperturbed residue vanishes in this case and since the parity violation occurs in the coupling of the final state to the pole, we can write the residue as 8Rs(N,N')= -8NseG8GsN' (P= -1) (3.21) for N = 1, S8, S8., 10, 10, and 27. Note that for N' = SB, the relation between aR and aG does not contain the factor of 2 which is present in the P= + 1 case [d., Eqs. (3. 3) and (3.4)]. The relation between 8Gs(N) and aGM' is still given by (3.9), but on account of the abovementioned factor of 2, we use the ZN's given in Sec. XI [following Eq. (11. 3)] rather than those of Table  IV .
To treat the (P= -1) aG*'s, we look at ITB (J =! P wave)-+ (ITB) (J=! D wave). In analogy to the 8G's, the relation between aG,. 1 *i and aGs*(N) is given by (3.10), where the ZN*'s are to be taken from Sec. XI.
Next we must specify the S-and D-wave denominator functions. We assume that in the low-energy region under consideration, the!-and J-denominator functions can be set equal to unity in all SU(3) Note that we no longer have to write a special equation for N=SB.
To conclude this discussion of the general method used in this paper, we comment briefly on two of the most flagrant omissions in our treatment: vector meson exchange, and effects on A uMaM of shifting the external pseudoscalar-meson mass. These omitted terms, while not negligible, are expected to be somewhat smaller than the B-and a-exchange terms for the following reasons:
(i) Vector-meson exchange is a rather short-range effect and should therefore be less important for perturbations than it is in the strong interactions.
(ii) The effect of shifts in external IT mass can be studied explicitly. On the right cut in Eqs. (3.15)-(3.17), the kinematic factor q-3 in the definition (2.1), (2.2) of Tis modified in a calculable way. On the left cut, the "short cuts" for B and a exchange are modified in a calculable way. (One has to leave the pseudopole approximation and go back to the short cuts to study this effect.) In each case, the effect of ayrr is multiplied 2 by MlijMB and the numerical results are rather small. 20 (iii) In any case, an omitted term such as Ag(BBII)Mll(extl is an "off-diagonal" part of the A matrix. As such, it can influence eigenvalues of A only through the combination A g(BBII)MU A MUg(BBIIl. Thus the eigenvalues of A studied in this paper are not sensitive to pseudoscalar mass effects unless aMrr strongly influences baryon properties and baryon properties also strongly influence ayrr. The same statement applies to vector-meson effects.
IV. EQUATIONS FOR Aua
The purpose of this section is to provide the specific equations needed to calculate A au.
The elements of A au to be considered were described in Sec. III; they include the effects of shifts in B-exchange and a-exchange couplings on the BBIT and aEIT couplings in the direct channel. 
H(-t).
If parity is violated, one finds by studying the relevant analogs of Eqs. (4.1) and (4.2) that the Hermiticity and charge-conjugation conditions (4.3)-(4.6) are unchanged, whereas the time-reversal condition becomes
(4.9)
We now describe in some detail how to calculate a typical element of Auu, namely, the effect of oR (89,X) and oR (X,89) 
It can be re-expressed with the help of Eqs. (4.5), (2.9), and (3.9) as "• "'
Here we have Fig. 1(c) , which is pure 89 ~X', written in terms of individual particle states. Evidently the factors depending on Vt, v2, va, and V4 in (4.13) 
one obtains -GaG8(X')(W-MB)-I, which is precisely the contribution of Fig. 1(c) to 8T89 ,x'· Multiplication of (4.13) by an operator of the same form but with (X,v) For parity-conserving couplings, the dynamical factors Ta and Tb are evaluated as follows. Evaluation of the Feynman diagrams, Figs.1(a) and 1(b), gives the coupling factors of Eq. (4.10) times the projection of the nucleonexchange pole onto the P 112 state. The projected nucleon-exchange pole gives the usual "short cut" around W =MB and the long cut along the imaginary W axis. Our approximations involve keeping only the "short cut" andreplacing it by an equivalent pseudopole (W-MB)-1 • The pseudopole is also multiplied by the usual static-spin crossing factor -i for crossing the P 112 state into the Pt12 state. Thus, for parity-conserving couplings, (4.20) In the present case, the contour C in (4.19), which generally encloses the left-and right-hand singularities (but not the bound-state pole), shrinks to a clockwise circuit of the exchange pseudopole (which we displace from the direct-channel pole bye for this purpose). Since at this pole D88(W')(W'-MB)-1 is just D8/(MB), we obtain (4.21)
The foregoing results applied to X'~8,. For X'=8,, all relations are unchanged through Eq. (4.17), which now (in the parity-conserving case) must be plugged into (3.16) rather than (3.15 
The quantity 'l'lo is the same for all C and T.
It is straightforward to derive the effects of BR* shifts in~ exchange on the direct-channel residues BRand BR*, and of BR shifts on BR*, by the same methods used above for the effect of BR shifts on BR. One finds, for the effects of ~ exchange,
) 
The coefficients 71a for the various cases of positive-parity couplings are listed in Table III . These coefficients are independent of T and C, which affect only the coupling factors. The coefficient 7lb equals 71a in each case as we found for 71BB. The 71 coefficients for negative parity couplings are quite different and will be discussed in Sec. XL We are now finally in a position to evaluate A 00 , which is essentially given by the coefficients of GoG on the right side of Eqs. (4.18), (4.23), (4.24), and (4.25). Of course, we are free to evaluate A 00 in terms of any convenient set of basis states we like; for example, either oG's or oR's may be used and their normalization factors Z and Z* are at our disposal. We choose Z and Z* and the states connected by A in such a way as to make A symmetric. 22 A uo can be symmetrized exactly only when the linear-D approximation is made in 71, so let us consider that case first. AG(X')G(X), for example, will be deduced from Eq. (4.18). The sum over Clebsch-Gordan coefficients in (4.18) is symmetric between X and X', and the factor in front also becomes symmetric if we take Zx= (N x)-1 1 2 and Zx·= (N x·)-1 1 2 • Similarly, Eq. (4.24), from which AG*(X')G*(X) will be deduced, becomes symmetric if Zx* is taken proportional to (Nx)-1 1 2 • Next we look at (4.23) [AG(X')G*(X)] and (4.25) (AG*(X')G(X)). Once again, the sum over Clebsch-Gordan coefficients is symmetric-that is, the sum in (4.25) equals the sum in (4.23) with X and X' interchanged. The inequity in the coefficients, 71BA= 27]AB, can be offset by dividing Zx* by an overall factor V'1 relative to Zx. If oG and oG* were used as the basis, the factors G and G* would provide another asymmetry; this is avoided by using c5R(89,X) = -Gc5G(X) and c5R*(10,X) = -G*c5G*(X) as the basis. In other words, we shall actually calculate a matrix ARR which differs from Auu by a change of basis. The eigenvalues, which are the solutions of det(A-AI)= 0, are unaffected by this change of basis. Symmetry would now prevail, were it not for the fact that c5R(8a,8a) =-2Gc5G(86) and c5R*(10,10) =-2G*c5G*(10) [Eqs. (3.4) and (3.8) ]. This last asymmetry is overcome by letting Z88 =V2"(8)-1 1 2 rather than (8)-1 ' 2 , and by letting Z10*=V1(10)-1 ' 2 . Our final choice of Z's and Z*'s is summarized in Table IV . With this choice of Z's, the expressions for the matrix A RR come out with a factor N 8 (N xN x• )-1 / 2 in front, modified by various square roots of two. In order to absorb most of these Vl"'s and give the results in a more unified form, we define nx and nx* to have the values in Table IV , and replace N x or N x• by nx when they refer to BBII couplings, and by nx* when they refer to ..1BII couplings. The elements of A RR are now given by the coefficients of 6R on the right side of Eqs. 
:,)[~aBa(:
:x~
A R*(10,X')R*(10,X)
As we have already said, the eigenvalues of A RR are the same as the eigenvalues of A uu which we started out to calculate. A little work is needed, however, to obtain the physically interesting ratios of coupling shifts c5Gk;i and 8Gk;*i that correspond to a given eigenvector of A RR, Each eigenvector resulting from diagonalization of A RR as defined by (4.26)-(4.29) is a set of num- hers 8R(88,X), 8R*(10,X) with X running over the values listed in Table II . The corresponding coupling shifts, in the same basis, are
8G*(10) =-8R*(10,10)/2G*. (3.8)
The individual-particle coupling shifts 8Gki and 8Gk;*i are given in terms of 8G, Z, 8G*, and Z* by Eqs. (3.9) and (3.10). Using Eqs. (3.3), (3.4), (3.7), (3.8), and the specification of Z and Z* in Table IV, The basic equations we have just derived all hold for any D function. The convenient property that A RR as defined by (4.26)-(4.29) is symmetric, however, holds only for the linear-D approximation because otherwise the differences between 'llaBa(X;;C8o) and 'llaaB(X=88), etc., in Table III introduce asymmetric terms into A. For example, setting W 0=7MB/3 in Ds 9 (3.19), one obtains 'llaBa(X~88)=0.8Xt in place of the linear value t. By taking Wo*""8MB/3 in D1o (3.20), one obtains the same reduction, 23 'llaaB(X ~ 10) = 0.8X i in place of j.
The symmetry between A RR* and A R*R can thus be maintained readily enough, except for 'llaBa(88) and 'llaaB(10) which come out ""0.95Xt and 0.95Xj, respectively. Similarly, for the value of W 0* considered above, 'llaaa(X~10)""0.7Xj in place of the linear value j, but 'llaaa(10)""0.9Xj, introducing an asymmetry. In studying nonlinear D, we ignored the asymmetry from this source by using, for example, the 0.8 rather than the 0.95 reduction through A RR* and A R*R.
Evidently, this approximation could introduce errors of order 15% into the results for nonlinear D. The errors in 'llaa are less important because 'llaa is a small term to start with (this can be traced back to the crossing matrix for ordinary spin, which is responsible for making 'IIBA and 'IIAB the biggest terms in Table III ).
The basic formulas (4.26)-(4.31) define the eigenvalues and eigenvectors of Auu for all P, C, and T. The C dependence is explicit in (4.26)-(4.29). The P dependence is contained in the factors 71, n, and n*. (The values of these factors for P=-are given in Sec. XI.) A uu is independent of T, which affects only the reality properties of the couplings connected by A uu.
In practice, both the evaluation of the elements of A RR (4.26)-(4.29) and the diagonalization to determine its eigenvalues and eigenvectors were performed by computer. The following checks were made on the computer results: 
V. VERTEX SYMMETRY
In a fully satisfactory calculation, the couplings obtained would naturally satisfy the Hermiticity condition
This condition says, for instance, that the coupling of the A bound state to the ~1r+ channel should equal the coupling of the ~-bound state to the A1r-channel, up to a known phase factor. Our approximate calculation fails to ensure this result, however, because it fails to enforce unitarity of the S matrix in all channels fully, and one knows from
that the unitarity of Sis related to the Hermiticity of H. This is a well-known problem. 6 • 7 Approximations which automatically possess correct Hermiticity properties have been constructed, but always at the cost of some other desirable property which the theory should also have.
We handled the problem as follows:
(i) The couplings with the wrong Hermiticity property [a minus sign in Eq. (4.3)] were projected out of A RR. All eigenvalues and eigenvectors of A RR listed in the rest of the present paper have been so treated, 26 except for Table VIII , which is presented for comparison.
(ii) The eigenvalues and eigenvectors obtained after the projection were compared with those obtained before projection in order to see how serious the incon- , which is what we use exclusively to determine strong and electromagnetic coupling shifts, changed only from 0.96 to 0.93, however, and the associated eigenvector only by 5%. (By this we mean that the inner product of the eigenvector before projection with the eigenvector after projection is 0.95.) Other eigenvalues which play a leading role in weak couplings are also quite stable under projection.
The leading eigenvalues for P=+, e=-, 26 S=8
couplings change from 0.92 to 0.89 and 0.85 to 0.82, with the associated eigenvectors changing by 7% and by 5%, respectively, and the leading eigenvalue and eigenvector for P= -, S=8 couplings are unchanged by the projection for reasons mentioned in Sec. XI. Thus the lack of Hermiticity in our model does not appear to have any serious effect on our main conclusions.
In the rest of this section, we give the technical details of the projection. Note that, since Ail external states were not considered, the problem of consistency TABLE VI. The nonzero elements of ( 10 27 27 ) foru= (Y=O, 26 For a self-charge conjugate representation, e is equal to the charge-conjugation parity of the I= 0, Y = 0 member of the representation. M. Gell-Mann, Phys. Rev. Letters 12, 155 (1964 For parity-conserving couplings with T= + (i.e., real couplings), condition (4.3) for Hermiticity is the same as condition (4.5) for C= +. 27 Thus, the spurious terms to be projected out in this case are the C=-couplings. The number of such terms for each S can be determined by considering some SU(3)-charge-conjugation properties of BBIT couplings. The BB states Y =I, 8a, 8., and 27 withJ =Oallhave e= +, 26 and the states Y= IO+iO and 10-iO provide one e= +and one e=-combination. The J=O II state has e=+. The total e of the BBIT interaction is e(BB) X e(II) X [phase factor under interchange of Y, i, and 8, kin(! r ;) ]. One finds that both S= 1 couplings (Y = 8a and 8., combined with the octet of IT's to makeS= 1) are e= + since 1 is one of the symmetric terms in 8X8. This is the reason why SU(3)-symmetric bootstraps automatically produce Hermitian couplings: there is no e= -, S= 1 coupling. Three of the eightS= 8 couplings have e=-, however, and two of the six S=27 couplings have e=-. 28 For strong perturbations transforming like the Y = 0, I= 0 members of representationS, Cis equal to e, so we need to project out three S=8 couplings and two S=27 couplings. The same result holds for electromagnetic perturbations (Y=O, lz=O, l=O, 1, 2 members of representationS). Now A RR is calculated in terms of couplings labelled by the representation of the ITB state, rather than the BE state [the liB labeling is most convenient because 27 The effects ofT, C, P, and Hermitian conjugation are linked through the TCP theorem.
28 For S=8, the three e= -couplings are the antisymmetric octet formed from Y = 8. and II, the antisymmetric octet formed from Y=Ba and n, and the_octet formed from nand one of the combinations of Y = 10 and iO. ForS=27, the two e =-couplings are one of the 27's formed from n and Y = 27, and one of the 27's formed from n and a combination of Y = 10 and iii. will give the alternative procedure to be followed when We are now ready to determine the eigenvalues and Table VII , where all the individual elements of A are displayed.
To summarize the results of varying the parameters of our model: The leading eigenvector of As=BRR, which controls the ratios of strong coupling perturbations and electromagnetic coupling perturbations, is not very 30 We are greatly indebted to Barbara Zimmerman, who programmed and performed the computer calculations of all elements, eigenvalues, and eigenvectors of A RR given in this paper. The point to note here is that A27RR does have an eigenvalue near one, although the precise values of the eigenvalue and eigenvector are changed substantially by the projection of Sec. V and are therefore rather unreliable.
VII. CALCULATION OF AMR
The dispersion relation for first-order mass shifts has been given in Sec. III:
In studying the effects of coupling shifts on mass shifts, one considers expressions of the form This allowed us to study mass shifts before coupling shifts were studied, and then made possible solutions of the form (1.3) and (1.4) for coupling shifts.
In the present section we shall estimate A MR more carefully and show that it is indeed very small, its elements not exceeding about 0.1. ThemethodforcalculatingC.;inEq. (7.1) has already been described in detail in Sec. IV. For example, we can take over Eq. (4.17) for the effect of a coupling shift on the amplitude 8T(8,--+ X') with only the following minor changes: (i) For baryon mass shifts, the final state is specialized to X'= 8,, since in our formalism a mass 
II
The OG factor was expressed as oG,4P;;3=Zx,oG8 (X' ).E( 8 S X')(~ 8
which, by (4.5), can be re-expressed as (Table IV) . As a result of the change from Z to Z', A MBR and A MBR* are multiplied by -11. relative to A RR and ARR*.
(iii) Expression (7.1) for /JT; is fed into Eq. X~ {3 u v va (7.8)
P4
The projection operator resulting from (7 .8) is, of course, the same as that resulting from (7 .4), except that Z' replaces Zx, in (4.17). (7.12)
AM.l.R(Se,X) =
The numerical values of the coefficients in (7.9)-(7.12) are, using (2.4) and (2.5), about 0, !, !, and l, respectively. The matrix A MR obtained with these coefficients is tabulated in Table XIV Since the ratios in (7.13) and (7.14) are similar, the main 
VIII. CALCULATION OF ARM
Our remaining task, before turning to the experimental consequences of the model, is the study of the influence of changes in the mass of exchanged and external particles on the coupling shifts.
Like the other elements of A, ARM is composed of a product of Clebsch-Gordan coefficients and dynamical factors. Proceeding in close parallel to Sec. VII, we consider first changes in the mass of an exchanged particle and find that the Clebsch-Gordan product for
AR(Be--+X)M(Bexch) is the same as for AR(Be--+X)R(Be--+Be), while A R*(lO--+X)M <~ exch) is the same as for A R*(lO--+X)R*(lO--+lO). Consequently, ARM (exch) differs from
A RR by (a) normalization factors, and (b) dynamical factors. One finds, in the present case, that one must replace the normalization factor Zx by Z', as in Sec. VII. This replacement has no effect on the elements of ARM"', while decreasing the elements of A RMB uniformly by a factor V'l.
To estimate the dynamical factors in ARM (exch), one may consider as an example the equation
In the study of the effect of a mass shift on oR, oT has the form
As usual, we must check the sensitivity of this result to the form of the D function. Using the better expression, (8.6) with W0 =2M~, one finds a relatively large value for oR*. We conclude that, in contrast to A RR and A MR, the elements of ARM are strongly model-dependent and, in particular, that they are sensitive to the details of the denominator function. Consequently, in this paper, we shall not place any reliance on results that depend on the absolute magnitude of the elements of ARM, We shall, however, draw some conclusions from ratios of elements of ARM, which are less model-dependent.
D10(W')= (W'-M~)(M~-Wo)/(W'-Wo),
Bearing this proviso in mind, one may proceed to calculate the dynamical factors which appear in ARM(exchl. Since the calculations in the present case are so involved the results so model-dependent, and the ' . method similar to that used in previous sectwns, we 
IJMB(s)
IJMB ( Tables XV and XVI. We now tum to the effect of the external mass shifts. There are four independent elements of A RMB(ext) whose determination requires dynamical calculations; these can be chosen to be Cs, C10, C8' (describing Be-+ X~Be) and C1o' (describing 10---+ X~10). The remaining elements of ARMB(ext) may be expressed in terms of these four through the group-theory ratios given in Tables XVII to XIX. To illustrate how these group-theory ratios were calculated, consider AR(Se,X)MB(ext>. The group-theory ratios are the same as for the bubble diagram of Fig. 2 , and can be expressed as
A R(Ss,X)M B(exch)
where Cis a dynamical factor. Here, the first two factors project ITB onto the appropriate initial and final states, 81 the third factor represents the external mass splitting, and the fourth factor projects onto the desired type of coupling shift. The dynamical parameters Cs, C1o, Cs', and C1o' were estimated by two different methods:
(1) Scale in variance gives conditions on the "diagonal elements" C8 and C10 which enter into S= 1 shifts, although it does not determine Cs' or C1o'.
(2) The reciprocal bootstrap used in this paper gives an explicit model for the amplitude, with two poles on the left. Using this model, we can estimate all four of the dynamical parameters. 32 The results of the two methods differ, but do agree as to sign and order of magnitude. The dynamical factors estimated in this way, plus the group theory factors, lead to the results for ARM<ext) presented in Table XX . 
__ .. / J
31 The phase of the projected state depends on whether the meson index j is placed first or second in the Clebsch-Gordan coefficients. We place it first for consistency with the convention employed in calculating A RR. 32 In addition to the left-hand poles, one must integrate over the right-hand cut in equations such as (8.1). This is most important for C10 where the factor (W-MA)-2 is large near threshold (the average Ll mass lies only slightly below the average IIB threshold). Table IX , in an arbitrary normalization defined in the text. The final column gives the total unperturbed coupling (G~c;'+xoG~c/)/G. The strength parameter x= -13.4is obtained from the ratio r(Yt*--->Ar)/r(:;;;*--->:;;;,-), as explained in the text. .9) (ii) The numerical results show that the elements of ARM connecting the enhanced mass shifts to the second and third eigenvectors of A RR are =0.2 and =0.0, respectively. Thus the leading eigenvector is much more strongly enhanced than the others. In view of the uncertainties in the calculation of ARM, we remark that the dominance of the leading eigenvector does not depend on any delicate cancellations. It comes about because the largest term in ARM turns out (in agreement with the calculations of Wali and Wamock 8 ) to involve oR*(10 ~ 27), which happens to be strongly present in the leading eigenvector of A 8RR, but not in the next two.
(iii) Since oM27 is very small, the eigenvalue of A27RR lying near one receives only a single enhancement.
These conclusions depend on the relative values of the various elements of ARM, and are not too sensitive to the model employed or to the details of the D function. When in the next section we start to extract experimental consequences from the results of the foregoing sections, we will :find that we need to have the absolute value of the elements of ARM. This over-all scale parameter will then be regarded as a physical parameter, and will be determined by fitting to the data.
IX. APPLICATION TO STRONG INTERACTIONS
In Sec. VII, we found that A Mu is small. Approximating it by zero, Eqs. (1.1) and (1.2) for oM and og have the solution (matrix equations are understood here) Our predictions for the strongly perturbed couplings will have the form (G+xoG)k;i, where Gk/ is the SU(3)-symmetric coupling, oG~o;; is given by (9.1) or (9.2) with the eigenvector oR8 (arbitrarily normalized to 1) taken from Table IX , and x is an over-all strength parameter for the perturbation. G"HG and Gk;*ijG* are obtained from (2.9) and (2.10), and the nonzero elements are listed in the first columns of Tables XXI and XXII, respectively. The perturbations oG"HG and oG~o;*ijG* are listed in the second columns of these tables.
The strength parameter x could, in principle, be estimated from (1.4) by using the eigenvalue A 8• 0 =0.93, the physical oM, the calculated A oM, and by dropping D•. This estimate is highly uncertain, both because small changes in the eigenvalue of A •• produce large changes in (1-A ••)-1 and because, as explained in Sec. VIII, the magnitude of A oM is highly sensitive to details of the D function. For these reasons, we preferred to estimate x from the experimental ratio of!+ resonance decay widths. Of these, the decay Y1*~~1r is too poorly known experimentally. The N* decay width is well known experimentally, but the static model we are using does not reproduce its shape well and thus does not give an accurate estimate for its width. (The static model greatly overestimates the width of the highenergy tail of this resonance; such energy-dependent effects may be less for the other, considerably narrower, members of the decimet.) Thus we used the ratio r(Y 1* ~ A1r )/r(Z* ~ :2:11") to determine X. The result obtained in Ref. 1 was x= -13.4. 33 The total couplings (G+x8GhHG and (G*+xoG*)kdG*, obtained using this value of x, are listed in the third columns of Tables XXI and XXII, respectively. In view of the uncertain situation in the!+ decay widths, the precise value of x used here should not be taken seriously, but the sign and order of magnitude appear to be reasonable. Table II in our previous writeup of these results 1 was constructed by squaring (G+xoG)kdG and, for a given 33 The value of x obtained from the theoretical relative to 1r couplings, in agreement with experiment, and generally decrease the coupling strengths to highmass channels. The latter feature makes it reasonable to neglect certain high-mass channels in approximate dynamical calculations 34 even though they might appear to enter in an important way from SU(3)-symmetry considerations.
It is interesting to see how the near self-consistency of the dominant symmetry breaking works out in terms of specific attractions and repulsions in the broken-SU(3) bootstrap. We cite two examples:
(i) According to Tables XXI and XXII, N and N* couple almost exclusively to 1rN, rather than "2K, etc., in the broken-SU(3) bootstrap. Thus, one is led back to the original self-consistent SU(2) model for Nand N*. 3 6
(ii) In SU(3), the potential for 1r"2 scattering in the JP=f+ state receives a repulsion from A exchange, and an attraction from "2 and Y 1* exchange. 36 In broken SU(3), the strength of A exchange is enhanced relative to "2 and Y1* exchange, leading to a more repulsive 1r"2 potential. This repulsion provides the detailed mechanism by which the Y 1* decay into the "21r channel is reduced. 37
X. ELECTROMAGNETIC APPLICATIONS
Since the A matrix is independent of the "direction" taken by the symmetry violation in SU(3) space,! we can estimate that the first eigenvector of As~suu in Table IX dominates electromagnetic perturbations of order e 2 as well as strong perturbations on the Band~ couplings. The individual-particle couplings are again obtained from it by applying Eqs. (4.30) and (4.31) with S=8. This time, the interesting couplings involve u equal to the l= 1, / 3 =0, Y=O rather than the 1=0, Y=O member of the octet (u= "3" rather than "8"): with oR taken from Table IX, and xem is an over-all strength parameter for the electromagnetic perturbation. As a further consequence of the fact that the A matrix is the same for electromagnetic and strong perturbations, we can estimate that the same ratio oG/oM holds for both. If this is true, we can take x•mjx"trong equal to oMB•mjoMBstrong, which is known experimentally. (By liMB we mean the coefficient of the normalized octet mass matrix as defined in Ref. 2; this coefficient is the "strength parameter" for mass shifts, just as xis the strength parameter for couplings.)
By such means we obtain x•m= -0.25. The results obtained for BBII coupling shifts, using this value of x•m, are presented in Table XXIII . aBII coupling shifts can similarly be calculated from Eq. (10.2).
There are no firm data on any electromagnetic shifts in BBII or aBII couplings, but at least a few cases have some experimental interest. One sees from Table XXIII that the corrections oGNN1r due to the leading octet eigenvector are extremely small, a point which is relevant to possible violations of charge independence in nuclear physics, where one-pion exchange is an important part of the two-nucleon potential. Similarly, a calculation of electromagnetic shifts in N*N1r coupling, using (10.2), yields results relevant to the recent experimental search for differences between N*+ + --7 P+1r+ and N*-~ n+1r-. 38 For the a1 = 1 couplings which participate in octet SU(3) breaking, we estimate crudely r(N*--7n+1r-)-r(N*++~ P+1r+)=1 MeV.
XI. APPLICATIONS TO WEAK NONLEPTONIC INTERACTIONS
In this section we discuss the coupling shifts induced by the weak interactions. We will work under the assumption that CP is conserved; some discussion of CP-violating couplings will be given in Sec. XIII.
As usual, we specify the character of a weak violation of SU(3) by u, S, e, and P, which stands for the u component of a representation S whose 1=0, Y=O member has charge conjugation e and parity P. To avoid possible confusion, we would like to stress that for the strangeness-violating weak interaction, e and C may be different, a situation which did not arise in our previous studies of strong and electromagnetic corrections to SU(3) . That is, e remains the same for all components u of the representationS, while C equals e for the 1=0, Y=O component, but is negative for some of the other components. For example, the K1° meson has e= + 1 and C= + 1, while the K 2° has e= + 1 (since it belongs to the same octet), but C= -1. Similarly, a strangeness-changing weak Hamiltonian with C=+1 can contain a piece which acts like the K 10 from an octet with e= + 1, or a piece which acts like the "K2°" from an octet with e= -1, or both. Concerning this point, the current-current interaction in the Cabibbo 38 G. Gidal, A. Kernan, and S. Kim, Phys. Rev. 141, 1261
.
form predicts e= + 1 for the parity-conserving part of the nonleptonic weak interaction and e= -1 for the parity-violating part. 39 Apart from this attractive hypothesis, however, there is little evidence either for or against these e assignments. Furthermore, whatever e properties the weak interaction has in the SU(3) limit are likely to be modified by the large strong violations of SU(3) . For these reasons, we have studied weak couplings with e = ± 1 for each of the cases, parity conservation and parity nonconservation.
It is important to note that the A matrix refers to a definite e and does not connect violations with different e. 40 We can therefore treat e=+l and e=-1 separately.
We now proceed to outline our calculation and results for the four cases P=±1 and e=±1, remaining always with CP= 1. We begin with P= 1, e= 1, then proceed toP= 1, e= -1 and take up P= -1 in the latter part of the section. In our discussion of the parityconserving weak interaction, we restrict ourselves to the strangeness-changing aY ¢0 part; the tiny strangenessconserving, parity-conserving couplings induced by the weak interactions are, at most, of academic interest.
Our treatment of P= 1, e= 1, aY ;;eo coupling shifts follows along the same lines as the treatment of the strong and electromagnetic oG's, but differs in one important way: There are no strangeness changing mass shifts oM.
That the aY¢0 weak interaction produces no firstorder mass shifts is quite obvious from a physical point of view, but it is instructive to see formally how this comes about. To this end, let us consider a calculation of og and oM correct to first order in strong-SU(3) violations, electromagnetism and weak interactions. For simplicity, we suppose that A Mu=O and write
( 1.4) where DM and Du each contain three terms, one from each of the strong, electromagnetic, and weak interactions. We now wish to isolate the strangeness-changing (aY¢0) perturbations, which is equivalent to picking out the perturbations which point in a direction perpendicular to the 3 and 8 axes in SU(3) space. One must, however, be rather careful here. In a totally SU(3)-symmetric world, the orientation of the 3 and 8 axes would be arbitrary. It is only because SU(3) is violated that we can give a unique meaning to the 3 and 8 axes. The direction of these axes is, in fact, defined solely by the requirement that the physical particles have definite values of 13 and Y, which is equivalent to so M. Gell-Mann, Phys. Rev. Letters 12, 155 (1964) . 4° For the I =0, Y =0 component of a given representationS, e is the same as C, and A connects only couplings of the same C= e. Under SU(3) rotations to other components u of S, A, and e remain unchanged, so A continues to connect only couplings of the same e. It also connects couplings of a given C only to themselves, but which C is involved varies with the component u. 
(11.1)
The matrix Aoo in (11.1) is (for the e=+1 og's under consideration) the same as the A uo which appears in the strong violations of SU(3) (since A is independent of u). We know that A ou has several eigenvalues near one, so that there is no lack of enhancement for these couplings. Specifically, there are five eigenvalues or order tor greater, three for S=8, and two for S=27; the contributions of each of these five eigenvectors to the seven observed hyperon decay amplitudes is given in Table XXIV . One will recall that for the strong and electromagnetic violations of SU(3), the mass shifts drove mostly the one leading octet eigenvector, thus singling it out as doubly enhanced. The absence of aY ~0 mass shifts, 41 Although we have shown that 6M.1Y,.o is rotated away, one might wonder whether the effect of aM 4Y,.o on 6g is not simply replaced by the effect of the rotation. After all, the rotation does change the wave functions at a vertex such as LaPk G,.fl,.-y&l{; fJ'Pk by an amount 61f;t =[(1!Hweaki2)/(E.-E,)]1f;•, where E.-E, is the energy splitting introduced by the strong symmetry breaking. (The way in which mixing of this type appears in our formalism was described in footnote 14 of Ref. 45.) We have not estimated this effect for the following reasons: (i) To the extent that the strong and weak mass shifts (before rotation) are dominated by a single eigenvector of A, a single SU(3) rotation removes 6M.1Y,.o for all supermultiplets. A uniform SU(3) rotation of all supermultiplets leaves couplings which were initially SU(3) scalars unchanged, as stressed by Coleman and Glashow (Ref. 9) . (ii) Actually, the mass shifts contain small admixtures of other eigenvectors as well. Therefore, somewhat different SU(3) rotations are needed to remove 6M 4Y ,.o from different supermultiplets, and this leads to coupling shifts. But the leading effects of the rotation do cancel as indicated above, and the small residual shifts, not being controlled by the leading eigenvector, are hard to predict. (iii) Since the effect depends on both the weak and strong mass shifts, it is "nonlinear" and technically is part of the driving term rather than the A matrix. however, prevents us from singling out a unique eigenvector for the weak interactions. In this sense, the parityconserving weak interactions do not share the singleenhanced-eigenvector "universality" which seems to be present in the strong and electromagnetic corrections to SU(3).
We now turn toP= 1, e= -1 perturbations. Again, there will be no strange mass shifts and we deal with an equation like (11.1). The matrix A 00 is, however, different in this case.
To calculate A ou for e= -1, we note that since A is independent of any direction in SU(3) space. We may as well 40 construct it by considering a violation in the 1=0, Y=O direction which has C=e=-1, even though we will ultimately be interested in a direction where C=-e= + 1. We may proceed, then, exactly as in the construction of A •• for e= + 1, except that:
(i) C is now equal to -1, where it appears explicitly in the equations of Sec. IV.
(ii) As a result of taking C= -1, the "diagonal" coupling shifts oR(8e,8e(s or a)) and oR*(10,10) do not contribute to . Thus the projection procedure of Sec. V operates on the reduced basis of "off-diagonal" coupling shifts. The diagonal components [oR(8e,8e(s or a))] must be removed from the C=-vectors of Table V before they are employed in the projection procedure.
(iii) In Sec. V, we are now instructed to project out the couplings with C=+1 rather than C= -1, as we did to obtain A oo for e= + 1. If P;;; is the projection matrix which removes the C= -1 BBII couplings [modified in accordance with (ii) above], then the complementary projection P ;;/ = o;;;-P ;;; (for BBII couplings) and o;;; (for aBII couplings) will remove the C = + 1 BBII couplings. Again, we have to check the sensitivity of the leading eigenvectors to this projection procedure.
Numerically, we found that for e=-1 there are three eigenvalues near one, two for S= 8, and one for S= 27. These eigenvalues and the contributions of their associated eigenvectors to the observed hyperon decays are shown in Table XXIV. The sensitivity of these eigenvalues and eigenvectors to the parameters, 8 and the curvature of D, in our model was roughly the same as for the e = + 1 case. The sensitivity to the projection which enforces vertex symmetry was also comparable to the e= + 1 case.
Since we have a total of eight enhanced eigenvectors for P= +, five for e= + 1, and three for e= -1, comparison with experiment is difficult. Some phenomenology was discussed in Ref. 1; here, we simply note that the numbers quoted in Ref. 1 were derived from Table XXIV .
We tum now to the parity-violating (P= -1) weak interaction.
The static Chew-Low approximation which we employ has the special feature that orbital angular momentum is preserved under the operation of crossing from the s to u channel. It will tum out that this fact greatly simplifies the treatment of parity-violating couplings.
The crossing properties of orbital angular momentum are determined by the relation between the scattering angles cosO.= 1+t/2q, 2 and cosOu= 1+t/2qu 2 in the two channels, where t is the momentum transfer and qu and q. are the c.m. momenta in the two channels. Clearly, if the two angles are equal, orbital angular momentum is the same in both channels. Now, in the static region around W =MB, one readily verifies that to order (W-MB)(2MB)-I, q, 2 and q,. 2 are equal so that cos8,=cos0,. and, within our approximation, orbital angular momentum is preserved under crossing.
The importance of this result is seen as follows: To study the parity-violating BBIT couplings, we look at the scattering amplitude for IT+B (J=t P wave)~ IT+B (J=t S wave). It follows from the discussion of the above paragraph, that the cross reaction which determines the nearby part of the left cut must be S waves~ P waves. Such a reaction must proceed through a J=t state, which tells us that J = t B-exchange contributes to the left cut, but not J =~A-exchange. Similarly, if we want to study the P= -1 ABIT coupling, we look at (J=~ P wave)~ (J=f D wave) which has only J=f in the cross channel, and B-exchange does not contribute. Thus, in the notation of Sec. IV, we have "YJtJ.B= rltJ.=O for parity-violating couplings.
The previous paragraph may be summarized by the statement that for parity-violating processes, total angular momentum J as well as orbital angular momentum is preserved under crossing. This is not, of course, the case for parity-conserving processes where we have, for example, (J=t P wave)~ (J=t P wave) which crosses to P waves with both J=t and J=f, thereby complicating the treatment of parity-conserving processes.
There is still a further simplification in the P= -1 case. Returning to the reaction ll'1+ B••(J = t P wave)~ n••+B' 4 (J=t S wave) which crosses to n••+B••(J=t S wave)~ IT• 1 +B' 4 (J=t P wave), we note that n•a in the direct channel and its crossed partner n•• both are in S waves and couple to the baryon pole with the parity-violating coupling 8G while n•1 and IT• 1 both are in P waves and have the symmetric coupling G. Referring to Fig. 1, we Given the knowledge of the dynamical factors fJ, the remaining task is to evaluate the Clebsch-Gordan factors. We shall discuss two ways of doing this. The first way is to proceed exactly as in Sec. IV, obtaining Eqs. (4.26) and (4.29) with the following modifications:
(i) The fJ factors are now to be taken from above. Note that, unlike the "YJ' S for parity-conserving couplings, there is no distinction between "Y/aM(X = 10) and "YJaAA(X ;;>610) because all parity-violating couplings are "off-diagonal." This "off-diagonal" nature is also responsible for the remaining modifications, which involve factors of 2.
(ii) In Table IV , relating to the Zx and nx factors, the B6 row now takes on the same "off-diagonal" value as the Be• row, and the 10 row takes on the same values as the I6 row.
(iii) In Table V , relating to the C=-projection, the components 8R (Bo, Bo), 8R(B6, Be(s) ), and 8R(Be,Be(a)) are to be multiplied by V2 (note that these components are now present in A both for C= + and C=-). Taking the appropriate values for all these factors, we evaluated (4.26) and (4.29), obtaining the eigenvalues and eigenvectors of A R*R* and verifying the eigenvalues and eigenvectors previously reported by A RR in Ref. 3.
The second way of evaluating the Clebsch-Gordan factors involves a different set of basis states than Sec. IV, but is ultimately easier and yields more insight. By using this second method in Ref. 3, we were able to obtain A RR without resorting to machine calculation (unfortunately, these advantages of the second method apply only to parity-violating decays).
To see why a different choice of basis state yields simpler equations, recall that only Fig. 1(a) contributes to 8R, 1 , 2 ,,8, 4 for the P112 ~ S 1/2 reaction. Projecting v1v2 onto the incoming state Be, k, we can express the contribution of Fig. 1(a) to 8G diagrammatically by Figs. 3(a) and 3(b) . For comparison, diagrams expressing the Clebsch-Gordan content of AMM(ext) are presented in Figs. 3(c) and 3(d) . One sees that if in the coupling calculation, ilk and Sa (expressing the transformation property of the symmetry breaking) are combined into We now proceed to work out the equations for the new basis in detail. We wish to calculate
In the parity-conserving case, we changed from the ~Gk;' basis to the ~Rs(89,X) basis by means of the transformation (4.30). In the present case, it is more convenient to remain in the 8Gk;' basis for a time, before transforming to the new basis.
The basic equation from which A can be deduced is (3.22). Since the form of Eq. (3.22) is independent of X, the conversion of (3.22) from the X to the individualparticle basis is trivial; we obtain where we have used ~Ta, k, ii (4.1). Specifically, ~Ta,r.,,,, 4 is given by (11.6) Evaluating the exchange diagrams according to (4.10) and taking account of the fact that 1/b=O, we obtain ~) which will be recognized as Eq. (6) of our previous paper. 3 We now turn to the new basis, where
Equation (11.10) is analogous to (3.9) , with the second Clebsch-Gordan coefficient representing the projection of B)J'k onto representation N, the first Clebsch-Gordan coefficient representing the combination of N with IT; to form a coupling transforming like S, 8Gs(N) representing the strength of this coupling, and ZN representing a normalization factor. The projection necessary to invert (11.10) can be derived from (4.14) and (4.15) and turns out to be S N)(8 8 N) 11.11) Replacing ~Ga,/3 by (11.10) on the right side of (11.8), and multiplying both sides by the projection operator of (11.11), we obtain ( 8 8 8o)(8 S N)(8 8 N)
XL ZN'8Gs(N') .
N' iia u n' P2 a n' (11.12) Equation (11.12) is analogous to, and essentially as complicated as, (4.18). The simplification comes when we recognize that the indices Pa and u appear only in the Clebsch-Gordan coefficients involving S. Now we know, in general, that A is independent of u. Therefore, we may write the part of (11.12) that depends on S, u, and Pa as
fa iia u n Pa u n' so that
(11.13)
Thus the A matrix for parity-violating couplings is diagonal in N. For a given N, it is the same for all S contained in 8XN.
The analogy between (11.1:4) and the equation for AMM(oxt> becomes even clearer if we recognize that each n contributes the same amount to (11.14). This allows us to deduce that ( 8 8 8o).(8 8 N)(8 8 N)
X P1 a P4 k ii4 n P2 a n . (11.15) This is just the group theory factor appearing in A MM(ext) [ Fig. 3(d) ], provided one replaced N, n by S, u.
The comparison between the leading eigenvector of A 00 parity-violating and experiment is excellent, as described in Refs. 1 and 3. All six ratios among the observed parity-violating B-+ B+'ll" amplitudes are well accounted for, which makes this our "best case." It is therefore interesting to note that A for this case is less parameter-dependent than usual.
Note that:
(i) The part of A which affects parity-violating BBIT couplings is independent of the form of the denominator functions, since the BBII decay decouples from the ABII decay and the B pole lies at the same energy in the direct and crossed channels.
(ii) AMM(ext) and the fact that AMM(ext) dominates A MMI explains why this is the same combination that occurs in the leading eigenvector for the baryon mass shift). This placement of BB in the octet state determined five ratios among the observed B ~ B+1l' decays, and the assumption of e=-for the parity-violating decay determined the sixth ratio.
SU(6). In the SU(6) treatment, it is found 42 that the 35 representation dominates the parity-violating BBIT coupling_ which can thus be thought of as a unitary singlet (B5iiBs6Ila5 spurion35) coupling. Since 56x56=1+35+405+2695 (11.20) and 35X35= ls+35s+35a + 189s+280a+ZSOa+4058 , (11.21) there are four independent ways to construct an over-all unitary singlet. However, the singlet in S6X56 cannot produce observable strangeness-changing decays. Moreover, if we_2-ssume e=-for the spurion, then since e= + for 56 X 56 and for II, an over-all e= + can be obtained only from the antisymmetric products of 35X35._This last condition singles out 35a from 35X35. Then S6X56 must be in 35, and since this is the adjoint, BE is in 8a, which is close to our 8.+t8s above.
In addition to AG(BBII)G(BBIT)
we have also evaluated AG*(ABII)G*(dBIT), which is relevant to Q-decays. For the parity-conserving amplitude, we recall there were several eigenvalues near one, so Q-decay was enhanced but the ratios could not be predicted. For the parityviolating amplitude the largest eigenvalue of A a• a• was 0.5 if linear D was used, and less if the curved Balazs D was used. Thus we are again unable to predict ratios, but we do expect the parity-conserving amplitude to predominate somewhat.
XII. COMPARISON WITH OTHER STUDIES
The present work is descended from the initial work on octet enhancement by Cutkosky and Tarjanne, 43 and the study of strong Bt.IT coupling shifts by Wali and Warnock. 8 • 7 Roughly speaking, Wali and Warnock estimated A aM but not Aaa. 44 Since the largest term in AaMoM feeds the same eigenvector that is favored by A 00 , their results obtained using only A aM are in qualitative agreement with ours. By including A au, we obtain a somewhat fuller picture of strong coupling shifts, as well as the new results we have enumerated for the weak interactions.
Technically, the method of Wali and Warnock 8 is somewhat different from ours. They use the N / D method, keeping the numerator SU(3) symmetric but putting the physical masses into p in
This procedure varies the position and residue of the direct-channel singularities, but not the position of the exchange singularities. The resulting equations are considerably simpler than ours. In terms of parts of the A matrix, external mass effects on the direct channel are well taken into account, the (numerically less important) exchange-mass shifts are neglected, external mass-shift effects on the left cut are neglected, and exchangecoupling shifts are not systematically accounted for by their method.
Ernst, Wali, and Warnock 7 have stressed two difficulties common to all these studies: (i) The approximations do not guarantee "vertex symmetry" (Sec. V); and (ii) The shifts are so large that higher order effects represent an important and interesting correction to the linear perturbation theory we have been using. Difficulty (i) does not happen to be serious for our leading eigenvectors-it was shown in Sees. V and XI that they possess the required symmetry to within a few percent. Difficulty (ii) would become really important if higher order effects drove eigenvectors of A au with eigenvalues far from one much more strongly than the eigenvector with eigenvalue near one, or if they drove the leading 27 eigenvectors as strongly as the leading octet eigenvector. It is not known whether this happens for strong coupling shifts. Empirically, we have seen that the linear theory gives good results for mass shifts and parity-violating decays, and that higher order effects on parity-conserving nonleptonic decays (producing abnormal e through the combined action of strong symmetry breaking and weak interactions) are comparable to but not dominant over the linear effects.
In another recent study, Diu, Rubinstein, and Van Royen 45 have calculated A au for BBIT and t.BII coupling shifts by the same approach as ours, and obtained eigenvalues in complete agreement with ours.
Another approach to symmetry breaking is the "tadpole" theory/ involving octets of o+ mesons. In a previous paper 46 
XIII. CP-VIOLATING COUPLINGS
The recent discovery of CP violation in K decays 48 has opened the possibility that CP is violated in weak BBIT and ~BIT couplings, or perhaps even in semistrong couplings. 49 The method of the present paper cannot tell us whether or not CP violations occur, or their over-all strength, but does give information on the ratios of couplings if such violations do occur.
The procedure for calculating the A matrix for P= +, C= -, and P= -, C= + couplings has already been given in Sec. XI, where we were interested in terms with abnormal e. The only change comes in Eqs. ( 4.30) and (4.31) for obtaining the couplings corresponding to an eigenvector of A: the P=+, C=-, S=8 coupling comes from the eighth component (u=8) for strong interactions, u=3 or 8 for electromagnetic interactions, and u= 6 for strangeness-changing weak interactionsinstead of u= 7 for "abnormal" C-and P-conserving weak interactions.
As discussed in Sec. XI and Ref. 3 , there is no lack of eigenvalues of Auu near one for CP-violating couplings. For P=+, C= -, S=8, eigenvalues 1.0 and 0.7 are found, for P= -, C=+, S= 1 or 27, the eigenvalue 0.7. Thus if CP violation exists, it can readily become enhanced and competitive with CP-conserving couplings.
The only possible consequence of CP violation we shall discuss here is the question: What happens to our predictions for the weak interactions if CP is violated? We can make the following comments:
(i) The phase relations between amplitudes for reactions like A~ P+1r-and p ~A +1r+ depend on C [Eq. ( 4.5) ]. If both reactions could be observed, these relations would give information on C. In practice, however, due to the mass spectrum of the baryons, only decays with ~Y=+1 are observed (A~A7r, A~N1r, "2~N1r), soC cannot be determined in this way. (u=6 cannot be directly distinguished from u= 7 in the observed decays.)
(ii) According to Ref. 3 and Sec. XI, the leading eigenvector for P=-decays predicts "2++=0, the ratios of Ao 0 to "2o 0 to Ao, and the ratios of A--to "2_-to L, 48 J. Christenson, J. Cronin, V. Fitch, and R. Turlay, Phys. Rev. Letters 13, 138 (1964 independently of charge-conjugation properties. CP conservation implies only one further relation 3 (which can be taken as the ~I=! rule for A decay). This last relation is well-satisfied experimentally but might have some other explanation; thus the success of our theory for P=-decays does not tell us much about CP properties.
(iii) The usual phenomenological analysis of nonleptonic baryon decays 50 is made with the simplifying assumption T=+. If CP-violating terms are present in the amplitude, they have T=-by the TCP theorem and would be 90° out of phase with CP-conserving terms according to Eq. (4.7). What the experimental "asymmetry parameter" in baryon decay gives us, then, is the interference between the S-wave amplitude and that part of the P wave which has the same time-reversal properties as the S wave (assuming final-state interactions are small). Redoing the phenomenological analysis with T violation in mind, one finds that the magnitudes of the S wave are essentially unchanged and the "in-phase" part of the P waves not much changed, although there is room for "out-of-phase" P waves comparable to the "in-phase" P waves. The considerations of Sec. XI still apply to the "in-phase" P waves: Both "normal" and "abnormal" C are required for us to fit them, independently of CP conservation.
To summarize, then, the possibility of CP violation in baryon decays affects our conclusions very little.
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APPENDIX A. CONVERGENCE OF THE DISPERSION INTEGRALS
Another difficulty with N /D calculations of strong interactions is that when correct threshold behavior is imposed, divergences develop at high energy for all but the lowest partial waves. Again, no difficulty of this type occurs in our treatment of first-order perturbations: e.g., in the above example, oTl(W) ~ constant and D 1 (W) ~ constant w~~ w~~ for alll so (3.15)-(3.17) converge for alll. We believe that the good convergence of the perturbation integral is responsible for the relatively successful results of calculations on perturoed bootstraps. Contributions from W which are far from M are usually approximated or left out of bootstrap calculations, both perturbed and unperturbed. For normal unperturbed bootstraps, the resulting errors are serious; the method is quite successful in showing which channels have strong attractions and therefore resonances or bound states, but quantitative success in predicting such things as the positions of resonances is generally not achieved. Our studies of perturbations on the B-~ reciprocal bootstrap, on the other hand, keeping just the usual singularities near W=M, but with the advantage of improved convergence, have yielded results within 30% of the data for: (i) the neutron-proton mass difference,I 9 (ii) the ratios of mass differences within the B and ~ multiplets, 2 (iii) the ratios of parity-violating nonleptonic decay amplitudes of baryons,1· 3 (iv) the ratios of various electromagnetic couplings of B and ~. such as the D/F ratio for baryon magnetic moments, 51 and (v) the ratios of various weak couplings of baryons to leptons. 5 1 61 R. Dashen and S. Frautschi, Phys. Rev. 143, 1171 (1966) .
APPENDIX B. CHOICE OF D FUNCTIONS
In the present study of perturbations, as well as in the earlier treatment of B and D mass shifts, 2 only terms appearing in the static limit have been considered. Also the form used for the D function, Eq. (3.19), did not contain physical effects (such as the Roper resonance) which take one beyond the static model. Thus our results are to be interpreted as results of the static model.
While the connection of (3.19) (or its linearized version) to the static model is the most straightforward reason for using this form of D, it is interesting to consider what D function would be appropriate if one went beyond the static model and attempted a more exact calculation. In the present Appendix we give some arguments on this difficult question.
For a single-channel amplitude, there is a unique denominator function which has the phase of the amplitude along the right cut and no Castillejo-DalitzDyson (CDD) singularities. This unique D function was prescribed 62 for use in relations such as
which occur in the study of perturbations on the amplitude.
In practice, however, strong interactions always couple many channels together. Any one channel can be described in terms of various phases, such as the phase Re11 occurring in the S matrix e 2 i~, or the phase of the single-channel amplitude (B2) which differs from Re11 in the presence of absorption. Corresponding to each choice of phase, a different D function can be defined. 53 Thus we are unavoidably faced with a decision; which D function, among various possibilities, will we use in equations such as (B1)? This problem was not noticed in the original single-channel derivation of Eq. (B1), but we wish to bring it out into the open now. The denominator function (3.19) used in this and previous papers 2 will emerge from this discussion as an especially convenient choice, although it is certainly not "the physical D function."
Lest the reader become too nervous about this apparent arbitrariness, we hasten to add that the main results of this paper are not so sensitive to the details of the D function. Among the various parts of the A matrix, A RR is not very sensitive to details of D, as discussed in Sec. VI. The overall magnitude of ARM is highly sensitive, so we used the theoretical estimates of ARM only to estimate ratios. A MR and A MM are again less sensitive in our model. 54 Let us now review the properties required of D.
(i) Singularities of D on the physical sheet are confined to the right-hand cut and possible CDD poles [note that if D has a CDD pole, the pole gives rise to an additional term in the contour integrals of Eqs. (B1) and (3.15), and (3.16)].
(ii) D(W) should be suitably bounded at large W to allow the integrals (3.15) to (3.16) and (B1) to converge. This implies that the representation for D must include any CDD poles that are present, instead of multiplying both N and D by a (divergent) factor (W-Wcnn).
(iii) Along the right-hand cut, D has the phase factor e-• 6 , where o is the physical phase shift in the case of elastic scattering but has various possible definitions (such as the phase of the S matrix or the phase of the single-channel amplitude) when inelasticity is present.
(iv) D=O at the bound states or resonances under study.
These properties are incorporated in the Omnes representation forD in the presence of one bound state and N CDD poles, to be evaluated on the right-hand cut in (B1) and (3.15) and (3.16) at an (uncancelled) CDD pole. 62 Next we tum to the second reason for preferring the Balazs D which applies even if the CDD pole was incorrectly identified in the first argument. The second argument runs as follows: The dispersion relations (B1) and (3.11) hold exactly for any D that satisfies conditions (i), (ii), and (iv) above, independently of how the phase of D is defined and its CDD poles are located, as one can verify by reviewing the derivation of the equations. Thus if we knew oT exactly, it would not matter what phase we gave D or how we located its CDD poles. In practice, however, only the nearby singularities of oT in the dispersion relations (B1) and (3.11) can be evaluated. The problem, then, is to choose from among various exact equations (corresponding to various choices of D) one which weights the known nearby singularities heavily compared to intermediate and distant singularities of DToTD. Now as we have already pointed out, the Balazs D damps intermediate and distant parts of the left cut much better than the Shaw-Wong D, and this makes it far preferable. The philosophy here is somewhat analogous to the recent evaluation of matrix elements of current commutators by Fubini and Furlan, 63 where the kinematic conditions are chosen partly with an eye to improving the convergence of the sum over intermediate states.
As was stated above, Eqs. (B1) and (3.11) are still exact, even if D does not have the Shaw-Wong choice of phase along its right cut. The price that is paid for using a different phase is an additional right-hand singularity of DTlJTD. To see what happens, it is sufficient to u We are thinking of the Roper phenomenon as a resonance or large phase shift mainly associated with inelastic channels, rather than as an elementary particle. It is worth commenting, however, on what the situation would be for real elementary particles. Elementary particles introduce arbitrary parameters into the calculation of mass and coupling perturbations. If D is defined to include any CDD poles, the arbitrary parameters arise from the contour integrals around the CDD poles in (3.15) and (3.16). On the other hand, if the CDD terms are inserted as zeros in N rather than poles in D, the arbitrary parameters arise from the subtractions required to make (3.15) and (3.16) converge. In the previous discussion of this subject in Sec. III, Ref. 2, we omitted the possibility of including the CDD poles in D.
es S. Fubini and G. Furlan, Physics 4, 229 (1965 The first term, involving the variation of the kinematic factor p, occurs all along the right cut for any D function. The second term, involving perturbations on the absorption cut of the 1rN channel, would also be present above inelastic threshold for any D function (unless we considered the matrix problem with all channels included, which of course has its own complications). It is the third term which occurs only if a D function with phase o~Re'll is used. The status of the three terms along the right cut in our treatment using the Balazs D function is as follows. The op term is a mass-shift term, and is crudely incorporated into our treatment either through direct evaluation of oMB(apjaMB) along the right cut, or implicitly through the condition of mass-scale invariance (both methods are used to estimate ARM in Sec. VIII). The third term is small until Re'll turns positive above 150 MeV, allowing the coefficient sin2(Re'l7-o) to grow large. (The Balazs function corresponds roughly to a phase which is small and negative at low energies, passes through -90° at W 0, and approaches -7r as W approaches oo.) The second, inelastic, term begins at about the same place. Since no good model exists for the Roper phenomenon and the strong inelasticity above a couple of hundred MeV in this channel, we have no way to estimate either the second or third term in this region. Thus we find that, using either the Balazs or the Shaw-Wong D function, the dispersion relation receives a contribution above inelastic threshold which is poorly known because of our lack of understanding of 8T there.
