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概 要
本論文では，主として屋外を対象とした騒音に暴露される環境で，音声システムを用いた際
の了解度の推定を検討した．了解度は人間による音声の知覚実験であり，システムの設計評価に
用いるには金銭的，時間的コストがかかる．このため，高精度な了解度推定法が望まれる．既往
の研究では，主として残響環境下での音声了解度推定の目安となるインデックス値を予測する
STI（Speech Transmission Index）や，定常騒音下での音声了解度インデックス値を予測する SII
（Speech Intelligibility Index）がある．これらは ISOやANSIで標準化されており，広く利用され
ている．しかし，インデックス値ではシステム設計の目安となるものの，主観評価値に対応する
推定了解度を求めることはできない．また，STI，SII共に騒音のパワースペクトルの時間変動が
定常であることを想定している．このため，パワースペクトルの時間変動が大きい騒音の予測は
困難である．本論文ではこのような非定常な騒音を用いた場合でも，高精度な了解度推定ができ
る方式を提案し，その汎化性能を評価した．以下に本論文の各章の要約を述べる．
1章　序論
本章では，既存の音声品質について概観し，主に音声の了解度に関する主観評価と客観評価の
研究について整理し，本論文の意義について述べる．
2章　バイノーラル音声システムと既存尺度による了解度推定の検討
本章では，筆者がこれまで検討してきた両耳受聴を利用した音声システムをテストモデルとし
て，4種の騒音を用いた音声了解度の主観評価を行い，既存の 16尺度とシグモイド・カーブフィッ
ティングを用いた了解度推定について検討し，以下の課題を導出する．
a. Sustention子音特徴（狭窄音と閉鎖音の聴き分け）は騒音種の影響が顕著
b. 推定条件によって異なる最適な聴覚重みを用いた周波数重み付セグメンタル SNRの推定性
能が高い
3章　機械学習を用いた騒音付加音声了解度推定法の概略
本章では 2章で明らかとなった課題について，機械学習を用いた解決法を提案する．課題 a.に
関しては，データベース内の長時間の騒音を 3 secの Long Frame（以下，LF）で分割し，個々の
LFを 1つの騒音とみなして音色を分析する．音色特徴量は，MIR（Music Information Retrieval）
で用いられる音響特徴を 15次元求め，教師なし学習によるデータ分類アルゴリズムの x{meansク
ラスタリングを用いることを提案する．
課題 b.については，既存の聴覚重みではなく，推定したい主観評価単語に最適な重みを求める
ために，帯域別に求めたセグメンタル SNRを特徴量とし，教師つき学習の中から汎化性能が高い
とされるサポートベクトル回帰（Support Vector Regression :SVR）を用いることを提案する．
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4章　騒音クラスタリングの検討とその評価
本章では，電子協騒音データベースダイジェスト版から 17騒音を選択し，3章で提案した方式
で解析する．その結果，騒音クラスタが 3個作成されることを示す．また，各クラスタから騒音を
32個選択し，主観評価を行っい，クラスタ間の了解度差は SNRが 0 dBのときの了解度差が 0.4
以上あり，傾向差が顕著であり，分散分析による検定結果でもクラスタ間要因に有意差があり，騒
音クラスタリングが有効であることを示す．また，既存の品質尺度 5種を用いたシグモイド・カー
ブフィッティングによる推定関数を 5種作成し，交差検定によるRMSEを比較したところ，周波
数重み付セグメンタル SNRの推定性能は 2章と同様に高いことを示す．
5章　サポートベクトル回帰による了解度推定関数の作成
4章で検討した 3つの騒音クラスタごと及びクラスタリングを行わない場合の 4条件で，SVRを含
むL1正則化回帰手法 5種（リッジ回帰，Lasso（Least absolute shrinkage and selection operator）
を用いた回帰，L1正則化RBF(Radial Basis Function)カーネル回帰，線形カーネルによる SVR，
RBFカーネルによる SVR）を比較する．教師信号には 4章の主観評価結果を用い，特徴量にはク
リティカルバンドで帯域分割したセグメンタル SNRと 1/3オクターブバンドで帯域分割したセグ
メンタル SNRを用いる．交差検定誤差を用いて比較した結果，1/3オクターブバンドによる帯域
分割は全ての回帰手法でクリティカルバントによる帯域分割に劣ることを示す．一方で，交差検
定誤差では最適な回帰手法を求めるには至らないことも示す．
6章　オープンテストによる総合性能評価
4章で作成した 5種の既存尺度による推定関数および，5章で作成したクリティカルバンドセグ
メンタル SNRを用いた 5種の推定関数を関数作成時に用いなかった騒音によるオープンテストで
比較する．提案法であるクリティカルバンドセグメンタル SNRとRBFカーネルを用いた SVRの
組み合わせは，他の推定関数で最も性能が高い fwSNRsegを用いたシグモイド・カーブフィッティ
ングによる推定関数の 0.77倍のRMSEとなり，汎化性能の高い了解度推定関数であることが実証
する．
7章　結論
本章では，本論文を総括し，今後の検討課題について述べる．
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Abstract
Today, speech intelligibility tests are important to evaluate mobile and wireless speech systems.
In the research and the development of speech communication systems, speech intelligibility has
been evaluated as a quality assessment of telephone speech quality. On the other hand, due to
the popularity of mobile devices, speech communication has increased in various environments.
Therefore, the type of ambient noise to interfere with the speech communication has increased
in variety. If the noise environment is dierent, the prediction of intelligibility is very dicult.
Thus, I propose a speech intelligibility estimation method using machine learning technology to
solve these problems in this thesis. Following is the content of this thesis.
Chapter 1 is the introduction of this thesis.
In chapter 2, I estimate the intelligibility of binaural speech system using a conventional
quality measure. As a result, I found the following issues.
 The phonetic feature sustention is largely inuenced by noise.
 Segmental SNR using frequency weighting gives the best estimation performance.
In chapter 3, I propose an intelligibility estimation method including the following.
 Ambient noise clustering using Music Information Retrieval (MIR) features
 Speech intelligibility estimator using the support vector regression (SVR)
In chapter 4, I evaluate the noise clustering method using subjective intelligibility tests. As a
result, 3 clusters were generated and signicant dierence was seen in the cluster factor in the
ANOVA test.
In chapter 5, I compare critical bands segmental SNR (cbSNRseg) and 1/3 octave bands
SNRseg (obSNRseg) and used the cross{validation RMSE in 5 regression methods including
SVR. As a result, the weighted sum of RMSE using cbSNRseg is better than obSNRseg with
RMSE reduction factor of about 0.8 compared to all other regression methods.
In chapter 6, I compare the performance of each regression methods in open tests (an unknown
noise conditions). As a result, the best regression method is the SVR using the RBF kernel, in
which RMSE is reduced by a factor of about 0.77 compared to other regression methods.
In chapter 7 is the summary of this thesis.
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第1章 序論
1.1 研究の背景
我々の生活の中で，音情報が果たしている役割は非常に大きい．これは，ここ 20年足らずの間
に爆発的に普及した携帯電話や，ポータブルオーディオプレイヤー，およびそれらを結びつける
通信技術の発展による，「いつでも，どこでも，だれでも」といったユビキタスな音コミュニケー
ションによって可能となった．歴史を紐解くと，電話の発明は 1876年にアレクサンダー・グラハ
ム・ベルに，録音再生可能な蓄音機の発明は 1877年にトーマス・アルバ・エジソンによってなさ
れた．その後，今日までの約 130年間に多くの技術研究開発によって，これらの音響機器の性能
は大きく向上してきた．
これらの音響機器の発展において，機器・システム性能評価指標には必ずと言っていいほど「音
質」1の項目があり，従来の機器やサービスとの比較が行われている．音を扱うシステムの性能を
工学的な見地から評価する方法として，物理指標からシステムの性能を計測する客観評価が行わ
れている．これは，通信や蓄積・再生，拡声器等を用いて，伝えたい音情報と，伝わる音情報を
システムへの入力と出力とみなし，周波数特性，歪率，音声／信号対雑音比（Speech / Signal to
Noise Ratio：SNR2）等の物理的な指標からシステム性能を評価することである．明確な物理指
標を用いることから，理想的な環境では究極的なところまで性能向上が可能と考えられるものの，
実際には多様な妨害が入り，不可能である．また，物理刺激と心理的な人間の知覚はなんらかの
相関関係にあることが多いものの，完全に線形になることはほとんどなく，物理指標だけで最適
なシステム設計は不可能と言ってよい．そこで，「どの程度まで物理指標を改善すれば人間の認知
限界未満になるか」という観点での目標値が必要になる．つまり，音の受け手である人間の判断
によるシステム評価が必要になる．これを客観評価に対して主観評価という．主観評価の目的は，
人間の心理量の計測であり，心理指標による計測と統計処理が多用される．つまり，計測されるも
のは個々人の心理指標の価値判断値であり，これを多人数の統計量とするため相当な分散がある．
このため，主観評価は非常に（人的・金銭的・時間的）コストがかかる．よって主観評価は必要
最小限であることが望ましく，実施すべき主観評価の規模が事前にわかることが望ましい．また，
1本論文では，人間の発声した音で特に言語情報を含み歌声を除くものを「音声」とし，その品質と電気信号を「音
声品質」，「音声信号」と明確に音声とつけて呼ぶ．それ以外の音は「○○音」，「○○音品質」，「○○音信号」と表記す
る．例外的に「オーディオ信号」，「オーディオ品質」を用いる場合は，フルバンド（上限周波数が 20 kHz以上を前提
とした）の主として音楽・放送用の信号を指す．歌声はその特徴が音声的な手法が馴染むものだけではなく，様々な議
論がされている（例えば，大石らによる朗読と歌声の違いに関する分析 [1]がある）．しかし，本論文では歌声の品質
自体は扱わないため，オーディオ信号の一種として取り扱うこととする．「音質」と表記する場合は一般用語として，あ
らゆる音を対象とした，「音の品質」を指す．
2主音声と雑音のパワー比．1.2.5項で詳しく述べる．Sを Signalとする場合の Nは，電気信号としてのノイズ（雑
音）であり，Sを Speechとする場合の Nは背景騒音であることが多い．本論文は，この二つの立場の横断的な内容で
あるため，「雑音」は電気信号処理系由来の音，「騒音」は発話者の背景にある主音声以外の音とする．ただし，白色雑音
や雑音抑圧といった普通名詞として広く用いられている名詞に関してはこの限りではない．
1
完成したシステムの性能のみならず，今後のシステムの最適設計に利用可能な様に，心理指標と
物理指標の対応付けを行い，主観評価結果を推定できるようにする必要がある．
現在までの音声品質評価は，（背景騒音がほとんどない）環境を想定している電話網の音声品質
評価3に代表されるように，発話環境と受聴環境の双方がある程度静かな環境を想定しているもの
が多い．一方で音声強調のための雑音抑圧音声は，会話をする環境が非常に「うるさい」場合の
発話を前提としているものの，主音声以外の音を抑圧することを考慮しているため，受聴環境は
静かな環境を前提としている．しかし，発話環境，受聴環境にかかわらず，主音声以外の音は何
も情報を持たないのであろうか．
著者には，「PHSで通話しているとき，お互いの電話から鈴虫の鳴き声が聴こえる」といった経
験があり，そこから話が弾んだことがある．もし，主音声以外の音を全て抑圧してしまえば，こ
の様な「心地よい良い騒音」が埋もれてしまうこともありうる．もちろん，騒音は主音声にとっ
ては妨害であることが基本であり，会話の妨害となる騒音は抑圧した方が良い．では，「心地よい
騒音」と「会話の妨害となる騒音」の違いはなんだろうか．
この問題の解は人によって異なる部分も大きいだろうが，著者は会話を前提としている以上，主
音声の了解性（聴き取りやすさ）を保つことが絶対条件であると考える．了解度が一定以上ある
うえで，発話の音量感や自然さが十分あれば，背景騒音があったとしてもそれほど苦痛にはなら
ない．背景騒音を抑圧する雑音抑圧による音声強調は非常に強力であるものの，方式によっては
ミュージカルノイズ4が発生し，より不自然な音声となる．よって，背景騒音は了解度が十分な値を
取る範囲では抑圧する必要は無く，主音声以外の情報を含んだ音声通信が可能になる．このような
システムの設計のために，騒音の種類による了解度変化を含めた了解度推定が必要である．特に，
高性能なモバイルデバイスを用いた情報付加技術である拡張現実（Augmented Reality）[2]の一
環として，高臨場感音響技術 [3, 4]を用いた拡張音響現実感（以下，Augumented Audio Reality：
AARと呼ぶ）での利用を考えると，端末で生成した付加音（声）に対する周囲の様々な騒音や残
響によるマスキングを考慮しなければならない．よって本論文では，多数の騒音種による了解度
の変化を検討する．
了解度は，単語や文章といった音声の言語的手がかりを利用した聴取実験である．固定電話網
の品質評価では，発話／受聴の双方がある程度静かな環境を想定することが可能なため，主音声
への妨害はほとんど存在しなく，高了解度な通信は容易である．一方で，携帯電話はその可搬性
から，騒音の非常に大きい環境での通話が考えられ，発話位置マイクへの背景騒音の混入や，受
聴位置での騒音暴露による了解度低下は避けられない．前述した了解度と騒音の関係を明らかに
するためには，騒音の種類や音量と了解度の関係をよく検証する必要がある．しかしながら，世
の中に存在するすべての騒音について実験を行うのは不可能であり，騒音種が異なっても推定性
能が高い（汎化能力5が高い）方式を検討する必要がある．
以上のような背景から，本論文では，騒音の影響が非常に大きいと考えられる低 SNR環境6で
の多種の騒音環境について了解度の主観評価とその推定を検討する．このため，1.2節では，了解
度よりも広い範囲での既存の音質評価研究の概観を述べ，音質評価に関する諸問題を整理する．特
3アナログ電話網の時代は，電話網による信号減衰の影響が大きく，音声の明瞭度・了解度による電話網評価が行わ
れたが，現在は他の品質尺度に置き換わっている．詳細は次節で述べる．
4非線形信号処理により，周波数領域で特定の周波数に成分が現れたり消えたりする現象によるトーン性のノイズ
5推定モデルの作成時に用いたデータだけに対してだけでなく，未知の新たなデータに対しても正しく推定できる能
力．
6主音声と騒音のパワーが等しくなる SNR 0 dB以下を主に想定する．
2
に 2章以降で用いる主観・客観品質評価指標については詳しく述べる．1.3節では，本研究の着眼
点と目的について述べる．
1.2 音声品質に関する既存の研究事例
本節では音質を，「受聴品質」，「ラウドネス」，「明瞭度」，「了解度」に分け7，それぞれについて
概説する．また，電話網・放送網の国際的接続性から国際標準が多数作られており，その経緯と概
要も述べる．次に，音声の物理的劣化を評価する品質尺度を概説する．最後に，本論文で検討す
る明瞭度と了解度の予測と推定8　に関する技術標準とその系譜について述べる．特に本論文で扱
う「了解度」に関しては主観評価法とその予測・推定法に関して詳しく取り上げる．
1.2.1 受聴品質
音声の通信として最も初期に普及し，現代でも支配的なシステムは電話網である．電話網の基
幹技術は，アナログ通信網，ディジタル通信網，IP（Internet Protocol）通信網と変遷しても，音
声情報を「正しく送話し，正しく受聴する」という目的は変わらない．本項では現在用いられてい
る，ディジタル通信網，IP通信網での電話受聴品質について述べる．特に国際連合の専門機関の
一つである国際電気通信連合（International Telecommunication Union，以下 ITU）では，国際
電話通信の接続は，「最も品質の悪いところが全体の品質を決めてしまう」という観点から，様々
な技術標準を勧告している．本項の前半では電話の受聴品質についての技術勧告を中心に述べる．
次に，オーディオ信号品質ついて述べる．オーディオ品質はその再生対象によって大きく異な
る．放送網を前提とすれば，伝送情報量と受聴品質のトレードオフであるし，ポータブルオーディ
オであれば，保存媒体の容量と受聴品質のトレードオフとなる．この他に，CDやマルチチャネル
再生システムを前提とした高品質再生を前提としたシステムの評価も考えなければならない．こ
の様にオーディオの受聴品質は考慮するべき事項が多岐にわたるため，ITUにおいて標準化され
た方式とその応用例について本項の中盤で述べる．
最後に，受聴品質と関連の深い総合品質モデルについて述べる．
電話網の受聴品質主観評価
電話の受聴品質は，様々な計測法があったものの，現在ではオピニオン評価が用いられる．オピ
ニオン評価を行う手法として，ITU{T Rec. P.800で定義される「受聴音声の自然さ」を絶対範疇
尺度法 (Absolute Category Rating：ACR)で求める [6]．P.800による主観評価値はMOS（Mean
Opinion Score）と呼ばれ，その評価カテゴリは Table 1.1となる．また，雑音抑圧を用いた音声
強調信号に対する主観評価には ITU{T Rec. P.835[7]があり，抑圧後の音声部品質，雑音部品質，
総合品質の 3品質をMOSで求める．また，MOSの評価は実験の枠組みの影響を受けやすいため，
ITU{T Rec. P.810で勧告される基準信号であるMNRU（Modulated Noise Reference Unit）[8]
7本論文で注目するのは音声品質であるため，これ以外の音楽品質等で良く用いられる「音高感」等の音色解析につ
いては割愛する．音色解析については文献 [5]等に詳しい．
8本論文では，主観評価値と 1対 1で対応する主観値の推定値を求めることを「推定」，主観値を推定する目安とな
るインデックス値を求めることを「予測」と呼び区別する．
3
信号を用い，MNRU信号の結果から ITU{T Rec. P.830で勧告される等価Q値に変換して他の実
験系と比較することが推奨される．
Table 1.1: Mean opinion score(MOS)
MOS Quality(Japanese) Impairment(Japanese) Quality(English) Impairment(English)
5 非常に良い わからない Excellent Imperceptible
4 良い わかるが気にならない Good Perceptible but not annoying
3 普通 やや気になる Fair Slightly annoying
2 悪い 気になる Poor Annoying
1 非常に悪い 非常に気になる Bad Very annoying
受聴品質の推定
音質評価値の推定アプローチは大きく分けて「物理指標と心理指標を統計的手法で結ぶ推定（以
下，統計的推定）」と，「聴覚モデルを用いる推定」に分けられる．また，最近ではこれらの「ハイ
ブリッド型」もみられる．この二つのアプローチは，これまでにディジタル電話網・IP電話網で
伝送された音信号のメディア層による音声コーデック品質の推定のために標準化され，広く用い
られている．
MOSの統計的推定
MOSの統計的推定に，伊藤らによる 8種9の客観評価尺度（物理指標）を用いたMOSと音声の明
瞭さの主観評価値から求める明瞭度等価減衰量AEN（Aaiblissement Equivalent pour la Nettete
（equivalent ariculation loss）：仏語）をそれぞれ回帰分析し，自然さと明瞭度の推定がある [9, 10]．
これは対数圧伸 PCM（Pulse Code Modulation）や ADPCM（Adaptive Dierential PCM）と
いった波形符号化に対して品質推定性能が高い．同様の手法は雑音抑圧音声の品質評価10[11, 12]
にも用いられている．
PESQ（聴覚モデルによるMOS推定）
もう一方の聴覚モデルを用いる推定は，伊藤らの検討の後に発展した符号励振線形予測（Code
Excited Linear Prediction：CELP）[13]による符号化音声の受聴品質推定のために発展した．ITU
では，ITU{T Rec. P.86Xシリーズで，電話受聴品質の客観評価法を勧告している．最初に勧告さ
れた ITU-T Rec. P.861[14]は，PSQM（Perceptual Speech Quality Measure）と呼ばれ，リファ
レンス音声との符号化音声の差をバークスペクトルのラウドネス差で表現し，差の大きさから品
質を推定している．PSQMはその後，時間方向の整合性を取れるように改良され，主観品質値へ
の変換関数や，広帯域音声11にも対応した ITU{T Rec. P.862の PESQ（Perceptual Evaluation
of Speech Quality）シリーズに置き換えられた [15, 16, 17, 18]．PESQによる音質推定のモデル
9SNR，セグメンタル SNR（SNRseg），スペクトルひずみ尺度，重み付スペクトルひずみ尺度，LPCケプストラ
ム距離尺度，スペクトル包絡の尤度比，COSH距離，重み付尤度比の 8種．一部は 1.2.5で述べる．
10ハンズフリー電話の開発を目的とすれば受聴品質の一種とみなせる．
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を Fig. 1.1に示す．まず，入力したリファレンス音声と符号化音声は経路による時間ずれを補正す
る．次に，リファレンス音声と符号化音声それぞれのバークスペクトルラウドネスを求め，その
差を式（1.1）で求め値を出す（ここまでをP.862で規定）．式中のかっこ内がひずみ量であり，D
は減算性ひずみ，Aは加算性のひずみである．ひずみ値に乗算する重みが減算性ひずみの方が 0.1
と加算性ひずみの 0.0309より大きいことから，受聴品質への影響は減算性のひずみの方が大きい
ことがわかる．このPESQ scoreは，4.5から 0.5であり，推定したいP.800のMOSの結果であ
る 5から 1と対応が取れていない．このためシグモイド型変換関数が P.862.1[16]で規定されてい
る．変換後の値をMOS{LQO（MOS{Listening Quality Objective）といい，P.800のMOSの推
定値となる．PESQは話者に依存する品質差を正確に予想することができないため，最低でも評
価音声は男女 2名の発話を用いなければならないことが P.862.3で勧告されている．
PESQ score = 4:5  (0:1D + 0:0309A) (1.1)
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Fig. 1.1: Simplied diagram of the PESQ algorithm
PESQは受聴品質と相関が高いと考えられる音質評価にも使われ，移動用音源の追尾 [19]や音
声認識性能の予測 [20]，音声了解度の推定 [21, 22]，雑音抑圧音声の了解度推定 [23]と言った応用
例がある．この様に ITU勧告に従った使い方ではないものの，電話網以外の客観音質評価として
もデファクトスタンダードとなりつつあるといえる．
POLQA
2011年には，PESQの発展・後継規格として，スーパーワイドバンド12に対応した ITU{T Rec.
P.863 の POLQA（Perceptual Objective Listening Quality Assessment）が勧告され，今後は
PESQに置き換わるものと考えられる [24]．これらの標準化規格により，電話帯域でのMOS[6]
については，高精度な推定が可能になった．
1214 kHz帯域
5
ノンリファレンス型受聴品質評価法
これら受聴品質評価は，劣化前の原音との差を用いるフルリファレンス型の評価方式であるが，
評価したい環境において原音が必ずしも手に入るとは限らないことから，原音を用いないノンリ
ファレンス型の評価法も検討されている．電話網向けには，ITU{T Rec. P.563の 3SQM（Single
Sided Speech Quality Measure）がある [25]．3SQMは，伝送系による劣化を含む音声から音声区
間検出（Voice Activity Detector：VAD）を用いて音声区間を推定し，雑音性，瞬断，不自然性と
いった 12の音響特徴量を求め，回帰式により推定MOSを出力する．
オーディオ受聴品質の主観評価
前述したように，オーディオ品質の主観評価法は着目点によって異なるため，主観評価法のガイ
ドを ITU{R Rec. BS.1283で勧告している [26]．多チャンネル音声システムと言ったほとんど劣
化の無い高臨場感システムには ITU{R Rec. BS.1116{1[27]を用いる．これは隠れ基準つき三刺激
二重盲検法と呼ばれ，基準となる刺激は既知で何度でも再生でき，提示される 2つの刺激の基準
に対する回答を 5段階での評価語を参照に 0.1刻みで回答する．回答のスコアは SDG（Subjective
Dierence Grade）と呼ばれる．
Table 1.2: Subjective Dierence Grade(SDG)
Grade Impairment(Japanese) Impairment(English)
5 劣化がわからない Imperceptible
4 劣化がわかるが気にならない Perceptible, but not annoying
3 劣化が気になるが邪魔にはならない Slightly annoying
2 劣化が邪魔になる Annoying
1 劣化が非常に邪魔になる Very annoying
この他に広く用いられる主観評価法には ITU{R Rec. BS.1284{1 [28]がある．これは基本的に
はBS.1116{1と同様の手法だが，単一刺激や一対刺激といった刺激提示について選択肢があり，回
答も 5段階ないし 7段階の回答で良い．このため主観評価結果の分散が大きくなるため，予備実
験の手法も ITU{R Rec. BS.1285で規定されている [29]．また，映像を伴う場合の評価について
は ITU{R Rec. BS.1287で勧告されている [30].また，中間品質（低ビットレートのオーディオ
符号化等）評価用に ITU{R Rec. BS.1534{1で勧告されるMUSHRA法（MUltiple Stimuli with
Hidden Reference and Anchor）[31]がある．これは，基準信号は何度でも再生でき，評価する項
目内に必ず含まれる隠れ基準と隠れアンカー13が含まれる複数の刺激を 100点満点で回答する．被
験者は少なくとも一つは基準と同等である刺激に 100点をつけなければならない．以上の様にオー
ディオ信号の主観評価は，リファレンスに用いる原音自体の録音品質が影響しないように工夫さ
れている．
オーディオ信号の受聴品質評価法
オーディオ用音楽符号化品質の推定法に ITU{R Rec. BS.1387{1の PEAQ（Perceptual Evalu-
ation of Audio Quality）がある [32]．これは，5または 11種類の聴覚モデル出力値と主観評価と
13遮断周波数 3.5 kHzのローパスフィルタを書けた信号を含む明らかに劣化している刺激．
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のニューラルネットワークによる回帰出力により客観音質値ODG（Objective Dierence Grade）
を得る，ODGは前述したオーディオ信号用の主観評価法である ITU{R Rec. BS.1116{1[27]で評
価される SDGの推定値である．PEAQは 3SQMと同様に統計的推定と聴覚モデルを用いる推定
のハイブリットな方式である．
PEAQは本来，MP3（MPEG Audio Layer 3）[33]やAAC（Adaptive Audio Coding）[34, 35]
等のオーディオコーデックで符号化した楽曲評価用であったたため，それ以外の劣化要因に対して
は，SDGとの相関が悪くなる傾向にあった．この点を改良するため，Huberらによる PEMO{Q
（PErception MOdel based Quality estimation）があり [36]，今後の標準化が期待される．
総合品質
受聴品質については，音声／オーディオ信号を問わず標準化され，音響機器の設計開発に広く
用いられている．受聴品質は主として，音声／オーディオ信号の符号化によって原音がどの程度
自然なまま再生されるかの確認である．音声通信，特に電話網では，双方向通信であることから，
会話の双方向性をさらに加味した総合品質の面からの議論がある．総合品質の評価モデルに関し
て中山，三浦らは Fig. 1.2に示す要素感覚と総合情緒機能の 2段階で構成されるモデルを提案し
ている [37, 38, 39, 40]．これは，提示した音刺激 Sは人の聴感覚にとらえられ，人間聴覚として
普遍的であり，これ以上分割不可能ないくつかの要素感覚（受聴品質の他に音量感や音高感など）
としてとらえ，要素感覚の結合としての総合感覚が与えられる．そして，個人や時代環境に応じ
た欲求を重みとして感情へ変換され，刺激へ対する最終的な反応としての音質を求めるモデルで
ある．このモデルは，分散の大きい総合感覚の直接計測をせずに，安定して評価可能な要素感覚
群からの推定となる．
Emotion （E)
Response （R)
Elementary 
Sensations （ )
Elementary 
Sensations （ )
Needs （N)
Total Sensation （ )
Sound Stimulus（S)
Individuals （I)
Time （T)
Elementary 
Sensations （ )
Fig. 1.2: A model of the process of evaluating the quality of reproduced sound
総合品質の主観評価は，被験者側から見れば受聴品質と等価である．放送用途においては，双方
向性よりも一方向での配信であるため，受聴品質と総合品質が一致する．電話網においても，双
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方向で経路による差が無ければ，受聴機器・受聴環境の違いを除いた劣化は同量であるため，受
聴品質と総合品質の主観評価法は区別されない．むしろ，受聴品質の詳細分析のためにFig. 1.2の
様な要素分解を用いることが多い．PEAQや 3SQMは，このような観点に立って受聴品質のモデ
ルを作成し，客観推定に用いている．本論文では，Fig. 1.2の様な要素分解による音質のモデルを
総合音質モデルとし，その主観評価は受聴品質を想定する．
E{model
総合品質モデルを用いた受聴品質の推定は，IP電話網における双方向会話の総合品質推定を求
める E{modelとして，1998年に ITU{T Rec. G.107として勧告され，現在も適宜更新されてい
る [41]．E{modelは，音声信号の客観評価ではなく，電話伝送系における，端末要因・環境要因・
ネットワーク要因等による 20の入力パラメータを用いて，出力であるR値を求める関数を作成す
る．R値は式（1.2）で求める．ここで，Roは雑音感，Isは音量感，Idはエコー／遅延，Ieは歪
／途切れ間，Aはモバイル通信などの利便性調整項である．これは，標準系の基準となる SNRで
あるRoから，各要因による品質劣化を心理尺度上で引いた値に利便性調整項を加算して総合品質
を求めている．E{modelは，4種の視点からの聴覚モデルによる出力値を用いた品質推定である．
R = Ro   Is   Id   Ie+A (1.2)
1.2.2 ラウドネス
等ラウドネス曲線
総合品質の要素感覚ごとの客観評価については，ラウドネス（音量感）や明瞭度についての評価
法がいくつか確立されている．ラウドネス算出の基準となる，周波数ごとのラウドネスをプロット
した等ラウドネスレベル曲線は，1930年代の Fletcher and Munsonの曲線 [42]があり，騒音レベ
ルのA特性等に用いられてきた．こののち，低音域の特性が自遊空間と電話器による受聴とで一
致しないことなどから，1950年代にRobinson and Dadsonの曲線 [43]が発表され，ISO 226とし
て標準化されている．しかしながら，1985年にRobinson and Dadsonの曲線では，なお 1 kHz以
下に誤差があることが指摘され，全面改訂され，現在は ISO 226（2003）が用いられている [44]．
騒音レベルに用いる A特性等もこの結果を基に書き換えられた [45]．これらの曲線は，厳密な条
件のもとに行われた主観評価の結果をプロットしたものであり，統計的推定によって心理的な音
量感を求めたものである．この曲線を用いて求めるラウドネスレベルは加算性が成り立ち，実用
上の利点が大きい．
電話網での利用
電話の音量感については，1960年にCCITT（Comite Consultatif International Telegraphique
et Telephonique，ITUの前身）による通話当量（RE：Reference Equivalent）を用いた基準通話系
と非測定系の減衰量の差の評価がある．1976年にはCCITTにより，REの後継規格であるラウド
ネス定格（LR：Loudness Rating）が制定された．LRは基準系，中間基準系（IRS：Inter{mediate
Reference System），被測定系により測定する．LRは一定音量の基準系と同一音量になるように
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IRSの減衰量を調節し，さらにその基準系と被測定系が同一の音量になるように被測定系の減衰量
を調節したときの，IRSと被測定系の減衰量の差によって示される．LRの評価には当初は主観評
価が用いられていたものの，1984年に客観評価装置の規格が完成し，現在では ITU{T Rec. P.76
として勧告されている [46]．LRは比較的簡単なモデルながら，聴覚モデルを用いる推定である．
放送での利用
電話音量以外の音響信号から求めるラウドネスの規格に ISO 532Bがある [47]．これは，定常状
態のノイズ，または経時変化しない音信号のラウドネス（定常ラウドネス）をチャートによる周
波数ごとの値からラウドネスを求めている．放送やオーディオ機器で用いる場合には，定常ラウ
ドネスでは不十分であるため，ITUにおいて，等価騒音レベルの考え方を応用したラウドネス推
定アルゴリズムである ITU{R Rec. BS.1770{3[48]およびBS.1771[49]が制定され，その放送用途
の運用基準は BS.1864[50]となっている.BS.1770{3および BS.1771は，主観評価値との相関が高
いことが確認されており，一部にゲーティングと言った聴覚モデルを用いる推定の要素があるも
のの，ほぼ統計的推定である．これは，定常ラウドネスよりも複雑な要因で心理的なラウドネス
が定まることによる．
1.2.3 明瞭度
電話網の評価での利用
言語を用いた聴覚検査については歴史が古く，1761年に Erunaud,1805年の Itard，1893年の
Urbantschitschらによる難聴児の訓練の事例があるものの，標準化された手法ではなく実験条件
差が非常に大きかったとされる [51]．近代的な明瞭度評価の主観評価については 1929年からの
Fletcherらによる明瞭度試験法（Articulation Testing Method）の検討によって構築された [52]．
本邦での明瞭度試験については，1938年に落合による検討 [53]が先鞭をつけ，戦後の電話網の
再構築等の要求により，1957年に日本音響学会の明瞭度研究会でまとめられた「明瞭度試験法の
基準」[54]で標準化された．その後，1966年に単音節（日本語 195音を 100音節で評価），2連音
節，3連音節の試験用音源テープと試験法が作成され，1982年に更新された [55]．
電話網の明瞭度については世界中で詳細に評価され，1950年代に CCITTで明瞭度等価減衰量
AENが勧告された．これは，標準系と測定系の通信線路減衰量ごとに単音明瞭度を測定し，単音
明瞭度 80%に対応する標準系と測定系の線路減衰量の差を求める手法である．しかし，特にディ
ジタル電話網の構築による通信品質の向上にから，線路減衰による明瞭度低下が低くなったこと，
Fig. 1.2の総合品質を求める要素感覚としては，明瞭度よりもラウドネスの方が相関が高いことな
どを理由として，CCITTによる LRの勧告時にAENに関する内容は参考記載となり，1984年に
削除された．
聴力検査での利用
電話網の品質評価から明瞭度評価は削除されたものの，他分野における品質評価でも明瞭度評
価は使われる．Fletcherらの明瞭度試験法 [52, 56]の電話伝送損失が無い系を仮定すると聴力検査
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に用いることが可能であるとされ，第二次世界大戦における聴覚障碍者のリハビリに用いる聴力
検査法として臨床での利用が検討された．本邦では，難聴研究会（現在の日本聴覚医学会）にお
いて「聴力測定法の基準 1956」[57]として研究成果がまとめられ，翌年に「57A語表，57B語表」
として採用された．
聴力検査での明瞭度検査は，特に補聴器の個人ごとの適合（フィッティング）で広く利用されて
いる．日本聴覚医学会が定めている「補聴器適合検査の指針 2010」[58]では，語音明瞭度曲線ま
たは語音明瞭度の測定が必須評価項目であり，雑音を付加したときの語音明瞭度の測定が参考項
目として定められている．語音明瞭度試験は臨床で用いることから，なるべく簡便な試験法であ
る必要があるため，100音節を再編し出現頻度に応じて 50音節とした S57語表，とより簡略化し
て 20音節とした S67語表を用いている．補聴であるため，被験者は何らかの聴覚障碍を持ち，障
碍を取り除くために補聴器を適合する．つまり，電話網評価の様に単一のシステムに多くの人が
合わせるのではなく，特定の被験者に補聴システムを合わせるという観点での主観品質評価であ
り，統計的な標準値を求める客観評価はあまりなじまない．
その他の利用
上記二つの事例は，人が発話した音声（以下，自然音声）のシステムにおける劣化や聴取者の
聴力変動による明瞭度の評価であった．この他に，合成音声や雑音抑圧音声に関する研究開発で
も明瞭度試験を利用するようになった．合成音声／雑音抑圧音声は自然音声と大きく異なり，不
自然な（機械的な）発話や歪をもつ．自然さに着目した音声の品質劣化を評価する受聴品質では，
そもそも原音に音響的・言語的劣化のある合成音声の品質は計測できない．よって，合成音声そ
れ自体の質を求める必要があり，当初は明瞭度評価が用いられた [59]．しかし，初期の合成音声は
人間の様な調音結合14が十分に行えない問題があったため，調音結合を加味した全ての音節を評価
する必要があった．日本語の場合は，母音と子音の数は英語その他外国語よりも圧倒的に少なく
語頭・語尾の調音結合を加味しても総音節数は 195であり，明瞭度試験の規模はそれほど多くな
らない．一方で，外国語では，子音のクラスタ化，語中や語尾の調音結合でのみ出現する子音な
ども評価しなければならなく，評価音数が現実的ではない [60]．よって，単語を用いた了解度試験
が検討されるようになった．
1.2.4 了解度
英語圏における了解度試験法
音節数の問題から，明瞭度試験から了解度試験に置き換える検討は欧米圏で特に盛んになった．単
語を用いた試験はFletcherらも行っていたが，1944年にEganによって，音素バランス（Phonetic
nalamce）リスト [61]が提唱され，広く使われている．1958年に Fairbanksは CVC型の Rhyme
testを考案した [62]．その後，1965年に Houseらによって修正され，CVC型単語 6種類の中か
ら 1種類を選択するMRT（Modied Rhyme Test）に改良された [63]．さらに，Voiersによって
DRT（Diagnostic Rhyme Test）[64, 65]が考案された．DRTはその後，ANSI（American National
Standards Institute）において規格化され，現在でも更新されている [66]．DRTで用いる単語を
14連続的に音声を発するときの声道形状の変化で，音響的特徴を変化させる
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Table 1.3に示す．表からわかるように第 1子音のみ異なる単語対を 6種類の子音特徴ごとに 16単
語対用意しており，総単語対 96対で総数 192単語の単語リストである．対になる音素は Jacobson，
Fant，Halleによる JFH音表に従っている [67]．表の行方向は後続母音を統一しており，後続母音
ごとの分析にも用いることができる．DRTによる了解度は，式（1.3）で求める．Ncorrectは正当
数，Nincorrectは誤答数，Ntestsは実験単語総数を示す．この式は二択による正答率バイアス値で
ある正答率 50%への漸近を補正する．
DRT intelligibility =
Ncorrect  Nincorrect
Ntests
 100[%] (1.3)
Table 1.3: Word pairs used in diagnostic rhyme test(DRT)
Voicing Nasality Sustention Sibilation Graveness Compactness
veal feel meat beat vee bee zee thee weed reed yield wield
bean peen need deed sheet cheat cheep keep peak teak key tea
gin chin mitt bit vill bill jilt gilt bid did hit t
dint tint nip dip thick tick sing thing n thin gill dill
zoo sue moot boot foo pooh juice goose moon noon coop poop
dune tune news dues shoes choose chew coo pool tool you rue
vole foal moan bone those doze joe go bowl dole ghost boast
goat coat note dote though dough sole thole fore thor show so
zed said mend bend then den jest guest met net keg peg
dense tense neck deck fence pence chair care pent tent yen wren
vast fast mad bad than dan jab gab bank dank gat bat
ga calf nab dab shad chad sank thank fad thad shag sag
vault fault moss boss thong tong jaws gauze fought thought yawl wall
daunt taunt gnaw daw shaw chaw saw thaw bong dong caught thought
jock chock mom bomb von bon jot got wad rod hop fop
bond pond knock dock vox box chop cop pot tot got dot
これらは単語了解度試験であり，より自然な会話コミュニケーションの評価のために文章リスト
を用いた文章了解度試験も検討された．特に 1970年代に老人性難聴評価に用いるための手法がい
くつか開発され，M. Oldmanによる 8種の短文の意味の伝わり方の 9段階評価 [68]．D.N. Kalikow
による文章リストの検討 [69]，R. Plompgaによる 13文のリストによる徴取実験の例がある．こ
れらは，文章を用いた聴力検査であるものの，難聴者の傾向分析向けであり，文章リスト内の難
易度や評価の訓練効果についてはあまり言及されなかった．これらとは異なる文章を用いた了解
度試験に，Nilssonmによる HINT（Hearing In Noise Test）[70]があり，これは自立語 4{6文節
の文章の自立語正答率が 50%となる SNR値である SRT（Speech Recognition Threshold）を求め
る．これは文章を用いた評価であるが，自立語正答率を使うこと，SRTを求めることが目的であ
ることから，MRT，DRTと異なり直接了解度を求めてはいない．この他にも，特に人口内耳の開
発向けに特定の聴能力を検査するための単語を用いた試験法がいくつかあり，了解度試験に分類
される [71]．
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建築音響分野での了解度
本邦での了解度試験法の確立は，明瞭度試験の簡便さもあり，欧米諸国と比べ遅れていた．建築
音響分野では，1953年に幸田，久我による明瞭度及び了解度の評価が始まった [72]．その後，「明
瞭度試験法の基準」[54]が飯田によるの問題提起 [73]があったものの長く使われてきた．了解度
に関しては 1984年の戸井田による野外拡声装置によるエコーとノイズが文章了解度に与える影響
の検討 [74]など少数の例しかない．単語リストの構築については，小川による無意味三連音節の
検討 [75]や佐藤らによる文章了解度音表 [76]があったものの，試験法としての標準化はみられな
かった．
臨床における聴力検査での了解度
続いて，本邦における臨床での聴力検査等に用いる了解度試験について述べる．まず，1989年
に田中らによる補聴器フィッティング用の単語リストTY{89の作成がある [77, 78].これは 2音節
や 3音節の単語リストや日常生活文，不自然な文などの音源が入っていたものの，単語リスト内の
難易度統一（後述する親密度など）を行っていない問題がある．この他に，単音節，成人用単語
及び日常会話，幼児用の 2音節または 3音節単語と 2語または 3語文のリスト，幼児用リストなど
が入っているエスコアール社の CI{2004[79]があが，どちらも S57と S67を置き換えるところま
では至っていない．さらに，HINTの日本語ローカライズ版として井脇らによる Japanese{HINT
がある [80, 81, 82, 83]．これは文章リストの文内の音素バランスは取れており，了解度と英語版
HINTの他，ローカライズした国の評価結果の SRTを直接比較できる利点がある [84]ものの，評
価環境（評価室）差の影響がみられることから，これも標準化されていない．以上の様に，補聴
器フィッティング・聴力検査分野では，了解度試験が明瞭度試験を置き変えるに至っていないのが
現状である．
親密度別単語了解度試験
了解度試験の標準化には音韻論的な音素バランスだけでなく，言語的な難易度の検討が必要と
の指摘がされている．難易度の統制に用いられる尺度に単語親密度 [85, 86, 87]がある．単語親密
度は主観評価による単語のなじみの評定値である．単語親密度は，新明解国語辞典第四版 [88]に
収録されている自立語約 80000語について文字または音声提示による 7段階の評定値であり，雑
音環境下での認知率が異なることが確認されている [89]．このため，了解度試験に用いる単語リ
ストは表内の親密語がある程度統制されていなければ，表内単語の統計解析に正確さを欠くこと
となり実用上の問題が出る．
単語親密度に配慮した了解度試験単語リストに，坂本らによる「親密度別単語了解度試験（Fa-
miliarity controlled Word lists 2003：FW03）」[90]がある．これは日本語の語彙特性 [85]で分析
された日本語単語のうち，4モーラの単語を単語親密度を高親密度から低親密度まで 4分し，親密
度グループごとに 1リストあたり 50単語の了解度試験用単語リストとして作成された．また，単
語認知に用いているモーラの同定 [91]，詳細な SRTの検証 [92]，加齢による聴力低下の影響評価
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[93]，臨床向けに 20単語に削減した FW07[94]，GUI化へ向けたクローズドセット15の検討 [95]，
及び心的辞書 [96]の概念を用いた推定 [97]と言った詳細分析がされている．また，様々な音声シ
ステムの品質評価に利用されている [12, 98, 99, 100, 101]．さらに，FW03の単語を用いた了解度
試験と併用して，空間伝播するの音声伝送性能を評価する森本らの「聴き取りにくさ」心理指標に
も用いられている [102]．FW03の単語リストのうち高親密度（7.0~5.5）の例をTable 1.4に示す．
Table 1.4: Word lists examples included in the familiarity{controlled word lists 2003(FW03)
アマグモ イマフウ ウチガワ オシダシ オヤモト
ガニマタ キタカゼ キュウショク グウタラ ケイサツ
ゲンイン コウフク ザイガク サイジツ ジツブツ
シハライ シャブシャブ スタミナ セツリツ ソラミミ
タナバタ ダンタイ チョウハツ チンタイ ツナガリ
デマカセ ドクヤク トビバコ ナツバショ ニンニク
ネアガリ ハダイロ パチンコ バランス ヒキダシ
ブランド フリガナ ホウタイ マンルイ ヤマカジ
ユウワク ヨクネン ランパク リクジョウ リャクダツ
レンパイ ワタクシ カシパン クスリヤ ミジンコ
二者択一式日本語音声了解度試験
FW03はリスト内の難易度の統制は取れているものの，その設計思想は補聴器フィッティングを
前提とした了解度試験である．このため，音声システム設計時の設計開発期間における少人数の被
験者による繰り返し評価と言った主観評価に慣れることが想定される環境では，慣れによる評価値
の向上がみられる [103]16．このため，十分にトレーニングを積んだスタッフを用意するか，トレー
ニングの影響が有意ではない評価法が必要になる．前者は電電公社時代の明瞭度試験クルーがこれ
にあたる．後者の観点から，わずかな練習ですむ了解度試験法として，VoiersによるDRT[64, 65]
を日本語にローカライズした近藤らによる二者択一式日本語音声了解度試験（以下，JDRT）があ
る [21, 104]．JDRTは単語親密度を 6.0以上に統制し，トレーニングの影響が小さいことがわかっ
ている [105]．また，英語版と同じ 96単語対 192単語セットを用いた評価から，日本語の音韻特
徴を加味した 60単語対 120単語で十分なことを確認している [106].考慮した日本語の音韻特徴表
をTable 1.5に示す．表中で \+"は特徴が有意な子音，\{"は特徴が無い子音，\0"は特徴がどち
らでもないものを示す．表中の特徴から 1特徴のみ異なる子音のペアを分析する子音特徴とする．
JDRTの子音特徴を以下に示す．
Voicing JFH分類では vocalic { nonvocalicに相当する，有声音と無声音の分類．有声音は声帯
の振動を伴う音，無声音は声帯の振動を伴わない音である．比較的明快な分類である．
15了解度試験において，聴取した単語を自由回答させる方式をオープンセット，選択肢の中から回答させる方式をク
ローズドセットという．クローズドセットの場合，提示する単語数に応じて正答率のバイアス（偶発的正当）を補正し
なければならない．
16ただし，文献 [103]は話速変換処理の場合の検討である
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Nasality JFH分類では nasal { oralに相当する，鼻音と口音の分類．鼻音のスペクトルは，口
音のスペクトルよりも高いフォルマント密度を示す．つまり鼻音の方はフォルマントがはっきり
と現れているが，口音はそれほど鮮明ではない．
Sustention JFH分類では continuant { interruptedである．連続性子音 (狭窄音)と中断性子音
(閉鎖音)の分類．狭窄音の音の始まりは緩やかであるが，閉鎖音の音の始まりは急であり，鋭い
波頭がある．
Sibilation JFH分類では strident { mellowに相当する，粗擦音と円熟音の分類．粗擦音は波形
が不規則であり明確なフォルマント領域が認められない．また，規則的な波形と対立する．円熟
音はスペクトログラム上で，水平または垂直な縞を形成することがある．
Graveness JFH分類では grave { acuteであり，抑音と鋭音の分類17．もしくは低音調性と高
音調性の分類である．抑音はスペクトル上のエネルギーが低周波に集中するが，鋭音は高周波に
集中する．
Compactness JFH分類では compact { diuseに相当する集約性と拡散性の分類．集約性はス
ペクトル上のエネルギーが一つのフォルマント周波数に集中するが，拡散性は分散する．
Average 上記 6特徴の平均．主として他のコーパスを用いた了解度試験結果との比較，音素特
徴に依存しない実験要因の分析の際に用いる．これらの子音特徴を考慮した JDRTの 120単語セッ
トのリストを Table 1.6に示す．Table 1.3と同様に列方向に語頭子音特徴，列方向に後続母音で
揃えてあり，日本語の発音特性に合わせて解析ができる．表中の単語は固有名詞を避け，アクセ
ント型が統一された単語で構成されている．一方で，英語版と同様に語頭子音の影響しか見てい
ないため，語中，語尾の調音結合を加味した分析は原理上できない．
Table 1.5: The Japanese consonent taxonomy
Feature m n z J b d g w r j Φ s s c p t k h N ts c
Voicing + + + + + + + + + +                 +    
Nasality + +                                 +    
Sustention     +         + + + + + +         +     +
Sibilation     + +               + + +           +  
Graveness +     + +   0 +   0 +   0 0 +   0 0 0   0
Compactness       +     +     +     + +     + +     +
Vowel-like               + + +                      
JDRTも様々な音声アプリケーションの品質評価にも利用されている [21, 107, 108, 109, 110,
111, 112]．JDRTはクローズドセットであり，同一人物での条件を変えた品質評価に対して比較
しやすいメリットがある．英語版と同様に了解度は式（1.3）で求める．
17第 2フォルマントが比較的低い音を抑音，高い音を鋭音という．
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Table 1.6: Word pairs used in Japanese diagnostic rhyme test(JDRT)
Voicing Nasality Sustention Shibilation Graveness Compactness
財{才 万{番 箸{菓子 ジャム{ガム 枠{楽 焼く{沸く
zai{sai man{ban hashi{kashi jam{gam waku{raku yaku{waku
抱く-炊く 無い{台 旗{型 着{角 パイ{タイ 貝{パイ
taku{daku nai{dai hata{kata chaku{kaku pai{tai kai{pai
議事{記事 ミス{ビス 私利{地理 式{引き 見栄{似え 銀{瓶
giji{kiji nusy{bisu shiri{chiri shiki{hiki mie{nie gin{bin
銀{金 見る{ビル 昼{着る 知事{記事 ミス{ニス キザ{ピザ
gin{kin miru{biru hiru{kiru chiji{kiji misu{nisu kiza-piza
髄{粋 無理{鰤 好き{月 中{空 剥く{抜く 黒{プロ
zui{sui muri{buri suki{tsuki chuu{kuu muku{mili kuro{puro
寓{食う 無視{武士 砂{綱 純{群 無視{主 夕{ルー
guu{kuu mushi{bushi suna{tsuna jun{gun mushi{nushi yuu{ruu
税{生 面{弁 変{剣 シェア{ヘア 面{年 弦{弁
zei{sei men{ben hen{ken shea{hea men{nen gen{ben
出刃{手羽 練る{出る 縁{蹴り シェル{経る ペン{天 剣{ペン
deba{teba neru{deru heri{keri sheru{heru pen{ten ken{pen
象{僧 門{凡 星{蹴り 条{号 毛{脳 語気{簿記
zou{sou mon{bon hoshi{keri jou{gou mou{nou goki{boki
誤字{孤児 野良{銅鑼 掘る{凝る 所持{保持 ポロ{トロ 余暇{ろ過
goji{koji nora{dora horu{koru shoji{hoji poro{toro yoka{ロカ
1.2.5 音声信号品質
明瞭度と了解度の予測・推定を説明する前に，一般に音声信号の品質尺度として用いられる方
式を時間領域，周波数領域，両方を加味した方式に分けて概説する．時間領域からは信号対雑音
比 SNRと，短時間のセグメントに区切ったセグメンタル SNRについて述べる．音声の周波数領
域の品質尺度は，主として音声符号化・音声合成品質の推定に長い間用いられてきた [9, 11]．符
号化品質には 1.2.1項で述べた PESQに置き換わっているが，雑音抑圧音声品質評価には現在で
も使用されている18．ここでは周波数領域尺度の代表例として文献 [11]と文献 [114]で解説されて
いる方式から 5種類の方式について述べる．最後にこれらのハイブリッドとして，周波数重み付
セグメンタル SNRについて述べる．
時間領域信号品質尺度
SNR SNRは通信工学で広く用いられる音信号を含む信号量と雑音量の比のことで，明瞭度・
了解度に限らず通信品質の物理指標である．音声信号処理分野，音声通信分野では信号対雑音比
（Signal to Noise Ratio）を SNR19と呼び，聴力検査分野，建築音響分野では音声対雑音比を SNR
（Speech to Noise Ratio）と呼ぶことが多い．この二つは主信号を主音声とする限りにおいては等
価である．本論文では，音声信号の品質を主対象とするため，信号対雑音比を SNRと呼ぶことと
する．
18例えば文献 [113]では周波数領域尺度と PESQを比較している
19電気電子工学分野では S/N，SN比とも表記する一般的な指標である．
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定義式は式（1.4）で示す．x(n)は主信号（音声），x^(n)は劣化混みの音声信号で，N はサンプ
ル総数を示す．SNRはある程度の長さを持った信号のパワー平均の比であるから，特に極短時間
で変動する音声の品質評価には不向きと考えあられ，実際にMcDermottらは音声品質の予測に
は不適当なことを報告している [115]．オーディオ信号においても，聴覚のマスキング効果を積極
的に利用したMP3や AACでは，劣化が SNRに影響しないため，オーディイオ符号化品質推定
には使えない．一方で，実験系を構築する際の指標としては音声と雑音の比が明確であり，音質
評価指標よりも実験条件を統制する指標として広く利用されている．本論文では，セグメンテー
ションを行わない長時間の信号パワーを用いた信号対雑音比を SNRと呼ぶ．また，SNRは雑音
成分が大きいと値が小さくなり，品質が悪いことを示す．
SNR(x; x^) = 10 log10
NX
n=1
x2(n)
NX
n=1
fx(n)  x^(n)g2
(1.4)
セグメンタル SNR 音声信号はダイナミックレンジの広い信号であり，極わずかな時間で信号
パワーが変動する．しかし，SNRは全信号長から求めることから，パワーの大きい部分の寄与率
が大きい．この問題の解決のため，音声信号を極短時間のセグメントに分割し，その平均を求め
るセグメンタル SNR（以下，SNRseg）がある．定義式は式（1.5）で示す．式中の x(n)，x^(n)は
n番目の分析フレームでの音声と雑音重畳音声 (劣化音)であり，N は分析フレームのサンプル長
で，20～40 msecに設定されることが多い20．M は全フレーム数で分析時間長に依存する．SNR
と SNRsegは原理的には1の値を取りうるため，上限値と下限値を有限にすることが望ましい．
Hansenらは雑音抑圧した音声の音質評価に用いるとき，上限を 35 dB，下限を 10 dBとするの
が良いとしており，この値を用いることが多い [11]．本論文では，セグメンテーションを行う信号
対雑音比を上下限値にかかわらず SNRsegと呼ぶ．SNRと同様に，値が小さい方が劣化が大きい．
SNRseg(x; x^) =
10
M
M 1X
m=0
log10
Nm+N 1X
n=Nm
x2(n)
Nm+N 1X
n=Nm
fx(n)  x^(n)g2
(1.5)
周波数領域信号品質尺度
板倉{斎藤距離（最尤スペクトル距離） 周波数領域の音声品質尺度にB.H. Juangによる Itakura{
Saito距離尺度（以下 dISと呼ぶ）[116]がある．これは原音のスペクトルと線形予測によって得ら
れたスペクトルの距離尺度に Itakura{Saito（板倉{斎藤）距離 [117]を用いて音質を評価する．以
下の式（1.6）で与えられる．~aと ~adはそれぞれ原音と劣化音の係数ベクトル，2と 2d が，そ
れぞれ原音と劣化音の全極フィルタのゲイン，Rは原音の自己相関行列である．距離指標なので，
値が小さい方が性能が良い．
20文献 [9]では 32 msec，文献 [11]では 30 msec，文献 [12]では 25 msecが用いられている．
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dIS(~ad;~a) =
"
2
2d
#"
~adR~a
T
d
~aR~a
T

#
+ log
 
2d
2
!
  1 (1.6)
対数尤度比距離 dIS と同様の周波数距離尺度に式（1.7）に示す LLR距離尺度（Log{Likelihood
Ratio measure，以下 dLLRと呼ぶ）がある．これは dIS とほぼ同じだが，分散を利用したゲイン
推定が含まれない．このため，dIS と比べ，純粋にスペクトルの形状の比較である．dIS と同様に
距離指標なので，値が小さい方が性能が良い．
dLLR(~ad;~a) = log
 
~adR~a
T
d
~aR~a
T

!
(1.7)
対数断面積比距離 dIS，dLLRと同様に LPC係数を用いた音声品質指標に LAR距離尺度（Log
Area Ratio distance measure，以下 dLAR と呼ぶ）がある [118].これは 1979年に T.P. Barnwell
らによって提案された尺度である．LARは声道を断面積の異なる無損失音響管を接続したものと
モデル化し，接続点の断面積比（反射係数）を利用する音声品質尺度である．SNRsegと同様に
フレーム分割した結果の平均値により時間変動も取り入れている．dLARの式を式（1.8）に示す．
rと r^は原音と劣化音声の反射係数，M は分割したセグメント総数，mはフレーム番号を示す．
dLARも距離指標なので値が小さい方が性能が良い．
dLAR(r; r^) =
vuut 1
M
MX
m=1

log
1 + r(m)
1  r(m)   log
1 + r^(m)
1  r^(m)
2
(1.8)
重み付スペクトル傾斜距離 周波数スペクトルの傾斜の差を原音スペクトルと劣化スペクトルの
間で比較する距離尺度に，Klattらによる重み付スペクトル傾斜距離（Weighted Spectral Slope
distance measure以下，dWSSと呼ぶ）がある [119]．式（1.9）に定義式を示す．S(j;m)と S^(j;m)
が原音のスペクトルと劣化音のスペクトル，M はセグメント総数，mはセグメント番号，jは帯
域番号で，W (j;m)が重みを示す．dWSS では LPCスペクトルだけでなく，ペリオドグラムによ
るスペクトルでも比較可能である．また重みも 36帯域のもの [114, 119]，電話帯域に合わせて 25
帯域にしたもの [11]があり，用途に合わせて使用できる．このため，音声品質だけでなく音楽品
質への利用もみられる [120]．dWSS も距離指標なので，値が小さい方が性能が良い．
dWSS(S; S^) =
1
M
MX
m=1
kX
j=1
W (j;m)(S(j;m)  S^(j;m))
kX
j=1
W (j;m)
(1.9)
LPCケプストラム距離 LPCベースのスペクトル距離尺度に，LPCケプストラム係数の差であ
る LPCケプストラム距離（以下，dLPC と呼ぶ）がある．これはパーセバルの定理から対数距離
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尺度に等しく，セグメントごとの LPCケプストラム係数差の平均値を求める．B.S. Atalによる
定義式 [121]を式（1.10）に示す．Cと C^は原音と劣化音の LPCケプストラム係数で，M が最大
フレーム数，mがフレーム番号，P が LPC係数の最大次数，kが LPC係数の次数となる．dCep
も距離指標なので，値が小さい方が性能が良い．1.2.1項で述べたように，LPCケプストラム距離
は波形符号化方式を用いた符号化音声の受聴品質の予測性能が高い [9, 10]．
dCep(C; C^) =
1
M
MX
m=1
10
log 10
vuut2 PX
k=1
n
C(k;m)  C^(k;m)
o2
(1.10)
時間{周波数領域信号品質尺度
周波数重み付セグメンタル SNR 周波数領域の品質尺度はセグメントの時間平均を取るとはい
え，時間領域品質尺度である SNR，SNRsegと異なり，原信号スペクトルからの僅かな差を評価す
る方式であるから，騒音や残響による極端な劣化の評価には向かない．一方で，SNRと SNRseg
は全帯域の平均であるから，音声聴取に重要な帯域とその他の帯域を均質に扱っている．LPC係
数を用いた尺度はフォルマント周辺を評価することと等価であるため，信号の音声的特徴を評価
している．このため周波数領域の音声的特徴に配慮した SNRとして，周波数重み付セグメンタ
ル SNR（以下，fwSNRseg）が 1978年に J.M. Triboletらによって提案された [122]．定義式を式
（1.11）に示す．xと x^は原音信号と劣化音信号，mがフレーム番号，M がフレーム総数，jが帯
域番号，W が帯域ごとの重み，nがサンプル，N がフレーム長を示す．重みと帯域分割について
は評価対象によって使い分けられており，例えば，雑音抑圧音声について，品質推定に用いる場合
の比較 [113]や，了解度推定に用いる場合の比較 [123]がある．fwSNRsegも SNR，SNRsegと同
様に値が小さい方が品質が悪い．本論文では，fwSNRsegの重みを明示して，fwSNRseg(重み名)
と表記する．
fwSNRseg(x; x^) =
10
M
M 1X
m=0
KX
j=1
W (j;m) log10
Nm+N 1X
n=Nm
x2(j; n)
Nm+N 1X
n=Nm
fx(j; n)  x^(j; n)g2
KX
j=1
W (j;m)
(1.11)
1.2.6 明瞭度・了解度の予測と推定
明瞭度・了解度の予測に使われる標準化された方式として，AI，STI，SIIとその経緯について
述べる．
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AI
Fletcherらの明瞭度と単語を用いた了解度の検討は，1947年にFrenchらの検討 [56]により明瞭
度と了解度の関係が定式化され，1950年に Fletcherらが改良した [124]．その後 1962年にKryter
によって明瞭度指数AI（Articulation Index）が提案された [125]．AIは 1969年にANSI S3.5{1969
として標準化されている [126]21．AIは明瞭度がそのままでは相加性が成り立たないため，物理指
標と対応させることを目的として考案された．AIは帯域ごとの明瞭度への貢献具合（明瞭度貢献
指数）の総和が音声の明瞭度になるという考えに基づく．AIの定義式を式（1.7）に示す．全バン
ドにおける明瞭度をAIとした時，20個に分割した i番目の音声対雑音比 SNR(i)を求め，その線
形結合によって AIを求める．SNR(i)は，信号部／劣化信号部共に，バンドパスフィルタを通し
て帯域に分割したのちに，式（1.4）と同様に求める．SNR(i)がR dB以上の場合は，騒音が十分
に小さく明瞭度への影響は無いとみなし，その帯域の明瞭度に対する貢献は上限値であるとする．
本規格ではR = 30となっている．Sはシフト項で，SNRが明瞭度に寄与しなくなる最小の SNR
との差である．これもAIの規格では S = 0だが，電話網評価以外でAIを利用する際に用いられ
るので併記した．分割する帯域幅と平均周波数を Table 1.7に示す．
AIの値は 0.3以下が「悪い」，0.3から 0.5は「普通」，0.5から 0.7は「良い」，0.7より大きい
場合は「非常に良い」とされる．このため，後述の様に式中の SとRをいくつに設定するかが規
格制定後も議論された．
AI =
1
20
20X
i=1
min(SNR(i); R)  S
R
(1.12)
Table 1.7: Frequency bands of equal contribution to the AI
Number Frequency Mean Number Frequency Mean
limits（Hz） frequency（Hz） limits（Hz） frequency（Hz）
1 200{330 270 11 1600{1830 1740
2 330{430 380 12 1830{2020 1920
3 430{560 490 13 2020{2240 2130
4 560{700 630 14 2240{2500 2370
5 700{840 770 15 2500{2820 2660
6 840{1000 920 16 2820{3200 3000
7 1000{1150 1070 17 3200{3650 3400
8 1150{1310 1230 18 3650{1250 3950
9 1310{1480 1400 19 4250{5050 4650
10 1480{1660 1570 20 5050{6100 5600
AIの日本語での評価は三浦らによってなされた [127]．日本語では明瞭度貢献度の周波数分布が
他言語の分布とやや異なる22ことといった，英国英語，米国英語と日本語の傾向差を報告してい
る．また，式（1.12）のRは日本語に対しては 35 dBが良いと報告している [128]．また，佐藤ら
は帯域騒音（中心周波数が 0.5，1，2，4 kHzの 1/1オクターブバンドノイズ）と明瞭度評価音声
21後述するように，現在では ANSI S3.5{1997に更新されている．
22文献 [127]の図 4.49参照．他言語は概ね 0.5から 1.2 kHzに 1つピークを持つゆるやかな山型なのに対し，日本
語は 0.7 kHzと 1.9 kHzに 2つのピークを持つ．
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を別のスピーカから提示し，SNRごとに AIを用いた明瞭度予測を若年者と高年者に対して行っ
た [129]．その結果，三浦らと同様にR = 35，Sは騒音レベルと被験者の年代（被験者の聴力）に
よって最適値を選ぶのが望ましいと報告している．この結果はシフト項 Sは，「電話網の評価」や
「空気伝送系での評価」と言った評価系による最小可聴レベルを揃える項として有効であることを
示している．
以上の様に，AIは伝送系のレスポンスや周波数領域のひずみに対して頑強であるものの，原理
的に長時間の音声信号と雑音信号の平均パワーを用いているため，時間変動する残響やエコーな
どが及ぼす時間領域での波形ひずみの影響評価には向かない．
STI
建築音響分野では，残響の影響による音の明瞭度・了解度の変化を予測・推定することがホー
ルなどの空間設計に有効である．残響はごく時間変動する加算性の雑音とみなされるため，AIで
はその影響を正しく評価できない．1974年に島原による明瞭度指標 [130]があり，感覚量として
の空間伝搬明瞭度を予測した．その後，騒音下による明瞭度試験と予測が行われ，1978年から 79
年にかけて，植松，曽根らによるランダム騒音の主観評価 [131]とその推定 [132]が行われた．そ
の結果，定常騒音と同様に等価騒音レベルによって音声明瞭度・了解度の変化をうまく表現でき
ることが示された．これに関連し 1979年には Lathamによってホール音響でも SNRに依存して
明瞭度が変化することを報告している [133]．
これらの成果を踏まえて，1980年に SteenekenとHoutgastが音場内を伝達する音声波形の包絡
線が残響や騒音により変形することに着目し，100%振幅変調した試験音を用いて変調度伝達関数
（Modulation Transfer Function：MTF）の変化量を評価する STI（Speech Transmission Index）
[134]を提案した．STIのダイアグラムをFig. 1.3に示す．STIは音声を模擬したノイズ（以下，模
擬ノイズ）を振幅変調し，伝送路を空気伝搬させ多のち，バンドごとに包絡を求める．そして伝送
路を経由しない模擬ノイズ自体の包絡と比較し，変調伝達関数（Modulation Transfer Function：
MTI）を帯域と変調度ごとに求める．求める帯域幅は，125～8000 Hzの範囲の 1/1オクターブバ
ンドで，変調度は 0.63～12.5 Hzの範囲に 14あり，この組み合わせは合計 98個である．これらか
ら見かけの SNR（式（1.7）の SNR(i)に相当）を求め，式（1.7）をR = 30，S =  15としてオク
ターブバンドごとに平均する．最後にオクターブバンドごとに重みをかけて平均し，STIとする．
STIはその後 ISO 9921[135]と IEC 60268[136]として標準化され，現在でも更新され続けている．
また，STIは 98個のMTIを求めるため，規格策定当初は計算量の問題があった．そのため様々な
簡易計算法が考案され，その中で 9個のMTFから求める RASTI（RApid STI）が IEC 268{16
として標準化されている [137]．
STIの明瞭度予測能力は音韻バランスのとれた日本語の音節明瞭度に対して 5%程度の誤差であ
るという報告がある [138]．さらに，小涼らによる計算に用いる諸パラメータを日本語に最適化の
検討がある [139]．しかし STIでは全ての劣化を明瞭度・了解度の低下としているため，残響の中で
も初期反射は明瞭度・了解度をむしろ向上させるという結果 [140]と矛盾している．このため 2010
年の翁長によるUDP（Useful{to{Derimental ratio by Pulse）といった新物理指標の検討 [99]や，
Sanderによる binoral STI[141]といった改良も検討されている．また，STIを求めるための音声
模擬騒音を用いずに，観測信号からMTFをニューラルネットを用いた回帰で予測する手法が検討
20
Noise
(simulated speech 
spectrum)
Envelope
modulation
Channel
under test
Band-pass
filter
Envelope
detection
Modulation index
analysis (band-wise)
Averaging STI
Fig. 1.3: Simplied diagram of the STI measurement
されている [142]．
SII
SII（Speech Intelligibility Index）はAIの後継規格でANSI S3.5{1997で標準化されている [143]．
その名の通り了解度を予測する指標で，STIの計算で用いた手法のいくつかを AIに組み込んで
いる．SIIの定義式を式（1.13）に示す．W (i)は Band importance functionで， Critical band
（Table 1.7とほぼ同等の 20帯域とそれ以上の帯域で 21帯域），1/3オクターブバンド（18帯域），
Equally{contributing critical band（17帯域），1/1オクターブバンド（6帯域）の 4種帯域分割
法ごとの重みが規定されている，1/3オクターブバンドの時の了解度試験法ごとに標準化されてい
る重みを Fig. 1.4に，各種明瞭度・了解度試験に合わせた重みを示す23．平均的な環境で計測する
場合には，average speechを用いることが推奨されている．帯域分割数 iは，各重み系列ごとの帯
域の番号を，imaxは最大帯域数をそれぞれ示す．L(i)は Speech level distortion factorで，評価し
たい音声の音量レベル Sp(i) dBと標準発話の音量レベル nSp(i) dBからの差を示し，式（1.14）
で示す．本規格で定められている nSp(i)を発声方法ごとに Fig. 1.5に示す．SNR(i)は音声と雑音
の比であることには変わりないが，加齢による最低可聴値の上昇を耳内ノイズと仮定して扱うこ
ととなっている．耳内ノイズの仮定と，音声の発話音量を補正する L(i)が導入されているところ
がAI，STIと異なる．
SII =
imaxX
i=1
W (i)L(i)
SNR(i) + 15
30
(1.13)
L(i) = min
"
1; 1  Sp(i)  nSp(i)  10
160
#
(1.14)
23凡例の試験法については文献 [71]に詳しい．
21
100 1000 10000
0
0.02
0.04
0.06
0.08
0.1
0.12
Frequency（Hz）
w
ei
g
h
t
 average speech
 nonsense syllable tests
 CID-22
 NU6
 DRT
 short passages of easy
         reading material
 SPIN
 CST
Fig. 1.4: Standardized weights of SII
100 1000 10000
0
10
20
30
40
50
60
 normal
 raised
 loud
 shout
frequency (Hz)
sp
ee
ch
 l
ev
el
 (
d
B
)
Fig. 1.5: Standardized speech level of SII
1.2.7 了解度推定に関する既存研究の課題
AI，STIと SIIは共通して SNRの計算を持つ．1.2.5項で述べたように，SNRはパワーの大きい
部分の寄与率が大きい．つまり，SNRsegの様に音声のダイナミックレンジの広さを考慮するとパ
ワーの小さい部分の考慮，つまり音声の時間変動に追従できる評価法が必要である．この様な観点
から，特に聴覚障碍者向けの人工内耳や補聴器の設計指標に用いるために様々な尺度の比較が行わ
れている [113, 123, 144]．比較されている指標は，1.2.5項で述べた音声品質尺度の他に，SIIの聴覚
重みを用いた fwSNRseg[123]，劣化音と原音の相互相関を重みにした SNRであるCSII（coherence
SII）を高域，中域，低域に分けて求め，MARS法（Multivariate adaptive regression splines）[145]
を用いたスプライン平滑化回帰24を行った I3[146]，20のクリティカルバンドごとに正規化共分散
距離を重みとした SNRであるNCM（Normalized Covariance Metric）[147]，25のクリティカル
バンドごとに重みをつけた SNRを正規化して平均した，AI{ST（Short-Term Articulation Index）
[123]などである．文献 [123]の比較で最も性能が良かったのは I3であった．I3は SNRをベース
とした特徴量から，了解度に対する非線形な回帰を行う手法であり，了解度が SNRだけでは説明
できないことを示唆している．さらに，同一の雑音抑圧手法による了解度の国際比較 [148]では，
言語ごとの評価単語が異なるなどの要因により，言語観の比較もそのまま行うことが出来ず，言
語間の相互変換指標も望まれる．
一方で，STIと SIIでは重みづけしたクリティカルバンドやオクターブバンドを用いている．こ
のバンドごとの重みは聴覚特性を模擬している．STI，SII以外の推定で近年広く用いられるPESQ
を用いた了解度推定 [21, 113, 149, 150]は，前述したようにバークスペクトル領域でのひずみの
比較になるため，人間の聴覚特性を利用した了解度推定とみなせる．この他に，高品位合成音声
用に，加藤らによる時間{ラウドネスマーカ表現といった聴知覚特性を用いた了解度推定 [151]と
いった検討もある．これらは重み付 SNRよりも人間の聴覚を再現しているため，推定性能は高く
なるものの，音声を妨害する雑音・騒音が少なかったり，クリーンな音声のみに対応可能といった
制限がある．特に「音声を最も妨害するのは音声である」という発想から，スピーチノイズやバ
ブルノイズといった音声を用いた騒音は広く用いられているものの，多様な騒音下での了解度に
関する研究例は主観評価，客観評価共に少ないといった課題がある．
24非線形関数を部分的に見れば，直線に近似できることに着目した回帰手法．
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また，了解度は主観評価によって求めるため，騒音が異なる条件は全て評価しなければ正確な
値はわからない．騒音による了解度低下が無いような電話系では 1.2.2項で述べたように主音声の
音量が了解度を決定する．また騒音が発生する系では，AIや SII，STIが SNRを含むように主音
声と騒音のパワー比で大局的な傾向はわかる．しかし，聴覚マスキングは SNRを含む指標だけで
説明できるエネルギーマスキングだけでなく，より心理的な情報マスキングを考慮する必要があ
る．特に非定常な騒音ではごく短時間に SNRが大きく変動するため，従来の SNRを中心に据え
た指標では不完全である．しかし，あらゆる非定常な騒音環境を評価することは現実的ではない
ため，必要最低限の騒音数に絞り込む必要がある．田中らは，了解度に影響する騒音の分類に印
象評価試験（形容詞対を用いた騒音の音色評価試験）の結果によるクラスタリングを試みている
[152]．この他にも周囲環境音認識に関する研究 [153]等があり，了解度の変化が同傾向な騒音環境
を分類することが求められている．
1.3 研究目的と論文構成
1.3.1 着眼点と研究目的
本研究の目的は，多様な騒音環境を模擬し，音声了解度の主観評価を行い，その結果を推定す
ることである．
このためにまず，筆者らがこれまでに検討してきた被験者を中心とした同心円状に騒音がある
系を用いて，主観評価結果と 1.2.5項で述べた音声品質の物理指標及び PESQを用いた推定結果
を比較し，既存の手法による推定の問題点について述べ，見つかった問題点の解決法を提案する．
次に，提案する手法の多種多様な騒音を用いた了解度試験を行い，その主観評価結果を推定す
る．この時，騒音の種類による了解度への影響は，文献 [152]と同様に複数のクラスタ（了解度変
化が同系統な騒音群）に分類されると予想される．例えば，AI，SIIでも推定可能と考えられる定
常騒音を多く含むクラスタ，時間変動を考慮した推定が必要な極短時間での変動を多く含む非定
常騒音のクラスタ，音声的要素の多いクラスタと言ったものが考えられる．本論文では，騒音の
種類をいくつかのクラスタに分類し，そのクラスタごとに最適な推定関数を用いることを検討す
る．これにより，高精度な了解度推定が可能であると考えられる．クラスタリング手法について
は，機械学習分野において教師なし学習による分類として広く研究されており，異分野での応用
例も多い．本論文では騒音の了解度に対する特徴について事前知識なしで分類し，分類結果を用
いた推定法の検討に重点を置くこととする．分類に用いる特徴量には騒音の音色情報から求まる
特徴と，その環境における発話を用いた音声言語の特徴の二つが考えられる．音色情報を用いる
ことで，評価単語に関わらず騒音の分類が可能になる．本論文では，音色特徴を用いたクラスタ
リングを行う．言語情報に関しては，推定のための回帰関数をクラスタごとに別途用意すること
で主観値と対応の取れた精度の高い推定を目指す．
推定関数に用いる回帰関数は，多くの了解度推定で用いられた，線形回帰やロジスティック回帰，
シグモイドカーブフィッティングといった線形モデルや一般化線形モデルを用いたパラメトリック
回帰による推定関数の作成も検討するが，より複雑な非線形関数への回帰も必要であると考える．
パラメトリック回帰は説明変数に用いる物理量25と了解度の関係に対して関数の形状を仮定して
25多くは SNRを中心としたエネルギーマスキングを説明する物理指標．
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適合する．このため，情報マスキングについては関数の形状以外に考慮していない．1.2.7項で述
べた I3のように，仮に説明変数の物理量がエネルギーマスキングのみであっても，目的変数であ
る了解度に対して，ノンパラメトリックで複雑な非線形関数を用いれば，その非線形な変換は情
報マスキングの考慮を模擬すると考えられる．
ノンパラメトリックな回帰の代表例として，機械学習による非線形関数への回帰があり，本論
文で検討する．しかし，一般に機械学習を用いた非線形回帰は説明変数に用いる特徴量ベクトル
の次元数が多い場合や，サンプル数が少ない場合に過学習による汎化性能の低下が起こる．この
様な問題を考慮した回帰手法にサポートベクトル回帰（Support Vector Regression: SVR）があ
る．SVRはサポートベクトルマシン（Support Vector Machine: SVM）[154]と同様の手法を用
いており，正則化，サポートベクトルのマージン最大化，-不感応関数の利用といった内容を考
慮した回帰手法である．機械学習による回帰は，学習データに対して最適な回帰係数の決定であ
り，特徴量として用いた物理量に対する重みづけである．この重みは，本章のこれまでに述べて
きた多くの検討で比較されてきた聴覚重みとは本質的に異なり，了解度推定のためだけの周波数
重み26をつけることになる．純音または，バンドパス・ノイズを用いた聴覚実験に基づく聴覚フィ
ルタは，言語に依存しない普遍的な人間の聴覚を模擬している．しかし，言語を用いた品質では，
単語親密度等の聴覚以外の言語情報による品質も考慮しなければならない．機械学習による回帰
は，解きたい問題のメカニズム解析は行えないが，ブラックボックスとして高精度な推定モデル
を求めることには有効である．I3で用いているMARS法によるスプライン回帰は，特徴量の変化
傾向メカニズムは比較的解析しやすいが，SVRよりも汎化性能が低いといった報告（たとえば文
献 [155]）もある．本研究は，これまで解析されてきた聴覚メカニズムに基づく了解度予測に対し
て，たとえブラックボックスであったとしても汎化性能が高い予測ができるのならば，今後の音
声アプリケーションの開発に非常に有効であり，よりよい音システムの設計に関する基盤技術と
なることが期待される．また，機械学習による推定性能の上限が明らかになれば，聴覚のメカニ
ズムに基づいた予測法の発展に対しても目標値になることが期待される．
以上，本研究では，機械学習分野の手法からクラスタリングと SVRを選択し，これらを組み合
わせた了解度推定法を提案する．騒音のクラスタリングに用いる特徴量は騒音の音色情報を用い，
SVRの特徴量はエネルギーマスキングを説明するセグメンタル SNRを音声聴取のクリティカル
バンドごとに用いた特徴量を用いる．そして，検討事例の多い客観音質値を用いたパラメトリッ
クな回帰を用いた了解度推定法に対し，提案法が未知のデータに対する汎化性能の高い手法であ
ることを検証することを本論文の目的とする．
1.3.2 本論文の構成
本論文は本章を含め，全 7章で構成される．2章では，被験者を中心とした同心円状に騒音があ
る系における了解度評価と推定について述べ，騒音下での了解度試験とその推定に関する問題点
を整理する．そのために主観評価結果の分析，相関係数の比較，ノイズクローズドな条件での推
定比較，ノイズオープンな条件での推定比較を JDRTの子音特徴ごとに行う．3章では，2章の結
果より騒音下での了解度推定の課題に対する解決法として，機械学習を用いた了解度推定法を提
案する．4章では提案推定法のうち，騒音クラスタリングによる騒音の分類と主観評価による分類
26聴覚的実験に基づかないため，本論文で求める重みは聴覚重みと区別して「周波数重み」と呼ぶ．
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結果の解析，2章と同様の手法による推定関数の作成を行う．5章では，4章の分類結果を用いた
了解度を学習データとして，SVRと他の回帰手法を用いて推定関数の作成とその性能評価につい
て述べる．6章では，4章と 5章で作成した推定関数を用いた了解度推定について，未知データに
対する汎化性能を比較する．7章では全体を総括する．
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第2章 バイノーラル音声システムと既存尺度によ
る了解度推定の検討
本章では，騒音下での音声了解度試験とその推定のための予備実験として，被験者を中心とし
た同心円状に妨害騒音を配置した実験系における音声了解度の主観評価結果と，既存尺度による
推定について述べる．主観評価には JDRTを，推定には，1.2.5節で述べた客観音質評価指標と
PESQを説明変数とした非線形最小二乗法によるシグモイド・ロジスティック関数のカーブフィッ
テイングを用いる．そして，本章の結果より得られた課題について次章以降で解決していく．
2.1 検討する主観評価モデルと実験の設定
2.1.1 実験モデル
本章で検討する主観評価モデルは，Fig. 2.1に示す筆者らがこれまで検討してきた 3次元音響会議
システムに関する基礎検討 [108, 109, 111]で用いてきたモデルである．本システムは，MIT Media
Lab.で公開されているKEMAR{HRIR[156]をドライソース音源1に畳み込み，仮想的な音源がそ
の方位にあることを近似する．これにより複数話者発話による輻輳を押さえた音声通信をめざす．
このための音声の聞き取りやすさ指標である了解度の主観品質評価を行ってきた [108, 109, 111]．
主音声の了解度の主観評価には 1.2.4項で述べた JDRTを用いる．了解度は JDRTの評価音を聴
取し，式（1.3）によって求める．
(a) Conventional system    (b) Proposed System 
Fig. 2.1: Image of proposed system
システムの音像配置イメージをFig. 2.2に示す．被験者を中心とした同心円状に仮想音像の騒音
が 45単位で定位される．評価単語を発話する話者音像は被験者の正面（0）に定位する．騒音は
1モノラルの原音信号．本論文では定位感のない信号をドライソースとしている．
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話者音像と同位置に定位したときの 2話者それぞれ 120評価単語の平均パワーとの SNRin2が 0 dB
となるように設定した．SNRが正の時は話者より遠い円上にある騒音を，負の時は話者より近い
円上にある騒音を近似する．評価信号の生成手順のブロックダイアグラムを Fig. 2.3に示す．入
力した騒音信号に事前に求めてある音声信号とのパワー比を揃える係数 を乗じ，定位したい方
位のHRIRを畳み込む．今回用いたKEMAR{HRIRはダミーヘッドの左右対称性を利用している
ため，片側の特性を折り返して用いるため，本論文では右耳を基準とし，左耳には 360から引い
た方位の右耳のHRIRを畳み込む．そして距離を模擬したゲイン 1/aを乗じ3，正面に定位した音
声と加算する．
Fig. 2.2: Location of localized sound source
Fig. 2.3: Test signal generation procedure
2.1.2 評価音声と騒音信号
本節では主観評価に用いる評価音声と騒音信号，および実験に用いる SNRinの設定を述べる．
2本論文では，実験音声の解析に客観音声品質指標として用いる SNRと区別するために，実験の設定に用いた SNR
を SNRin と呼ぶこととする．
3被験者から発話者までの距離を aとし，その逆数に相当するゲインを乗算した．
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評価音声
評価音声には 1.2.4項で述べた JDRTの 120単語コーパスを男女各 1名分づつ用いる．用いた
2話者の発音から，鼻音性比較の属性であるNasality子音特徴比較を行う単語対のmanと banの
スペクトログラムを Fig. 2.4に示す．上は女声で，下が男声，左がmanで右が banである．この
単語対は先頭子音以外の音が母音であるため，フォルマントがみられない区間でエネルギーがあ
る区間4が第一子音となる．図より，同一話者では単語対間のフォルマント遷移傾向が同じであり，
同一単語では子音部のエネルギー分布が話者によらず同傾向であり安定した音声セットであるこ
とがわかる．
 
Fig. 2.4: Example of spectrogram man{ban word pair(Nasality)
評価騒音
評価単語音声を妨害する騒音には，TY{89[77]に収録されているマルチトーカノイズ（以下，
Babble），白色雑音（以下，White），電子協騒音データベースのダイジェスト版 [157]に収録さ
れている電車騒音（以下，Railway）と幹線道路騒音（以下，Highway）から 1 sec切り出して使
4単語の切り出しについては，文献 [21, 104]の検討時のままであり，男女間で統一されていない．スペクトログラ
ム冒頭の無音区間は子音ではなく発話前の区間である．
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用する．電子協騒音データベースはワンポイント・ステレオマイクで録音されているため，定位
音源のためのドライソースとするために左右両チャンネルを加算平均してモノラルの音源として
からHRIRを畳み込むこととする．
各騒音を切り出して 2話者分の評価単語の平均パワーに統制して使用する．統制後の騒音のスペ
クトログラムをFig. 2.5に示す．図より，Babbleは 1 kHz周辺にパワーが集中しており，騒音デー
タベースから選択した 2種はBabbleよりは広く分布している．僅かにRailwayの方が，1 kHz周
辺にパワーが集中する傾向にある．Whiteは平坦に分布している．
 
Fig. 2.5: Spectrogram of noise
実験設定
実験の設定を Table 2.1にまとめる．前節の 4種の騒音に HRIRを畳み込み，Fig. 2.2に示し
た 8方位に定位した．定位に用いた HRTFスペクトルの例として，DRT評価音声に畳み込んだ
KEMAR{HRTFのスペクトルを Fig. 2.6に示す．SNRinは正面 0の音声と同じ位置にあるときを
0 dBとして，6，0， 6， 12 dBとして設定する5．聴取実験の被験者は各騒音条件がそれぞれ 8
名になるように行った．ただし，騒音条件ごとに被験者は異なる．全ての被験者は 20代の大学生
であり，聴力検査に問題が無いことを確認している．
主観評価は事前に計算機上で評価音に騒音を合成してある音源ファイルを作成しておき，GUI
による評価アプリケーションで提示順番をランダムにして被験者に提示する．GUIのスクリーン
ショットを Fig. 2.7に示す．また，評価音の再生には，USB接続のオーディオインターフェース
（Roland社製UA{25）を介して被験者にヘッドホン（Sennheiser社製HD{25II）を用いた．再生
時の音声レベルが十分な値になるように，再生音量を統制6した．
5厳密には，0 dBに合わせて振幅を 1
2
，1，2，4倍と設定したため，正確には，6.02，0.00， 6.02， 12.04 dBで
ある．
6音圧の統制には，受聴位置の正面 1.4 mに設置したラウドスピーカから再生した中心周波数 1 kHzの 1/1オクター
ブバンドピンクノイズと統制した．統制した値は受聴位置における騒音レベルが 58 dBとなるように設定した．
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Table 2.1: Experimental conditions
Label Noise type Speaker SNRin(dB) Subjects
B Babble
W White male 1 6, 0 8
H Highway female 1  6,  12
R Railway
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-30
-20
-10
0
10
20
30
Frequency [Hz]
G
ai
n
 [
d
B
]
Fig. 2.6: Spectrum of KEMAR{HRTF 0 degrees
Fig. 2.7: Example for selection input dialog box
2.2 主観評価結果
本節では前節で述べた主観評価実験の結果を述べる．まず，実験結果の分散分析結果を示し，評
価した要因に有意差がみられたことを示す．次に，了解度と方位角を騒音種ごとに抜き出して騒
音の方位角の影響，子音特徴ごとの了解度と SNRの関係を議論し，最後に発話者の性別による違
いを議論する．
2.2.1 概要と分散分析結果
主観評価結果の分散分析結果をTable 2.2に示す．分散分析とは了解度試験の様に複数の被験者
による観測値の分散がある実験の変動を誤差変動と各要因およびそれらの交互作用による変動に
分解し，要因および交互作用の効果を判定する，統計的仮説検定の一手法である．本実験の実験
要因（Source）は，群内要因に話者の性別7（G），騒音要因（N），SNR（L），SNRinの変動，騒
音の定位方位（A）の 4要因と，被験者に基づく分散（S），eroorは Sを含んだ（）内の要因によ
る誤差（群間要因誤差）である．また，要因二つ以上をで繋げた項目は交互作用である．SSは
7本実験では性別ごとに 1名づつなので話者差を性別差とみなす．
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該当要因の平方和，dfは自由度，MSは平方和を自由度で割った平均平方，F は各実験要因内誤
差と群間要因誤差の比8である．pは帰無仮説の確率を表す．pが特定の有意水準よりも小さい時
に表下部の凡例に基づいてアスタリスクをつけて示す．
結果より，騒音の定位方位を除く 3種の要因では要因単独で有意差がみられた．また，2要因の
交互作用では，GAとNDを除く 4要因に有意水準 5 %以下の有意差がみられた．3要因以上
ではGNL要因の交互作用に有意差がみられる．本節では主として各要因単独の効果について
検証する．
Table 2.2: Results of ANOVA
Source SS df MS F p
S:Subject 0.3865438 7 0.0552205
G:Gender 0.8244257 1 0.8244257 14.678 0.0064
error[GS] 0.3931783 7 0.0561683
N:Noise 0.6191929 3 0.2063976 3.120 0.0478
error[NS] 1.3891518 21 0.0661501
L:SNRin 12.8891291 3 4.2963764 15.546 0.0000

error[LS] 5.8037774 21 0.2763704
A:Azimuth 0.0097085 7 0.0013869 0.013 1.0000
error[AS] 5.0940508 49 0.1039602
GN 0.3517040 3 0.1172347 3.799 0.0254
error[GNS] 0.6480288 21 0.0308585
GL 0.2385895 3 0.0795298 6.435 0.0029
error[GLS] 0.2595452 21 0.0123593
GA 0.0571498 7 0.0081643 2.107 0.0602+
error[GAS] 0.1898460 49 0.0038744
NL 0.9568528 9 0.1063170 7.172 0.0000
error[NLS] 0.9339512 63 0.0148246
NA 0.1368366 21 0.0065160 0.963 0.5126
error[NAS] 0.9950239 147 0.0067689
LA 5.6135713 21 0.2673129 4.004 0.0000
error[LAS] 9.8150985 147 0.0667694
GNL 0.3980406 9 0.0442267 4.441 0.0002
error[GNLS] 0.6274098 63 0.0099589
GNA 0.0579809 21 0.0027610 0.604 0.9107
error[GNAS] 0.6718655 147 0.0045705
GLA 0.0646728 21 0.0030797 0.691 0.8367
error[GLAS] 0.6548666 147 0.0044549
NLA 0.2298512 63 0.0036484 0.649 0.9821
error[NLAS] 2.4792811 441 0.0056220
GNLA 0.2611546 63 0.0041453 0.865 0.7585
error[GNLAS] 2.1145251 441 0.0047948
Total 55.1650044 2047
+ p <0.1, * p <0.05, ** p <0.01, *** p <0.005, **** p <0.001
8群内分散と群間分散は同じ母集団の分散の推定値のため，理想的には 1となる．しかし，各群の平均値に差がある
と群間分散が大きな値となり F 値が 1よりだいぶ大きくなり，群間要因に差があるかを判別する指標になる．
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2.2.2 120単語平均による分析
方位角の影響
Fig. 2.8に騒音種ごとに 120単語平均の了解度と騒音方位角の関係を SNRinごとに示す．了解
度は女性話者と男性話者の平均値である．エラーバーは 95%信頼区間幅を示す9．評価値と信頼区
間が 100%と 0%を超えることはないため，天井効果とフロア効果は顕著ではない10．騒音方位角
が了解度に与える影響は，騒音種かかわらず，話者音像と騒音が重なる正面 0と，定位の前後誤
りが発生しやすい後方 180が低くなり，45から 135，225から 315にかけて高くなる傾向があ
る．方位角の影響は Babbleと Railwayで特に顕著な落ち込みがみられ，Whiteと Highwayでは
緩やかである．この違いは，Fig. 2.5のスペクトログラムでわかるように，1 kHz付近へ騒音のパ
ワー集中が，影響していると考えられる．つまり，パワーが統制された騒音同士でも，その周波
数分布によって音声了解度への影響が違うことがわかる．これは 1章で述べた STIや SIIの様な
帯域別の了解度貢献度が了解度推定に有効であるだろうことが示唆される．
SNRinごとに見ると，同一方位角においては SNRinが大きい方の了解度が高く，低い方が小さ
いというの序列は維持されるものの，同一の SNRin でも方位角によって取る値は大きく異なる．
この値は SNRinが小さいほど顕著になり，Railwayの 12 dBでは了解度 20%から 60%までの広
い値を取りうる．これは，SNRinは正面 0で定義されたものであり，HRIRを畳み込んだことに
よるノイズパワーの変化，特に左右両耳間での差により，どちらか片耳あたりの相対的な SNRが
変化することで主音声が聞き取れるようになったと考えられる．了解度が大局的に SNRに依存す
ることは，1章で述べたように，AIや STI，SIIと言った指標で計測できることが示唆される．
次に，方位角が関係する交互作用のうち，棄却率 5%で有意差がみられた騒音方位角と騒音種の
下位検定における単純主効果の結果を Table 2.3に示す．Noise(0)は，0の場合の騒音種 4種間
に有意差がみられるかを検定している．結果より，すべての方位で騒音差が有意差であり，定位
した騒音は方位角一つ一つごとに独立した騒音とみなしても，平均値が異なることなり，1点 1点
の正確な SNRを求め，了解度を推定することが可能であることがわかる．
SNRinと騒音種
方位角の影響は程度の差はあるものの，騒音種によって同傾向であったため，騒音種別に了解
度と SNRinを比較する．ここでは，各騒音の同一 SNRinで計測した 8点の加算平均値を各 SNRin
の代表値とする．このため，了解度の分散は被験者要因と方位角要因の 2種を考えなければいけ
ない．これらは，Table 2.2の LA交互作用である，方位角による分散は前節でその影響を見た
ため，本節で検証する了解度の分散を被験者による各 SNRinの値の分散とするため，前節で検証
した各方位角ごとの信頼区間幅の平均値を各 SNRin値の被験者間の分散値として議論する．この
95%信頼区間の平均値をMean 95% Condence Interval（以下，MCI）と呼ぶ．高橋らはMCIは
被験者間の誤差の代表値であり，この値以下になることが音声品質の推定の目標値であるとして
いる [158]．本論文でも高橋らの検討に倣い，MCIを推定の目標値とする．
9男女話者の同一 SNRin と方位角の結果を被験者ごとに平均してから平均値と信頼区間を求めた．
10ただし，了解度が 80%以上と高い範囲に多いため，50%前後の分析結果と比べると，了解度が高い場合は信頼区間
が小さくなるため，天井効果はある程度みられていると考えられる．
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Table 2.3: Main eect of noise type and SNRin
Source SS df MS F p
Noise(0) 2.7325400 3 0.9108467 9.797 0.0000
Noise(45) 1.8591017 3 0.6197006 6.666 0.0003
Noise(90) 1.5862527 3 0.5287509 5.687 0.0010
Noise(135) 1.8191210 3 0.6063737 6.522 0.0003
Noise(180) 1.8468439 3 0.6156146 6.622 0.0003
Noise(225) 2.1270687 3 0.7090229 7.626 0.0001
Noise(270) 2.7994174 3 0.9331391 10.037 0.0000
Noise(315) 3.7323550 3 1.2441183 13.382 0.0000
error 168 0.0929695
Azimuth(Babble) 4.0460380 7 0.5780054 7.599 0.0000
Azimuth(White) 0.1409371 7 0.0201339 0.265 0.9668
Azimuth(Highway) 0.3394633 7 0.0484948 0.638 0.7245
Azimuth(Railway) 1.0968414 7 0.1566916 2.060 0.0496
error 196 0.0760671
+ p <0.1, * p <0.05, ** p <0.01, *** p <0.005, **** p <0.001
Fig. 2.9に 120単語平均での SNRinごとの了解度とMCIを騒音種ごとに示す．前節でみたよう
に大局的には SNRinによって了解度が定まっているのがわかる．しかし，同一の SNRin値であっ
ても騒音種の差がみられ，Whiteは他のどの騒音よりも常に低い．Railwayの了解度がBabbleと
Highwayに比べて了解度の傾向差がみられる程度に低くなるのは， 12 dBの時で 0 dBと 6 dB
ではこの三種はほぼ同じ値になっている．Whiteが Babbleと比べて同一の SNRinであっても了
解度が低くなることは，文献 [104]と同傾向である．次にMCIを見ると，SNRinの低下と共に増
加しており，SNRinが小さい環境ほど被験者間の回答に差があることがわかる．また，Whiteの
み 0 dBで他よりも高いMCIとなり， 6 dBと 12 dBでは RailwayもWhiteと同程度のMCI
となる．
文献 [104]の SNRごとの結果と比べると，本論文の主観評価の結果とほぼ同じノイズレベルで
比べた場合に全体的に了解度が改善している．これは方位角による改善を平均しているため，同一
SNRで比較した場合に高い了解度になるという作図上の問題もあるが，同一の了解度となる SNR
を比べるとおおむね 5 dB程度改善している．
SNRinと話者性別
話者性別の違いを検証する．Fig. 2.10に騒音種ごとに SNRin と了解度の関係を話者性別ごと
に示す．プロットは FemaleとMaleに分けてプロットした11．エラーバーは 95%信頼区間を示す．
JDRTの話者性別差については，文献 [21, 104]では全了解度平均で 10%未満であった．本実験で
は，Whiteの 12 dBで最大 15%の了解度差がみられる．下位検定における単純主効果の結果を
Table 2.4に示す．結果を見るとGL交互作用 (話者と SNRinの交互作用)では，SNRinが 6 dB
と 12 dBで有意差がみられるものの，0 dBと 6 dBには有意差がみられない．SNRinの性別差は
どちらも有意差だが，これは SNRinの変化によって了解度が有意に変わるという意味であり，前
節の結果が性別ごとに分けても成り立っているという意味である．
11男女各 1名づつで評価したため話者の違いが性別の違いを示す．
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Fig. 2.8: Comparison of intelligibility(120 words average) with various noise localized azimuth
次に，話者性別と騒音種の下位検定における単純主効果の結果を Table 2.5に示す．結果より，
Babbleでは話者差に有意差はみられないが，Whiteと Railwayでは有意水準 5%以下の有意差が
みられる．これは，Babbleと Highwayのプロット点のスプラインが近くWhiteと Railwayで離
れている傾向と一致する．
最後にGNL要因の単純交互作用について，Table 2.6に示す．本実験はこれまでにみられた
ように SNRinが低い場合に結果がばらつくので，GenderNoise (6 dB)だけに有意差がみられる
のは直感的には違和感がある．しかし，Fig. 2.9のMCIの結果より，Babbleは 6 dBよりも 0 dB
の方がMCIが小さい．つまり，被験者によらず結果が安定している 0 dBの傾向差が他の騒音と
異なることが効いている．GenderSNR (Babble)に有意差がみられるのも同様である．最後の話
者と SNRinの交互作用が話者によらず有意なのは，2.2.2項の結果よりも明らかである．
以上の結果より，SNRが高い範囲（6 dB，0 dB）では話者差が無いものの，SNRが低い範囲
（ 6 dB， 12 dB）では話者差がみられた．JDRTの基礎検討 [21, 104]では 120単語平均におい
ては話者差が少なく，子音特徴別の分析で Voicing，Nasality，Gravenessの 3種において話者差
がみられるという結果だった．本論文では実験系が仮想音響系であること，騒音種が増えている
こと，同一の話者音源であるが，性別ごとに 1話者づつであることといった違いがあり，単純比
較できないものの，騒音方位角ごとの騒音種が独立であるという結果より全 32騒音（4騒音 8
方位）であり，SNRinも片耳あたりに換算すれば 32パターン（SNR4値8方位）あることから，
基礎検討の結果に換算して，特に 0 dB以下の範囲を細かく評価し，子音特徴ごとの傾向差が全体
平均にも表れてきたのではないかと考えられる．次節では子音特徴ごとの SNRinと了解度，MCI，
男女差を見ることで，この仮説が正しいか検証する．
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Fig. 2.9: Comparison of intelligibility and MCI with various noise type (120 words average)
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Fig. 2.10: Comparison of intelligibility(120 words average) with gender type
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Table 2.4: Main eect of gender and SNRin
Source SS df MS F p
Gender(6 dB) 0.0334675 1 0.0334675 1.436 0.2409
Gender(0 dB) 0.0604579 1 0.0604579 2.593 0.1185
Gender( 6 dB) 0.4023736 1 0.4023736 17.261 0.0003
Gender( 12 dB) 0.5667163 1 0.5667163 24.311 0.0000
error 28 0.0233116
SNRin(Female) 5.4237975 3 1.8079325 12.523 0.0000

SNRin(Male) 7.7039212 3 2.5679737 17.788 0.0000

error 42 0.1443648
+ p <0.1, * p <0.05, ** p <0.01, *** p <0.005, **** p <0.001
Table 2.5: Main eect of gender and noise type
Source SS df MS F p
Gender(Babble) 0.0026637 1 0.0026637 0.072 0.7909
Gender(White) 0.2887990 1 0.2887990 7.766 0.0095
Gender(Highway) 0.1271632 1 0.1271632 3.420 0.0750+
Gender(Railway) 0.7575038 1 0.7575038 20.371 0.0001
error 28 0.0371860
Noise(Male) 0.4077380 3 0.1359127 2.802 0.0514+
Noise(Male) 0.5631589 3 0.1877196 3.870 0.0157
error 42 0.0485043
+ p <0.1, * p <0.05, ** p <0.01, *** p <0.005, **** p <0.001
Table 2.6: Main eect of gender, noise type and SNRin
Source SS df MS F p
Gender  Noise (6 dB) 0.5224652 3 0.1741551 11.470 0.0000
Gender  Noise (0 dB) 0.0840108 3 0.0280036 1.844 0.1454
Gender  Noise ( 6 dB) 0.0852132 3 0.0284044 1.871 0.1408
Gender  Noise ( 12 dB) 0.0580554 3 0.0193518 1.275 0.2884
error 84 0.0151838
Gender  SNR (Babble) 0.4789813 3 0.1596604 15.121 0.0000
Gender  SNR (White) 0.0323316 3 0.0107772 1.021 0.3877
Gender  SNR (Highway) 0.0657153 3 0.0219051 2.075 0.1097
Gender  SNR (Railway) 0.0596019 3 0.0198673 1.882 0.1389
error 84 0.0105590
Noise  SNR (Female) 0.7931337 9 0.0881260 7.112 0.0000
Noise  SNR (Male) 0.5617598 9 0.0624178 5.037 0.0000
error 126 0.0123918
+ p <0.1, * p <0.05, ** p <0.01, *** p <0.005, **** p <0.001
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2.2.3 子音特徴別分析
次に，JDRTの 6子音特徴ごとに分析を行う．Fig. 2.11から Fig. 2.18，Fig. 2.19から Fig. 2.22
に各特徴の了解度とMCIを SNRin ごとに騒音種別と話者性別に分けて示す．JDRTの基礎検討
[21, 104]や，英語版の結果 [64, 65]からも明らかなように，SNRinと子音特徴の関係は 6種類それ
ぞれ異なる．またこれらの先行研究で明らかなようにスピーチノイズと白色雑音の間で傾向差が
顕著な子音特徴がみられるかも検証する．最後にダイオティック系の評価の文献 [21]のとの違い
をまとめることでバイノーラル系特有の課題を検討する．
Voicing
Voicingは有声音と無声音の聞き分けであり，単語対の聞き分けがしやすい子音特徴である．有
声子音はエネルギーがあり，無声子音はエネルギーが小さい．つまり有声子音の方が低 SNR騒音
下でも聞き分けやすいと予測される．Fig. 2.11の了解度は，SNRinと騒音種によらず高い．MCI
は， 12 dBではMCIが 10%前後とやや大きくなるものの，他の子音特徴と比るとMCIの増加は
少ない．これは SNRinの変化に対して平均了解度が高いため，被験者間の分散も小さくなりMCI
は小さい値となる．
次に Fig. 2.11の平均了解度，MCI共に男女差が顕著で，女性の方が了解度が固くMCIが小さ
い．了解度の違いに関しては，文献 [21]における JDRTの基礎分析とも同傾向である．
Nasality
Nasalityは鼻音と口音の聞き分けであり，Voicingと同様に明確な子音特徴である．鼻音は子音
区間がわずかに長く，口音区間は短い．騒音種間の了解度差はFig. 2.13にみられるように，Babble
が他よりも小さく，Whiteが高い．この二種の間には約 20%の差がある．HighwayとRailwayは
この二つの間であるが，Railwayは 12 dBでBabbleと同程度に急峻に低下している． 6 dBま
ではHighwayと同傾向であり騒音種による傾向差がある．文献 [21]でもNasalityは 0 dB未満の低
SNR環境で騒音種差がみられており，スピーチノイズ同様に 1 kHzにパワーが集中するRailway
騒音の特徴がみらえたものと考えられる．
男女差はVoicingより顕著であり，Fig. 2.14の結果より 12 dBでは了解度 20%の差がある．ま
た，MCIも男女差が顕著であり，6 dBを除いて 5%程度の差がある．文献 [21]と比べても男女差
が明確になっている．
Sustention
Sustentionは子音スペクトルの継続性に関する聞き分けで，比較的明瞭である．また，JDRT
の基礎検討 [104, 21]や，英語版の結果 [64, 65]においても，スピーチノイズと白色雑音の差が明
確にみられた子音特徴である．騒音種間の了解度差は Fig. 2.15にみられるように，Whiteが明確
に低い値を取り，Railwayがそれに続く．Highwayと Babbleは同傾向であり， 12 dBで了解度
40%と騒音種間差は明確である．MCIもWhiteが常に高く，それ以外の 3種は騒音間差はないも
のの，Voicing，Nasalityと比べて 5%程度高く，騒音の影響を受けやすい子音特徴であることがわ
かる．
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男女差は Fig. 2.16より SNRinが低下するほど差が徐々に開き， 12 dBでは 10%程度の差がみ
られるが，Voicing,Nasalityほど顕著な差ではなく，MCIは男女差が全くみられない．これは文献
[21]と比べると，SNRinが低下するごとに男女差が開いていくことに違いがある．
Sibilation
Sibilationは波形の不規則性に関する分類であるが，あまり明確ではない．Fig. 2.17の了解度変
化は Voicing同様，SNRin同様にほとんど変化せず，Whiteが僅かに低下する程度である．MCI
変化もWhiteは顕著に増加するものの，他はほとんど変化していない．また，Fig. 2.18より，男
女差もみられない．これも文献 [21]と同傾向である．
Graveness
Gravenessは抑音と鋭音の聴き分けである．Fig. 2.19の了解度変化はSustentionと同様に，SNRin
の減少に合わせて了解度が減少する．騒音種の違いは，Whiteがその他 3種よりも 0 dB以下で常
に 10%以上低い．MCI変化は騒音種の違いは少ないものの，0 dBから 6 dBにかけてHighway
の変化が急峻である．文献 [21]の結果と比べると，騒音種による違いがほとんどみられなくなった．
次に，Fig. 2.20より男女差は了解度，MCI共に男女差は無い．文献 [21]ではわずかに男女差が
みられたが，本論文では異なる結果が得られている．文献 [21]の結果との違いを考察する．本実
験では主音声にもHRIRを畳み込んでいるため，声質が変換されている．Fig. 2.6のHRTFスペ
クトルから明らかなように，2 kHz周辺のゲインが最も大きいため，Gravenessの特徴である第 2
フォルマント周波数周辺の聴取が改善されたものと考えられる．このため，文献 [21]での音声部
に何も処理をしていない実験と比較し，騒音に対する頑健さが改善していると考えられる．
Compactness
Compactnessはスペクトルのエネルギーの特定周波数への集中がある音とそうでない音の分類
である．Fig. 2.21より，了解度の騒音種間の差は少ないものの，Highway騒音は他の騒音よりも
了解度低下が緩やかになり， 12 dBで他よりも 10%高い．MCIはHighwayとRailwayの 2種が
 12 dBと  6 dBの変化が大きい．男女差を見ても Fig. 2.22のMCIも Highway，Railwayは，
Babble，Whiteに比べ変化が急峻になっており，環境騒音の影響が出やすい子音特徴であるとい
える．
男女差については平均了解度，MCI共に大きくはないが，他の特徴と異なり，男性話者の方が
了解度が高い．文献 [21]では男女差が全くみられなく傾向差がある．この傾向差については話者
数を増やして同様の実験を行い，詳細を検証する必要がある．
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Fig. 2.11: Comparison of intelligibility and MCI with various noise type (Voicing)
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Fig. 2.12: Comparison of intelligibility and MCI with gender (Voicing)
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Fig. 2.13: Comparison of intelligibility and MCI with various noise type (Nasality)
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Fig. 2.14: Comparison of intelligibility and MCI with gender (Nasality)
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Fig. 2.15: Comparison of intelligibility and MCI with various noise type (Sustention)
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Fig. 2.16: Comparison of intelligibility and MCI with gender (Sustention)
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Fig. 2.17: Comparison of intelligibility and MCI with various noise type (Sibilation)
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Fig. 2.18: Comparison of intelligibility and MCI with gender (Sibilation)
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Fig. 2.19: Comparison of intelligibility and MCI with various noise type (Graveness)
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Fig. 2.20: Comparison of intelligibility and MCI with gender (Graveness)
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Fig. 2.21: Comparison of intelligibility and MCI with various noise type (Compactness)
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Fig. 2.22: Comparison of intelligibility and MCI with gender (Compactness)
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2.2.4 先行研究との比較
Table 2.7に文献 [21]と本論文の主観評価結果との騒音種と話者性別の結果の比較を行う．表中
の \+"は各図より明らかな差がみられたもの，\ "は各図より明らかな差がみられないもの，そ
れ以外は，顕著な特徴を持つ要素を記載した．low SNRは 0 dB未満の SNRでの傾向を指す．繰
り返しになるが，文献 [21]は主音声にHRIRを畳み込まないダイオティック系での実験であり，騒
音種，実験 SNR，話者数12が異なる．
結果より，本実験は雑音種に関して白色雑音が得意な傾向になりやすい．また，話者性別差の
影響は文献 [21]と比較すると出易い傾向にあるが，話者性別の差が，SNRinによって序列が入れ
替わるのは，Sibilationの 12 dBのみであり，男女の主観評価値の平均値を了解度とみなしても
実用上の問題は少ないと考えられる．
次節以降，了解度の推定を行っていくが，子音特徴による傾向差が主観評価によって既に明らか
になっているため，AI，STI，SIIの様に全明瞭度平均，全了解度平均を推定するだけでなく，子
音特徴ごとの推定も検討していくこととする．また，騒音種については傾向差を見るために 4種類
ごとに検討し，話者差については男女平均値を用いることで代表値とする．騒音方位角と SNRin
については同一の騒音種内の個別の騒音とみなし，1騒音種に 32音（SNRin4種方位角 8種）あ
ることとする．
Table 2.7: Comparison with previous studies
previous work this paper
phonetic feature noise type speaker gender noise type speaker gender
120 words +   + +
voicing   +   +
nasality low SNR low SNR + +
sustention white   white  12 dB
sibilation low SNR   white  
graveness + + white  
compactness low SNR   ambient noise DB +
+：remarkable dierence,  : not remarkable, other: remarkable factor
2.3 了解度と客観音声品質評価法との相関分析
本節では，前節の結果を推定するために，1.2.5項で述べた客観音質評価尺度とPESQの中から，
了解度推定に適した品質評価尺度を検討する．まずは尺度ごとの音質値と了解度の相関分析を行
い，了解度と相関の高い尺度を選択し，推定実験に用いる尺度を決定する．
2.3.1 使用する音声品質尺度
今回実験で用いる客観音質評価尺度は以下の 16指標である．SNRから AIsegまでが評価値と
音質値に正の相関があるものであり，dCepから SNRloss(S)までが，負の相関を持つものである．
12本実験で用いた話者 2名を含んでいる．
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各指標で音質値を求める際，PESQを除くと音声区間検出（Voice Activity Detection: VAD）を
含んでいない．STIの様な空間伝搬を考慮すると，VADを用いた正確な音源位置特定は不可欠で
ある．しかし，本章で検討している音声システムは，提示音声と外部騒音を同時に録音でき，VAD
による音声位置検出が決定的な性能差とはなりにくい．このため，音声区間は既知であるとして，
2.3.2項で説明する各指標のベターイヤースコアを用いることとする．
また，音声品質評価尺度は元来，音声帯域（遮断周波数 3.4 kHzないし，7 kHz）での評価のた
めに設計されている．そのため，主観評価はKEMAR{HRIRに合わせて 44.1 kHzのサンプリン
グレートにアップサンプルして音源を作成したが，音声品質については各尺度に合わせてダウン
サンプリングを行った．特に明記していない場合はサンプリングレート 16 kHzとした．
SNR 本実験では，主音声と騒音のレベル統制を SNRinとして統制した．SNRinは JDRTの 120
単語の 2話者の 240単語平均パワーとノイズのパワーが等しくなる値を 0 dBとし，そこからゲイ
ンを調整し 12， 6，0，6 dBを設定している．音質指標として用いる SNRは 240単語それぞれ
の SNRを求め平均する．このため，単語ごとに式（1.4）を計算し，平均とすることから，SNRseg
と同様，特定のパワーが強い単語に全体が影響されることが無くなる．このため，単語ごとの SNR
平均を比較する指標の一つとした．
SNRA SNRは周波数ごとの重みづけの無い指標である．そこで聴覚重みとして騒音計などで
利用されるA特性重みを用いた SNRを求めた．A特性は，1.2.2項で述べた等ラウドネス曲線の
40 phonの逆特性であり，人間の音量感に近い値が得られると考えられる．
SNRseg セグメンタル SNRは，式（1.5）で実装した．分割フレーム長は 20 msecとした．実
装は文献 [11]のソースコードに基づき，最大値が 35 dB，最小値が 10 dBとした．
fwSNRseg(A) SNRA同様にA特性を用いて式（1.11）の fwSNRsegを使用した．分割フレー
ム長は SNRsegと同様に 20 msecとした．セグメントに分割した音声にA重みを乗じて，文献 [11]
のソースコードに基づき，最大値が 35 dB，最小値が 10 dBとして SNRsegを求めた．
fwSNRseg(C) fwSNRseg(C)は，文献 [113, 123]で検討された，SIIの重みを改良し，25のク
リティカルバンドごとに求めた重みのうち，子音向けのものを利用した fwSNRsegを用いた．子
音重みと文章重みを Fig. 2.23に示す．重みと分割帯域以外は SNRsegと同様に分割フレーム長は
20 msecとした．また，文献 [113, 123]と同様に各帯域の SNR値は  15 dBから 15 dBに制限
した．
fwSNRseg(S) fwSNRseg(S)はFig. 2.23の文章重みを用いた fwSNRsegで，重みと分割帯域以
外は SNRsegと同様に分割フレーム長は 20 msecとした．文章重みは子音重みよりも低い帯域を
重視しており，母音の聞き取りに配慮した重みである．文献 [113, 123]と同様に各帯域の SNR値
は 15 dBから 15 dBに制限した．
AI AIは式（1.12）で実装した．クリティカルバンドは Table 1.7を用いた．定義式中の Rは
ANSIの当初の基準通り 30 dBとし，Sは 0とした．本論文の実験系では，SNRが 0 dB以下にな
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Fig. 2.23: Band{importance functions
ることが多いため，出力値は 0以下となる．一方で，他の指標との比較に後述する正規化処理を
行うこと，推定に用いる場合は了解度への変換関数を回帰によって求めることを考慮すると，AI
の出力値を 0から 1のインデックスとして利用せず，そのまま用いても支障がないため，本論文
では求まったAI値をそのまま用いることとした．
AIseg AIsegは式（1.12）中の SNR計算部を SNRsegに置き換えた指標であり，今回の評価に
合わせて筆者が作成した．SNRseg同様に，フレーム長は 20 msecとし，AIと同じTable 1.7のク
リティカルバンドを用いた．出力値に対する扱いもAIと同様である．
PESQ PESQは広帯域音声用の P.862.2を用い，P.862.1の変換式を用いてMOS{LQOを求め
た．PESQは元々音声受聴品質の推定方式だが，DRTの主観品質の推定 [149]や雑音抑圧音声の
推定 [100]においてある程度有効なことがわかっている．
dCep dCepは式（1.10）の LPCケプストラム距離を用いた．LPC係数の次数は 16次とし，分割
フレーム長は 20 msecとし加算平均値を用いた．
dLAR dLARは式（1.8）の LAR距離を用いた．ただし，反射係数を LPCを用いたスペクトルか
ら求めた．この際の LPC係数の次数は 16次とした．音声の分割フレーム長は 20 msecとし加算
平均値を用いた．
dLLR dLLRは式（1.7）を用いた．実装は [11]のソースコードを用いたため，サンプリング周波
数を 8 kHzにダウンサンプリングしてから用いた．分割フレーム長は 30 msecである．
dIS dISは式（1.6）を用いた．実装は [11]のソースコードを用いたため，サンプリング周波数を
8 kHzにダウンサンプリングしてから用いた．分割フレーム長は 30 msecである．
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dWSS dWSS は式（1.9）を用いた．実装は [11]のソースコードを用いたため，サンプリング周
波数を 8 kHzにダウンサンプリングしてから用いた．また，傾斜を求めたスペクトルは LPC係数
10次で求めた．分割フレーム長は 30 msecである．
SNRloss(C) SNRlossは，J. Maらが提案している雑音抑圧音声の品質評価指標で，原音と，劣
化信号を信号処理して求めた雑音抑圧音声の SNRから了解度を予測する指標である．SNRlossは
距離尺度と同様に音質とスコアに負の相関があり，0から 1の値を取る．また，計算時の重みに
Fig. 2.23の子音または文章重みを用いる．SNRloss(C)は子音重みを用いた場合である．これ以外
の設定は J. Maらが公開しているソースコードの設定に従った．
SNRloss(S) SNRloss(S)は，SNRloss(C)と同様に，Fig. 2.23の文章重みを用いた音声品質指
標である．
2.3.2 評価信号と正規化品質
評価信号の設定
客観評価信号には主観評価音源である騒音が重畳された劣化信号13と，JDRTコーパスの原信
号を用いる．後述する各品質評価値は JDRTの 120単語ごとに求め，120単語全平均の推定には
前スコアの平均値，各子音特徴ごと推定では特徴ごとの 20単語の値を用いる．
前節の結果では，発話者の性別によって主観評価値に傾向差がみられる子音特徴があった．し
かし，Fig. 2.16の Sustentionでの 12 dBを除けば14，SNRinの値によって男女差が入れ替わる
ことが無いことを加味して，両話者の平均了解度と音質値の加算平均値を用いることとする．
ベターイヤースコア
主観評価音源は両耳受聴に基づくシステムを対象としたため，左右の両耳に提示する騒音の音
圧は，定位した方位ごとに異なる．一方で評価する了解度は一次元の尺度であるため，音質値は
左右別に求まる．文献 [22]において Beerendsらは，PESQを用いて，両耳受聴系の音声了解度
を推定するために，スコアの良い方の耳側のスコアを採用するベターイヤースコアによる推定を
行っている．本論文でも両耳の音声品質値の代表値としてベターイヤースコアを用いる．音声品
質尺度によって，評価値と音質値に正の相関があるもの（SNR，PESQ等）と負の相関があるも
の（例，dIS 等の距離指標）があるため，各指標に合わせて音質の良いスコアを選択する．
正規化了解度と正規化品質値
16品質指標のうち，JDRTの各子音特徴了解度ごとに最適な音声品質尺度を検討する．このた
め，音声品質尺度間を正当に比較できるように音質値の正規化を行う．各音声品質尺度によって
求まった音質値の正規化には以下の式（2.1）と式（2.2）を用いる．式（2.1）は評価値と音質に正
の相関がある指標に用い，式（2.2）は負の相関がある場合に用いる．この変換により，評価値の
13原音信号との比較を行うため，品質評価の観点から，騒音が付加された劣化信号とみなす．
14Sustentionは全体的に了解度が高く， 12 dBの男女差も了解度 2%程度である．
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中で最も音質が悪い値が 0となり，最も音質が良い値が 1となる．また，主観評価実験で求めた
了解度も式（2.1）で正規化する．JDRTは前節の結果から明らかなように，同一の SNRinでも，
子音特徴ごとに了解度値の分布が異なり，Voicingや Sibilationの様に高い値に飽和する特徴もあ
れば，Sustention，Comactnessの様に広く分布する特徴もある．よって，子音特徴ごとの変化の
最小値と最大値を 0から 1に正規化する．この変換により，尺度ごとの単位が無次元化され，散
布図による指標間の比較が視覚的にも行いやすい15．
指標間の比較は式（2.3）のピアソンの積率相関と式（2.4）ケンドールの順位相関 [159]で行う16．
式（2.3）のRはピアソンの積率相関係数，I(n)は正規化了解度Q(n)はサンプル番号 nにおける
正規化音質値で，I，Qはそれぞれの加算平均値である．同じ平面において，了解度と客観音質値
が対応が良ければ（十分に線形な関係であれば），原点を通る対角線上にプロットされ，相関係数
は 1となる．つまり相関係数の大小で客観音質指標の比較が可能となる
一方，ピアソンの積率相関計数は正規分布を仮定したパラメトリックな分析であるため，了解
度の様な 0から 1の範囲のみに分布する分布では，天井／フロア効果といった最大値と最小値近
傍では分布の正規性が仮定できず，ピアソン相関との対応が悪いとされる．2.2節の主観評価結果
より天井／フロア効果は顕著に発生していないと考えられるが，全体的に評価値が 50%より高く，
80%～90%程度のサンプルが多いため，ノンパラメトリックな相関分析手法であるケンドールの順
位相関計数での比較も必要である．式（2.4）の  がケンドールの順位相関計数，P は 2変数間の
大小関係が一致する組数，nは総サンプル数である．順位相関も正規化了解度と正規化音質値を
用いて求める17．そして，両相関係数における最良尺度および，特徴的な傾向を持った尺度を選択
し，了解度推定を行うこととする18．本論文では，以後，ピアソンの積率相関係数をR，ケンドー
ルの順位相関係数を  と呼ぶこととする．
normalized objective score =
raw score min score
max score min score (2.1)
normalized objective score =
raw score max score
min score max score (2.2)
R =
X
(I(n)  I)(Q(n) Q)qX
(I(n)  I)2
qX
(Q(n) Q)2
(2.3)
 =
2P
1
2(n  1)
  1 = 4P
n(n  1)   1 (2.4)
15この他に計測値から平均値を引き，標準偏差で割る標準化も一般に利用される．
16ケンドールの順位相関はピアソンの積率相関と導出方法が異なり，導出法の異なる相関係数の値は比較できない．
しかしながら，係数の順位の比較は行える．よって「ピアソンの積率相関は全尺度の中でも高いが，ケンドールの順位
相関が全尺度の中で低い」といった比較を行う．
17どちらの相関係数も正規化処理を行わない場合と絶対値は変わらない．
18文献 [150]における Liuらの検討においても，両相関係数は若干異なる傾向を示しており，一般に広く使われる積
率相関だけでなく順位相関の比較が必要である．
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2.3.3 了解度と音声品質の相関
主観評価によって求めた了解度と音声品質値との相関を議論する．前項で取り上げた音声品質
尺度 16種を比較し，騒音種と JDRTの子音特徴ごとに最適な音声品質尺度を比較する．比較した
結果，相関が高かった尺度を用いて次節で了解度の推定を行う．本稿で着目する騒音種の影響に
よる了解度変化を推定するために，品質尺度と了解度の相関関係を以下の 2パターンに分けて考
える．
 全 4騒音を混合した相関
 騒音種ごとに分けた相関
全騒音混合条件で相関が高ければ，騒音種に関わらず了解度を推定することが可能な尺度と考
えられる．これは最も望ましい尺度であるが，1.2.7項で述べたように，「音声を最も妨害するのは
音声」という経験則から環境騒音等と同一のパワーを持つ音声の方が明瞭度・了解度の低下は大
きい．このため次善の基準として，騒音が既知であれば出せうる最大性能として騒音種ごとに分
けた時の相関も議論する．
2.3.4 全騒音混合条件のピアソンの積率相関とケンドールの順位相関
まずは全騒音混合条件での 120単語平均について詳細に述べ，次に子音特徴ごとに相関係数の
一覧表を基に特徴のある尺度について述べる．
120単語平均
全騒音混合時の 120単語平均の積率相関係数Rを 16指標ごとにTable 2.8に示す．また，16指
標ごとの正規化了解度と正規化音質値の散布図を Fig. 2.24(a)～(p)に示す．図中では騒音種ごと
にプロットを変えてあるが，相関係数は全ての騒音種を混合して求めてあり，正規化に用いる最
大値，最小値は全評価値から求めた値を用いた．
Table 2.8の結果より，表上段の SNRを用いた尺度（SNR，SNRA，SNRseg，fwSNRseg(A)，
fwSNRseg(C)，fwSNRseg(S)，AI，AIseg，以下混合して SNR系尺度と呼ぶ）はどれも 0.8以上
の高い相関を持つ．この中で最も積率相関が高いのは SNRAで，それにわずかに劣る SNRsegと
続く．以下，個別の傾向を分析する．SNR，SNRA，SNRsegの三種はほぼ同傾向で，了解度，音
質値がどちらも 0.5以上では相関が高いものの，0.5未満の開きが大きい．fwSNRSeg(A)も同様に
音質が 0.5未満は開きがあり，0.5以上では了解度の方が音質要理やや値が大きく，プロットはや
や上に凸である．これら 4種はWhiteと Babbleの傾向差が大きく，Highwayと Railwayはその
間のスコアを取る傾向にある．一方で同一騒音のプロットはよく序列化されており，これら 4種は
騒音種が限定される環境では了解度推定に有利なものの，騒音が未知の環境には不利であると予
想される．fwSNRseg(C)と fwSNRseg(C)は客観音質が 0.5未満の開きは小さいが，fwSNRseg(C)
はやや上に凸のプロット傾向があり，fwSNRseg(S)は直線的である．AIとAIsegも客観値 0.5未
満での了解度との開きがみられるが，プロットの凸傾向はみられない．上下関わらず，凸傾向が
みられるものは音質尺度由来の要因であれば本節で比較したい最適尺度選択の問題となり，了解
度の主観評価値が要因であればそもそも線形性が仮定できないと考えられるため，Rによる評価
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では不十分である．つまり，了解度と音質の間に線形性があるのか，非線形性があるのかの検討
が必要である．このため，他の子音特徴も含めこの非線形性がみられるか了解度と音質の関係を
検証する必要がある．
PESQは 0.789とある程度の相関がある．これは音質値 0.5未満の騒音種間差が大きいため，相
関が悪くなったことが原因である．dCep，dLAR，dLLR，dIS のスペクトル距離 4種はどれも全体
の Rが 0.5未満であるが，騒音種ごとに見た場合，序列は維持されているため，騒音種が特定の
環境での了解度推定に利用できると考えらえる．これらの尺度は元来，音声符号化や合成音声と
いった，劣化の少ない音声の品質評価尺度であるため，本実験で加算した音声よりもパワーのあ
る騒音環境の音声品質を十分に表現できないと考えられる．dWSS についてはスペクトル距離の
中では相関が高いが，SNR系と比べると相関が悪いのは，Babbleに関して他の騒音と明確に異な
る傾向があるためである．SNRloss2種は SIIの重みを利用しているものの，相関は悪い．これは，
本来の用途と異なり，雑音抑圧処理を行っていない音声を評価したためと考えられる．
最後に Table 2.9にケンドールの順位相関係数  の結果を示す．Rと異なり fwSNRseg(C)が
0.834と最もよく，fwSNRseg(A)が次いで 0.805で，SNRsegが 0.8である． が 0.8を超えるの
はこの 3種のみであり，他の SNR系尺度よりも明らかに高い．PESQ，dWSS は 0.6程度と SNR
系に次ぐ順位であるのはRと変わらない．Rと最も異なるのは，セグメンテーションを伴う SNR
系尺度の方がそれ以外の SNR系尺度よりも相関が高いという結果になったことである．これは，
セグメンテーションを伴わない尺度にみられたプロットの下に凸の傾向が客観音質評価法由来の
ものであり，了解度と音質値の関係は線形ではなく，積率相関による比較が困難であることを示
唆している．また SNRseg，fwSNRseg(A)，fwSNRseg(C)で特に顕著なやや上に凸の傾向は了解
度の天井効果によるものであり，了解度と音質値の非線形性が示唆される．
Table 2.8: Pearson correlation(R) between normalized intelligibility(120 words average) score
and normalized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.932 0.942 0.934 0.922 0.922 0.913 0.914 0.866
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.713 0.494 0.378 0.404 0.493 0.773 0.697 0.416
Table 2.9: Kendall rank correlation() between normalized intelligibility(120 words average)
score and normalized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.746 0.782 0.800 0.805 0.834 0.759 0.726 0.699
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.577 0.358 0.268 0.257 0.299 0.609 0.564 0.300
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Fig. 2.24: Comparison between normalized intelligibility(120 words average) score and normal-
ized objective speech quality score
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Voicing
Table 2.10にVoicingのR一覧を示す．Voicingの了解度と音質の相関については 120単語平均
とほぼ同傾向で，SNR系の指標の相関が高いが，全体的に Rの値は小さくなっている．これは，
Fig. 2.11にみられるように，正規化前の了解度の範囲が狭いためである．Voicingの相関分析の
代表例として，Fig. 2.25に相関の高い SNRとAI，特異な傾向がみられた例として fwSNRseg(C)
とPESQの結果を示す19．SNRは音質値が 0.2以下に主観値との対応が悪い点があるが，AIはほ
ぼ対角線上にプロットされている．AIは式（1.12）の定義より，内部計算に SNRを用いているた
め，この違いは Table 1.7の帯域分割による貢献である．fwSNRseg(C)は 120単語平均と同様に
上に凸の傾向にあり，了解度と音質値に非線形性があることが示唆される．また，PESQの結果
では，騒音種による傾向差が顕著であり，騒音ごとの順序尺度として PESQは有効であるが，混
合条件には向かないことを示唆している．Table 2.11にVoicingの  の結果を示す．120単語平均
同様，SNR，SNRAと AIは Rでは上位の尺度となるものの， ではセグメンテーションを伴う
指標の方が相関が高い．この結果からも了解度と音質の非線形性が示唆され，セグメンテーショ
ンを伴う指標の了解度推定性能の高さが予想される．
Table 2.10: Pearson correlation(R) between normalized intelligibility(Voicing) score and nor-
malized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.878 0.870 0.822 0.797 0.806 0.808 0.860 0.817
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.564 0.203 0.288 0.239 0.453 0.654 0.564 0.472
Table 2.11: Kendall rank correlation() between normalized intelligibility(Voicing) score and
normalized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.675 0.677 0.684 0.684 0.692 0.654 0.620 0.639
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.422 0.172 0.329 0.219 0.355 0.509 0.466 0.399
Nasality
Table 2.12にNasalityのRを示す．Nasalityの了解度と音質の相関は 120単語平均，Voicingよ
りもさらに低い．ここでも SNR系の指標の相関が高いが，重み付 SNR4種のうち fwSNRseg(S)
を除く 3種は重みを伴わない他の 3種よりもやや相関が低い傾向にある．一方で，PESQと dWSS
の相関は SNR系の fwSNRsegとAI以外よりも良い．この傾向は，Fig. 2.4に示すスペクトログラ
ムより鼻音と口音のききわけであるNasalityの音韻特徴が 500 Hz未満にみられる第 1フォルマン
トが子音区間から始まる鼻音とそうでない口音の聞き分けであることに由来する．このため，母
音の聞き取りに重点を置いた fwSNRseg(S)や AIの相関が比較的高くなっている．また，この他
のスペクトル距離一部の指標では負の相関となっており，Nasalityの推定には向かない．Nasality
の了解度と相関の高かった例として，Fig. 2.26に fwSNRseg(S)，PESQ，dWSS，中程度の相関が
みられた例として，SNRsegの結果を示す．PESQ以外はどれも騒音種ごとの傾向差が目立ち，同
19他の子音特徴も含め，すべての尺度の結果は Aに掲載した．
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一音質値でも騒音種によって了解度は大きく異なっている．また，fwSNRseg(S)は 120単語平均，
Voicingにおける fwSNRseg(C)と同様に上に凸のカーブとなっており，了解度と音質値に非線形
性があることが示唆される．Table 2.13の  の結果からも，AI，AIseg，fwSNRseg(S)，PESQ，
dWSS の相関が高いことからこれらの尺度によるNasality推定性能が高くなるものと考えられる．
Table 2.12: Pearson correlation(R) between normalized intelligibility(Nasality) score and nor-
malized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.745 0.697 0.741 0.674 0.780 0.856 0.907 0.862
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.828 0.015  0.169  0.247  0.264 0.803 0.340  0.394
Table 2.13: Kendall rank correlation() between normalized intelligibility(Nasality) score and
normalized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.510 0.466 0.542 0.480 0.573 0.631 0.652 0.664
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.634 0.031 0.178 0.300 0.343 0.620 0.258 0.274
Sustention
Table 2.14に SustentionのR一覧を示す．Sustentionも SNR系の相関は高いが，AIと AIseg
は 0.683と 0.656とやや相関が悪い．一方で，dIS の相関が 0.824であり，SNR系と同等の相関が
ある．Fig. 2.27に fwSNRseg(A)，fwSNRseg(C)，dIS，dWSS の結果を示す．図より明らかなよ
うに条件Whiteも含めて対角線上にプロットされる dIS に対し，fwSNRseg(C)と dWSS は 4種の
騒音のうちWhiteは異傾向となる．fwSNRseg(A)もWhiteと他の騒音の傾向差はみられるもの
の，fwSNRseg(C)ほど顕著ではない．dIS の性能が高いのは，式（1.6）で LPCスペクトルの係
数ベクトルだけでなく，ゲインも見ているため，スペクトル包絡の形状と音量の時間変動を評価
しているためと考えられる．Table 2.15に Sustentionの  の結果を示す．最も相関の高い尺度は
0.709の fwSNRseg(A)であることは変わらない．dLLRと dIS の相関が比較的高いのも Rと同傾
向である．全体として，尺度の序列はRとの差はない．
Sibilation
Table 2.16 に Sibilation の R を示す．SNR 系の中でもセグメンテーションを行わない SNR，
SNRAと dIS は 0.8前後と比較的良いものの，他の尺度は 0.7未満である．Fig. 2.28に SNRA，
fwSNRseg(A)，dLLR，dIS の結果を示す．SNRAと fwSNRseg(A)との比較は同一のA重みを用
いた SNRのセグメンテーションの有りと無しが比較できる．結果より，SNRAの方が線形に変化
し，fwSNRseg(A)は上に凸のプロットとなる．これは，Fig. 2.17の主観評価より Sibilationはそ
もそも了解度と SNRinの関係が非線形であり，Rで評価するのは適さないといえる．スペクトル
距離で比較的相関の高い dLLRと dIS はWhiteの分散が大きいものの，その他の分散はやや小さ
くなる傾向にある．Table 2.17に Sibilationの  の結果を示す．Rでは SNR，SNRAと SNRseg
等との間に大きな差があったが， ではほとんど同程度の相関であるといえる．また，スペクトル
54
Table 2.14: Pearson correlation(R) between normalized intelligibility(Sustention) score and
normalized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.807 0.838 0.853 0.866 0.769 0.746 0.683 0.656
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.463 0.728 0.644 0.764 0.824 0.619 0.587 0.515
Table 2.15: Kendall rank correlation() between normalized intelligibility(Sustention) score and
normalized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.638 0.681 0.672 0.709 0.623 0.539 0.542 0.500
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.398 0.558 0.402 0.594 0.639 0.443 0.468 0.377
距離尺度も SNRseg等と同程度の値であり，ある程度の相関はあることがわかる．またRでも相
関が極端に低かった PESQと dWSS の相関はやはり低い．
Table 2.16: Pearson correlation(R) between normalized intelligibility(Sibilation) score and nor-
malized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.799 0.814 0.653 0.650 0.528 0.466 0.548 0.493
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.109 0.490 0.626 0.676 0.780 0.281 0.391 0.377
Table 2.17: Kendall rank correlation() between normalized intelligibility(Sibilation) score and
normalized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.486 0.488 0.460 0.494 0.391 0.276 0.364 0.320
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.099 0.409 0.397 0.485 0.489 0.155 0.337 0.317
Graveness
Table 2.18にGravenessのRを示す．結果より，SNR系は相関が高く，次いで PESQと dWSS
が続く傾向はVoicing，Nasalityと同傾向である．Fig. 2.29に SNR，SNRseg，PESQ，dIS の結
果を示す．SNRは相関係数が 0.9以上あるものの，やや下に凸のプロットで，SNRsegの方が対
角線に近い．この二つの様に SNR系は騒音種間差はほとんどみられないが，PESQは騒音種に
よってプロット傾向に差がみられる．dISはPESQよりもこの傾向が顕著である．これらの傾向も
Voicing，Nasalityと近い．VoicingとNasalityの主観評価結果であるFig. 2.11，Fig. 2.13と比べ，
Gravenessの主観評価結果である Fig. 2.19は SNRinに対して了解度変化が大きい．Gravenessで
比較してるのは単語対間の第 2フォルマント周波数であるため，スペクトル距離の客観音質指標
では，騒音のスペクトルの違いが評価値に反映されやすく，騒音傾向差が出たものと考えられる．
Table 2.19にGravenessの  を示す．Rと比べて SNR，AIの順位がやや低くなるのはこれまで通
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りだが，SNRAは最も相関の高い fwSNRseg(A)に次ぐ．つまり Gravenessには A特性重みによ
る SNRによる推定性能が高くなると予想される．
Table 2.18: Pearson correlation(R) between normalized intelligibility(Graveness) score and
normalized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.902 0.923 0.936 0.948 0.941 0.913 0.905 0.827
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.730 0.625 0.376 0.363 0.380 0.765 0.671  0.011
Table 2.19: Kendall rank correlation() between normalized intelligibility(Graveness) score and
normalized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.732 0.787 0.754 0.802 0.777 0.738 0.706 0.614
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.565 0.493 0.306 0.236 0.207 0.573 0.480 0.019
Compactness
Table 2.20にCompactnessの相関係数一覧を示す．Compactnessの結果はGravenessとほとん
ど同傾向である．Compactnessで評価する音韻特徴もGravenessと近い特定周波数への集中度で
あるから，品質評価値も同傾向になったものと考えられる．Fig. 2.30にGravenessの結果でも示
した SNR，SNRseg，PESQ，dIS の結果を示す．これらは同尺度のGravenessの結果と比べても
ほとんど同じ傾向にあることがわかる．Table 2.21の  の結果も，120単語平均，Voicingと同様
に SNRと SNRAはRに比べ上位とならない．このため，了解度と音質値の間は線形ではなく非
線形な関係にあるといえる．
Table 2.20: Pearson correlation(R) between normalized intelligibility(Compactness) score and
normalized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.906 0.899 0.905 0.874 0.913 0.933 0.938 0.907
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.789 0.344 0.131 0.196 0.277 0.818 0.623 0.151
Table 2.21: Kendall rank correlation() between normalized intelligibility(Compactness) score
and normalized objective speech quality score
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
0.737 0.746 0.763 0.744 0.824 0.771 0.750 0.761
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
0.657 0.259 0.012 0.112 0.092 0.673 0.447 0.100
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Fig. 2.25: Comparison between normalized intelligibility(Voicing) score and normalized objective
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Fig. 2.26: Comparison between normalized intelligibility(Nasality) score and normalized objec-
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Fig. 2.27: Comparison between normalized intelligibility(Sustention) score and normalized ob-
jective speech quality score
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Fig. 2.28: Comparison between normalized intelligibility(Sibilation) score and normalized ob-
jective speech quality score
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Fig. 2.29: Comparison between normalized intelligibility(Graveness) score and normalized ob-
jective speech quality score
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Fig. 2.30: Comparison between normalized intelligibility(Compactness) score and normalized
objective speech quality score
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全騒音混合条件のまとめ
Table 2.22に全騒音を混合した条件の子音特徴ごとにRと  が最良の結果であった尺度と特異
な傾向が認められた尺度をまとめる．R， 共に最良結果は全て SNR系尺度だが，Rはセグメン
テーションを伴わない SNR，SNRA，AIが選択されることが多いが， はすべてセグメンテーショ
ンを伴う SNR系尺度であった．各子音特徴ごとの分析でも SustentionとGravenessを除き，Rは
高いが， がやや低くなる傾向にある尺度がみられたため，心理尺度である了解度と物理尺度で
ある客観音声品質値は，線形ではなく非線形な関係であるといえ，ピアソンの積率相関係数Rに
よる分析は向かず，ケンドールの順位相関係数  で評価するのが良いと考えられる．Sustention
と Gravenessについては，R， 共に最良尺度が fwSNRseg(A)であった．これは，Fig. 2.27と
Fig. 2.29でみられたように，騒音ごとの傾向差が他の尺度と比べ出にくかったことが原因である．
以上の結果から，何らかの聴覚重みを用いた周波数重み付セグメンタル SNRを用いた了解度推
定の性能が高いことが期待される．
SNR系以外の尺度で子音特徴ごとに，特徴的な結果がみられた尺度をまとめる．120単語平均，
Voicing，Nasality，Graveness，Compactnessは PESQまたは dWSS が SNR系尺度に次ぐ性能
であった．dWSS は Liuらの検討 [150]で相関が最も高いことが多かったのは比較対象が全て本
節で検討したような騒音や残響が固定される系での順位相関であり，本実験も同様の結果である．
Sustention，Sibilationの 3種は JDRTで聞き分けている音韻特徴が特定周波数への集中であり，
dCep，dLLR，dIS といったスペクトル距離尺度も有効であった．Voicing以下の 6音韻特徴では，
いくつかの尺度についてのみ了解度と音質値のプロットを示したが，相関係数があまり高くない
（ が 0.7未満）尺度は騒音種内の序列はみられるものの，騒音種間の傾向差を表現できない尺度
であることが多かった．次節では騒音ごとに順位相関係数  を比較する．
Table 2.22: Objective measures with highest correlation in all noise mixed condition
phonetic Pearson Kendall notable
feature correlation(R) correlation() results
120 words SNRA fwSNRseg(C) PESQ, dWSS
Voicing SNR fwSNRseg(C) PESQ, dWSS
Nasality AI AIseg PESQ, dWSS
Sustention fwSNRseg(A) fwSNRseg(A) dCep, dLLR, dIS
Sibilation SNRA fwSNRseg(A) dLLR, dIS
Graveness fwSNRseg(A) fwSNRseg(A) PESQ, dWSS
Compactness AI fwSNRseg(C) PESQ, dWSS
2.3.5 騒音ごとのケンドールの順位相関
本節では騒音種ごとに正規化了解度と正規化音質値のケンドールの順位相関係数  を比較する．
各子音特徴ごとの相関係数を騒音条件（B:Babble，W:White，H:Highway，R:Railway）ごとに
まとめる．
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120単語平均
Table 2.23に 120単語平均での各騒音ごとの  を示す．SNR系尺度と PESQ，dWSS は全ての
騒音で 0.8以上の相関があり，相関が高い．PESQと dWSS はTable 2.9の全騒音混合条件ではそ
れぞれ 0.577，0.609であったことから，これらは同一騒音における品質評価においては了解度と
音質値の関係が保持される．dCep，dLAR，dLLR，dIS はBabble，Railway条件では相関が低いく
なり，White，Highwayの相関は高くなる傾向がみられた．これは Fig. 2.5で見たように，騒音ご
とのスペクトル特徴が原因と考えられる．
Table 2.23: Kendall rank correlation() between normalized intelligibility(120 words average)
score and normalized objective speech quality score by noise type
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
B 0.845 0.853 0.845 0.853 0.861 0.853 0.853 0.853
W 0.878 0.878 0.878 0.878 0.910 0.902 0.869 0.918
H 0.878 0.869 0.878 0.878 0.902 0.902 0.910 0.902
R 0.865 0.882 0.865 0.882 0.874 0.849 0.849 0.849
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
B 0.833 0.494 0.114 0.490 0.543 0.869 0.551 0.412
W 0.886 0.653 0.486 0.665 0.747 0.902 0.665 0.567
H 0.890 0.535 0.535 0.645 0.612 0.902 0.649 0.461
R 0.825 0.498 0.363 0.592 0.539 0.825 0.482 0.151
Voicing
Table 2.24にVoicing子音特徴での各騒音ごとの  を示す．全体的に 120単語平均と同傾向では
あるが，BabbleとRailwayの  の低下は SNR系尺度でも顕著にみられる．
Table 2.24: Kendall rank correlation() between normalized intelligibility(Voicing) score and
normalized objective speech quality score by noise type
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
B 0.616 0.641 0.616 0.641 0.657 0.633 0.633 0.633
W 0.830 0.830 0.830 0.830 0.847 0.830 0.838 0.847
H 0.738 0.730 0.738 0.738 0.705 0.705 0.713 0.705
R 0.749 0.766 0.749 0.766 0.733 0.720 0.737 0.720
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
B 0.616 0.420 0.351 0.490 0.539 0.649 0.453 0.396
W 0.822 0.569 0.380 0.524 0.765 0.847 0.560 0.454
H 0.684 0.426 0.590 0.537 0.631 0.672 0.553 0.430
R 0.687 0.382 0.460 0.464 0.592 0.720 0.469 0.411
Nasality
Table 2.25にNasality子音特徴での各騒音ごとの  を示す．全体的に 120単語平均と同傾向で
はあるが，BabbleとRailwayの  の低下は SNR系尺度でも顕著にみられる．
Sustention
Table 2.26に Sustention子音特徴での各騒音ごとの  を示す．全騒音混合時と比べると，SNR
系尺度は 0.500～0.709から，0.767～0.871と大幅に改善している．また PESQと dWSS はそれぞ
れ 0.398，0.443から，0.75以上とこちらも大幅に改善している．以上の結果より，Sustentionは
騒音種の影響差が大きく，全騒音混合条件では了解度推定が行いにくい子音特徴であるといえる．
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Table 2.25: Kendall rank correlation() between normalized intelligibility(Nasality) score and
normalized objective speech quality score by noise type
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
B 0.808 0.800 0.808 0.800 0.800 0.808 0.808 0.808
W 0.621 0.621 0.621 0.621 0.682 0.691 0.682 0.699
H 0.765 0.724 0.757 0.757 0.769 0.794 0.777 0.794
R 0.749 0.766 0.749 0.766 0.733 0.720 0.737 0.720
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
B 0.788 0.461 0.127 0.049 0.135 0.808 0.584 0.298
W 0.526 0.399 0.526 0.477 0.682 0.658 0.448 0.637
H 0.777 0.421 0.371 0.220 0.084 0.777 0.593 0.031
R 0.687 0.382 0.460 0.464 0.592 0.720 0.469 0.411
Table 2.26: Kendall rank correlation() between normalized intelligibility(Sustention) score and
normalized objective speech quality score by noise type
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
B 0.767 0.776 0.767 0.776 0.776 0.767 0.767 0.767
W 0.847 0.847 0.847 0.847 0.847 0.834 0.871 0.847
H 0.832 0.815 0.832 0.823 0.864 0.860 0.864 0.860
R 0.794 0.810 0.777 0.794 0.786 0.777 0.777 0.777
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
B 0.763 0.604 0.024 0.637 0.612 0.784 0.518 0.412
W 0.830 0.773 0.487 0.442 0.597 0.834 0.659 0.659
H 0.860 0.664 0.521 0.705 0.680 0.860 0.668 0.603
R 0.761 0.654 0.207 0.736 0.724 0.786 0.523 0.133
Sibilation
Table 2.27に Sibilation子音特徴での各騒音ごとの  を示す．Sibilationは全騒音混合条件では
どれも  が 0.5未満だったが，SNR系と dIS，dWSS ではWhiteで 0.6以上とわずかに改善して
いる．しかしながら，Babble条件の  は最大でも 0.3程度であり，やはり了解度と音質値の相関
は悪い．これは，Fig. 2.17で見たように，そもそも SNRinで了解度がほとんど変化しないためで
ある．
Table 2.27: Kendall rank correlation() between normalized intelligibility(Sibilation) score and
normalized objective speech quality score by noise type
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
B 0.284 0.276 0.284 0.276 0.292 0.300 0.300 0.300
W 0.648 0.648 0.648 0.648 0.639 0.631 0.615 0.648
H 0.496 0.517 0.496 0.480 0.501 0.492 0.484 0.492
R 0.534 0.542 0.534 0.542 0.546 0.529 0.529 0.529
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
B 0.280 0.206 0.010 0.255 0.186 0.292 0.292 0.219
W 0.594 0.471 0.385 0.492 0.607 0.615 0.475 0.402
H 0.484 0.365 0.463 0.455 0.488 0.496 0.382 0.311
R 0.496 0.307 0.332 0.529 0.416 0.508 0.340 0.088
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Graveness
Table 2.28に Graveness子音特徴での各騒音ごとの  を示す．SNR系は全騒音混合条件では
AIsegを除き 0.7以上の相関がみられたが，騒音ごとには 0.8以上となりより相関が高くなった．
また，PESQと dWSS は全騒音混合条件では 0.565，0.573であったが，どちらも 0.8程度に改善
している．これまでの子音特徴と同様に PESQと dWSS は騒音種が固定される条件での相関が高
い尺度であることがわかる．Whiteに限定すれば，dLLR，dIS も  が 0.7程度と高くなっている
が，Babbleでは 0.3未満であるため，騒音種の影響を顕著に受けている．
Table 2.28: Kendall rank correlation() between normalized intelligibility(Graveness) score and
normalized objective speech quality score by noise type
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
B 0.787 0.811 0.787 0.811 0.811 0.787 0.770 0.787
W 0.823 0.823 0.823 0.823 0.852 0.856 0.823 0.864
H 0.850 0.866 0.850 0.858 0.866 0.866 0.891 0.858
R 0.850 0.875 0.867 0.875 0.855 0.850 0.842 0.842
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
B 0.778 0.570 0.378 0.243 0.047 0.803 0.411 0.055
W 0.832 0.652 0.529 0.733 0.701 0.832 0.635 0.493
H 0.846 0.646 0.478 0.592 0.570 0.842 0.498 0.298
R 0.826 0.510 0.453 0.199 0.064 0.834 0.363 0.523
Compactness
Table 2.29に Compactness子音特徴での各騒音ごとの  を示す．全騒音混合時と同様に Com-
pactnessはGravenessと同様の傾向を示し，SNR系は  が概ね 0.8以上となり，PESQと dWSS
はそれぞれ 0.657，0.673から 0.8程度に改善した．dLLR，dIS のWhiteは良いものの，特に他の
騒音で  が低めになる傾向も共通している．
Table 2.29: Kendall rank correlation() between normalized intelligibility(Compactness) score
and normalized objective speech quality score by noise type
SNR SNRA SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg
B 0.800 0.800 0.800 0.800 0.792 0.792 0.800 0.792
W 0.843 0.843 0.843 0.843 0.888 0.884 0.852 0.893
H 0.851 0.834 0.851 0.872 0.884 0.880 0.884 0.880
R 0.866 0.849 0.866 0.849 0.862 0.862 0.870 0.862
PESQ dCep dLAR dLLR dIS dWSS SNRloss(C) SNRloss(S)
B 0.771 0.486 0.041 0.429 0.253 0.800 0.539 0.392
W 0.852 0.667 0.401 0.663 0.762 0.884 0.585 0.328
H 0.855 0.549 0.072 0.462 0.387 0.880 0.557 0.188
R 0.849 0.390 0.258 0.423 0.094 0.849 0.361 0.213
騒音別相関係数のまとめ
Table 2.30に子音特徴ごとの各騒音条件で最も  が高い尺度を示す．同値の尺度は全て掲載した．
ほとんどの子音特徴で騒音によらずSNR系尺度が選択されたが，一部の組み合わせでは dWSSが最
も  が高い．また SNR系尺度では周波数重みを伴う尺度（SNRA，fwSNRseg(A)，fwSNRseg(C)，
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fwSNRseg(S)，AI，AIseg）がほとんどであり，一部 SNRと SNRsegが選択されているが，SNR
が単独で最良尺度になることはなかった．dWSS も含め，何らかの聴覚重み付けをした音質評価
尺度が了解度との相関が高くなる傾向にある．また，Table 2.22の全騒音混合条件ではセグメン
テーションを伴った尺度の  が高かったことから，了解度の高精度な推定には聴覚重みを用いた
セグメンタル SNRを用いる必要があるといえる．実際に，SIIの重みを用いた fwSNRseg(C)は全
騒音混合条件も含め， の高い尺度であった．dWSS はスペクトル距離変化を評価する尺度ではあ
るが，時間ごとのパワースペクトルの変化尺度であるため，fwSNRsegに近い発想の尺度であり，
 が高くなったと考えられる．この他のスペクトル尺度では dLLRと dISが騒音Whiteを用いた時
に  が高い傾向にあったが，Babble条件では  は低くなった．これは元来，音声スペクトルの変
化を見る尺度であり，Babble条件では妨害もスピーチノイズであるから， が低下したと考えら
れる．PESQは文献 [21, 22, 23]では了解度推定に用いられているものの，最良の尺度ではない．
しかし，PESQは規格内にVADによる音声区間推定を含むため，本実験の様に音声区間が既知で
ある場合以外も加味すると有効な尺度であることには変わりない．次節では本結果を用いて音質
評価尺度を選択肢，了解度の推定を行う．
Table 2.30: Objective measures with highest correlation in each noise condition
phonetic feature Babble White Highway Railway
120 words fwSNRseg(C) AIseg AI SNRA,
fwSNRseg(A)
Voicing fwSNRseg(C) fwSNRseg(C), AIseg, SNRA, SNRA,
dWSS fwSNRseg(A) fwSNRseg(A)
Nasality SNR,SNRseg AIseg fwSNRseg(S), SNRA,
AI,AIseg AIseg fwSNRseg(A)
Sustention dWSS AI SNR, SNRA, SNRseg SNRA
fwSNRseg(A), AIseg
Sibilation fwSNRseg(S), AI AIseg AI fwSNRseg(C)
AIseg
Graveness SNRA, fwSNRseg(A) fwSNRseg(S) fwSNRseg(S) fwSNRseg(A)
fwSNRseg(C)
Compactness SNR, SNRA, SNRseg AIseg fwSNRseg(C), AI
fwSNRseg(A), AI, dWSS AI
2.4 非線形回帰による了解度推定
2.3.3節で了解度と尺度の相関係数を比較した．本節では順位相関  の高い尺度を選択し，了解
度の推定実験を行う．
2.4.1 回帰手法と了解度推定
回帰関数
推定には，了解度を目的変数に，客観音質値を説明変数とした回帰分析を行う．全騒音条件の
相関係数比較より，了解度と客観音質値には線形ではなく非線形の関係があることがわかってお
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り，回帰には最小二乗法によるシグモイドカーブフィッティングを行う．回帰する関数は式（2.5）
のシグモイド・ロジスティック関数を用いる．
シグモイド・ロジスティック関数は本来，二値のみが観測される特性関数を連続関数に置き換え
るために利用される．このシグモイド・ロジスティック関数にパラメトリックな回帰としてカーブ
フィッティングするためには，了解度の分布がシグモイドカーブで近似できる変化を持つことが前
提になる．そこで了解度の変化傾向について考える．そもそも了解度は単語が「全て聴こえる」を
上限とし，「全く聴こえない」を下限とする分布を持つ連続量の心理量である．上限値と下限値が
明確に決まるのは，個々の単語まで分解して考えれば，「聴こえる」と「聴こえない」の二値にな
るからである．このため，多くの単語聴取結果の平均値である了解度は二値にはならないが，同
一条件の単語の聴取結果を平均する行為自体が，　一般線形化モデルのロジスティック回帰のため
のスプラインを作成していることと等価である．また，本来であれば，単語の平均ではなく，全
ての単語の聴取結果を混合して一般線形化モデルとしてロジスティック回帰を行うことが妥当で
ある．しかし，単語ごとの言語特性の差による心理的なマスキング効果の差を考慮せずに「聴こ
える」と「聴こえない」の二値問題とすると単語セット内の言語特性の分散によって回帰結果が
大きく変わる可能性がある．了解度試験は言語情報による聴取効果20はある程度統制されている
ものの，完全に等しいわけではない．このため特定単語ごとのロジスティック回帰は行えるが，全
ての単語を用いたロジスティック回帰は妥当ではない．よってカーブフィッティングによって単語
セット平均値への回帰を行うこととする．
式（2.5）は Fig. 2.31に示す様に最大値 aで中心座標 ( b=c，a=2)に変曲点を持ち，変曲点で点
対称な関数である．本論文では，式（2.5）を各条件ごとに当てはめ，最小二乗法により bと cを
求める．主観評価結果ではどの子音特徴においても最大値が 1になることはなかったが，応用を
考えると，騒音の影響が全くないとみなされる時（了解度が全く低下しない条件）も必要である
と判断し，a = 1とした．最小二乗法の評価値は，後述するテストデータの主観評価による了解度
と推定値の最小二乗誤差（RMSE:Root Mean Squared Error）とし，RMSEが最小になる bと c
を用いる．
y =
a
1 + exp (b+ cx)
(2.5)
推定性能評価指標
推定性能の評価指標には，式（2.6）に示す，主観評価による了解度と推定関数によって求まる推
定値のRMSEを用いる．RMSEが小さければ，了解度と推定値が近いことを示す．また，RMSE
と 2.2節で述べたMCIを比較し，RMSE<MCIが成り立てば推定性能が十分であるとみなすこと
ができる [158]．これは推定値が，統計的代表値（平均値）の信頼区間内にあることを示し，主観
評価の分散の範囲内で推定できているという解釈である．
RMSE =
sP
(Sub:Intell:  Est:Intell:)2
N
(2.6)
20単語親密度や音素バランスといった聴覚以外の単語統制．
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 Fig. 2.31: Example for logistic function
学習データとテストデータ
客観音質値は，正規化前の実測値を用いる．また推定関数の作成には，騒音種ごとに計測点 32
点を 2分割し，半分の 16点を関数作成の学習データとし，残り半分を推定実験用のテストデータ
とした．ノイズクローズドテストの全騒音混合条件は 4騒音の学習データ 64点全てを用いて推定
関数を作成し，4騒音のテストデータ 64点全てを推定した．ノイズオープン条件では，トレーニ
ングデータに用いた騒音以外はすでに分割してあるテストデータを用いて較する．
推定に用いる客観音質指標
推定に用いる客観音質指標には，騒音種によらず順位相関  の高い尺度として SNR系から，
SNRseg，fwSNRseg(A)，fwSNRseg(C)，fwSNRseg(S)，AI，AIsegを選択し，スペクトル距離に
基づく尺度からは PESQと dWSS を選択する．これらの尺度から，子音特徴ごとに最も推定性能
の高い尺度を選択する．
2.4.2 ノイズクローズドテスト
JDRTの子音特徴ごとに騒音が既知の場合（以下，ノイズクローズドテスト）の推定結果を整
理する．ここで，騒音が既知というのは推定関数作成に用いた学習データの騒音条件と，推定に
用いるテストデータの騒音条件が同一であることを示す．ノイズクローズドテストで推定性能の
低い尺度は騒音が未知の場合（ノイズオープンテスト）の推定結果も低くなることが予想される
ため，まずはノイズクローズドテストで音質評価尺度を比較する．次に，子音特徴ごとにノイズ
クローズドテストで推定性能が高かった尺度を用いて騒音がノイズオープンテストで比較する．
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120単語平均
120単語平均のRMSE一覧とMCIをTable 2.31に示す．表中のB～Rは騒音ごとの推定結果で，
Meanは騒音ごとの結果の加算平均値，Allは全騒音混合条件での RMSEである．Meanと ALL
のMCIは同じ値とした．結果より，PESQと dWSS を除けば全ての尺度が騒音種ごと及びMean
でRMSE<MCIを満たす．PESQはWhiteとHighwayで満たし，BabbleとRailwayで僅かに満
たさない．dWSS はWhiteのみ満たすが，他は満たさない．Allでは，AIと AIsegが満たさない
が，他の SNRsegと各 fwSNRsegはRMSE<MCIを満たす．つまり，SNRsegまたは各 fwSNRseg
であれば，騒音の種類の影響は小さいということがわかる．これらの尺度には，2.4.3項で学習条
件とテスト条件の騒音種を入れ替えた影響について考察する．
推定関数の例として，Fig. 2.32に最も推定性能が高い fwSNRseg(A)，中程度の性能（Meanで条
件を満たし，Allで満たさない）であったAI，推定性能は低いが，他の文献でも使用されるPESQ，
dWSS の例を示す21．fwSNRseg(A)以外は全騒音で学習した推定関数に対し，騒音種ごとに傾向
が異なることが明確であり，特に PESQと dWSS では騒音種ごとの推定関数が必要なことがわか
る．以上の結果より，120単語平均の推定には SNRsegまたは fwSNRseg(A)が良いことがわかる．
Table 2.31: Comparison of RMSE by objective quality measures along with the MCI per noise
(120 words average)
SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg PESQ dWSS MCI
B 0.029 0.023 0.031 0.030 0.034 0.036 0.044 0.064 0.043
W 0.028 0.028 0.025 0.016 0.041 0.019 0.043 0.035 0.052
H 0.013 0.014 0.020 0.013 0.031 0.010 0.029 0.054 0.043
R 0.019 0.017 0.034 0.027 0.034 0.033 0.051 0.061 0.049
Mean 0.022 0.020 0.028 0.022 0.035 0.025 0.042 0.054 0.047
All 0.032 0.035 0.033 0.046 0.048 0.064 0.080 0.106 0.047
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Fig. 2.32: Objective quality score and estimate function(120 words average)
Voicing
VoicingのRMSE一覧とMCIをTable 2.32に示す．MCIは 120単語平均よりも大きな値となる
ため，dWSSのRailwayを除き騒音別の場合はどの尺度もRMSE<MCIを満たす．騒音種別にみる
21図中の各騒音のプロットでは学習データとテストデータを区別していない．以下，子音特徴別の結果も同じ．
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と，White条件のRMSEがどの尺度でも小さい．これはTable 2.24の  がWhite条件は他の騒音
よりも高い傾向と合致する．しかし， が最も低いのはBabble条件であり，BabbleのRMSEが大
きい傾向にはあるが，必ずしも の序列とは一致していない．また，全騒音混合条件でも dWSS以外
はRMSE<MCIを満たす．また，120単語平均と異なり，SNRseg，fwSNRseg(A)，fwSNRseg(C)，
fwSNRseg(S)，AIはMeanとAllの差が小さい．これはFig. 2.11より，Voicingについては騒音間
の傾向差がほとんどないことが関係している．Fig. 2.33に SNRseg，fwSNRseg(C)，AI，PESQ
の客観音質値と All条件の推定関数を示す．SNRsegと fwSNRseg(C)では騒音種ごとの傾向差が
小さいが，AIと PESQでは傾向差がみられる．以上の検討より，Voicing推定には SNRsegまた
は fwSNRseg(A)が良い．
Table 2.32: Comparison of RMSE by objective quality measures along with the MCI per noise
(Voicing)
SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg PESQ dWSS MCI
B 0.048 0.046 0.047 0.048 0.040 0.049 0.053 0.071 0.075
W 0.022 0.022 0.019 0.019 0.033 0.020 0.026 0.028 0.087
H 0.038 0.038 0.039 0.038 0.029 0.037 0.043 0.061 0.071
R 0.043 0.041 0.045 0.046 0.051 0.049 0.054 0.091 0.077
Mean 0.038 0.037 0.038 0.038 0.038 0.039 0.044 0.063 0.078
All 0.035 0.036 0.037 0.039 0.042 0.045 0.064 0.082 0.078
Nasality
Nasalityの RMSE一覧とMCIを Table 2.33に示す．Nasalityも Voicing同様に騒音別に見た
場合は dWSS 以外で RMSE<MCIを満たす．騒音種ごとの RMSEは Voicingと同様にWhite条
件で低く，Babble条件で高くなっている．しかし，Table 2.25の  は Babbleが高く，Whiteが
低い傾向である．また，Meanは SNRseg，fwSNRseg(A)，fwSNRseg(C)は 0.037～0.042の低い
値になるが，Allでは 0.065～0.081と 2倍程度RMSEが増加している．一方で，fwSNRseg(S)は
Meanが 0.042，Allが 0.044とほぼ同じ値である．fwSNRSeg(C)は Table 2.13で最も  が高く
0.631であったため全騒音条件でも RMSEが小さいと考えられるが，dWSS も 0.620と相関は高
かったものの，RMSEは他に比較して大きい．Nasalityの結果からは  だけで推定性能を予測す
ることは困難であることがわかる．dWSS は  にかかわらずRMSEが大きくなる．スペクトル距
離系の尺度は騒音種（スペクトル劣化の影響）が固定された条件で  が低くなっているのが要因
である．Fig. 2.34に fwSNRseg(A)，fwSNRseg(C)，fwSNRseg(S)，PESQの客観音質値とAll条
件の推定関数を示す．fwSNRseg(S)を除いて騒音種の違いがみられることから，Nasality推定に
は fwSNRseg(S)が良いことがわかる．
Sustention
SustentionのRMSE一覧とMCIをTable 2.34に示す．結果より dWSSも含め，騒音別条件では
RMSE<MCIが成り立っている．騒音ごとの傾向は，White条件のRMSEが他の騒音よりも大き
く，Voicing，Nasalityと異なる傾向にある．VoicingとNasalotyではRMSEが大きかった dWSSが
RMSE<MCIを満たしている．しかし，全騒音を混合した条件ALLでは SNRsegと fwSNRseg(A)
だけが RMSE<MCIを満たし，fwSNRseg(C)がほぼ同値であるものの，他の尺度は 0.1以上の
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Table 2.33: Comparison of RMSE by objective quality measures along with the MCI per noise
(Nasality)
SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg PESQ dWSS MCI
B 0.058 0.057 0.062 0.056 0.056 0.062 0.063 0.106 0.088
W 0.037 0.027 0.021 0.015 0.042 0.022 0.035 0.015 0.065
H 0.038 0.038 0.048 0.038 0.044 0.032 0.046 0.054 0.078
R 0.024 0.025 0.036 0.028 0.028 0.031 0.048 0.043 0.070
Mean 0.039 0.037 0.042 0.034 0.042 0.037 0.048 0.054 0.075
All 0.071 0.081 0.065 0.057 0.044 0.053 0.057 0.095 0.075
RMSEであり，十分な推定が行えていないと考えられる．これは騒音の傾向差が大きく，全騒音
混合条件と騒音別の  の値が異なったことからも妥当である．このため，Sustentionは騒音種が
限定される条件で無ければ推定できない子音特徴である．Fig. 2.35に SNRseg，fwSNRseg(A)，
fwSNRseg(C)，fwSNRseg(S)の結果を示す．どの尺度においてもWhiteが別傾向としてプロット
されているのがわかる．All条件の RMSEの小ささとプロットの傾向から Sustention推定には，
SNRsegか fwSNRseg(A)が良い．
Table 2.34: Comparison of RMSE by objective quality measures along with the MCI per noise
(Sustention)
SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg PESQ dWSS MCI
B 0.024 0.020 0.040 0.037 0.048 0.037 0.053 0.048 0.084
W 0.063 0.058 0.067 0.060 0.088 0.062 0.098 0.073 0.112
H 0.037 0.033 0.028 0.029 0.064 0.047 0.032 0.038 0.083
R 0.042 0.038 0.043 0.049 0.073 0.056 0.079 0.075 0.089
Mean 0.041 0.037 0.045 0.044 0.068 0.050 0.066 0.059 0.092
All 0.080 0.080 0.094 0.112 0.111 0.120 0.142 0.168 0.092
Sibilation
SibilationのRMSE一覧とMCIをTable 2.35に示す．騒音別条件では，PESQのWhite，Railway
と dWSSを除きRMSE<MCIが成り立っている．Fig. 2.17より，本実験系では Sibilationはほとん
ど了解度変化が無く，Table 2.27においても，Babbleは が低かったが，SNR系尺度ではRMSEは
0.025程度と十分に小さかった．また，SNRsegと fwSNRseg(A)ではMean条件とAll条件の差が
小さく，fwSNRseg(C)と fwSNRseg(S)ではMeanとAllでRMSEに 0.015程度の差がつくことか
ら，Sibilation推定に適した尺度は SNRsegまたは fwSNRSeg(A)である．Fig. 2.36に示すAll条件
の推定関数と音質値も，SNRsegまたは fwSNRSeg(A)は緩やかなカーブを描くが，fwSNRseg(C)
と fwSNRseg(S)はほぼ直線上であり，推定関数としてほとんど機能を果たしていない．
Graveness
GravenessのRMSE一覧とMCIをTable 2.36に示す．騒音別条件では，dWSSのRailwayを除き
RMSE<MCIが成り立っている．SNR系尺度ではBabbleとWhite条件のRMSEがやや高い傾向に
ある．All条件では SNRseg系 4種がRMSE<MCIを満たす．特に fwSNRseg(A)と fwSNRseg(C)
はMean条件と All条件の RMSE差が 0.01程度と小さい．Fig. 2.37に SNRseg，fwSNRseg(C)，
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Table 2.35: Comparison of RMSE by objective quality measures along with the MCI per noise
(Sibilation)
SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg PESQ dWSS MCI
B 0.024 0.024 0.024 0.024 0.024 0.024 0.025 0.039 0.041
W 0.060 0.066 0.067 0.067 0.054 0.061 0.078 0.120 0.069
H 0.040 0.039 0.031 0.041 0.039 0.035 0.032 0.044 0.057
R 0.044 0.043 0.044 0.044 0.045 0.044 0.046 0.063 0.055
Mean 0.042 0.043 0.041 0.044 0.040 0.041 0.045 0.067 0.056
All 0.046 0.044 0.055 0.060 0.054 0.056 0.062 0.103 0.056
AI，PESQのAll条件の推定関数と音質値のプロットを示す．AIとPESQは騒音傾向差がみられ，
SNRsegと fwSNRseg(C)は騒音差がほとんどみられない．
Table 2.36: Comparison of RMSE by objective quality measures along with the MCI per noise
(Graveness)
SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg PESQ dWSS MCI
B 0.047 0.037 0.051 0.049 0.066 0.061 0.070 0.081 0.095
W 0.047 0.061 0.043 0.035 0.050 0.034 0.082 0.071 0.105
H 0.038 0.048 0.038 0.032 0.061 0.041 0.063 0.091 0.106
R 0.036 0.033 0.043 0.039 0.062 0.055 0.085 0.098 0.093
Mean 0.042 0.045 0.044 0.039 0.060 0.048 0.075 0.085 0.100
All 0.064 0.057 0.055 0.077 0.085 0.118 0.139 0.167 0.100
Compactness
CompactnessのRMSE一覧とMCIをTable 2.37に示す．騒音別条件では，全ての尺度でRMSE<MCI
が成り立っている．しかし，AI,AIseg，PESQ，dWSSの 4種はMeanとAllのRMSE差が 2倍程度
あり，SNRseg，fwSNRsegに比べ推定性能が悪い．Meanでは fwSNRseg(S)が 0.039と最もRMSE
が小さいが，Allでは 0.077まで増加している．fwSNRseg(C)はMeanでは 0.044と fwSNRseg(S)
は僅かに大きいものの，Allでは 0.055と最もRMSEが小さい．Fig. 2.38に fwSNRseg(C)，fwS-
NRseg(S)，AI，PESQのAll条件の推定関数と音質値のプロットを示す．
Table 2.37: Comparison of RMSE by objective quality measures along with the MCI per noise
(Compactness)
SNRseg fwSNRseg(A) fwSNRseg(C) fwSNRseg(S) AI AIseg PESQ dWSS MCI
B 0.047 0.037 0.051 0.049 0.066 0.061 0.070 0.081 0.084
W 0.047 0.061 0.043 0.035 0.050 0.034 0.082 0.071 0.097
H 0.038 0.048 0.038 0.032 0.061 0.041 0.063 0.091 0.097
R 0.036 0.033 0.043 0.039 0.062 0.055 0.085 0.098 0.101
Mean 0.042 0.045 0.044 0.039 0.060 0.048 0.075 0.085 0.095
All 0.064 0.057 0.055 0.077 0.085 0.118 0.139 0.167 0.095
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Fig. 2.33: Objective quality score and estimate function(Voicing)
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Fig. 2.34: Objective quality score and estimate function(Voicing)
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Fig. 2.35: Objective quality score and estimate function(Sustention)
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Fig. 2.36: Objective quality score and estimate function(Sibilation)
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Fig. 2.37: Objective quality score and estimate function(Graveness)
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Fig. 2.38: Objective quality score and estimate function(Compactness)
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ノイズクローズドテストのまとめ
ノイズクローズドテストの子音特徴ごとにRMSEが最小だった客観音質尺度をTable 2.38に示
す．騒音種ごと（per noise）と全騒音混合条件（pooled noise）を分けて提示する．per noise条
件は 4騒音条件の平均値とした．結果より，PESQと dWSS 以外の SNR系尺度が選択されてい
る．PESQと dWSS は順位相関係数  は子音特徴によっては SNR系尺度とほぼ同等であること
もあり，相関は決して悪くない．特にNasalityのWhiteといった，dWSS が最も  が高かい条件
ではRMSEが 0.015と十分な推定性能を持っていることもあるが，全体としては推定性能が悪い．
PESQも dWSS 程ではなかったものの，最良尺度になることはなかった．AIはNasalityでは騒音
種別では 0.042と中程度であったものの，All条件との差が 0.002であり，Nasalityについては有
効な尺度である．Sibilationでは，騒音種別とAllとの差が開くため，個別騒音ごとに最適な尺度
である．AI以外の最良尺度は SNRsegに乗算する重みの最適化問題である22．以上のの結果から，
現在，明瞭度／了解度の予測に使われる SII（AI），STIはその内部処理に SNRを持つことから，
より推定性能を高めるためには，セグメンタル SNRを用いる方が良いことが本実験結果より示唆
される．
また，順位相関係数  による推定性能予測は，SNRsegの重み選択では参考になる指標と言える
が，dWSSといった異なる物理指標との推定性能比較には向かなかった．これは各客観音質評価尺
度ごとの音質値自体の変動とあてはめた関数の形状による．あてはめた関数と各プロットとの距
離が広ければRMSEは大きくなる．つまり，客観音質の値域が広い dWSS は回帰による了解度推
定には向かない．
RMSE<MCIの基準については，騒音種別の場合はほとんどの尺度が満たした．RMSEとMCI
の比較は，120単語平均の様に一人あたりの結果が十分に安定する場合は有効ではあるが，子音特
徴別に見た場合は 20単語の平均となるため，2.2.3節での結果のようにMCIが大きな値になる傾
向にある．また，本節の比較はノイズクローズドテストであり，全体的に RMSEが小さくなる．
よって，ノイズクローズドテストではRMSE<MCIの基準だけでは不十分であり，ノイズオープ
ンテストの性能をきちんと評価する必要がある．
次節では，per noise条件と pooled noise条件の最良尺度を用いてノイズオープンテストを行う．
Table 2.38: Best intelligibility estimating measure for each phonetic features (noise closed test)
Best measure
Per noise training Pooled noise training
120 words fwSNRseg(A) SNRseg
Voicing fwSNRseg(A) SNRseg
Nasality fwSNRseg(S) AI
Sustention fwSNRseg(C), AIseg fwSNRseg(A)
Sibilation AI fwSNRseg(A)
Graveness fwSNRseg(S) fwSNRseg(C)
Compactness fwSNRseg(S) fwSNRseg(C)
22重み無，A，C，S，AIの 5種
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2.4.3 ノイズオープンテスト
ノイズオープンテストでは，特定の騒音条件で作成した推定関数を用いて別の騒音条件を推定
する．ノイズオープンテストの性能が高ければ，全ての騒音に対し，1つの推定関数で予測できる
こととなり，最も望ましい了解度推定関数であることがわかる．
120単語平均
Table 2.39に fwSNRseg(A)の，Table 2.40に SNRsegを用いたノイズオープンテストの結果を
示す．表の行方向が学習データを示し，列方向がテストデータを示す．学習データとテストデータ
が一致するマスはノイズクローズドテストの結果を再掲した．表下部のmeanは各表のうち，オー
プンテストの結果 12サンプルの平均値である．また，MCIは各騒音のMCIの平均値とした．オー
プンテストの条件でRMSE<MCIを満たすことができれば本手法の推定性能が十分であるといえ
る．また，平均値を求めるのに使った 12サンプルの標準偏差を SDとして併記する．同一の子音
特徴において標準偏差が小さい方が，テストセットごとの極端な RMSE変動が無いとみなせる．
以上の表の見方は他の子音特徴でも共通する．
結果より，どちらもRMSE<MCIを満たさないが，fwSNRseg(A)の方が平均RMSEが 0.01ほ
ど大きいが，RMSEの標準偏差は fwSNRseg(A)の方がわずかに小さい．そこで，両尺度の推定結
果のうちノイズオープンテストである 12点を対応のある t検定で有意差を見たところ，t = 1:5626，
p = 0:1464であり平均値に有意差は無かった．ただしこれは fwSNRseg(A)と SNRsegに差が無い
ということであり，本実験で比較した尺度で了解度推定が行えないことを意味しない．また，両尺
度とも，推定関数とテスト条件によってRMSEが極端に大きくなることがみられ，推定関数の騒
音依存性がある．特に fwSNRseg(A)では Babble条件で作成した関数で他の騒音を推定したとき
のRMSEが 0.064～0.074，SNRsegではRailway条件で作成した関数で他の騒音を推定したとき
の RMSEが 0.053～0.098と RMSEが大きくなる．以上の結果より，本章では，他の実験系に用
いる場合では必ずしも SNRsegが最良の結果にならないと言う前提で，120単語平均の最適尺度は
SNRsegとする23．この結果は，何らかの最適な聴覚重みづけを行うことでより高精度な推定が行
えることを示唆する．また，騒音種と最適な推定関数との組み合わせを実現するために，了解度
推定関数を複数用意し，騒音環境ごとに最適な関数を選択する方式の検討が必要である．
Voicing
Table 2.41に fwSNRseg(A)の結果を，Table 2.42に SNRsegの結果を示す．表の読み方は 120
単語平均と同様である．結果より，どちらの尺度でもRMSE<MCIを満たす．しかしこれは，2.4.2
項で述べたように，子音特徴ごとのMCIは 120単語平均と比べ大きな値になることも原因である．
平均値は 0.003程度の差をつけて fwSNRseg(A)の方が良く，標準偏差も 0.0033程度小さい．2尺
度の平均値を対応のある t検定で検定すると，t = 2:1063，p = 0:05895であり，棄却率 5%よりわ
ずかに大きい．このため，この 2尺度の差は有意な傾向24にあるが，有意差では無い．騒音種別
23本論文では各子音特徴ごとに最適尺度を選択する．このため，統計的に有意差が無い組み合わせでは，どちらの尺
度でも有効であるということから他の基準も用い，必ずどちらかを選択する．
24p > 0:05有意差ではないが，他の子音特徴も含め，pが 0.05～0.06になることが多く，このような表記とした．こ
れはクローズドテストの per noiseと pooled noiseの最上位同士の比較を行ったため，あまり差が大きい比較ではない
ことが原因である．本項では 2指標のどちらかを選ぶとした場合の目安としての検定であるため，有意傾向という表現
を用い，選択するうえでの参考指標とした．
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にみると，どちらの尺度も Babble条件はノイズクローズテストよりも RMSEが小さい騒音があ
り，Highway条件では他の条件の推定性能が悪いなど，120単語との違いがみられる．本論文で
はVoicing推定時には僅かに SNRsegの方が推定性能が高いと結論付ける．
Nasality
Table 2.43に fwSNRseg(A)での，Table 2.44にSNRsegでの結果を示す．どちらもRMSE<MCI
を満たしていない．また平均RMSEは 120単語平均，Voicingよりも大きく，fwSNRseg(A)では
0.1を超える．SNRsegは平均 RMSEも 0.0805と小さく，標準偏差も fwSNRseg(A)の 0.0487と
比べ半分の 0.0201と小さい．この原因は fwSNRseg(A)のHighwayでのWhiteを推定時のRMSE
が 0.217と非常に大きくなったことが原因である．しかし，この 2方式の平均差の対応のある t検
定の結果は t =  2:177，p = 0:05213であり，Voicing同様に有意な傾向にあるものの有意差では
ない．このため，Nasalityについては検討課題はあるものの SNRsegの方が良いとする．Nasality
も推定関数と騒音の組み合わせでRMSEが増大する傾向がみられるため，騒音ごとに最適な推定
関数を選択数必要がある．
Sustention
Table 2.45に fwSNRseg(C)，Table 2.46にAIseg，Table 2.47に fwSNRseg(A)の結果を示す．3
尺度とも共通して全騒音平均でRMSE<MCIを満たさない．fwSNRseg(A)以外は標準偏差が 0.1
以上あり，分散が大きい．特に，White条件で推定関数を作成し，他の騒音条件を推定する組み
合わせと，White条件以外で推定関数を作成し，White条件を推定した場合に RMSEが大きい．
fwSNRseg(A)はBabble条件とWhite条件との組み合わせでRMSEが大きくならないため，平均
RMSEと標準偏差が小さくなった．3尺度の差を尺度を要因とした１要因の分散分析で検定したと
ころ，F = 5:789，p = 0:0096となり尺度間に有意差がみられる．このため下位検定における多重比
較で組み合わせごとの結果を比較する．fwSNRseg(A)とAIsegは t = 3:385，p = 0:0026652であ
り，棄却率 1%以下で有意差がみられるた．fwSNRseg(C)とAIsegには t = 1:992，p = 0:0588992
でVoicing，Nasality同様に棄却率 5%よりわずかに大きい．fwSNRseg(A)と fwSNRseg(C)は t =
1:393，p = 0:1776172であり，有意差はみられない．以上の結果より，Sustentionは fwSNRseg(A)
と fwSNRseg(C)を用いるのがく．AIsegと比べた際に有意差のある fwSNRseg(A)を本論文の最
適尺度とする．騒音種と推定関数の選択はVoicing，Nasalityよりも必要であり，さらに他の聴覚
重みを使用するなど推定性能の向上のために必要な課題が多い．
Sibilation
Table 2.48に AIの結果を，Table 2.49に fwSNRseg(A)の結果を示す．両尺度とも全騒音平均
で RMSE<MCIを満たさないが，標準偏差は 0.057前後でありほぼ同等である．どちらの尺度も
White条件を推定したオープンテストの RMSEが 0.17以上と非常に大きい．一方で他の騒音条
件では共通して RMSEが大きくなることはみられない．2尺度間の対応のある t検定の結果は，
t = 1:9638，p = 0:07532であり，有意差は無い．以上の結果より Sibilationの推定では 2尺度の
差はみられなく，またMCIと比較して RMSEも十分小さくなっていない．Table 2.27から，相
関係数  は 0.5程度，Fig. 2.28より，音質の変化に対し，了解度はほとんど変動していないため，
そもそも Sibilationは推定しづらい子音特徴であるといえる．このため，既存の尺度はどの尺度を
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用いても Sibilationの推定性能が高くならない．本論文では，全騒音混合条件でAIよりも順位相
関係数  が高かった fwSNRseg(A)を選択することとする．
Graveness
Table 2.50に fwSNRseg(S)，Table 2.51に fwSNRseg(C)の結果を示す．fwSNRseg(S)は全騒音
平均で RMSE<MCIを満たさないが，fwSNRseg(C)は満たしている．標準偏差も fwSNRseg(C)
は fwSNRseg(S)の半分である．対応のある t検定の結果は t =  2:184，p = 0:0515であり，ほぼ
5%であるが，わずかに大きい．最大の傾向差は，fwSNRseg(S)では Highway条件で関数を作成
した際の Babble条件の推定とその逆で RMSEが 0.2以上と非常に大きくなるが，fwSNRseg(C)
ではみられず，騒音種の影響が少ない．以上の結果よりGraveness推定には fwSNRseg(C)が適し
ている．
Compactness
Table 2.52に fwSNRseg(A)，Table 2.53に fwSNRseg(C)の結果を示す．どちらの尺度もRMSE<MCI
を満たす．また，標準偏差はどちらも 0.02 と同程度で，対応のある t 検定でも t =  1:9004，
p = 0:08389 と有意差がみられなかったことから，Compactness については，fwSNRseg(S) ま
たは fwSNRseg(C)のどちらでも十分な推定が可能である．平均RMSEと標準偏差が小さい fwS-
NRseg(S)を本論文では最良尺度として選択する．
Table 2.39: RMSE between subjective intelligibility and estimated intelligibility using fwS-
NRseg(A) score with noise open test (120 words average)
Test
B W H R
T
ra
in
B 0.032 0.064 0.074 0.071
W 0.075 0.032 0.023 0.054
H 0.088 0.046 0.021 0.064
R 0.088 0.045 0.043 0.028
mean: 0.0612 MCI: 0.047 SD: 0.0197
Table 2.40: RMSE between subjective intelligibility and estimated intelligibility using SNRseg
score with noise open test (120 words average)
Test
B W H R
T
ra
in
B 0.041 0.044 0.029 0.067
W 0.056 0.033 0.017 0.056
H 0.060 0.036 0.018 0.048
R 0.098 0.068 0.053 0.027
mean: 0.0528 MCI: 0.047 SD: 0.0209
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Table 2.41: RMSE between subjective intelligibility and estimated intelligibility using fwS-
NRseg(A) score with noise open test (Voicing)
Test
B W H R
T
ra
in
B 0.068 0.029 0.041 0.095
W 0.066 0.028 0.036 0.086
H 0.096 0.066 0.060 0.128
R 0.065 0.033 0.043 0.076
mean: 0.0645 MCI: 0.078 SD: 0.0317
Table 2.42: RMSE between subjective intelligibility and estimated intelligibility using SNRseg
score with noise open test (Voicing)
Test
B W H R
T
ra
in
B 0.071 0.031 0.043 0.091
W 0.061 0.029 0.034 0.074
H 0.092 0.059 0.058 0.118
R 0.068 0.032 0.034 0.076
mean: 0.0615 MCI: 0.078 SD: 0.0284
Table 2.43: RMSE between subjective intelligibility and estimated intelligibility using fwS-
NRseg(A) score with noise open test (Nasality)
Test
B W H R
T
ra
in
B 0.087 0.099 0.067 0.075
W 0.102 0.019 0.109 0.121
H 0.181 0.217 0.044 0.099
R 0.065 0.129 0.048 0.036
mean: 0.1093 MCI: 0.075 SD: 0.0487
Table 2.44: RMSE between subjective intelligibility and estimated intelligibility using SNRseg
score with noise open test (Nasality)
Test
B W H R
T
ra
in
B 0.081 0.098 0.074 0.069
W 0.112 0.077 0.088 0.081
H 0.095 0.088 0.091 0.078
R 0.091 0.054 0.038 0.038
mean: 0.0805 MCI: 0.075 SD: 0.0201
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Table 2.45: RMSE between subjective intelligibility and estimated intelligibility using fwS-
NRseg(C) score with noise open test (Sustention)
Test
B W H R
T
ra
in
B 0.048 0.237 0.065 0.077
W 0.288 0.079 0.297 0.335
H 0.082 0.249 0.038 0.080
R 0.055 0.278 0.063 0.054
mean: 0.1756 MCI: 0.092 SD: 0.1126
Table 2.46: RMSE between subjective intelligibility and estimated intelligibility using AIseg
score with noise open test (Sustention)
Test
B W H R
T
ra
in
B 0.052 0.329 0.088 0.122
W 0.349 0.081 0.306 0.459
H 0.068 0.258 0.058 0.165
R 0.138 0.408 0.141 0.067
mean: 0.2359 MCI: 0.092 SD: 0.1322
Table 2.47: RMSE between subjective intelligibility and estimated intelligibility using fwS-
NRseg(A) score with noise open test (Sustention)
Test
B W H R
T
ra
in
B 0.027 0.091 0.158 0.125
W 0.077 0.066 0.213 0.200
H 0.112 0.220 0.041 0.070
R 0.122 0.203 0.088 0.044
mean: 0.1401 MCI: 0.092 SD: 0.0564
Table 2.48: RMSE between subjective intelligibility and estimated intelligibility using AIseg
score with noise open test (Sibilation)
Test
B W H R
T
ra
in
B 0.035 0.197 0.069 0.087
W 0.137 0.085 0.090 0.105
H 0.036 0.180 0.055 0.073
R 0.030 0.180 0.052 0.069
mean: 0.1032 MCI: 0.056 SD: 0.0578
Table 2.49: RMSE between subjective intelligibility and estimated intelligibility using fwS-
NRseg(A) score with noise open test (Sibilation)
Test
B W H R
T
ra
in
B 0.035 0.197 0.069 0.088
W 0.052 0.117 0.030 0.042
H 0.037 0.180 0.056 0.073
R 0.031 0.173 0.050 0.067
mean: 0.0852 MCI: 0.056 SD: 0.0620
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Table 2.50: RMSE between subjective intelligibility and estimated intelligibility using fwS-
NRseg(S) score with noise open test (Graveness)
Test
B W H R
T
ra
in
B 0.058 0.159 0.224 0.143
W 0.150 0.043 0.101 0.052
H 0.239 0.086 0.042 0.093
R 0.137 0.046 0.122 0.049
mean: 0.1294 MCI: 0.100 SD: 0.0601
Table 2.51: RMSE between subjective intelligibility and estimated intelligibility using fwS-
NRseg(C) score with noise open test (Graveness)
Test
B W H R
T
ra
in
B 0.064 0.093 0.075 0.073
W 0.126 0.053 0.047 0.128
H 0.093 0.059 0.042 0.100
R 0.082 0.090 0.083 0.050
mean: 0.0875 MCI: 0.100 SD: 0.0238
Table 2.52: RMSE between subjective intelligibility and estimated intelligibility using fwS-
NRseg(S) score with noise open test (Compactness)
Test
B W H R
T
ra
in
B 0.062 0.060 0.109 0.091
W 0.111 0.079 0.072 0.084
H 0.128 0.084 0.049 0.064
R 0.101 0.057 0.063 0.045
mean: 0.0741 MCI: 0.095 SD: 0.0195
Table 2.53: RMSE between subjective intelligibility and estimated intelligibility using fwS-
NRseg(C) score with noise open test (Compactness)
Test
B W H R
T
ra
in
B 0.067 0.058 0.099 0.065
W 0.062 0.043 0.080 0.057
H 0.115 0.068 0.068 0.084
R 0.073 0.046 0.083 0.058
mean: 0.0854 MCI: 0.095 SD: 0.0230
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ノイズオープンテストのまとめ
Table 2.54に各子音特徴ごとに選択した最良の尺度を示す．t{testは比較した 2尺度（Sustention
は 3尺度のため分散分析の結果）の有意差検定結果を，MCI ruleは RMSE<MCIの基準を満た
したかどうか，noise trendはノイズ差の傾向が大きくみられたかどうかを示す．有意差検定にお
いて，有意確率 pが 0.05< p <0.06の時は，有意な傾向にあるとした．結果より，MCI基準を
満たしたVoicing，Nasality，Graveness，Compactnessは表に掲載した SNRseg，fwSNRseg(C)，
fwSNRseg(S)を用いた場合に十分な精度で推定できる．この時，有意差検定の結果が有意でない
場合は比較したもう一方の尺度であってもかまわないことを意味する．MCI基準を満たさなかっ
た 120単語平均，Sustention，Sibilationはどれもノイズ種による傾向差が大きかった．このため，
各騒音条件ごとに最適な推定関数を選択する必要がある．Sustentionは，fwSNRseg(A)が他の
尺度と比べても有意に推定性能が高かったが，それでもMCI基準を満たしていない．このため，
Sustentionは騒音の種類の影響を非常に受けやすく，騒音条件による推定関数の選択のためのテ
ストセットとして用いることができる．Sibilationに関しては他の子音特徴と異なり主観評価値が
ほとんど変動しないため，主観評価に用いる SNRin等も含めた検討が必要である．
120単語平均は 2.4.2項でも述べたように，子音特徴別より値が小さく，他の子音特徴と同程度
の平均 RMSEでもMCI基準を満たさなかった．120単語平均は子音特徴ごとの 6倍の単語を用
いた分散であり，大数の法則に則り平均値に収束したものと考えられる．このため，MCIが他の
子音特徴と比べて小さな値になると考えられる．つまり，120単語を基準とすれば他の子音特徴
のMCIは十分収束していなく，他の子音特徴を基準とすれば 120単語平均のMCIは小さすぎる．
JDRTの基礎検討 [21, 104]においても，子音特徴や被験者ごとの回答の分散については十分議論
されていなく，MCI基準は他の子音特徴と分けて考える必要がある．
騒音条件ごとに最適な推定関数を選択るために，騒音種ごとのスペクトル形状等の物理的特徴
を事前に求め，同傾向な騒音種ごとに最適な推定関数を用いる騒音のクラスタリングによる推定
関数分岐が考えられる．また，クローズドテストの結果も踏まえると，JDRTの子音特徴別の了
解度予測には，SNRsegの重みを子音特徴と騒音の組み合わせによって最適なものを選択する必要
がある．しかし，本論文で比較した聴覚重みは代表的なものを選択したが，全てを網羅していな
い．また，JDRTに最適な重みが既存の尺度として存在しているとも限らない．そのため，ある
程度の数の主観評価結果をプールし，その傾向から最適な重みを求めることが必要であり，機械
学習による重みづけを次章以降で検討する．
Table 2.54: Best estimate measure for each phonetic feature and noise dependency by noise
open test
Phonetic feature Best measure t{test MCI rule Noise dependency
120 words SNRseg not signicant MCI>RMSE high dependency
Voicing SNRseg signicant dependency MCI<RMSE low dependency
Nasality SNRseg signicant dependency MCI<RMSE high dependency
Sustention fwSNRseg(A) signicant MCI>RMSE high dependency
Sibilation fwSNRseg(A) not signicant MCI>RMSE high dependency
Graveness fwSNRseg(C) signicant dependency MCI<RMSE low dependency
Compactness fwSNRseg(S) not signicant MCI<RMSE low dependency
signicant trend: 0.05< p <0.06
79
2.5 まとめ
以上，本章ではバイノーラル音声システムの了解度主観評価と既存尺度を用いたパラメトリッ
ク回帰による了解度推定を行い，JDRTの子音特徴ごとに最適な既存尺度を選択した．要点を以
下に示す．
 主観評価の結果は，先行研究である文献 [21]と同様に JDRTの子音特徴ごとに大きく異な
り，騒音種の影響も子音特徴ごとに異なる（Table 2.7）．このため，子音特徴ごと，騒音種
ごとに了解度推定を行う必要がある．
 騒音の方位角と SNRinの組み合わせは，同一騒音種内の個別の騒音とみなすことができ，ベ
ターイヤースコアの客観音質値の違いとして扱える．
 既存の 16種の客観音質評価指標の比較には，主観評価による了解度と，客観音質値の順位
相関  を用いた比較である程度絞り込める．また，騒音 4種を混合した場合と，騒音種ごと
の順位相関は尺度によって傾向が異なる．SNRsegや fwSNRseg，AI等は騒音混合条件でも
相関が高く，PESQや dWSS，dIS といったスペクトル距離に基づく尺度は騒音混合条件で
相関が低い．
 dWSS はスペクトル距離尺度の中で，多くの子音特徴で主観評価値との順位相関は高い．し
かし，客観音質の値域が広いものはシグモイド関数のカーブフィッティングによる推定では
RMSEが増加する．
 子音特徴ごとに最適な聴覚重みは異なるが，音声品質尺度に fwSNRsegで重み無（SNRseg）
を含む何らかの聴覚重み用いた尺度を選択し，了解度を推定すると，RMSEが小さく推定性
能が高くなる．JDRTの子音特徴ごとの最適な指標は Table 2.54に示した．
 推定性能が低い Sustentionに関して，推定関数作成に用いる騒音条件と推定したい騒音条
件のスペクトルがある程度近い必要がある．このため，騒音ごとに最適な推定関数を選択す
る騒音クラスタリングによる推定関数分岐が必要である．
次章では，上記の課題を解決する了解度推定の手法について提案する．
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第3章 機械学習を用いた騒音付加音声了解度推定
法の概略
本章では，2章で検討した既往尺度の問題点を解決するため，機械学習を用いて騒音下音声了解
度を推定する方法を提案する．そして提案法で利用する要素技術について概説する．
3.1 提案する了解度推定法
3.1.1 解決すべき課題
2章の結果より，特に Sustentionについては以下の課題があり，機械学習やデータマイニング
で使われる手法を用いながら，本章以降で解決に向けて検討する．
 (a) 騒音種による最適な推定関数の選択
 (b) 推定に最適な聴覚重みの作成
騒音クラスタリングの提案
(a)は，騒音信号の了解度に対する特性1を基に，最適な推定関数を選択する必要がある．2章で
は，同一騒音であれば順位相関が高かった．つまり，SNRinと騒音方位角は音質と了解度の序列に
ほとんど違いが無いため，より傾向差が大きい騒音種の傾向が近いものの自動分類が必要である．
音信号の分類の代表例に音声認識がある．音声信号の言語情報を解析する音声認識には，メル
周波数ケプストラム係数（MFCC）とそのデルタパラメータ，および言語情報を用いた分類・認
識を行う [114]．騒音を分類するためには，教師データ2を必要とする判別分析と，教師データを必
要としないクラスタリングがある．2章では 4種の騒音を比較したが，判別分析・クラスタリング
問わず，判別器作成のためのデータとしては少なすぎる．理想的には遍く多数の騒音を分析する
必要があるが，これも現実的ではない．そこで，電子協騒音データベース [157]の全騒音を分析す
ることで，ある程度の騒音数を確保することとする．
また，本論文で検討している了解度は単語を用いて評価するため，騒音への単語挿入タイミン
グを考慮する必要がある．なぜなら，了解度変化はAIや SII，STIといった指標の内部処理に用
いている SNRで説明されるエネルギーマスキング3で大局的には説明されるが，単語単位の聴取
12章を例にすると，Babbleならば音声の様な騒音，Whiteなら平坦なスペクトル包絡，Highwayや Railwayは自
然音に近いといった騒音信号の周波数特性，時間特性によるマスキング効果の違い．
2入力データに対して理想的と考えられる出力のこと．本論文では，主観評価で求める了解度を推定するため，教師
データは了解度となる．
3マスカーとなる信号の周波数領域，時間領域のエネルギー特性による音声マスキング．
81
能力（単語了解度）は音声の調音結合や親密度，文中の単語間のつながりといった効果による心理
的なマスキング効果である情報マスキングも考慮しなければならないためである．特に非定常な
長時間の自然騒音4の場合は，音声情報の非定常さと騒音のエネルギー変動の非定常さの組み合わ
せとなるため，大局的なエネルギーマスキングでは説明できない了解度変動が起きていると考え
られる．このため，同一の騒音として収録された音源であっても全ての区間で了解度変動が均質
になるとは限らない．そこで，データベース上では同一騒音として扱われる各種騒音を了解度試
験に用いるのに妥当な時間長に分割し，1つ 1つを独立した騒音として扱い（以下，Long Frame：
LFと呼ぶ），その了解度への影響を評価する．
次に，教師データが事前に必要な判別分析では，事前に了解度試験を行う必要がある．了解度
試験は評価単語セット単位での騒音の影響を均一化するために，上述のように分割した LF一つに
つき JDRTのフルセットであれば 120単語，1子音特徴でも 20単語の評価が必要であり，膨大な
数の評価単語が必要である．このため，事前に教師データが必要な判別分析ではなく，教師データ
を用いない分類であるクラスタリングの利用を検討する．この時用いる特徴量としては，了解度
試験を行う前の騒音 LFだけで求まる特徴であることが望ましい．そこで，騒音信号の音色特徴を
用いたクラスタリングを検討する．騒音の音色を用いるのは，音声了解度は言語情報に基づく品
質だが，騒音信号自体は言語情報を含まない5ため非言語情報として扱うことができるためである．
音色情報を用いて音楽の主観的な分類を行う技術に，音楽情報検索MIR（Music Information
Retrieval）がある．MIRで用いられる統計量は，言語情報を含むとは限らない音楽信号の主観印
象を客観推定するのに用いられる特徴である．このため，騒音のような言語情報を含まない音の
解析にも有効であると考えられる．以上の点を考慮した騒音クラスタリングについて検討し，作
成したクラスタリングモデルの精度の確認に JDRTの Sustention単語セットを用いた主観評価を
行う．
SVRを用いた了解度推定の提案
(b)はクラスタリング後の了解度推定関数について 2章で用いた各種重みの fwSNRsegを用いた
シグモイドカーブフィッティング（パラメトリック回帰）による推定関数よりも推定性能を向上さ
せることを目指す．他の子音特徴も含め，各種重みの fwSNRsegを用いた回帰の性能は高く，帯
域ごとの SNRsegを既存の聴覚重みにとらわれず結合することを考える．新しい推定関数は 3.1.1
項の騒音クラスタごと及びクラスタ分けしない条件で作成し，両者を比較することで，騒音クラ
スタリングの了解度推定に与える影響を検証する．
fwSNRsegを用いた回帰は，聴覚重みを用いたエネルギーマスキングの考慮であり，人間の言語
認知特性を利用した情報マスキングについては十分考慮していない．騒音クラスタリングも情報マ
スキングを考慮するための了解度への傾向差分類の検討であるが，騒音の音色の影響に限定され
るためまだ不十分である．そこで回帰関数をシグモイドカーブフィッティングの様なパラメトリッ
ク回帰から，ノンパラメトリックな機械学習による非線形関数への回帰にすることを検討する．し
かし，一般にこの様な非線形回帰は説明変数に用いる特徴量ベクトルの次元数が多い場合や，サ
ンプル数が少ない場合に過学習による汎化性能の低下が起こる．この様な問題を考慮した回帰手
4騒音 DBを含む自然環境で起こりうる騒音．
5Babble等のスピーチノイズは何らかの言語情報を持つことがありうるが，その言語情報が了解度へ影響を与える
かどうかまでの解析は本論文では扱わない．本論文のスピーチノイズは，音声の特徴をもった非言語騒音として扱う．
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法にサポートベクトル回帰（Support Vector Regression: SVR）がある．SVRはサポートベクト
ルマシン（Support Vector Machine: SVM）[154]と同様の手法を用いており，正則化，サポート
ベクトルとのマージン最大化，-不感応関数の利用といった内容を考慮した回帰手法である．
SVRの基本概念を Fig. 3.1に示す．入力特徴量ベクトル xに隠れ層で教師データから作成した
回帰係数（特徴量次元ごとの重み）x1～xnを乗じ，出力層で出力値とする．これは，Fig. 1.2の
総合音質評価モデルと同様の構造を持っている．つまり，SVRの出力値を了解度などの主観的な
音質とすれば，人間の主観評価を模擬しているとみなせる．了解度は言語を用いた音の品質評価
であるため，言語を用いた音声信号の特徴による SVRは，人間の知覚を模擬した了解度推定とみ
なせる．しかし，機械学習的手法であるため，特徴量ごとの回帰係数から相対的な特徴の重みを
分析することは可能であるが，聴覚的に意味のある重みを得ることはできない問題がある．本論
文では，1.3節でも述べたように聴覚的なメカニズムの解析よりも了解度推定精度を目指すことを
目的とするため，機械学習の手法から SVRを選択し了解度推定に適合することを検討する．用い
る特徴量には帯域ごとのセグメンタル SNRとする．これは 2章で検討した各種重みの fwSNRseg
と同様に帯域ごとの SNRsegに対する最適な重みづけを検討することに近似される6．本論文では，
正確な聴覚重みを求めることではなく，了解度の推定性能を向上に寄与する周波数特性を求める
ことを検討するため，機械学習によって求まる重みが現実の聴覚特性との整合性が無くても良い
と考える．以上の観点に基づいた騒音クラスタごとに作成した SVRによる了解度推定関数を用い
た了解度推定法について提案し，その要素技術を概説する．
3.1.2 提案する了解度推定法の手順
Fig. 3.2に提案する了解度推定法の全体の流れを示す．まず，騒音信号から 15次元の音響特徴
量を解析し，入力騒音のクラスタ番号を求める．次に，騒音信号と音声信号を加算し，セグメンタ
ル SNRクラスタごとに SVRによる了解度推定関数（以下，SVR推定関数）から推定了解度を求
める．クラスタリングモデルとクラスタごとの SVR推定関数はそれぞれ事前に求めておく．本論
文では 4章でクラスタリングモデルの作成，5章で SVR推定関数の作成を行い，6章で未知デー
タに対する推定性能や 2章で検討した尺度との比較を行う．
Fig. 3.3に SVR部の詳細を示す．まず，騒音信号と DRT音声を主観評価設定で加算した評価
信号から，SVRの特徴量として Fig. 2.23に示した 25帯域で帯域分割したセグメンタル SNR（以
下，cbSNRseg）を求める．次に，クラスタ番号を基に事前に求めてある推定関数を選択し，特徴
量から推定了解度を得る．推定関数は，クラスタごとにそれぞれ 1つの計 3個を作成しておく．推
定関数の学習に用いる教師データには了解度の主観評価値を用いる．
提案法は騒音クラスタリング部と SVRによる推定関数を用いるため，クラスタリングによる誤
差と推定関数の推定誤差の両方を含む．本論文ではまず騒音クラスタリングを行い（4章前半），
その主観評価値を求め（4章後半），そこから SVR推定関数を作成し（5章），提案法全体の評価
（6章）を行う．これは騒音データベースを用いた了解度の主観評価が膨大にならないようにする
ことを主目的としている．よって，騒音クラスタリングの結果を主観評価で確認したのちは，騒音
クラスタリング自体の誤差は無いものとみなし，SVR推定関数による推定誤差を提案法の推定誤
6教師信号に了解度を用いるため，fwSNRsegと同じ重み付のエネルギー比ではなく，了解度が直接求まる．帯域ご
との回帰係数は聴覚重みとカーブフィッティングしたシグモイド・ロジスティック関数の積と等しい．
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 Fig. 3.1: Basic concepts of SVR/SVM
差とみなす．SVRはそれ自体が非常に汎化性能の高い回帰手法であるから，騒音クラスタリング
の性能がある程度以上であれば，提案法全体の推定誤差は小さくなると考えられる．よって，騒
音クラスタごとの推定関数の RMSEの重み7付き平均と，騒音クラスタリングを考慮しない推定
関数による RMSEを比較する．そして，騒音クラスタリングを用いた RMSEの方が用いない場
合よりも小さくなることを目標とする．
7本論文では，クラスタごとのサンプル数と総サンプルから求めた重みを用いることとした．
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3.2 クラスタ分析
3.2.1 クラスタ分析の種類
クラスタ分析はデータ集合をデータ間の類似度を基に，いくつかのクラスタ（データのグルー
プ）に分けるデータ解析手法の一つである．クラスタを作成する際に，正解となる教師データを
与えずに自動的に分類し，データの解析を行う．クラスタ分析には，階層的クラスタリングと非
階層クラスタリング（分割最適化クラスタリング）に分けられ，非階層クラスタリングはさらに，
データが属するクラスタを必ず 1つ定めるハードクラスタリングと複数に属することを許容する
ソフトクラスタリングに分けられる．クラスタリングアルゴリズムとその分類をTable 3.1に示す．
階層的クラスタリングは，個々のデータが一つのクラスタであるところから出発し，類似度の
近いデータを統合して徐々にクラスタを減らし，目的のクラスタ数まで統合していくアルゴリズ
ムである．結果の分析には Fig. 3.4に例示するデンドログラムを用いる．比較的古典的なアルゴ
リズムで，単連結法，完全連結法，群平均法，ウォード法，重心法，メディアン法といったアルゴ
リズムがある．
非階層クラスタリングは，データ分割の程度を評価する評価関数を用いて，評価関数に対する最
適解（最適分割）による分割を行う手法である．もっとも代表的なアルゴリズムに k{means[160]が
ある．k-meansは各データの属するクラスタを 1つだけ求めるハードクラスタリングである．ハー
ドクラスタリングにはこのほかに，k{meanの分割数を自動で推定する x{means[161]，グラフ分割
問題として解く，スペクトルクラスタリング [162, 163]がある．複数のクラスタに所属することを
許容するソフトクラスタリングには，Fuzzy c{means[164]，pLSI(probabilistic Latent Semantic
Indexing)[165]，NMF(Non{negative Matrix Factorization)[166]といったアルゴリズムがある．
Table 3.1: Examples of clustering algorithm
Hierarchical single linkage method, complete linkage method, group average method,
clustering Ward's method, centroid method, median method
Partitional k{means, x{means, Fuzzy c{means, spectral clustering,
optimization mixture distribution model, pLSI, NMF
clustering
Hard clustering hierarchical clustering, k-means, x-means, spectral clustering
Soft clustering Fuzzy c-means, mixture distribution model, pLSI, NMF
3.2.2 k{means
非階層クラスタリングの代表例として k{meansについて述べる．k{meansは以下の手順で実行
される．また参考例として Fig. 3.5に k{meansの基本的動作を図解する．
1. K個のクラスタの代表値，ci(i = 1…K)をランダムに作成する (3.5 1st step，図中では ciを
×で表記)．
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Fig. 3.4: Examples of dendrogram
2. 各データ xnに対し，全てのクラスタ代表値 ciまでの距離を求め，最も近い ciに対するクラ
スタを xnが属するクラスタとする (3.6 1st stepのデータ色参照)．
3. 各クラスタの重心（セントロイド）を求め，ciを重心座標に更新し，2を繰り返す (3.5 2nd
step)．
4. 2,3を繰り返し，クラスタ内のデータに変更が無くなれば終了する (3.5 3rd step～Last step)．
以上の動作によって，k{meansはクラスタのセントロイドをクラスタの代表値として更新し続
けることで，データに割り当てるクラスタを最適化する．この時の評価関数は以下の式（3.1）で
求まる．ここで kkはユークリッドノルムを示す．式（3.1）は単調非増加（単調減少）となるため，
必ず解が見つかものの，局所解と大域最適解との区別はつかない．Fig. 3.5と同一のデータに別の
初期代表値を与えた例を Fig. 3.6に示す．クラスタ数は同じながら，Last stepでセントロイドの
座標が異なるため，各データが所属するクラスタが異なる．
Err(Ci) =
KX
i=1
X
x2Ci
k x  Ci k2 (3.1)
全てのクラスタ共通の標準偏差 と単位行列 I であらわされる共分散行列 2I を考えると，各
クラスタごとのセントロイド Ciの多変量正規分布 f(x;Ci; 2I)を用いて式（3.2）の混合分布を
得る．
f(x) =
KX
i
if(x;Ci; 
2I) (3.2)
この混合分布のデータ集合Xに対する最尤推定を EMアルゴリズムで行うと，データのクラス
タへの割り当てを [0; 1]の範囲にある実数は混合分布とEMアルゴリズムでは許されるが，k-means
では，一つのデータはいずれか一つのクラスタの要素にしかならない．クラスタが全て超球状に
なる．また，そのクラスタの半径はほぼ等しくなることが暗黙的に仮定されている．よってこの
仮定に合わないクラスタは抽出されない．
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1st step 2nd step
3rd step
4th step
5th step Last step
Fig. 3.5: Examples of k{means (1)
88
1st step Last step
Fig. 3.6: Examples of k{means (2)
3.2.3 x{means
x{meansは，事前にクラスタ数を与えて分類する k{meansによるクラスタリングを改良したも
ので，全データを小さな数のクラスタ数に設定した k{meansによって分類し，各クラスタをさらに
分割できるかどうかベイズ情報量基準（Bayesian information criterion: BIC）によって判断する．
このため，いくつのクラスタに分割されるか事前にわからないため x{meansと呼ばれる．x{means
の例を Fig. 3.7に示す．図では，k{meansによって 2クラスタに分けたのちに，緑色のクラスタ
をさらに 2分割し，その片側をさらに分割して合計 4つのクラスタを作成している．x{meansは
k{meansを基に作られた方式であるため，k{meansと同様に，初期値に解が依存することが知ら
れており，特に BICを基にした細分時に影響する．
*
**
Fig. 3.7: Examples of x{means
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3.3 サポートベクトル回帰
SVRは，SVM[154]を用いた回帰であり，高い汎化性能を持つ．本論文では，SVMと SVRを
簡単に実装できるように開発された LIBSVM[167, 168]を，統計言語GNU R[169, 170]上で動作
するようにした e1071パッケージ [171]を用いた．
SVRに用いる特徴量ベクトルをD : f(xi; yi); i = 1;    ; Ngとして回帰関数を特徴空間への写像
(x)を用いて以下の様に表す．ここで，h; iは内積を，wは l次元の係数ベクトル，bはバイアス
項を示す．
f(x) = hw;(x)i+ b (3.3)
この時の目的関数Qは，トレーニング誤差を表すスラック変数 ,を用いて，以下のように定
式化される．
minimize Q(w; b; ; ) =
1
2
jjwjj2 + C

MX
i= 1
(i + 

i ) (3.4)
subject to
8>><>>:
yi   hw;(xi)i   b  + i
hw;(xi)i+ b  yi  + i
i; 

i  0
(3.5)
ここで が 1のときを L1 SVRと呼び，LibSVMでは L1 SVRを扱う [168]．は f(x)の広がり
を示し，チューブと呼ばれる．チューブとスラック変数のイメージを Fig. 3.8に示す．図より，
f(x)  の範囲外での教師データの許容範囲がスラック変数である．C はマージンと教師データ
の近似誤差を制御するコストパラメータであり，大きな値を取ると過学習となり凡化性能が低下
する．と C は回帰全体に影響するハイパーパラメータとして，最適な値を探索する．
+
Fig. 3.8:  tube and slack variable
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次に， = 1のとき，式 (3.4)，(3.5)の内積をカーネル関数K(x; y) = h(x);(y)iに置き換え，
ラグランジュ未定係数法を用いて 2次計画問題として解くと下 2式が得られる．2次計画法として
解くことが可能であるため，大域最適解が求まる．i; i はラグランジュ乗数である．
maximize Q(; ) =
 1
2
MX
i;j= 1
(i   i )(j   j )K(xi; xj)
  
MX
i= 1
(i + 

i ) +
MX
i= 1
yi(i   i ) (3.6)
subject to
( PM
i=1(i + 

i )
0  i  C; 0  i  C
(3.7)
また，式 (3.4)は最終的に式 (3.8)になる．
f(x) =
MX
i=1
(i + 

i )K(xi; xj) + b (3.8)
本論文では，使用するカーネル関数Kは，式 (3.9)の線形カーネルと，式 (3.10)のRBF（Radial
Basis Function）カーネルを比較する．RBFカーネルの はハイパーパラメータとして，次章の
設定で最適な値を探索する．一般に，SVMと SVRは，特徴量の数が多いときに RBFカーネル
のような高次元へのマッピングが有効とは限らなく，線形カーネルで十分な場合があるとされる
[167]．このため，了解度推定に線形カーネルで十分な精度が出るのならば，ハイパーパラメータ
が多いRBFカーネルを用いる必要はないため，本論文で比較する．
K(x; x0) = xTx0　 (3.9)
K(x; x0) = exp( jjx  x0jj2)　 (3.10)
3.4 交差検定
2章では，集めた客観音質値と主観評価値のデータを 2分割し，片方を学習データ，もう片方を
テストデータとし，テストデータの推定性能でクローズドテストを行った．これは未知のデータ
の推定性能で尺度ごとの推定関数の性能を比較するためである．SVRを含む機械学習による回帰
でも，学習に用いたデータへの過度の適応（過学習）を防ぐために同様の手法を用いる．一般に学
習に用いるデータは推定したいデータよりも圧倒的に少なく，分割の仕方による性能差が考えら
れる．特に学習データはある程度の数が無いとそもそも十分な回帰が行えない．少数のデータし
かない場合は，学習に多くのデータを割いた場合のテストデータが不足する．このためデータセッ
トを複数のブロックに分割し，1ブロックをテストデータに，残りを学習データとした回帰を分割
した数で行い，その平均を取る交差検定法 [172]が用いられる．交差検定法のイメージを Fig. 3.9
に示す．分割するブロックあたりのデータは同数程度になるように設定する．交差検定は回帰だ
けでなく識別にも用いられ，機械学習研究における基本的なモデル作成手法である．
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 Fig. 3.9: Example of cross{validation
3.5 まとめ
2章で課題となった，騒音種の影響を受けやすい JDRTの Sustention子音特徴の推定性能向上
について検討し，以下の内容について新たな手法を提案した．
1. 騒音種による最適な推定関数の選択
2. 推定に最適な聴覚重みの作成
1については，騒音信号の特徴量を用いて分類する騒音クラスタリングを提案した．騒音クラスタ
リングの詳細と主観評価における性能分析は 4章で行う．1については，最適な回帰係数を SVR
を用いて求める推定法について提案した．SVRを用いた推定関数の作成とその評価については 5
章で述べる．最後に提案推定システムの総合評価については 6章で述べる．
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第4章 騒音クラスタリングの検討とその評価
本章では，本論文で用いる騒音について述べたのち，3章で提案した騒音クラスタリングを実装
し，分類結果と主観評価結果を比較する．また，2章と同様の手法で推定関数の作成を行う．
4.1 検討する騒音データベース
4.1.1 解析する騒音種
本論文では，4章と 5章のモデル作成では電子協騒音データベース [157]のダイジェスト版を，6
章のオープンテストではフルセット版を用いる．データベースに収録されている騒音のうち，検
聴表を基にステレオ録音されている音源を選択した．ダイジェスト版ではフルセット版の中から
代表的な箇所を抜き出したセット，その中から Table 4.1に示す 18種を使用した．フルセット版
は Table 4.2に示す．項目数がダイジェスト版より少ない 13種になっているのは，フルセット版
で 1項目の騒音であった騒音のうち代表的なところをで分割したためで，ダイジェスト版で使用
される騒音はすべて含まれる．
Table 4.1: JEIDA Noise database (digest set)
name
exhibition booth 1 exhibition booth 2 telephone booth factory 1 factory 2
sorting facility highway 1 highway 2 crossing crowd
bullet train train computer room air conditioner 1 air conditioner 2
air duct elevator hall 1 elevator hall 2
Table 4.2: JEIDA Noise database (full set)
name
exhibition booth 1 exhibition booth 2 telephone booth factory sorting facility
highway & crossing crowd bullet train train computer room
air conditioner air duct elevator hall
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4.1.2 騒音間のパワー統制
収録時にマイクバイアスされている騒音は，平均パワーを引いてバイアスをキャンセルをした．
そののち，騒音種（ダイジェスト版ではCDトラック毎，フルセットでは同一騒音種のCD2枚ご
と）の平均音圧と音声のパワーを統制する．Fig. 4.1と Fig. 4.2にダイジェストとフルセット版の
騒音統制フローを示す．図中で用いた dB(A)と dB(C)はそれぞれA特性，C特性のパワー比をで
ある．データベースに収録されている基準ノイズ1を用いて 18，13種の音源の C特性パワーをそ
ろえた．そして，次章で述べる主観評価で使用する音圧に設定するために，日本語DRTの評価単
語 120単語の 2話者分，240単語の平均音声パワーとA特性パワー2が等しくなるようにゲイン調
整を行った．ゲイン調整後の騒音を SNRが 0 dBと定義した．よって，同一の騒音種でも LFご
とのレベルが異なる．
ダイジェスト版では，列車走行音 2種（新幹線，在来線）に関しては走行位置と非走行位置の
パワー差が顕著であったため，走行音を切り出して使用した．フルセット版では，後述する LFご
との騒音のA特性パワーの小さい下位 10%は破棄し，上位 90%を用いた．基準が異なるのは，ダ
イジェスト版では新幹線と列車を除いて，騒音内のパワーはほぼ統制されていたが，フルセット
ではパワーの分散が大きかったためであり，セットごとにパワー統制を変えた．
1中心周波数 1.2 kHzの 1/1オクターブバンドノイズ．
2騒音間のパワー統制には，電子協騒音データベースの仕様に合わせて，大音量向けの C特性を用いた．一方，評
価単語は通常発話を録音したものである．本論文では主観評価で用いる音声に合わせ，C特性ではなく，一般用途向け
の A特性で統制した．
94
 Fig. 4.1: Signal power adjusting ow(digest set)
 
Fig. 4.2: Signal power adjusting ow(full set)
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4.2 LF分割による騒音クラスタリング
前節で分類した騒音について，JDRTの Sustention単語セットを用いて了解度試験を行う．
4.2.1 LF分割
本論文では音声了解度試験結果が同傾向になる騒音の分類を目的とするため，了解度試験で用
いる目的音の時間よりも極端に長い騒音は必要なく，長時間収録した騒音音源のうち，了解度が悪
くなる条件を評価できればよい．電子協騒音データベースダイジェスト版は，CDトラック 1つに
つき，騒音が 1種録音されている．CDのトラックごとに了解度試験に合わせて 3 secで区切って，
その一つ一つを独立した騒音音源とみなして解析を行う．3 secに分割した騒音をロングフレーム
（以下，LF）と定義する．また，特徴量を求める際に使用する短時間フーリエ変換で用いるフレー
ム長さを 0.1 secとし，本論文では LFと区別してショートフレーム（以下，SF）と呼ぶ．各騒音
音源の冒頭部と終端部のそれぞれ 2 secは無音部があるため，分析から除外した．騒音音源の LF
と SFのイメージを Fig. 4.3に示す．
 
Fig. 4.3: Image of the frame segmentation
4.2.2 音色特徴量
本研究で用いるMIR特徴量はMIRtoolbox[173]に収録されているものを利用した．MIRtoolbox
は，MIR分野で広く使われる特徴量をMATLAB上で扱えるようにしたライブラリであり，本論
文では収録されている中から 8種類の特徴量を選択した．選択した特徴名と説明を Table .4.3に
示す．音源に対して 1つの値を求めるTempoとAttack time，Loudness以外の 6特徴は，50% の
オーバーラップがある SFで求めた特徴量の平均値と標準偏差を取り，合計で 15次元の特徴量ベ
クトルを LFごとに求めた．SFで求める特徴量は，Zero{crossを求めた際に零交差が存在しない
などの値が求まらない SFについては平均と標準偏差を求める際に除外する．特徴量は式 (4.1)次
元ごとに全 18騒音の最大値と最小値で正規化を行った．
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normalized MIR feature score =
MIR feature score min score
max score min score (4.1)
選択した特徴量を概説する．Pitchは音源の基本周波数 (F0)であり，自己相関法で SFごとに求
めている．Zero{crossは SFごとに時間波形で零交差（極性変化）の数を求める基本周波数導出法
の一つである．Brightnessは SFごとのパワースペクトルの 1.5 kHz以上のエネルギー割合である．
Flatness，Spectral centroid，Spread spectrumはそれぞれ SFごとのパワースペクトルの平坦さ，
重心，標準偏差で，パワースペクトルの形状を求めている．Tempo，Attack timeは波形の時間特
徴で，それぞれ時間波形の自己相関ピークから求めたテンポと，時間波形のピークとノッチの間
隔を求めている．LoudnessだけはMIRtoolboxに含まれる特徴量ではなく，ITU{R BS.1770{2で
求めたラウドネスレベル（Loudness, K{weighting, Full Scale:LKFS）を用いた．MIRtoolboxで
は，音の大きさに対応した特徴量として解析信号のRMSパワーが含まれている．しかし，音の大
きさに関してラウドネスレベルでは，ゲーティング処理により信号中に存在するものの，人間に
は聞こえていない部分のパワーを除いている．このため単純なRMSパワーよりも人間の主観とよ
く対応しており，より最適な特徴量と考えられるラウドネスレベルを採用した．
Fig. 4.4(a)～(i)に各特徴ごとに正規化特徴量の頻度ヒストグラムと累積度数分布を示す．フリー
ドマン検定を用いてヒストグラムを基に 15の特徴間の有意差検定を行うと，2(14) = 23:6819; p =
0:05004であり，ヒストグラムに要約した結果でも p ' 0:05であること，605騒音の実測値を用い
た場合には 2(14) = 5564:573; p = 2:2e 16であった．実測値を用いた検定でも特徴間に有意差が
みられない組み合わせも一部には見られたが，独立した特徴量であるとして騒音クラスタリング
に用いることとする．
Table 4.3: MIR features
feature name content
Pitch fundamental frequency (F0)
Zero{cross time waveform sign{change rate
Brightness high frequency energy (over 1.5 kHz)
Flatness atness of power spectrum
Spectral centroid centroid of power spectrum
Spread spectrum standard deviation of power spectrum
Tempo tempo by autocorrelation
Attack time time dierence between notch and peak
　 of the spectral envelope
Loudness ITU{R BS.1770{2
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Fig. 4.4: Histogram of MIR features
98
 0%
20%
40%
60%
80%
100%
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
C
u
m
u
la
ti
v
e
 d
e
n
si
ty
Normalized  flatness(mean)
D
e
n
si
ty
Mean
 
0%
20%
40%
60%
80%
100%
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
C
u
m
u
la
ti
v
e
 d
e
n
si
ty
Normalized  flatness(std)
D
e
n
si
ty
Standard deviation
(d) Flatness
 
0%
20%
40%
60%
80%
100%
0
0.2
0.4
0.6
0.8
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
C
u
m
u
la
ti
v
e
 d
e
n
si
ty
Normalized  cent(std)
D
e
n
si
ty
Mean
 
0%
20%
40%
60%
80%
100%
0
0.2
0.4
0.6
0.8
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
C
u
m
u
la
ti
v
e
 d
e
n
si
ty
Normalized  spread(mean)
D
e
n
si
ty
Standard deviation
(e) Spectral centroid
 
0%
20%
40%
60%
80%
100%
0
0.2
0.4
0.6
0.8
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
C
u
m
u
la
ti
v
e
 d
e
n
si
ty
Normalized  spread(mean)
D
e
n
si
ty
Mean
 
0%
20%
40%
60%
80%
100%
0
0.2
0.4
0.6
0.8
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
C
u
m
u
la
ti
v
e
 d
e
n
si
ty
Normalized  spread(std)
D
e
n
si
ty
Standard deviation
(f) Spread spectrum
Fig. 4.4: Histogram of MIR features(cont'd)
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Fig. 4.4: Histogram of MIR features(cont'd)
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4.2.3 クラスタリングアルゴリズム
一般にクラスタリングの結果を解析するには，分類する評価値（本論文では了解度）が事前に
求まっており，それに対しどこまで正しく分類されたかを評価する．しかし，了解度を求めるた
めには，評価環境ごとに数十～数百単語（本論文では 20単語）の評価が必要であり，事前に全て
の環境の了解度を求めておくことは非常に困難である．このため，適切であると考えられる特徴
量で LFのクラスタリングを行い，結果の妥当性を主観評価で確認することとする．また，事前に
クラスタ数がいくつになるかわからないため，クラスタリングアルゴリズムの選択を考える必要
がある．この場合，「クラスタ数を変化させながら，最適なクラスタ数を見出す」手法と，「分類す
るクラスタ数を与えずにクラスタリングが可能なアルゴリズムを選択する」手法の二つが考えら
れる．本論文では，明確な基準でクラスタ数を定めることが可能な後者の手法によるクラスタリ
ングアルゴリズムの x{means法を採用した．
x{meansクラスタリングはデータマイニグツールWeka [174]に含まれているアルゴリズムを用
いる．セントロイドと特徴ベクトルとの距離計算にはユークリッド距離を用いた．一般に，x{means
アルゴリズムは初期乱数によって生成されるクラスタ数が変わることから，本論文では乱数列を
切り替え，最も選択されたクラスタ数のうち，BICが最大になる結果を採用した．その他のパラ
メータは初期設定を利用した．
4.2.4 分類結果
騒音クラスタリングの結果をTable 4.4に示す．x{means法は初期設定で与える乱数によって結
果が変化する．初期値を複数与え，傾向を解析したところ，全体の 70%がクラスタ数 3となり，残
りは 2か 4だった．本論文では最頻値であるクラスタ数 3を採用し，用いる乱数セットは BICが
最も大きくなる設定とした．各クラスタを以後 C1～C3と呼ぶ．騒音名と，各クラスタに所属し
た LF数を示す．空欄は該当クラスタに所属した LFが無いことを示す．前述のとおり，列車走行
音 2種は走行音を切り出したため，LF数は他より少ない．Totalは各クラスタの LF総数である．
C1は，全LFの半数が分類されるクラスタであり，騒音レベルの時間変動がみられる騒音が多く
分類されているが，時間変動が少ない computer roomの LFもすべて分類されている．computer
roomは定常ではあるが，パワースペクトルの 4 kHz付近に常に極所ピークを持つため，Flatness
や Spectral centroid，Spread spectrumが他の定常騒音と異なる結果になった．また，factory 2
の様な間欠騒音も分類されている．全体として，\非定常"または，\うるさい"騒音が含まれるク
ラスタと言える．C2は，定常騒音である air conditioner 2，air ductの LFがすべて分類され，比
較的定常である telephone booth，crowdの最頻分類クラスタである．bullet trainに関しては，新
幹線通過中の LFがすべて所属している．全体的に，\定常"な騒音が含まれるクラスタと言える．
C3は x-means法で C2から分割されたクラスタであるため，特徴量の傾向は C2に近く全体の数
も少ない．exhibition booth 1，exhibition booth 2の音声や雑踏音が非常に複雑に混ざった騒音
と air conditioner 1の殆どの LFが分類される．
次節以降の主観評価で用いる LFのスペクトログラムは付録 Bの Fig. B.1に示す．
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Table 4.4: Number of LF by clustering (digest set)
name C1 C2 C3 LF num
exhibition booth 1 1 36 37
exhibition booth 2 8 29 37
telephone booth 4 33 37
factory 1 32 4 36
factory 2 36 36
sorting facility 35 1 36
highway 1 36 36
highway 2 34 2 36
crossing 22 8 6 36
crowd 1 35 36
bullet train 5 1 6
train 2 17 1 20
computer room 37 37
air conditioner 1 2 35 37
air conditioner 2 36 36
air duct 37 37
elevator hall 1 34 4 38
elevator hall 2 31 31
Total 309 189 107 605
Table 4.5: LFs used for the subjective test
C1 C2 C3 Total
Num. 13 14 5 32
Percentage 0.406 0.438 0.156 1.000
4.3 主観評価結果との比較
前節で分類した騒音について，JDRTの Sustention単語セットを用いて了解度試験を行う．
4.3.1 主観評価設定
主観評価には，騒音の影響が大きかった Sustentionの 20単語を女性話者 1名分用いて主観評価
を行う．Sustention評価単語対を Table 4.6に再掲する．評価に用いる LFは，Table 4.4の結果
より，全 18騒音の分類されたクラスタから一つづつ（Table 4.4の空欄以外）LFを選択し，32個
の LFで主観評価を行う．クラスタごとの選択した LF数と総数に対する割合はTable 4.5に示す．
主観評価に用いた同一の騒音中の LFでも，同一クラスタに分類される LFは複数あるため，各ク
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ラスタのセントロイドまでの距離が最も近い LFをそのクラスタの代表 LFとした3．
Table 4.6: Sustention word list(cont.)
ハシ（hashi）{カシ（kashi） ハタ（hata）{カタ（kata）
シリ（shiri）{チリ（chiri） ヒル（hiru）{キル（kiru）
スキ（suki）{ツキ（tsuki） スナ（suna）{ツナ（tsuna）
ヘン（hen）{ケン（ken） ヘリ（heri）{ケリ（keri）
ホシ（hoshi）{コシ（koshi） ホル（horu）{コル（koru）
音声と騒音の A重み付パワー比は 4.1.2項で述べた方法を用いて統制したのちに，A特性を用
いた SNR(A)4で 20， 10，0，10，20 dBになるように計算機上で加算した．この実験条件は 2
章の実験系と大きく異なるが，実験する騒音数を増やすこと，2.2.2項の結果より，騒音の方位角
よりも音声との SNRinが重要であったことから，方位角を削除した．また，各騒音の SNR(A)は
Fig. 2.15の結果を基に，主観評価結果に天井効果とフロア効果が確実に入るように考慮した．こ
れにより，次章で検討する SVRにおいて学習データ内の了解度変化に非線形性が含まれることが
期待される．
3 secの LFに対し評価音声が短いことから，音声の埋め込み位置は LFの冒頭 0.1 secを除く区
間で，SNR(A)が小さくなるタイミングで音声と合成した．埋め込み位置探索は，評価音声のう
ち最も長い単語の半分の時間（最長モーラを想定）とした．
本実験における総評価単語数は，評価 LF数が 32，SNR(A)が 5種，評価単語が 20単語の 3200
単語であり，これに騒音を加算していない原音 20単語をリファレンスとして加え，被験者一人当
たり 3220単語の評価を行った．また，急峻な音圧変化による被験者への負担を減らすため，各 LF
の冒頭 100 msecに対し緩やかに音圧が上昇していく時間窓を掛けた．実験音声はコンピュータか
らRoland社製USBオーディオインターフェースUA{25EXを介し，Sennheiser社製ヘッドホン
HD{25IIで提示した．全被験者に対する提示音圧は一定とし，騒音を加算していない原音が十分
聴こえる音圧で実験を行った．なお，被験者は 20代男性 10名である．
4.3.2 主観評価結果
主観評価の結果について，クラスタ間に着目した場合と騒音種間に着目した場合とに分けて述
べる．
クラスタ間の結果
　 Fig. 4.5にクラスタ別に SNR(A)ごとに平均した了解度とMCIを示す．平均了解度について
いるエラーバーは該当 SNRSNR(A)での最大値と最小値である．また，騒音を付加していない原
音の了解度は 0.975 となり，提示音圧の不足による了解度低下は見られなかった． 20 dBでは了
33.1.1項でも述べたように，理想的には全ての LFの主観評価値を求めることが望ましいが，1人当たりの評価単語
数が 6万を超えてしまい現実的ではない．
4本章以降は実験設定の SNRを A特性を用いて計算し，設定音圧も異なるため，2章の SNRin とではなく SNR(A)
とする．
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解度がマイナスになっているサンプルが多い．なお，これはDRTの調整正答率を求める際のチャ
ンスレベル補正による5．
結果より，SNR(A)が 20 dBと 20 dBでは天井効果とフロア効果により，クラスタ間の差が無
くなっているが，SNR(A)が 10～10 dBの範囲ではクラスタごとの平均値が明確になり，0 dBの
ときにクラスタごとに了解度が 0.2づつ異なる．天井効果とフロア効果の影響が無い 10～10 dB
の範囲で，SNR(A)とクラスタの違いを被験者内要因とした 2要因の分散分析を行った．分散分析
の結果を Table 4.7に示す．SNR(A)とクラスタ共に p <0.001で有意差がみられた．特にクラス
タ間の差が有意であるため，下位検定の結果を比較する．Table 4.8に多重比較の結果を示す．結
果より，SNR(A)と 3クラスタのすべての組み合わせで p <0.001の有意差がみられた．各クラス
タの代表騒音の主観評価で各クラスタ間の差が有意であり，クラスタごとの了解度推定関数を用
いた了解度推定が有効であると考えられる．
MCIの SNR（A)ごとの傾向は，C2と C3はほぼ重なり，C1は僅かに異なるが有意差はない
（F (2; 14) = 0:339; p = 0:7220）．C1は SNR(A)が  10 dB， 20 dBのときの了解度が小さく，
フロア効果でMCIが増加しなく，10 dBがC2，C3よりも大きいのはC2，C3と異なり天井効果
が得られなかったためと考えられる．クラスタごとの了解度推定の目標値となる全 SNR(A)混合
でのMCI一覧をTable 4.9に示す．allはクラス分けを考慮しない全サンプルでのMCIを示す．こ
の値を了解度推定の目標値とする．
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Fig. 4.5: Comparison of intelligibility and MCI with cluster
　
52章や文献 [21]での結果と異なり，本論文では SNR(A)を  20 dBまで設定したこと，評価話者が 1名であるこ
とが影響している．また，単語対による騒音の影響差も見られたものの，詳細な分析を行うには，サンプル数が十分で
はなかった．一方，クラスタごとの了解度差，推定性能差は十分に見られたことから，本論文では了解度がマイナスの
場合も含め，そのまま解析する．
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Table 4.7: Results of ANOVA by noise cluster
Source SS df MS F p
S:Subject 0.3190383 9 0.0354487
L:SNR(A) 3.2717975 2 1.6358987 134.396 0.0000
error[LS] 0.2191006 18 0.0121723
C:Cluster 0.5576314 2 0.2788157 25.124 0.0000
error[CS] 0.1997586 18 0.0110977
LC 3.2920924 4 0.8230231 66.979 0.0000
error[LCS] 0.4423632 36 0.0122879
Total 8.3017819 89
+ p <0.1, * p <0.05, ** p <0.01, *** p <0.005, **** p <0.001
Table 4.8: Main eect of SNR(A) and noise cluster
Source SS df MS F p
SNR(A)(C1) 1.7773867 2 0.8886933 72.550 0.0000
SNR(A)(C2) 2.2328876 2 1.1164438 91.143 0.0000
SNR(A)(C3) 2.5536156 2 1.2768078 104.235 0.0000
error 54 0.0122493
Cluster( 10 dB) 3.3909058 2 1.6954529 142.581 0.0000
Cluster(0 dB) 0.2232088 2 0.1116044 9.386 0.0003
Cluster(10 dB) 0.2356091 2 0.1178046 9.907 0.0002
error 54 0.0118911
+ p <0.1, * p <0.05, ** p <0.01, *** p <0.005, **** p <0.001
Table 4.9: Average MCI by clustering
C1 C2 C3 all
0.0961 0.0929 0.0897 0.0937
騒音種とクラスタの関係
次に，同一騒音を分割した LFで，異なるクラスタに分類された場合に了解度へ与える影響が
異なるのかどうかを確認する．個々の LFの主観評価結果について Fig. B.1に示す．分析した全
18騒音のうち，4騒音についてはクラスタ間に有意差が見られなかった Fig. 4.6に騒音種ごとに
了解度平均値とMCIを示す．exhibition booth 1の様にクラスタ間に差が無い例と，exhibition
booth 2の様にクラスタ間の差が顕著な例がある．exhibition booth 1，crowd，air conditioner 1，
elevator hall 1，の 4種はクラスタ間に有意差が見られなかった．この他に同一騒音種で 2，3クラ
スタに分かれたものは，全部または一部の SNR(A)で有意差がみられた．MCIはFig. 2.15の結果
と同様に，SNR(A)と負の相関を持つものと，factory 2の様に，0 dBまたは10 dBで最大とな
るものに分かれる． 20 dB以外でMCI最大になる騒音は了解度もフロア効果が見られ,  10 dB
とほぼ同値になる．全ての LFで，天井効果またはフロア効果のどちらか，あるいは両方が見られ
ており，非線形関数での回帰を検討する必要がある．
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Fig. 4.6: Comparison of intelligibility and MCI with various noise type.
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Fig. 4.6 Comparison of intelligibility and MCI with various noise type (cont'd)
107
 -0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
-20 -10 0 10 20
c1
SNR(A)  (dB)
S
p
ee
ch
 I
n
te
ll
ig
ib
il
it
y
Intelligibility
 
0
0.05
0.1
0.15
0.2
0.25
0.3
-20 -10 0 10 20
c1
SNR(A) (dB)
M
C
I
MCI
(g) highway 1
 
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
-20 -10 0 10 20
c1
c2
SNR(A)  (dB)
S
p
ee
ch
 I
n
te
ll
ig
ib
il
it
y
Intelligibility
 
0
0.05
0.1
0.15
0.2
0.25
0.3
-20 -10 0 10 20
c1
c2
SNR(A) (dB)
M
C
I
MCI
(h) highway 2
 
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
-20 -10 0 10 20
c1
c2
c3
SNR(A)  (dB)
S
p
ee
ch
 I
n
te
ll
ig
ib
il
it
y
Intelligibility
 
0
0.05
0.1
0.15
0.2
0.25
0.3
-20 -10 0 10 20
c1
c2
c3
SNR(A) (dB)
M
C
I
MCI
(i) crossing
Fig. 4.6 Comparison of intelligibility and MCI with various noise type (cont'd)
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Fig. 4.6 Comparison of intelligibility and MCI with various noise type (cont'd)
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Fig. 4.6 Comparison of intelligibility andMCI with various noise type (cont'd)
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Fig. 4.6 Comparison of intelligibility andMCI with various noise type (cont'd)
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4.4 パラメトリック回帰による推定
騒音クラスタごとの SVRによる推定関数（以下，提案法）と 2.3.1節で述べた既存の fwSNRseg
を 5種類6による順位相関係数の比較と，シグモイドカーブフィッティングによるパラメトリック
回帰による推定性能比較を行う．
4.4.1 客観音質値と順位相関係数
まず，主観了解度と客観音質値との散布図を比較し，その順位相関係数  を比較する．
客観音質値
主観評価値と客観音質の散布図を，Fig. 4.7に示す．図中に全騒音混合条件での推定関数を併記
する．SNRsegは主観了解度 0.4以上の分散が大きく，AIsegは推定関数近傍で分散が大きくみえ
る．他の 3尺度はこれらよりも分散が少なくみえる．fwSNRseg(A)は客観音質値が 10 dBに固
まっている．これは 2.3.1項で述べた客観音質評価法の設定をそのまま用いたため，下限 SNRが
 10 dBと主観評価系に対して大きかったため，値が固定されたと考えられる．
順位相関係数
次に，2.3.5項でも検討した順位相関係数  を比較する． は式（2.4）Table 4.10に尺度ごとの
 を示す．SNRsegを除けば，ほぼ同程度の値である．2章では  が高くてもRMSEが小さいとは
限らなかったが， の低いものは RMSEが大きかったため，SNRsegの推定性能は低くなること
が予測される．
Table 4.10: Kendall rank correlation() between intelligibility (sustention) score and objective
speech quality score by noise cluster
C1 C2 C3 pooled noise
SNRseg 0.597 0.526 0.766 0.554
fwSNRseg(A) 0.764 0.720 0.831 0.748
fwSNRseg(C) 0.770 0.740 0.867 0.769
fwSNRseg(S) 0.772 0.729 0.853 0.763
AIseg 0.755 0.686 0.813 0.724
6重み無の SNRseg，fwSNRseg(A)，fwSNRseg(C)，fwSNRseg(S)，AIseg．
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Fig. 4.7: Objective quality score and estimate function(All cluster multi condition)
113
4.4.2 既存尺度を用いた騒音クラスタ別推定関数作成
既存尺度による音質評価値の求め方は，cbSNRseg，obSNRsegと同様に各 LF中の音声成分の
パワーがほぼ 0となるフレームを除いた平均音質値とする．推定関数の作成は，2.4.1項で検討した
推定関数を騒音クラスタ別に作成する．作成する関数は式（2.5）を用いたシグモイドカーブフィッ
ティングで，トレーニングに用いる教師データに 4.3節で検討した主観評価値を用いる．また，次
章で検討する SVRと同様に 10回の交差検定で回帰係数を作成する7．
4.4.3 推定結果の比較
5.3.4節と同様に交差検定のRMSEを比較する．Table 4.11比較する 5種の客観評価尺度を用い
た推定の交差検定による RMSEを示す．Weighted sumは 3クラスタの RMSEの重み付平均で，
重みはTable 4.5のPercentageを用いた．Multiは全クラスタを混合して同様に推定関数を作成し
た場合のRMSEである．また，表最下段に主観評価結果のMCIを記載する．まず，順位相関係数
 の低かった SNRsegは，やはりRMSEが 0.1以上と非常に悪く推定に適していない．つまり，了
解度の推定には何らかの聴覚重み付けまたは機械学習による回帰係数の決定が必要であることが
わかる．fwSNRseg(C)と fwSNRseg(S)，AIsegの三指標は概ね RMSEが小さい．fwSNRseg(A)
を除けば，Weighted sumの方がMultiよりも RMSEが小さく，騒音クラスタリングの効果が見
られる．MCIと比較すると，SNRsegと fwSNRseg(A)のC2を除けばRMSE<MCIとなり，推定
関数の性能を十分満たしている．これら 5種の客観音質を用いたシグモイドカーブフィッティング
と SVRその他の回帰手法との比較は 6章のオープンテストの結果で比較する．
Table 4.11: RMSE of 10{fold cross{validation by sigmoid tting estimation
Measure C1 C2 C3 Weighted sum Multi
SNRseg 0.123 0.188 0.161 0.157 0.176
fwSNRseg(A) 0.069 0.121 0.088 0.095 0.088
fwSNRseg(C) 0.062 0.078 0.065 0.070 0.072
fwSNRseg(S) 0.063 0.081 0.072 0.072 0.075
AIseg 0.066 0.097 0.063 0.079 0.090
MCI 0.0961 0.0929 0.0897 0.0937 0.0937
4.5 まとめ
了解度変化傾向の近い騒音種に分類するため，以下の 3点を考慮した騒音クラスタリングを検
討し，主観評価と既存尺度による推定関数の作成を行った．
 長時間騒音信号の LF分割
7一般に，線形回帰と一般線形化回帰では，関数の形状が固定されるため，交差検定を考慮しても汎化性能はほとん
ど変わらない場合が多い．本論文では，SVR等の回帰手法との比較のため交差検定の回数を揃えることとした．実際
に交差検定を用いない回帰の RMSEと交差検定による RMSEに差はほとんどみられなかった．
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 MIR特徴量による騒音の音色解析
 x-meansクラスタリングによるクラスタ数の自動分割
その結果，以下のことが明らかになった．
 騒音クラスタは 3つ作成される．
 主観評価の結果，クラスタ内の平均値間には有意な差がある．
 既存の客観音質を用いたシグモイドカーブフィッティングによる推定では騒音クラスタリン
グの効果はあまり大きくない．
 聴覚重み付けの無い SNRsegでは交差検定の RMSEが大きく，何らかの聴覚重みが不可欠
である．
クラスタ内の了解度の平均値間に有意な差があり，クラスタごとの了解度差が明確に見られた
ため，同一の SNRであっても了解度が低い環境と，了解度が高い環境を分類することは可能であ
る．このため，騒音クラスタごとに了解度推定関数による推定は，単一の了解度推定関数による
推定よりも精度が良くなる場合がみられた．次章では本章の結果を用いて，騒音クラスタごとに
SVR等を用いた了解度推定関数を作成する．
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第5章 サポートベクトル回帰による了解度推定関
数の作成
SVRは多変量回帰の中でも汎化性能が高いとされる手法である．本章では SVR及び L1正則化
を用いた他の回帰手法を用いたノンパラメトリック回帰による推定関数を作成し，交差検定で比
較する．
5.1 SVR特徴量
SVRの特徴量には評価信号を帯域分割し，帯域ごとのセグメンタル SNRを用い，最適な回帰
係数を SVRの学習結果より求める．
5.1.1 帯域分割法
聴覚理論に基づいた音声信号の帯域分割法はいくつも検討されている．本論文では SIIの技術
標準に組み込まれている 2種の帯域分割方式を比較する．帯域分割法以外はすべて同様に求めた
特徴量に対し，交差検定の RMSEが最小になるハイパーパラメータ1を選択した推定関数の回帰
係数を採用する．帯域分割は，令分割法ごとの中心周波数とバンド幅で設計したバンドパスフィ
ルタを計算機上で作成し，信号に畳み込むことで帯域制限を行った評価信号とする．．
(a) 1/3オクターブバンド
(b) Fig. 2.23のクリティカルバンド
(a) は騒音計をはじめ広く用いられている．今回は SII で用いる場合と同様に中心周波数は
0.16 kHz～8 kHzの 18帯域を用いる．以下，本論文では，この分割法による特徴量を obSNRseg
と呼ぶこととする．(b)は fwSNRseg(C)，fwSNRseg(S)と同様の帯域分割であり，学習によって
求めた回帰係数と，SIIの聴覚重みとの比較に最適である．本論文ではこの分割法による特徴量を
cbSNRsegと呼ぶ．本論文では以後，これら二つの帯域分割法式の違いを別個の特徴量として比較
する．
特徴量はどちらも帯域ごとに式 (1.5)のセグメンタル SNRを用いる．ここで x(n)と x^(n)は，n
番目の分析フレームでの原音声と雑音重畳音声（劣化音）で，M は音声区間のフレーム総数を，
N は分析長で，騒音クラスタリングで用いた SF長である 100 msecに設定した．また，特徴量を
求める際に音声成分のパワーがほぼ 0となるフレームを除いて平均を求めた．
1事前確率を決めるパラメータや確率モデル全体に影響を与えるパラメータ．ハイパーパラメータが定まると確率モ
デルの分布が定まる．
116
5.1.2 特徴量正規化
特徴量の SNRsegは，帯域ごとに SNRsegのベターイヤースコア（2.3.2参照）を求め，0から
1に正規化し，SVRによる回帰係数の決定を行う．本論文で用いる LIBSVM[167, 168]は特徴量
を標準化して用いるため，観測された値に対しては正規化の処理は本来必要ない．しかし，2章
の結果から，客観音質値と値域が了解度の変化範囲が重要になることは明らかである．4.3.2項の
学習セットに用いる主観評価結果より，主観評価結果は了解度が十分に低い 0近傍から 1まであ
り，主観評価値の分散は十分であるため，客観音質値の値域を変化させ最適な値を設定した推定
性能の向上を検討する．正規化には式（5.1）を用いる．min valueとmax valueは帯域ごとの下
限 SNR値と上限 SNR値である．上限 SNR値は騒音が無い状態の SNRに該当する．2章で用い
た fwSNRseg(C)と fwSNRseg(S)は， 15 dBから 15 dBに制限した．精度の高い推定には正規
化上限以上の了解度が 1，最大値以下の了解度が 0であることが望ましい．本提案法では，最大値
を 0～30 dBの 5 dBごと，最小値を 10～ 50 dBの 5 dBごとの計 63組設定し比較する2．
norm. SNRseg =
SNRseg max value
min value max value (5.1)
5.2 SVRと他のL1正則化を用いた回帰との比較
SVRは機械学習を用いたノンパラメトリック回帰では一般に汎化性能が高い有効な手法である．
本節では SVRの汎化性能が特に了解度推定問題において有効である理由を考察するために，L1
正則化を用いる各種回帰法との比較を行う．
5.2.1 L1正則化を用いた他の回帰手法
SVRの汎化性能が高い理由に以下の三点が挙げられる．
(a) 正則化を用いることで（実質的に）変数選択を行う
(b) -不感応関数を用いるロバストな回帰
(c) 回帰関数とサポートベクトルとのマージンを最大化する明確な基準
本論文では，SVR が了解度予測に最適な回帰手法であることを確認するため，(a) について他
の正則化を用いた回帰手法との比較を行う．比較対象としてリッジ回帰（以下，Ridge）[175]と
Lasso（Least absolute shrinkage and selection operator）を用いた回帰（以下，Lasso）[176]を
GNU R[169, 170]の glmnetパッケージ [177]で実装した3．正則化パラメータ は SVR同様に
10{foldの交差検定で決定する．また，SVRはカーネル法を用いた回帰の一形態であるとみなす
ことができる．そこで，L1正則化と RBFカーネルを用いたカーネル回帰（以下，Kernel）[178]
も比較対象に加える．Kernelは -不感応関数とサポートベクトルの選択を含まず正則化パラメー
2バンドごとに最適値が異なると考えられるが，組み合わせ数が膨大になるため，本論文ではすべてのバンドで同じ
値を用いることとした．
3glmnetはリッジ回帰と Lassoを用いた回帰の一般化であるが，本論文では両者の中間になるパラメータは比較し
なかった．
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タを用いた正則化のみを実装したため，(b)と (c)による回帰の頑健さを考慮した回帰精度の比較
ができる4．Kernelも正則化パラメータ とRBFカーネルの を交差検定で最適なパラメータを
設定する．
5.3 推定関数の作成
SVRを用いて了解度推定関数を特徴量ごとに作成し比較する．その際のカーネル関数に線形カー
ネルとRBFカーネルを用いる場合を比較する．学習に用いるハイパーパラメータの組み合わせは
交差検定を用いて最適値を探索する．推定関数は C1～C3の各クラスタごとと，比較対象に 3ク
ラスタの全データを用いたmulti条件の 4推定関数を作成する．multi条件によるRMSEとC1～
C3の推定関数によるクラスタごとの分布重み付平均を比較し，騒音クラスタリングを用いた推定
性能を検証する．クラスタごとの重み付平均に用いる重みは，Table 4.5のクラスタごとの所属割
合を用いる．
5.3.1 推定条件
本節では，2.2節で求めたクラスタごとの主観評価結果を推定する．各クラスタの LFごとに特
徴量を求める．C1～C3の各クラスタで主観評価を行ったLF数はそれぞれ，13，14，5個あり，主
観評価実験で設定した SNRが 5種なので，各クラスタごとに主観評価値と対応させて cbSNRseg
をそれぞれ 65，70，25組求める．特徴量とハイパーパラメータの設定には，式 (5.2)で定義す
る，教師信号である主観評価で求めた了解度（Sub:Intell:）と推定関数によって求めた推定了解
度（Est:Intell:）のRMSEが最少になるものを選択する．式中のN はサンプル数で，各クラスタ
ごとに求めた特徴量の組数となる．
RMSE =
sP
(Sub:Intell:  Est:Intell:)2
N
(5.2)
5.3.2 探索する SVRのハイパーパラメータ
探索する SVRのハイパーパラメータは，とC，RBFカーネルを用いる場合は も求める．探
索範囲は が 10 4，10 3，10 2の 3値5，C は 2 4  C  25，は 10 7    1の範囲をそれ
ぞれ 512等分し，全ての組み合わせで 10{foldの交差検定を行い，交差検定の RMSEが最も小さ
い組み合わせを正規化の上下限の各組み合わせの代表値とし，正規化上下限の全組み合わせの中
から最もRMSEが小さくなるハイパーパラメータと正規化上下限の組み合わせを採用する．
4(b)の性能評価だけを考慮すると，MM推定を用いたロバスト回帰ななどとの比較が考えられる．しかし，提案特
徴量である cbSNRsegが 25次元であり，騒音クラスタ C3は騒音 LFが 5個で実験用 SNRが 5種類の 25サンプルし
かない．このため，C3の評価正則化を伴う回帰手法でなければ一般化逆行列を用いる必要がある．本論文では正則化
を含むカーネル回帰と比較することで (b)と (c)を総合した性能比較を行うこととした．
5より広い範囲を詳細に探索したが，ほぼ変化がないためこの 3値とした．
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5.3.3 特徴量の正規化範囲の検討
Fig. 5.1と Fig. 5.2に SVRの特徴量の違いによる正規化に用いた最大値，最小値とRMSEの関
係を示す．図中で色が濃い方がRMSEが小さいことを示す．また，RMSEより求めた等高線を参
考に示す．obSNRsegは概ね上限値が 5 dB，下限値が 10 dBに近づくほどRMSEが低下してい
る．C1とC3の線形カーネルは傾向差がみられ，それぞれ下限値が 25 dB， 40 dBのRMSEも
RMSEが減少傾向にある．cbSNRsegではどちらのカーネルでも上限値が 0 dB，下限値が 10 dB
で RMSEが最小になる．各条件ごとの最適な上限値と下限値を Table 5.1に示す．表には比較対
象の L1正則化を用いた回帰手法の結果も示す．L1正則化を持ちた回帰手法は手法ごとの最適値
は異なるが概ね最小値は 10 dB，最大値は 5 dBになる傾向にある．
以上の結果より，SVRの場合は上限 SNRと下限 SNRの幅が狭い方が交差検定の RMSEが小
さいことがわかる．これは，Fig. 4.5より，SNR（A)が 20 dBの様な極端に悪い環境では了解
度は 0に，20 dBの様な極端に良い環境では了解度が 1にそれぞれ飽和することから，了解度が 0
から 1に変動する範囲に制限された SNRを用いることで，RMSEが減少していると考えられる．
以後本論文では，全ての回帰手法で Table 5.1に示した最適値を用いることとする．
Table 5.1: Combination of the maximum / minimum SNRseg value
regression feature C1 C2 C3 multi
method vector max min max min max min max min
SVR(linear) obSNRseg 5  10 5  10 5  40 5 -10
cbSNRseg 0  10 0  10 0  10 0 -10
SVR(RBF) obSNRseg 5  10 5  10 5  10 5 -10
cbSNRseg 0  10 0  10 0  10 0  10
Lasso obSNRseg 5  10 25  10 10  40 5 -10
cbSNRseg 5  15 5  10 0  15 0 -10
Ridge obSNRseg 5  10 5  10 0  10 5 -10
cbSNRseg 5  10 5  10 5  10 0  10
Kernel obSNRseg 10  20 0  10 5  10 0 -10
cbSNRseg 0  25 20  45 0  10 5  30
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Fig. 5.1: Relationship between RMSE and maximum / minimum obSNRseg
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Fig. 5.1 Relationship between RMSE and maximum / minimum obSNRseg(cont'd)
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Fig. 5.2: Relationship between RMSE and maximum / minimum cbSNRseg
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Fig. 5.2Relationship between RMSE and maximum / minimum cbSNRseg(cont'd)
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5.3.4 推定結果・特徴量の比較
回帰手法ごとの最適なハイパーパラメータを用いた 10{fold交差検定の RMSEと相関係数を比
較する．
5.3.5 比較結果
Table 5.2と Table 5.3に Lasso，Ridge，Kernelの 3種の回帰と SVRの線形カーネル（以下，
SVR(Linear)）と RBFカーネル（以下，SVR(RBF)）を回帰手法ごとに特徴量が cbSNRsegと
obSNRsegの場合に分け，クラスタごとの推定結果を示す．表の C1～C3は各クラスタの RMSE
であり，Weighted sumは Table 4.5のクラスタ別の主観評価サンプルの割合を乗じた RMSEの
和，Multiはクラスタリングを用いず，全てのサンプルで学習したときの交差検定の RMSEであ
る．二つの表に示した結果を特徴量，クラスタリングの効果，回帰手法のそれぞれ着目した場合
に分けて考察する．SVRのハイパーパラメータと特徴量の正規化に用いた値の組み合わせは，付
録 Cに示す．
Table 5.2: RMSE of cross-validation using cbSNRseg
Regression method C1 C2 C3 Weighted sum Multi
Ridge 0.097 0.116 0.079 0.102 0.108
Lasso 0.103 0.125 0.100 0.112 0.112
Kernel 0.086 0.100 0.062 0.088 0.093
SVR(linear) 0.097 0.112 0.108 0.105 0.103
SVR(RBF) 0.095 0.111 0.105 0.104 0.100
MCI 0.0961 0.0929 0.0897 0.0937 0.0937
Table 5.3: RMSE of cross-validation using obSNRseg
Regression method C1 C2 C3 Weighted sum Multi
Ridge 0.143 0.239 0.117 0.181 0.177
Lasso 0.173 0.231 0.149 0.195 0.205
Kernel 0.117 0.155 0.064 0.126 0.147
SVR(linear) 0.155 0.189 0.158 0.170 0.177
SVR(RBF) 0.118 0.132 0.158 0.130 0.117
MCI 0.0961 0.0929 0.0897 0.0937 0.0937
特徴量の比較
cbSNRsegと obSNRsegを比較すると，全ての条件で obSNRsegの方がRMSEが大きい．Ridge
とLassoは cbSNRsegを用いることで obSNRsegに対し，C2のRMSEがそれぞれ 0.485倍，0.542
倍と大きく改善している．この他の回帰手法でもWeighted sumの改善率は 0.8倍程度になること
から，特徴量は cbSNRsegが良いといえる．
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クラスタリングの効果の比較
騒音クラスタリングを用いたことによる推定関数のRMSEの重み付平均であるWeighted sumが
MultiのRMSEより小さければ，騒音クラスタリングが了解度推定に効果があったといえる．結果
より，Table 5.2の cbSNRsegではWeighted sumがMultiの差はほとんどみられないが，Table 5.3
の obSNRsegでは LassoとKernelでWeighted sumの方が小さく，他はMultiの方が大きい．こ
のため騒音クラスタリングの効果は本章の結果からは読み取れない．騒音クラスタリングの効果
の解析については次章のオープンテストで行う．
回帰手法の比較
回帰手法ごとのWeighted sumはどちらの特徴量を用いてもKernelが最もよい．SVR(RBF)は
これに次ぐ値だが，5.2.1項で述べたように SVRは -不感応関数を用いて過学習による影響を押
さえている．一方，Kernelは正則化以外に過学習の影響を考慮しておらず，特にRMSEが 0.088
と小さい Kernelと cbSNRsegの組み合わせは，過学習を起こしている可能性が憂慮される．同
様の理由で，SVR(linear)と Ridge，Lassoの比較も obSNRsegでは SVR(linear)が良いものの，
cbSNRsegではほぼ同じ値であり回帰手法の優劣を比較できない．よって回帰手法の比較もオープ
ンテストで行う．
MCIとの比較
4.4.3項で検討した既存尺度を用いたシグモイドカーブによる推定関数では，概ねRMSE<MCI
を満たしていた．しかし，Table 5.2のRMSEが小さい cbSNRsegnの結果においてもRMSE<MCI
を満たす組み合わせは少ない．これは交差検定が用いたサンプルだけの誤差ではなく，未知のサ
ンプルに対する誤差も考慮しているため，MCIよりも大きくなることが原因である．特に過学習
を起こしやすいノンパラメトリック回帰では交差検定によるRMSEの増加はパラメトリックな回
帰よりも大きくなる傾向にある．よって，ノンパラメトリック回帰では，交差検定によるRMSE
とMCIの比較は妥当ではないと考える．
5.4 まとめ
騒音クラスタごとに SVR を用いた了解度推定関数を作成した．SVR の特徴量には帯域ごと
の SNRsegを用い，1/3オクターブバンドでの分割（obSNRseg）とクリティカルバンドでの分割
（cbSNRseg）を比較した．また SVRに用いるハイパーパラメータと SNRsegの上下限値を比較し
た．その結果，以下の内容が明らかになった．
 obSNRsegでは上限 SNRが 5 dB，下限 SNRが 10 dB（線形カーネルのC3のみ 40 dB）
が良く，cbSNRsegでは上限 SNRが 0 dB，下限 SNRが 10 dBが良い．しかし，L1正則
化を用いた回帰では，回帰手法とクラスタのごとに最適値が異なり，あまり明確な傾向はみ
られない．
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 交差検定の RMSEを用いて cbSNRsegと obSNRsegを比較すると，全ての回帰手法で cb-
SNRsegの方がRMSEが小さくなるため，用いる特徴量は cbSNRsegが良い．
 騒音クラスタリングの効果は回帰手法ごとにWeighted sumとMultiを比較したが，cbSNRseg
ではほとんど違いが無い．obSNRsegは回帰手法によって傾向が異なる．
 SVR以外の回帰手法も含め，了解度推定に最適な回帰手法は交差検定のRMSEからは定め
ることができない．
以上の結果より，提案特徴量である cbSNRsegは有効であることはわかったが，機械学習を用い
ることの是非は判断できなかった．次章では推定関数作成に用いなかったデータによるオープン
テストを行い，回帰手法間の総合的な汎化性能の比較と騒音クラスタリングの効果を検証する．
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第6章 オープンテストによる総合性能評価
提案方式のオープンテストとして，モデル作成に用いなかった騒音下での了解度を推定し，主
観評価結果と比較する．オープンテストであるため，提案法の騒音クラスタリングと SVRの学習
に用いた条件に対し，未知の情報が増えるような評価対象が必要である．また，性能評価のため
に，クラスタリング精度の分析に用いる分散分析や推定値とのRMSEや相関係数の算出のために，
オープン条件の主観評価値も必要となるためこれらも含めて本節で詳細に述べる．
6.1 評価LFのランダムサンプリング
5章の推定関数の作成の教師データに用いた 4章の主観評価値は，クラスタリング精度の検証が
主目的であり，特に同一騒音種のクラスタ違い（Table 4.4の行方向の比較）を考慮して主観評価
用のサンプリングをしたため，データベースの騒音分布の再現を考慮していない．また，他の了
解度評価による検討の結果との比較のために，主観評価に用いる LFと評価単語の SNRを複数設
定して主観評価を行った．このため，本論文で検討している了解度推定では，同一の騒音 LFでも
SNRが異なる場合は別のサンプルとして扱った．これは，SNRを複数設定することで，受聴者と
騒音源との距離の違いなどによる主観的な音量差を考慮したものであり，騒音と受聴者の位置と
いった条件を考慮しないならば，疑似的に騒音数を増加させることに近似できると考えたためで
ある．つまり，SNRの違う同一騒音を複数用意して主観評価を行うことは，機械学習で用いられ
るブートストラップと同様の発想とみなし，32個の騒音 LFから 160個の主観評価値のあるサン
プルを騒音クラスタに分割して 5章の推定関数の教師データとした．
本章で検討する了解度推定に用いるオープンテスト用データとしては，多数の騒音種に対する
汎化性能評価が重要であり，SNRを複数設定することによるみかけの騒音 LF数増加よりも，実
際の騒音 LF数を増加させることが望ましい．そこで，電子協騒音データベース [157]のフルセッ
ト版から作成した騒音 LFを用いることでトレーニングデータに無い未知の騒音を再現する．こ
の時の主観評価設定に用いる SNRについては，トレーニングに用いた主観評価では天井効果と床
効果が確実に発生するように極端に高い SNRと低い SNRを含めた複数の SNR値を設定する必
要があったのに対し，テストデータに行う主観評価では現実的にシステム評価に用いたい環境の
模擬だけで良い．このため，トレーニングデータの結果から了解度分布の広い SNR値を 1つ選択
して主観評価値を求め，推定関数の性能評価に用いるテストデータとすることにした．設定する
SNRは，Fig. 4.5の結果より，一つの SNR値でも騒音 LFの違いにより了解度が広く分布してい
る 10 dBと 0 dBの中間にあたる 5 dBを評価に用いる設定とする．
推定関数をトレーニングしたデータは，フルセットの中から一部を抜き出したダイジェスト版
から分割し作成した 605個の LFである．フルセット版から主観評価に用いる LFを抜き出すのに
ダイジェスト版と同様に，4.1.2項で述べた方法で音量を統制し，4.2節で述べた方法でステレオ録
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音された音源を 3 secの LFに分割すると 28328個の LFに分割された．28328個の騒音 LFから，
ランダムサンプリングで騒音 LFを抽出し，全体の騒音分布を再現できるような主観評価セットを
作成する．サンプル数 nは式（6.1）を用いて決定する．ここで母集団総数N = 27928，標本誤差
E = 0:05，統計信頼度Z = 0:95，母集団予想比率 P = 0:95とした場合，n = 380となる．本論文
ではこの値よりやや多い 400サンプルを乱数を用いて抽出した．
n =
N 
E
Z
2 N 1
P (1 P )+1
	 (6.1)
6.2 騒音クラスタリング結果
騒音クラスタリングに用いる特徴量は 4.2.2項で検討した 15特徴量を同様に LFごとに計算し
使用する．ただし，式（4.1）の正規化に用いる最大値と最小値は，ダイジェスト版によるモデル
作成時の値を用いる．このためフルセットの版の正規化後の値は必ずしも 0から 1の範囲に収ま
らないが，そのまま解析を行うこととした．
Table 6.1に 4章で検討した騒音クラスタリングモデルでのフルセット版騒音 LFの分類結果を
示す．Full setが全 LF，Test setが 6.1節で検討したランダムサンプリングによる 400 LFの結果
を示す．Digest setは Table 4.4の結果を再掲した．Training setは Digest setから主観評価用に
抜き出したサンプルの結果を示す．num.が LF数で，percentageは LF総数に対する割合を示す．
Test setは C2がわずかに Full setより割合が 0.033多くなる傾向にあるが，概ね一致している．
また，Full set，Test set共に Digest setに近い割合であるが，Training setは C2の割合が多く，
C1が少ない．これは主観評価サンプルの抽出法の問題である．
以上の結果より，提案した騒音クラスタリングによる LF分類はフルセット版の騒音に対して
も，LFの数では同程度に有効であると言える．次節ではTest set主観評価により，分類傾向を解
析する．
Table 6.1: Number of LF by clustering
Full set Test set Digest set Training set
Cluster Num. Percentage Num. Percentage Num. Percentage Num. Percentage
C1 14242 0.503 198 0.495 309 0.510 13 0.406
C2 8983 0.317 140 0.350 189 0.312 14 0.438
C3 5103 0.180 62 0.155 107 0.177 5 0.156
Total 28328 1.000 400 1.000 605 1.000 32 1.000
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6.3 主観評価
6.3.1 実験条件
主観評価には，4.3節と同様にTable 4.6の JDRTの Sustention単語対を同一の女性発話者で 1
名分用いる．ランダムサンプリングによって抽出した LFは，4.1.2節で述べた様に，騒音種全体
の平均ノイズパワーと音声のパワーが等しくなるように統制した．この値を SNR(A)で 0 dBと
して主観評価を行った．
この他の評価設定は 4.3節に準じて設定した．評価に用いる 3 secの LFに対し評価音声が短い
ことから，音声の埋め込み位置は LFの冒頭 0.1 secを除く区間で，SNR(A)が小さくなるタイミ
ングで音声と合成した．埋め込み位置探索は，評価音声のうち最も長い単語の半分の時間（最長
モーラを想定）とした．
総評価単語数は，評価 LF数が 400，SNRが 1種，評価単語が 20単語の 8000単語であり，これ
に騒音を加算していない原音 20単語を 5回分で 100単語をリファレンスとして加え，被験者一人
当たり 8100単語の評価を行った．また，急峻な音圧変化による被験者への負担を減らすため，各
LFの冒頭 100 msecに対し緩やかに音圧が上昇していく時間窓を掛けた．実験音声はコンピュー
タからRoland社製USBオーディオインターフェースUA{25EXを介し，Sennheiser社製ヘッド
ホンHD{25IIで提示した．全被験者に対する提示音圧は一定とし，騒音を加算していない原音が
十分聴こえる音圧とし，4.3節と同じ値にして実験を行った．なお，被験者は 20代男性 8名で，う
ち 7名が 4.3節の主観評価の被験者と重複する．
6.3.2 実験結果
Fig. 6.1に主観評価結果を LFごとに求めた SNR(A)と共に示す1．トレーニングに用いたデー
タを同様に処理したもの2を Fig. 6.2に示す．Fig. 6.2は，SNR(A)の変化に対し了解度が 1と 0
に飽和する天井効果と床効果が顕著に見られるのに対し，Fig. 6.1は，SNR(A)が  30 dBから
0 dBの間で了解度は 0から 1まで広く分布する．これは 6.1節で検討した主観評価の基準に用い
る SNR値の違いが実験意図通りであったことを示す．どちらの図も騒音クラスタ間の境界が重な
る LFは多いが，大局的には SNR(A)の変化に対し同傾向である．また，クラスタごとに SNR(A)
による了解度の変化に傾向差がみられ，Fig. 4.5の結果と同様，同一の SNR(A)の了解度は概ね
C3 > C2 > C1となる．このテストデータの主観評価値を推定する．
Table 6.2にTest setとTraining setのMCIをクラスタ別に示す．被験者数の少ないTest setの
方がMCIが小さくなるのは天井付近のサンプルが多く，床効果がほとんど発生していないため，
平均値が高くなり，MCIも小さくなったと考えられる．
テストセットのクラスタごとの平均値差をシェッフェの一対比較法で多重比較したところ，C1
と C2の間には p < 0:001で有意差がみられたが．C1と C3の間は p = 0:116，C2と C3の間は
p = 0:070であり有意差はみられない．この結果はC3のサンプル数がC1とC2に比べ少ないこと
が原因と考えられる．
1本論文では JDRT全 120単語の 2話者分の音声パワーに対して 0 dBを求めているため，1話者の sustention だ
けの SNRは 0 dBが中心にならない．
2Fig. 4.5の SNRは長時間平均値であり，0 dBの設定も Sustentionの 20単語 SNR(A)は特徴量に用いた cbSNRseg
と同様に音声区間に対して求めたため，両者の SNR値は一致せず順序のみしか比較できない．
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Table 6.2: Average MCI by clustering（full set）
C1 C2 C3 all
Test set 0.0835 0.0683 0.0695 0.0781
Train set 0.0961 0.0929 0.0897 0.0937
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Fig. 6.1: Intelligibility vs. SNR(A) by cluster (Test set)
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Fig. 6.2: Intelligibility vs. SNR(A) by cluster (Training set)
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6.4 推定実験
オープンテストの主観評価結果をトレーニングセットで作成した推定関数から予測し，各推定
関数の汎化性能を比較する．
6.4.1 推定条件
主観評価による了解度と 4章と 5章で作成した推定関数を比較する．比較に用いるのは 4章で
作成した 5種の客観指標と交差検定で決定した回帰係数を用いた推定関数，5章で検討した特徴
量に cbSNRsegを用いた場合の最良のハイパーパラメータによる学習で作成した SVR，または L1
回帰の推定関数，この他にランダムフォレスト法（以下，RF）[179]による cbSNRsegを用いた回
帰の 11種を比較する．RFは，決定木を弱学習器とする集団学習アルゴリズムであり，単純な推
定式を多数作成し，その平均値を予測値とする機械学習による回帰手法で，交差検定等による汎
化性能の考慮をしなくてもそれなりの精度を出す手法である．RFの最大の特徴は学習時間の短さ
にあり，単純な回帰式を並列に多数用意しその平均を求める．本論文では SVRによる推定式作成
の時間をほとんど考慮していないため，計算時間の短い回帰手法の例として比較対象とする．RF
を 5章で比較しなかったのは，標準的なRFでは交差検定を考慮しないことが多いこと3を考慮し
た．RFはトレーニングに用いた cbSNRsegのクローズテストの RMSEが最小になるように作成
する決定木の数を調整した4．
オープンテストに用いた評価信号の各音質値および cbSNRsegを用いて全ての推定式の推定値
を求め，主観評価値と推定値との式 (5.2)のRMSEと，式 (6.2)のピアソンの積率相関係数で比較
する．式 (6.2)の Sub(n)と Est(n)は了解度の主観評価値と推定値，Subと Estはそれぞれの平
均値を示す．RMSEが同程度であれば，相関係数の高い方が良い回帰手法である．
r =
X
(Sub(n)  Sub)(Est(n)  Est)qX
(Sub(n)  Sub)2
qX
(Est(n) Est)2
(6.2)
6.4.2 推定結果
各推定関数を用いて求めた推定了解度との RMSEを Table 6.3に，ピアソンの積率相関係数を
Table 6.4に示す．Weighted sumはTable 6.1のTest setの percentageを用いた重み付和である．
パラメトリック回帰 5種の中では fwSNRseg(C)が最もRMSEが小さく，Weighted sumで 0.195
と最も小さい．ノンパラメトリックな多変量回帰の中では SVR(RBF)が，Weighted sumで 0.158
と 10方式の中で最も RMSEが小さい．SVR(RBF)は，RMSEの重み付平均が fwSNRseg(C)に
対して 0.77倍まで減少している．相関係数は fwSNRseg(C)に対して僅かに低いものの，RMSE差
と異なり同一の値とみなせる程度である．以上の結果より，本論文で提案する提案する cbSNRseg
を特徴量とした SVRによる了解度推定は非常に有効である．汎化性能を要素ごとに考察する．
3Out of Bag誤差などで同様の比較は行えなくはないが，厳密には交差検定と異なる．
4この様なチューニングでも過学習が起こりにくいことがランダムフォレストの特徴である．
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Table 6.3: RMSE of open test
regression method C1 C2 C3 Weighted sum Multi
SNRseg 0.342 0.313 0.312 0.327 0.294
fwSNRseg(A) 0.218 0.207 0.310 0.228 0.241
fwSNRseg(C) 0.185 0.194 0.224 0.195 0.203
fwSNRseg(S) 0.235 0.218 0.291 0.238 0.248
AIseg 0.227 0.190 0.195 0.209 0.228
Ridge 0.203 0.224 0.226 0.214 0.215
Lasso 0.202 0.223 0.209 0.211 0.215
Kernel 0.440 0.529 0.183 0.431 0.295
SVR(linear) 0.218 0.224 0.224 0.223 0.230
SVR(RBF) 0.153 0.140 0.162 0.150 0.158
RF 0.162 0.172 0.150 0.164 0.187
MCI 0.0835 0.0683 0.695 0.0781 0.0781
Table 6.4: Pearson correlation(r) between subjective intelligibility and estimated intelligibility
in open test
regression method C1 C2 C3 Multi
SNRseg 0.746 0.546 0.719 0.675
fwSNRseg(A) 0.875 0.875 0.847 0.824
fwSNRseg(C) 0.898 0.915 0.892 0.888
fwSNRseg(S) 0.847 0.880 0.864 0.836
AIseg 0.818 0.871 0.884 0.771
Ridge 0.828 0.819 0.862 0.814
Lasso 0.828 0.819 0.870 0.814
Kernel 0.375 0.335 0.785 0.571
SVR(linear) 0.828 0.829 0.866 0.814
SVR(RBF) 0.892 0.914 0.899 0.874
RF 0.888 0.855 0.879 0.812
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6.4.3 オープンテスト推定の考察
回帰手法の選択について
全体で最も推定性能が高かったのは SVR(RBF)で，次いで RF，fwSNRseg(C)の順であった．
この結果は，ノンパラメトリック回帰を用いるときはRBFカーネルを用いてきちんとハイパーパ
ラメータをチューニングし，汎化性能の高い推定関数を作ることができれば了解度推定性能は非常
に高い物が作れるが，チューニングを十分にできないときはランダムフォレスト法や fwSNRseg(C)
を説明変数に用いたパラメトリック回帰で十分であることを示唆する．つまり，予備実験等で信
号処理アルゴリズム間の順位がわかれば良い時などの「ほどほどの推定精度」で良ければ，推定
式を作成するのに時間のかかる SVRを用いる必要は無く，高速で学習可能なRFや fwSNRseg(C)
によるパラメトリック回帰を用いれば比較的少ない計算コストで了解度推定ができる．
Fig. 6.3に SVR(RBF)と fwSNRseg(C)の推定精度の比較をクラスタごとに示す．どちらも同
程度の相関係数であるため，どの図もおおむね同傾向であるが，SVR(RBF)の方が等価線に近づ
いており，RMSEが小さくなっていることがわかる．他の回帰手法での推定精度はDに掲載する．
しかしながら，SVR(RBF)のRMSEでもいまだMCIより大きいことを考えれば，より推定性
能を向上させることができる特徴量がある可能性がある．また，交差検定でハイパーパラメータ
と同様に求めた正規化範囲の上限値と下限値も特徴量の次元ごとに行うことで推定性能が向上す
ると考えられる．
ランダムフォレスト法との比較について
ランダムフォレスト法は集団学習による弱回帰器式5を用いた高速な回帰・分類手法であり，明
確な回帰基準を求める SVRとは異なる発想による機械学習の手法である．ランダムフォレスト法
は SVMまたは SVRと比較されることが多く，多くの場合で SVMまたは SVRよりも若干精度が
劣る．本論文でもTable 6.3のWeighted sumでは SVRに劣るものの，C3に関しては 0.0150で，
SVRの 0.164よりも高精度である．これは C3のサンプル数が少なく，サンプル数が回帰精度に
影響するカーネル法を用いた SVRよりもランダムフォレスト法の決定木間で重複を可とするラン
ダムサンプリングによる弱回帰式を用いることに効果があったためであると推測される．よって
特徴量の次元数よりもサンプル数が少ない場合にはランダムフォレスト法が有効である．
騒音クラスタリングの有効性について
Fig. 6.1の主観評価結果ではクラスタ間差が明確にみられ，Table 6.3の結果からも SVR(RBF)
を用いた推定関数のRMSEはWeighted sumがMultiをほとんどの条件で下回る．特にKernelは
C1と C2で RMSEが他の回帰手法の 2倍以上であり，相関も極端に低く過学習を起こしている．
C3については SVR(RBF)の次にRMSEが小さいが，相関係数は最も低く推定に用いる回帰手法
に適さない．この他に SNRsegを用いたシグモイド回帰ではMultiの方がRMSEが小さい．これ
ら二つの推定法は他と比べて明らかに推定性能が低く，騒音クラスタリングの効果も見られなく
なっている．一方でこの他の 8種では騒音クラスタリングの効果があったと考えられる．しかし，
5推定精度の低い回帰式．
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Fig. 6.3: Relationship between subjective and estimated intellugubility using SVR(RBF) and
fwSNRseg(C)
　
最良な回帰手法である SVR(RBF)でその差は 0.008と 1%未満であり，騒音クラスタリングの効
果はほとんどなく，AIsegでは了解度で 2%程度のRMSE改善があるため，単独で用いた場合の推
定性能がやや低い場合に騒音クラスタごとの推定関数が有効であったことを示唆している．提案
法である SVRと cbSNRsegを用いた推定では，推定関数自体の汎化性能が高く，騒音クラスタリ
ングの効果がほとんど見られなかったと考えられる．
MCIとの比較について
Table 6.3の結果より，オープンテストで最もRMSEが小さかったSVR(RBF)であってもRMSE
はMCIよりも大きい．MCIは被験者による回答の分散を考慮した指標であるため，SNRの違い
といったサンプル間の分散がある程度小さい場合には有効な指標である，しかし本論文の結果で
は騒音 LFによる影響も均一ではないことを考慮する必要がある．Table 6.2の結果でも Test set
のMCIはTraining setのMCIよりも小さくなっている．被験者数が 10人ないし 8人の比較的少
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ない実験であるが，極端に SNRが悪くなるサンプルを含んでいないことを考えるとこの数値は妥
当である．よって，被験者の分散によるMCIでは推定性能の指標としては十分ではない．また，
交差検定誤差を考慮した 5.3.5項の比較でもMCIはRMSEより大きく，未知データを想定ないし
用いた推定にはMCIとの比較は妥当ではない．
高橋らによる文献 [158]のMCIは，「ディジタル電話の受聴品質の推定」という非常に閉じた系
の性能推定である．文献 [158]が対象としたディジタル電話網の品質は系雑音はすでにほとんどな
く，コーデックによる音声のひずみ感や，エコーキャンセラーの性能による劣化が主要因であっ
た．このため，実験系による分散よりも，MOS評価による被験者の分散が大きい実験である．こ
のため，電話系の受聴品質推定に対して，MCIは有効な指標であったと推測される．了解度の推
定に関しても，電話系などの比較的条件が統制される場合にはMCIとの比較は妥当であると考え
られるが，本論文が対象とする屋外での騒音を対象とした実験の目標指数にMCI以外の指標を検
討する必要がある．
SVRの有効性について
5.2.1項で取り上げた SVRの汎化性能を保障する技術が了解度推定に有効であった理由を考察
する．5.2.1項で述べた SVRの汎化性能が高い理由として挙げた下記の三点 (a)～(c)の他に非線
形回帰の特徴として (d)，カーネル法の特徴として (e)を追加する．
(a) 正則化を用いることで（実質的に）変数選択を行う
(b) -不感応関数を用いるロバストな回帰
(c) 回帰関数とサポートベクトルとのマージンを最大化する明確な基準
(d) 交差検定によるハイパーパラメータの決定
(e) カーネル法を用いるノンパラメトリック回帰
(a)について，入力特徴量の次元数をモデル作成時に最適化することと等価なため，聴覚実験を
基に設定したな細かい帯域分割による特徴量であっても了解度推定向けに最適化が可能となるの
がメリットである．特に線形重回帰といった単純な実装と比べて，少数サンプルであってもモデ
ルが作成できるのは大きなメリットである．また，騒音クラスタごとに最適な聴取帯域より細か
く広い帯域分割法を用いることになるとしても正則化を用いる回帰手法であれば推定関数の最適
化が行えるため，了解度推定のための多変量回帰問題において，正則化を用いることはもはや必
須であるといえる．
(b)について，了解度は心理値であるため，十分な数の被験者で多くの実験パラメータを含めた
主観評価による結果が得られる場合は，回帰したい関数に近いサンプルが得られる．このためパ
ラメトリックな回帰でも十分推定が可能である．しかし，Fig. 6.1と Fig. 6.2からも明らかなよう
に 8～10人程度の主観評価では分散が完全に収束しているとは言い難く，回帰したい関数の大ま
かな形状は見えてくるものの，サンプルの分散は収束しているとは言い難い．MCIは，主観評価
による大局的な音質変化の構造を明らかにし，微細な構造は計測誤差未満であるとすることであ
る．よって，回帰したい推定関数近傍の誤差項を 0とする -不感応関数を用いることは，主観評
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価などで計測限界未満にあたる微細な分散による影響を考慮することとなる．これは被験者の経
験や心理実験の解答法による分散が比較的少ない安定した主観評価法であるほど回帰したい関数
との誤差が小さくなるため，言語を用いた音質評価など比較的主観評価の統制がとりやすい実験
系における推定に適していると考えられる．
(c)と (d)について，SVR(RBF)が最良の選択肢であることがわかっても，最良な推定関数を作
成するためのハイパーパラメータの探索にかかる時間6がかかる欠点がある．しかし，誤差逆伝搬
法によるニューラルネットを用いた回帰と異なり，必ず大域最適解が求まるメリットがある．こ
のため事前の推定関数のチューニングに十分な時間を取れる場合は SVR(RBF)は最良の選択肢で
あるが，そうでない場合はTable 6.3の結果より，RMSE差が 0.014程度のRFの使用を考慮する
必要がある．
(e)についてはカーネル法共通の問題であるが，リプレゼンター定理を考慮するとサンプル数が
増えるほど複雑な回帰を再現できる．これは膨大な数の騒音サンプルを主観評価するのが困難で
あるため了解度推定を行いたいという本論文の命題に対して矛盾している．しかしながら，本論
文で扱ったサンプル数の場合に限ったとしても，他の L1回帰法よりも汎化性能は高かったため，
同一条件であればカーネル法の中でも過学習を抑制しやすい SVRを用いるのが有効である．
6.5 まとめ
本論文で提案した騒音クラスタリングと SVRを用いた了解度推定について，5種の既存尺度を
用いたシグモイドカーブフィッティングによる推定関数，SVR以外のの多変量回帰手法 3種との
比較をオープンテストで行った．その結果，以下を明らかにした．
 ランダムサンプリングで作成したテストセットのクラスタリングであっても，騒音クラスタ
ごとの同一の SNR(A)の値での了解度の序列はトレーニングセットと等しい．しかし，クラ
スタ境界に含まれるサンプルはトレーニングセットよりも多い．
 上記を考慮すると，本論文の騒音クラスタリングだけでは完全に同傾向の騒音を完全に分類
しきれていないと考えられる．
 交差検定のRMSEではほとんど差がみられない SVRと他の L1正則化を用いたノンパラメ
トリック回帰と各種重みを用いた fwSNRsegによるパラメトリック回帰の RMSEもオープ
ンテストで評価した場合に汎化性能は大きく異なり，交差検定の RMSEの序列だけで決定
できない．
 SVR(RBF)の汎化性能が最も高く，同じく機械学習によるRFがそれに次ぐ．fwSNRseg(c)
を説明変数としたシグモイドカーブへのパラメトリック回帰は SVR(RBF)と RFを除く正
則化を考慮した L1回帰や他の重みによる fwSNRsegよりも汎化性能が高い．
 SVRは比較的少数のサンプルからでも汎化性能が高い推定関数を作成できるため，了解度
推定の様に教師データが主観評価値のため多数のサンプルを集められないような場合に有効
である．
6本論文の cbSNRsegを用いる場合の探索は正規化 SNRの組み合わせごとに数スレッドに処理を分割しても 3～4
週間程度かかった．
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 SVRはサンプル数の増加によって回帰式の学習に用いる時間が増加するため，多少精度は
落ちるがランダムフォレスト法を用いる場合が良い場合もあり，特に学習サンプルが特徴量
次元よりも少ない場合に有効である．
 しかし，オープンテストで最もRMSEが小さかった SVR(RBF)であってもRMSEはMCI
よりも大きいため，本論文で提案した騒音クラスタリングと SVRを用いた推定について改
良の余地はある．
以上の結果より，本論文では，cbSNRsegとRBFカーネルを用いた SVRによる騒音クラスタ別
の了解度推定は，騒音下での Sustention了解度推定において，改良の余地はまだあるものの，比
較した方式の中では最も最適な手法であると結論付ける．
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第7章 結論
本章では，本論文を総括し，今後の検討課題について具体的に述べる．
7.1 総括
本論文では，騒音環境下における音声了解度を直接推定する手法に，機械学習の手法を適応す
ることについて提案した．提案法は騒音の音色情報を用いたクラスタリングを行い，騒音クラス
タごとに汎化性能の高い非線形回帰である SVRを用いて了解度推定関数を作成する．本論文では
既存の尺度による了解度推定の問題点と，提案法の汎化性能を検証した．以下，本論文の各章を
要約する．
1章では，まず，本研究の背景として，今後より広く利用されるであろう屋外の騒音下における
音声システムの利用の問題点についてを述べ，その中で筆者の考えを提示した．次に，音声品質の
主観評価法と客観評価法の技術開発の経緯について受聴品質，ラウドネス，明瞭度，了解度につ
いて述べた．既存の研究では，単語を用いた了解度の予測の目安になるインデックス値を求める
STI，SII等があるものの，了解度値を直接推定する方式は無い．これより，本研究の目的を，騒
音環境下における主観評価によって求める了解度値と対応する推定了解度値を求めることとした．
2章では，予備実験としてバイノーラル音声システムを用いた騒音による妨害がある了解度主観
評価を JDRTを用いて行い，既存尺度 16方式を用いて了解度推定を行った．その結果，以下の 2
点が明らかとなった．
(a) Sustentionは騒音種の影響を受けやすい．
(b) 既存尺度を用いた推定では何らかの聴覚重みを用いた fwSNRsegが良い．
3章では，上記の課題を解決するために以下の 2点を機械学習を用いて実装した了解度推定を提
案した．
() 騒音種による最適な推定関数の選択
() 推定に最適な聴覚重みの作成
解決法 ()は課題 (a)に対応し，騒音種の影響が同傾向の評価条件ごとに了解度推定関数を切り
替えることを目的とする．このために騒音信号の音色特徴を求め，音色特徴のみを用いた教師なし
学習である騒音クラスタリングを提案した．解決法 ()は課題 (b)に対応し，特定の周波数帯域ご
とに帯域分割した SNRsegに最適な回帰係数を求めることとした．このため，主観評価結果を教師
信号とする教師あり学習の SVRを用いた了解度推定関数を騒音クラスタごとの作成を提案した．
4章では，騒音クラスタリングの詳細について述べた．電子協騒音データベースのダイジェスト
版を 3 secごとの LFに分割し，個々を 1騒音として 15次元の音色特徴を求め，x-means方でク
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ラスタリングした．その結果，605個の LFが 3つの騒音クラスタに分割された．各クラスタから
代表騒音 32種を求め，SNRを 5段階に設定し，主観評価を行ったところ，クラスタ間に有意差が
みられた．また，2章の検討結果を用いて既存の品質評価尺度による推定関数を作成した．その結
果，聴覚重み付けの無い SNRsegでは交差検定のRMSEが大きく，何らかの聴覚重みが必要であ
ることが明らかになった．
5章では，騒音クラスタごとに機械学習を用いたノンパラメトリックな回帰による推定関数を作
成した．提案法である SVRの他に，リッジ回帰，Lassoを用いた回帰，L1正則化を用いたカーネ
ル回帰を比較した．用いる特徴量にはクリティカルバンドによる 25帯域への分割と 1/3オクター
ブバンドによる 18帯域への分割の 2種類の正規化セグメンタル SNRを 4章の主観評価結果を教
師信号とした交差検定で比較した．その結果，全ての回帰手法でクリティカルバンドを用いる方
が良いことを明らかにしたが，回帰手法の比較は交差検定だけでは不可能だった．
6章では，4章で作成した既存の客観音質を用いたシグモイドカーブフィッティングによるパラ
メトリック回帰による推定関数 5種，正規化クリティカルバンドセグメンタル SNRを用いた 5種
の回帰式およびランダムフォレスト法の 11種の推定関数について，推定関数作成に用いなかった
オープンデータを用いて比較し，SVRにRBFカーネルを用いた推定はRMSEが 0.015と最も性
能が高いことを示した．同様に機械学習によるランダムフォレスト法による推定式は RMSEが
0.164と若干精度は落ちるものの，学習時間差を考慮すれば十分な性能である．また従来法として
高精度だった，fwSNRseg(C)を用いたシグモイドカーブフィッティングによる推定と比較すると
RMSEは 0.045（0.77倍）小さく，SVRによる推定は非常に高い汎化性能を持っていることを明
らかにした．
以上の特に 3章から 6章の検討から，騒音クラスタリングと SVRを用いた提案推定法は，既存
の手法よりも高い汎化性能を持つ推定法であることを示した．本提案法を用いることにより，屋
外で用いる音声システム設計に置ける新たな指針となり，より利便性の高い音声システムが開発
に利用されることを期待する．
7.2 今後の展望
本論文で提案した，了解度推定法はいまだ完全なものとは言い難い．ここでは，提案法の中長
期的な改良を中心とした今後の展望を述べる．
人工騒音と自然騒音
本論文では 2章で検討した結果より，騒音による影響が顕著にみられた Sustentionに絞って 3
章以降の主観評価と推定を行った．Fig. 2.35{(c)と Fig. 4.7{(c)を比べると，2章の騒音による特
異な影響は，白色雑音の様な自然騒音ではない人工音に対してのみだった可能性がある．付録 B
節に示した騒音ごとのスペクトログラムを見ても，自然騒音は低域から高域にかけてなだらかに
減衰していくスペクトル構造を持つため，高域成分によるマスキングが Sustentionの騒音傾向差
であったとも考えられる．このため自然騒音と人工騒音の比較を検討する必要がある．
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他の子音特徴の評価
また，2章の結果を用いた推定実験であったため，3章以降は Sustention以外の子音特徴を評価
していない．6章の結論では，RBFカーネルを用いた SVRはは fwSNRseg(S)によるカーブフィッ
ティングよりも高精度であった．しかし，SIIの子音重みは全ての子音の平均的な重みとして設計
されているため，本論文の比較だけでは最適な比較とも言い難い．よって，子音特徴ごとの SVR
による推定を行い，子音特徴ごとに fwSNRsegによる回帰と比較する必要がある．また子音特徴
ごとの推定結果を統合した平均了解度の推定精度も必要である．
ファジィクラスタリング
4章で検討した騒音クラスタリングでは，その後の主観評価値選択の明確な基準を求めるため，
非階層クラスタリングでハードクラスタリングのx-meansアルゴリズムを用いた．しかし，Fig. 6.1
より，オープンテストではクラスタ間の重なりが見られる．そこで重なりを許容するファジィク
ラスタリングの考慮が必要である．
MIR特徴量の最適化
4.2.2項で検討したMIR特徴量は，提案した特徴全ての検定結果が有意な傾向 (p ' 0:05)にあっ
たため，そのまま全て用いた．しかし下位検定の結果では一部の特徴量間で有意差が無かったた
め，性能向上のためには主成分分析等を用いて特徴量の最適化が考えられる．4.2.2項の検討時に
は，特徴量と主観値の傾向が未知であったため，特徴量選択を行わなかった．6.1節でオープンテ
ストのためにランダムサンプリングした 400個の騒音 LFは，フルセットの統計量と比べ各特徴
量ともに分布を良く近似しており，騒音クラスタリングの特徴量最適化に用いるのに最適である
と考えられる．ファジィクラスタリングの検討と共に，騒音クラスタリングを最適化した場合に，
SVRによる推定関数の汎化性能の高さが騒音クラスタリングよりも高くなるか検証することが必
要である．
SVRハイパーパラメータ探索の高速化
現在の SVRハイパーパラメータの探索はメッシュ法による総当たりであるため，非常に時間が
かかる．特にRBFカーネルでは，Cと だけで SNRsegの上下限値の組み合わせ 1つにつき 1ス
レッドで計算した場合に約 1日かかる．本論文の予備実験では，粗いメッシュと細かいメッシュを
用いる二重探索法も検討したが，現在の cbSNRsegとRBFカーネルの組み合わせの値は粗いメッ
シュで確認できるピークではなく，最適な探索法ではなかった．今後，バンドごとに特徴量の上
下限値の比較を行うと，組み合わせ数が膨大となる．このため同一のメッシュを用いる場合には，
分散計算を用いるなどの実装上のテクニックを用いるとと共に，伊藤らによるMCV正則化 [180]
等の効率の良いハイパーパラメータ探索を検討する．現状では，RMSEが二番目に小さいランダ
ムフォレスト法は計算時間が圧倒的に早いメリットがあるため，パラメータ探索の高速化を考慮
した SVRと計算時間等も含めた総合比較を行う必要がある．
140
MIR特徴量の SVRへの利用
5章では，SNRsegの最適な回帰係数を用いるという命題に基づき，SVRの特徴量は帯域ごと
の SNRseg とした．これは fwSNRsegの導出過程を模擬したためだが，SVRは異なる次元の物理
量の結合にも用いることができる．現在の推定では騒音クラスタリングの結果であるクラスタ番
号を SVR推定関数の切り替えにしか用いていない．クラスタリングに用いたMIR特徴量を SVR
に用いれば，騒音クラスタリングモデルを SVR推定関数の外ではなく，推定関数内で特徴量の結
合として持つことが可能となる．一般に，カーネル回帰は特徴量数よりもサンプル数の増加の方
が汎化性能が高くなるため，特徴量数の次元を不要に増加させるのは望ましくない．しかし，次
元数の少ない obSNRsegの方が汎化性能が低かったことを考慮すると，素性の良い特徴量であれ
ば汎化性能が向上する可能性がある．
ノンリフアレンス特徴量による推定
上記のMIR特徴量の利用と同様に，3SQM（ITU{T P.563）等と同様のノンリファレンス特徴
量の結合による了解度推定を検討する．MIR特徴量は騒音の音色特徴であり，3SQMでは雑音抑
圧を用いて推定した音声とのセグメンタル SNR等を用いているため，特徴量の重み付き結合に
SVRを用いれば，本論文で検討した obSNRseg／ cbSNRsegと異なり，原音が入手できない評価
系でも了解度を推定できる．1章で考察した実社会における騒音下での音声システムの利用では，
STIの様に原音を自ら提示しながら評価するには手間がかかるため，ノンリファレンス特徴量に
よる推定が必要である．
実空間音源の推定
本論文の主観評価では，2章の一部を除き，全て電子協騒音データベースを用いた．これは検聴
表に録音環境の詳細が記載されているため扱いやすい．しかし，提案モデルの真のオープンテス
トを考慮した場合，完全に未知な騒音を用いる必要がある．特に，3章以降の検討では伝達関数等
を考慮せず，単純な騒音と音声の加算で実験を行っている．このため，民生品での利用を考える
と，録音条件の厳密な統制は不可能であり，残響等の伝達特性も考慮しなければならない．この
ため，提案の性能評価に，民生品のスマートフォン等で録音された騒音等を用いて，より現実的
な分析を行う必要がある．
7.3 結び
以上の様に，本論文で提案した了解度推定法には解決するべき課題は多いものの，従来の STI，
SII等によるインデックス値予測と異なり，了解度の推定値を直接求めることが可能になる．また，
既存の品質評価を用いた回帰や，他の L1正則化を用いた回帰よりも汎化性能が高い．提案法がよ
り良い音声システム設計の一指標となることを願い，本論文の結びとする．
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付 録A 子音特徴ごとの客観音質値
2章の子音特徴別音質値の散布図を Fig. A.1～Fig. A.5に示す．Fig. 2.24と同様に，図中では騒
音種ごとにプロットを変えてあるが，相関係数は全ての騒音種を混合して求めてあり，正規化に
用いる最大値，最小値は全評価値から求めた値を用いた．
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Fig. A.1: Comparison between normalized intelligibility(voicing) score and normalized objective
speech quality score
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Fig. A.2: Comparison between normalized intelligibility(nasality) score and normalized objective
speech quality score
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Fig. A.3: Comparison between normalized intelligibility(sustention) score and normalized ob-
jective speech quality score
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Fig. A.4: Comparison between normalized intelligibility(sibilation) score and normalized objec-
tive speech quality score
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Fig. A.5: Comparison between normalized intelligibility(graveness) score and normalized objec-
tive speech quality score
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Fig. A.6: Comparison between normalized intelligibility(compactness) score and normalized
objective speech quality score
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付 録B 騒音LFのスペクトログラム
4章の主観評価に用いた騒音 LFのスペクトログラムを示す．全てのスペクトログラム間のレベ
ル統制をしている．作図に利用したのは主観評価で 0 dBに相当する音圧を用いた．
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exhibition booth 1 (C2) exhibition booth 1 (C3)
exhibition booth 2 (C2) exhibition booth 2 (C3)
telephone booth (C1) telephone booth (C2)
factory 1 (C1) factory 1 (C2)
Fig. B.1: Spectrogram of various noise
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factory 2 (C1) sorting facility (C1)
sorting facility (C2) highway 1 (C1)
highway 2 (C1) highway 2 (C2)
crossing (C1) crossing (C2)
Fig. B.1 Spectrogram of various noise(cont'd)
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crossing (C3) crowd (C1)
crowd (C2) bullet train (C1)
bullet train (C2) train (C1)
train (C2) train (C3)
Fig. B.1 Spectrogram of various noise(cont'd)
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computer room (C1) air conditioner 1(C2)
air conditioner 1 (C3) air conditioner 2 (C2)
air duct(C2) elevator hall 1(C1)
elevator hall 1 (C2) elevator hall 2 (C1)
Fig. B.1 Spectrogram of various noise(cont'd)
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付 録C 採用したハイパーパラメータ
5章の結果で，cbSNRsegを用いた SVRで選択したハイパーパラメータの一覧をTable C.1.と
Table C.2.に示す．提案法で RMSEが最小になる は設定した値の最小値であり，前後の値を比
較したところRMSEの差は 0.001未満とほとんど見られなかった．このため，10 3を提案法の 
の値とすることとした．Cと に関しては，設定した範囲内にRMSEを最小とする値がみられた
ため，その値を採用した．max SNRsegとmin SNRsegの値は特徴量の正規化に用いる値であり，
回帰に用いるハイパーパラメータではないが，提案法ではハイパーパラメータと同様に最適値探索
と並行して最適組み合わせ探索を行い，最も交差検定RMSEが小さくなる組み合わせを採用した．
Table C.1: Selected parameter in the linear kernel
feature name C1 C2 C3
 10 3 10 3 10 3
obSNRseg C 1.28 0.468 0.0935
max SNRseg (dB) 5 5 5
min SNRseg (dB) -10 -10 -40
 10 3 10 3 10 3
cbSNRseg C 1.28 0.468 0.0935
max SNRseg (dB) 0 0 0
min SNRseg (dB) -10 -10 -10
Table C.2: Selected parameter in the RBF kernel
name name C1 C2 C3
 10 3 10 3 10 3
C 21.4 6.40 21.4
obSNRseg  0.00328 0.0743 0.00116
max SNRseg (dB) 5 5 5
min SNRseg (dB) -10 -10 -10
 10 3 10 3 10 3
C 21.4 6.40 21.4
cbSNRseg  0.00328 0.0743 0.00116
max SNRseg (dB) 0 0 0
min SNRseg (dB) -10 -10 -10
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付 録D オープンテストの推定精度
オープンテストにおける主観評価による了解度と推定了解度の関係を回帰手法ごとに Fig. D.1
～Fig. D.11に示す．
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Fig. D.1: Comparison of open test subjective intelligibility and estimated intelligibility with
sigmoid function(SNRseg)
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Fig. D.2: Comparison of open test subjective intelligibility and estimated intelligibility with
sigmoid function(fwSNRseg(A))
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Fig. D.3: Comparison of open test subjective intelligibility and estimated intelligibility with
sigmoid function(fwSNRseg(C))
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Fig. D.4: Comparison of open test subjective intelligibility and estimated intelligibility with
sigmoid function(fwSNRseg(S))
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Fig. D.5: Comparison of open test subjective intelligibility and estimated intelligibility with
sigmoid function(AIseg)
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Fig. D.6: Comparison of open test subjective intelligibility and estimated intelligibility with
Ridge regression(cbSNRseg)
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Fig. D.7: Comparison of open test subjective intelligibility and estimated intelligibility with
Lasso regression(cbSNRseg)
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Fig. D.8: Comparison of open test subjective intelligibility and estimated intelligibility with L1
kernel regression(RBF, cbSNRseg)
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Fig. D.9: Comparison of open test subjective intelligibility and estimated intelligibility with
SVR(linear, cbSNRseg)
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Fig. D.10: Comparison of open test subjective intelligibility and estimated intelligibility with
SVR(RBF, cbSNRseg)
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Fig. D.11: Comparison of open test subjective intelligibility and estimated intelligibility with
RF(cbSNRseg)
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