Indexación y búsqueda sobre datos no estructurados by Herrera, Norma Edith et al.
291 
 
Indexación y Búsqueda sobre Datos no Estructurados 
 
Norma Herrera, Dar´ıo Ruano, Paola Azar, Susana Esquivel 
Departamento de Informa´tica 
Universidad Nacional de San Luis, Argentina 
{nherrera, dmruano, epazar, esquivel}@unsl.edu.ar 
Anabella De Battista, Andre´s Pascal 
Departamento Ingenierı´a en Sistemas de Informacio´ n 
FRCU, Universidad Tecnolo´ gica Nacional 
Entre R´ıos, Argentina 
{anadebattista,  andrespascal22}@gmail.com 
 
 
 
Abstract 
Las bases de datos actuales han incluido la 
capacidad de almacenar datos no estructura- 
dos tales como ima´genes, sonido, texto, video, 
etc.    La  problema´tica  de  almacenamiento  y 
bu´squeda  en  estos  tipos  de  base  de  datos  di- 
fiere de las bases de datos cla´sicas, dado que no 
es posible organizarlos en registros y campos, 
y  aun  cuando  pudiera  hacerse,  la  bu´squeda 
exacta  carece  de  intere´s.     Es  en  este  con- 
texto donde surgen nuevos modelos de bases 
de datos capaces de cubrir las necesidades de 
almacenamiento  y  bu´ squeda  de  estas  aplica- 
ciones.   Nuestro  intere´s  se  basa  en  el  disen˜o 
de ´ ındices eficientes para estas nuevas bases de 
datos. 
 
1 Contexto 
El presente trabajo se desarrolla en el a´mbito de 
la lı´nea Te´cnicas de Indexacio´ n para Datos no 
Estructurados del Proyecto Tecnolog ı´as 
Avanzadas de Bases de Datos (22/F414), cuyo 
objetivo  es  realizar  investigacio´n  ba´sica  en 
problemas  relacionados  al  manejo  y   recu- 
peracio´ n  eficiente  de  informacio´ n  no  tradi- 
cional. 
 
2 Introduccio´ n 
La mayor ı´a de los administradores de bases de 
datos  actuales esta´n basados  en el modelo 
relacional, presentado por Edgard F. Codd en 
1970. Bajo el modelo relacional, cada ele- 
mento de la base de datos puede ser alma- 
cenado como un registro (tupla) y cada re- 
gistro a su vez dividido en campos (atribu- 
tos). La mayor ı´a de las consultas que se rea- 
lizan a una base de datos relacional (conocidas 
tambie´n como bases de datos tradicionales) se 
corresponden con bu´ squedas exactas, esto sig- 
nifica obtener todos los registros cuyos cam- 
pos coinciden exactamente con los campos 
aportados  durante  la  bu´ squeda.    Tambie´n  se 
pueden realizar bu´squedas por rango sobre va- 
lores nume´ricos,  y bu´ squedas de sub-cadenas 
sobre campos alfabe´ticos; en estos casos debe 
existir una relacio´n de orden sobre los campos 
consultados. 
La informacio´ n disponible en formato digi- 
tal aumenta dı´a a dı´a su taman˜o de manera ex- 
292 
 
ponencial.  Gran parte de esta informacio´n in- 
volucra el uso de datos no estructurados tales 
como ima´genes, sonido, texto, video, etc.  De- 
bido a que no es posible organizar estos tipos 
de datos en registros y campos, las tecnolog ı´as 
tradicionales de bases de datos para    almace- 
datos. 
 
Espacios  Me´tricos    El  modelo  de  espacios 
me´tricos  permite  formalizar  el  concepto  de 
bu´ squeda  por  similitud  en  bases  de  datos  no 
tradicionales [4]. 
namiento  y  bu´ squeda  de  informacio´n  no  son Un  espacio  me´trico  esta´  formado  por  un 
adecuadas en este a´mbito. 
Es en este contexto donde surgen nuevos 
modelos de bases de  datos  capaces  de  cubrir 
las necesidades de almacenamiento y 
bu´squeda  de  estas  aplicaciones.   Nuestro  in- 
tere´s se basa en el disen˜o de ı´ndices para estas 
nuevas bases de datos, centra´ndonos en bases 
de datos textuales y en espacios me´tricos. 
 
Bases de Datos Textuales (BDT) Una base  de 
datos de texto es un sistema que mantiene una 
coleccio´ n grande de texto, y provee acceso 
ra´pido y seguro al mismo.  Sin pe´rdida de ge- 
neralidad, asumiremos que la base de datos de 
texto es un u´ nico texto T  posiblemente alma- 
cenado en varios archivos. Las bu´ squedas en la 
que el usuario ingresa un patro´ n de bu´ squeda 
y el sistema retorna todas las posiciones del 
texto  donde  el  patro´ n  ocurre,  es  una  de  las 
bu´squedas ma´s comunes en este tipo de bases 
de datos. 
Mientras que en bases de datos tradicionales 
los ı´ndices ocupan menos espacio que el con- 
junto de datos indexado, en las bases de datos 
de  texto  el  ´ındice  ocupa  ma´s  espacio  que  el 
texto, pudiendo necesitar de 4 a 20 veces el 
taman˜o del mismo [8, 14]. Una alternativa para 
reducir el espacio ocupado por el ´ ındice es bus- 
car  una  representacio´ n  compacta  del  mismo, 
manteniendo las facilidades de navegacio´n so- 
bre la estructura. Pero en grandes colecciones 
de  texto,  el  ´ındice  au´ n  comprimido  suele  ser 
demasiado grande como para residir en memo- 
ria principal [9, 10].  Por esta razo´n, el estudio 
de ı´ndices comprimidos y en memoria secun- 
daria  para  bu´squedas  en  texto  es  un  tema  de 
creciente intere´s en la comunidad de bases de 
conjunto de objetos X  y una funcio´ n de dis- 
tancia d definida entre ellos que mide cuan di- 
ferentes son. La base de datos sera  ´un subcon- junto finito U ⊆ X . 
Una de  las  consultas  ma´s comunes  en  este 
modelo de bases de datos es la bu´ squeda por 
rango.   En  esta  bu´ squeda  dado  un  elemento 
q ∈ X , al que llamaremos query y un radio de 
tolerancia r, la bu´ squeda por rango consiste en 
recuperar los objetos de la base de datos cuya 
distancia a q no sea mayor que r.  Para  evi- tar 
examinar exhaustivamente la base de datos, se 
preprocesa la misma por medio de un al- 
goritmo de indexacio´ n con el objetivo de cons- 
truir una ı´ndice, disen˜ado para ahorrar ca´lculos 
en el momento de la bu´squeda.  En [4] se pre- 
senta un desarrollo unificador de las soluciones 
existentes en la tema´tica. 
 
Bases de datos temporales   
En las bases de datos temporales [19, 12] los 
datos asociados al tiempo forman parte de la 
relevancia de sus registros. El modelo tem- 
poral permite almacenar y recuperar datos que 
dependen del tiempo. Mientras que las bases 
de datos tradicionales tratan al tiempo como 
otro  tipo  de dato  ma´s,  este  modelo  incorpora 
al tiempo como una dimensio´n.  Se distinguen 
dos  tipos  de  tiempo,  el  tiempo  va´ lido,  y  el 
tiempo  transaccional.   El  tiempo  va´lido  es  el 
per ı´odo en el cual un hecho existe y el tiempo 
transaccional es el periodo en el cual el he- cho 
es registrado en la base de datos. Estos tiempos 
no necesariamente tiene que coincidir, por 
ejemplo, algunos determinados sucesos del 
siglo XX pueden haberse ingresado a unabase 
de datos durante el siglo XXI. 
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Bases de datos me´trico-temporales (BDMT) 
Este modelo permite almacenar objetos no 
es- tructurados con tiempos de vigencia 
asocia- dos y realizar consultas por similitud 
y por tiempo en forma simulta´nea.  
Formalmente un Espacio  Me´trico-Temporal  
es  un  par (U , d ), donde U = O × N  × N, 
y la funcio´ n d es de la forma d :  O × O → 
R+.  Cada   elemento u ∈ U es una triupla 
(obj, ti, tf ), donde obj es un objeto (por 
ejemplo, una imagen, sonido, cadena, etc) y 
[ti, tf ] es el intervalo de vigen- cia  de  obj.    
La  funcio´ n  de  distancia  d,  que mide la 
similitud entre dos objetos, cumple con  las  
propiedades  de  una  me´trica  (positivi- dad, 
simetr ı´a y desigualdad triangular). 
Un nuevo tipo de consulta son las denomi- 
nadas  me´trico-temporales  que  se  definen  for- 
malmente en s ı´mbolos como: 
(q, r, tiq , tfq )d   =  {o/(o, tio, tfo)  ∈ X ∧ 
d(q, o) ≤ r ∧ (tio ≤ tfq ) ∧ (tiq ≤ tfo)} 
La consulta implica buscar todos los 
objetos 
o de la parte finita X del universo U que este´n 
a una distancia a lo ma´s r de q, y que su tiempo 
asociadot coincida(osesolape) conentiempo 
de la consulta. 
Varios  ı´ndices  me´trico-temporales  se  han 
propuesto  en este a´mbito, todos  estos ı´ndices 
fueron desarrollados para ser eficientes en 
memoria principal. 
 
3 Lı´neas de Investigacio´ n 
3.1 Indices Comprimidos en 
Memoria Secundaria para 
BDT 
Como ya mencionamos, el principal proble- 
ma que surge al indexar una bases de datos de 
texto es el espacio ocupado por el ´ındice. 
Una forma de tratar con este problema es 
buscar  una  representacio´n  compacta  del 
ı´ndice, manteniendo las facilidades de nave- 
gacio´ n sobre la estructura.  Esto significa en- 
contrar  una  representacio´n  que  ocupe  menos 
espacio que la representacio´ n cla´sica, pero que
permita navegar sobre el ı´ndice sin necesidad 
de descomprimirlo [6, 7, 9, 10, 13, 15, 16, 18]. 
Un trie de sufijos es un ı´ndice que per- mite 
resolver eficientemente las operaciones de 
bu´squedas en texto pero que necesita en es- 
pacio 10 veces el taman˜o del texto indexado. En 
[17] se presenta una nueva representacio´ n de un 
trie de sufijos que permite reducir el espacio 
necesario para almacenar el ı´ndice, eliminando 
la necesidad de mantener los pun- teros explı´citos 
a los hijos. Esta representacio´n surge como una 
extensio´ n a a´rboles r-arios de la te´cnica presentada 
en [11] y tiene la ventaja de permitir un posterior 
proceso de paginado para manejar eficientemente 
el trie de  sufijos en memoria secundaria [20]. 
Hemos  realizado  una  implementacio´n  que 
mejora en espacio a la anterior en un 40%, sin 
afectar  los  tiempos  de  bu´squeda.   Esta  nueva 
versio´n  compacta  del  trie  de  sufijos  consiste en  
usar  co´digos  DAC  (Directly  Addressable 
Variable-Length Code [3]), para los arreglos que 
representan la secuencia de saltos y de grados.   
La  navegacio´ n  sobre  esta  nueva  re- presentacio´ 
n  sigue  los  lineamientos  generales propuestos en 
[17], adapta´ndolo a los co´digos DAC. 
Estamos trabajando en integrar esta nueva 
representacio´ n   con   la   te´cnica   de   paginado 
propuesta en [17], a fin de lograr un ı´ndice 
comprimido en memoria secundaria. Nos en- 
contramos  en  la  etapa  de  implementacio´ n  de 
esta nueva propuesta. 
 
3.2 Indices en Memoria
 Secundaria para BDMT 
Varios   ı´ndices   me´trico-temporales   se   han 
propuesto en este a´mbito, todos estos ı´ndices 
fueron desarrollados para ser eficientes en   
memoria  principal;  dos de  ellos  son  el H − 
FHQT [5] y el NewH − FHQT [2]. 
El H-FHQT consiste en una lista de los in- 
stantes  va´lidos  de  tiempo,  donde  cada  celda de 
la lista contiene un ı´ndice FHQT [1] con el que 
indexa todos los objetos vigentes en dicho 
instante. Esta estructura es eficiente en bases de 
datos me´trico-temporales donde los objetos tienen 
vigencia en un so´lo instante de tiempo. El New H-
FHQT esta´ basado tambie´n en el uso del FHQT 
como estructura me´trica y el en- foque temporal se 
ha abordado mediante el uso de una l ı´nea de 
tiempo, del mismo modo que en el H-FHQT.                     
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Este ı´ndice consiste en una lista compuesta por 
los instantes va´lidos de tiempo. Para cada 
instante de la lista que posee obje- tos vigentes, 
se construye un FHQT para in- dexar los 
objetos. La principal diferencia con el ı´ndice 
antes propuesto se da en la etapa de 
construccio´n de los FHQTs.   En este caso se 
van tomando los primeros pivotes disponibles 
de la lista, que se considera una lista circu- lar, 
de tal manera que el FHQT del instante  i, 
este  ´construido con pivotes diferentes a los de 
los  instantes i − 1 e i + 1.   La  construccio´n 
de FHQTs consecutivos con diferentes grupos 
de pivotes da a la estructura mayor poder de 
filtrado de elementos desde el punto de vista 
me´trico.  Esta idea se plantea debido a que los 
objetos a indexar tienen un intervalo de vigen- 
cia asociado, por lo que pueden estar presentes 
en varios FHQTs consecutivos. Con este en- 
foque se logra que los objetos pasen por varios 
filtros, se eliminen la mayor cantidad de obje- 
tos mediante la firma y la desigualdadtriangu- 
lar y se reduzcan as´ ı la cantidad necesaria de 
evaluaciones de la funcio´ n de distancia al mo- 
mento de la ejecucio´n de la consulta. 
Estos ı´ndices se desarrollaron bajo el 
supuesto de que la memoria principal tieneca- 
pacidad suficiente como para mantener tanto el 
ı´ndice como la base de datos. En este contexto 
nuestro objetivo es adecuarlos para que los 
mismos tambie´n resulten eficientes en memo- 
ria  secundaria.    Cabe  sen˜alar  que  no  existe 
hasta  el  momento  ningu´ n ı´ndice  en  memoria 
secundaria para este tipo de base de datos. 
 
4 Resultados Esperados 
Se espera obtener  ı´ndices  eficientes,  tanto  
en espacio como en tiempo, para el proce- 
samiento de consultas en bases de datos tex- 
tuales  y  en  espacios  me´tricos.    Los  mismos 
sera´n   evaluados   tanto   analı´ticamente   como 
emp ı´ricamente. 
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