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Figure 1
L'utilisation d'un modèle de mélange de lois est une approche
statistique classique en classiﬁcation non-supervisée. Un mélange
fréquemment utilisé pour sa simplicité est le mélange gaussien.
Cependant, un tel modèle est sensible aux données atypiques.
Pour remédier à cela, nous présentons ici le mélange de lois de
Student multivariées à échelles multiples, que nous sommes en
train d'incorporer au sein d'un paquet R. Comme nous pou-
vons le voir sur la ﬁgure 1, la classiﬁcation bivariée en 3 groupes
avec les lois (a) de Student à échelles multiples [1] permet de re-
trouver des classes alongées. En eﬀet, ces lois peuvent gérer des
queues de lourdeurs diﬀérentes selon les directions alors que les
lois gaussiennes(b) et les lois de Student multivariées standards
sont contraintes à être symétriques.
Loi de Student multivariées à échelles multiples
Une loi de Student à échelles multiples est une généralisation de la loi de Student multivariée
standard présentée par Forbes et Wraith [1]. La loi de Student multivariée standard, de para-
mètre de position µ ∈ RM, d'échelle T ∈ MM×M (R) et de degré de liberté ν ∈ R+∗ , admet la
densité suivante pour la variable aléatoire Y ∈ RM :
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où NM est la densité de la loi gaussienne en dimension M de moyenne µ et de matrice de
précision w T , et où G est la densité de la loi gamma de paramètre (ν
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)
. Cette expression de
la densité de la loi de Student multivariée peut-être vue comme un modèle de mélange inﬁni de
lois gaussiennes, avec comme variable latenteW qui est régie par une loi gamma. Cette dernière
est appelée variable de poids dans la suite. La généralisation de Forbes et Wraith [1] consiste à
décomposer la matrice d'échelle en éléments propres T = UDU t, avecU la matrice orthogonale
des vecteurs propres normés, et D la matrice diagonale des valeurs propres. Ceci permet de
remplacer la variable latente réelle de poids W ∈ R+ par une variable latente M-dimensionnelle
W ∈ RM+ . La loi de Student à échelles multiples admet ainsi la densité suivante :
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où ∆ = diag (W ) = diag (w1, . . . , wM) est la matrice diagonale de poids.
Mélange de lois de Student multivariées à échelles multiples
La densité d'un mélange de lois statistiques continues s'explicite simplement comme la somme
pondérée des densités de classe. En considérant un mélange à K classes, admettant pour propor-
tions pi = {pi1, . . . , piK}, nous obtenons la densité suivante pour la variable aléatoire Y ∈ RM
issue d'un mélange de lois de Student multivariées à échelles multiples :
pMSEM (y ; pi,µ,U ,D,ν) =
K∑
k=1
pik pSEM (y ; µk,Uk,Dk,νk) (3)
L'estimation des paramètres de ce modèle est réalisée via un algorithme d'Expectation-Maximi-
zation (EM), en introduisant une deuxième variable latent Z, en plus du poidsW . Ceci permet
d'associer une classe à chaque observation yn de notre échantillon : Pr (Zn = k) = pik pour
k ∈ {1, . . . , K} , n = {1, . . . , N}. Les détails de l'algorithme EM sont présents dans Forbes et
Wraith [1].
Application à la caractérisation de tumeurs cérébrales par IRM multiparamétrique
Nous avons incorporé le modèle de mélange décrit précédement au sein d'un paquet R, non
encore disponible sur le CRAN, et nous l'avons testé sur des données d'IRM. Ce jeu de données
contient des images IRM multiparamétriques de cerveaux de rats présentant des tumeurs céré-
brales (5 paramètres physiologiques sont acquis lors de ces IRM). L'objectif était de délimiter le
contour de la tumeur et de la caractériser. Après un ajustement du modèle sur une population
de rats sains, l'algorithme a prédit la classe de chaque voxel de nouvelles images IRM présentant
des tumeurs. La prédiction de la classe des voxels de ces images est illustrée sur la ﬁgure 2a, où
nous pouvons voir la tumeur ressortir sur la partie gauche du cerveau, en bleu et vert. Toutefois
ces classes ont été ajustées sur une population de référence avec 5 classes et ne permettent pas
à elles seules de localiser la tumeur, hors intervention d'un médecin. Ainsi, aﬁn de déterminer
les voxels atypiques au sein de cette prédiction, nous utilisons les poids multidimensionnels des
lois de Student à échelles multiples utilisées. Nous obtenons ainsi la ﬁgure 2b où quasiment
seuls les voxels de la tumeur sont sélectionnés (les voxels gris sont non-atypiques par rapport
à l'apprentissage). Les résultats ainsi obtenus sont cohérents avec ceux d'une précédente étude
[2]. De plus, les centres des classes présentent des valeurs physiologiques moins dégradées par
la présence de valeurs extrêmes.
(a) (b)
Figure 2
Références
[1] Forbes F, et Wraith D (2014). A new family of multivariate heavy-tailed distributions
with variable marginal amounts of tailweights : Application to robust clustering. Statistics
and Computing, 24(6), 971-984.
[2] Coquery N, Francois O, Lemasson B, Debacker C, Farion R, Rémy C, et Barbier E (2014).
Microvascular MRI and unsupervised clustering yields histology-resembling images in two rat
models of glioma. Journal of Cerebral Blood Flow & Metabolism, 34(8), 1354-62.
