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Useat viime vuosina kera¨tyt havaintoaineistot koostuvat mittauksista hyvin pien-
esta¨ ma¨a¨ra¨sta¨ na¨ytteita¨. Ta¨llaisten aineistojen mallintaminen on haasteellista,
koska mallit helposti ylisovittuvat aineistoon. Ongelmaan on kehitetty useita
la¨hestymistapoja.
Pa¨a¨asiallisen mallinnustehta¨va¨n rinnalle voidaan ottaa muita mallinnustehta¨via¨,
joissa ka¨ytetta¨va¨t mallit kytketa¨a¨n pa¨a¨asiallisen tehta¨va¨n malliin. Na¨in mallien
yhteisten osien oppimiseen on ka¨ytetta¨vissa¨ enemma¨n aineistoa, mika¨ paran-
taa tulosten yleistymista¨ uusiin aineistoihin. Ta¨ta¨ la¨hestymistapaa kutsutaan
monitehta¨va¨oppimiseksi.
Ka¨ytetta¨va¨a¨ mallia voidaan myo¨s rajoittaa lisa¨a¨ma¨lla¨ siihen oletuksia, jotka ra-
joittavat mallin sovittumista aineistoon ja siten va¨henta¨va¨t ylisovittumista.
Tyypilliset monitehta¨va¨oppimista hyo¨dynta¨va¨t mallit painottavat kaikkia op-
pimistehta¨via¨ yhta¨ voimakkaasti, vaikka yksi oppimistehta¨va¨ on yleensa¨ muita
ta¨rkea¨mpi. Ta¨ma¨ diplomityo¨ on esitutkimus uudesta la¨hestymistavasta, joka
pyrkii monitehta¨va¨oppimisasetelmassa parantamaan yleistyvyytta¨ yhdessa¨ op-
pimistehta¨va¨ssa¨ eri mallien sovittumiskykya¨ rajoittavien oletusten avulla. Val-
itussa oppimistehta¨va¨ssa¨ mallin sovittumista aineistoon rajoitetaan muita op-
pimistehta¨via¨ enemma¨n mallin harvuutta lisa¨a¨ma¨lla¨, jotta tehta¨va¨lle opittu malli
yleistyisi paremmin.
Uutta la¨hestymistapaa tutkitaan rajaamalla tutkimuskysymys suosittuihin LDA-
malleihin, joissa hyo¨dynneta¨a¨n bayesilaisia epa¨parametrisia priorijakaumia.
Epa¨symmetrisen harvuuden vaikutuksia tutkitaan ta¨ma¨n malliperheen avulla.
Tuloksissa on havaittavissa hienovaraisia parannuksia yleistyvyyteen. Tulokset
uudella mallilla ovat kilpailukykyisia¨ ta¨ma¨n hetkisten johtavien menetelmien tu-
losten kanssa.
Avainsanat: bayesilaiset epa¨parametriset jakaumat, epa¨symmetrinen
monitehta¨va¨oppiminen, harvuus, latentti Dirichlet allokaatio,
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Modern data sets often suffer from the problem of having measurements from very
few samples. The small sample size makes modeling such data sets very difficult,
as models easily overfit to the data. Many approaches to alleviate the problem
have been taken.
One such approach is multi-task learning, a subfield of statistical machine learning,
in which multiple data sets are modeled simultaneously. More generally, multiple
learning tasks may be learnt simultaneously to achieve better performance in each.
Another approach to the problem of having too few samples is to to prevent
overfitting by constraining the model by making suitable assumptions.
Traditional multi-task methods treat all learning tasks and data sets equally, even
thought we are usually mostly interested in learning one of them. This thesis
is a case study about promoting predictive performance in a specific data set of
interest in a multi-task setting by constraining the models for the learning tasks
unevenly. The model for the data set of interest more sparse as compared to the
models for the secondary data sets.
To study the new approach, the research question is limited to the very specific
and popular family of so-called topic models using Bayesian nonparametric priors.
A new model is presented which enables us to study the effects of asymmetric
sparsity.
The effects of asymmetric sparsity are studied by using the new model on real
data and toy data. Subtle beneficial effects of asymmetric sparsity are observed
on toy data and the new model performs comparably to existing state-of-the-art
methods on real data.
Keywords: asymmetric multi-task learning, latent Dirichlet allocation, nonpara-
metric Bayesian statistics, small sample size, sparsity
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1 Introduction
Statistical machine learning is a field of computer science in which statistical models
are fitted to data sets. The purpose of modeling is to learn about the phenomena
described by the data sets and to be able to make predictions about future observa-
tions. Methods of statistical machine learning are used in other fields to discover new
knowledge. For example in bioinformatics, data sets with measurements from living
cells are modeled to explore the role of genes under different medical conditions and
treatments. Modeling has proved its value as means of discovering knowledge, but
modeling methods lag behind the challenges related to many modern data sets [1].
One of the central challenges of modern data sets in bioinformatics is that often
they consist of measurements from very few replicates, as producing replicates tends
to be very expensive. Simultaneously the number of different attributes measured
from the few replicates has exploded. For example in the case of gene expression
measurements, the expression of 10000-40000 genes is usually measured simultane-
ously from each replicate, whereas the number of replicates is atmost 100-200. The
setup of having more measured attributes than replicates is known as the small n,
large p problem, where n denotes the number of replicates and p the number of
measured attributes or dimensionality of the data.
Having more measured attributes than replicates renders most methods of tra-
ditional statistics useless due to statistical issues. In statistical machine learning,
models are often constrained with further assumptions that allow tackling problems
such as the small n, large p problem. One such assumption is that of sparsity, in
which observed patterns in the data are assumed to be related to changes in the
activity of relatively few attributes or factors (see e.g. [2]). For example in the case
of bioinformatics, we might assume that a disease is characterized by a dramatic
change in the expression of only a few genes instead of a huge set of small changes
in thousands of genes.
Another solution to the problem of having too few samples in the data set of
interest is to include other, secondary sources of data, which do not match the
primary data set of interest perfectly but which are still representative. Secondary
data can be made use of in multiple ways. In multi-task learning (see e.g. [3]),
secondary data sets are modeled with data-set-specific models, and some parts of
these models are shared with the model for the primary data set. Given that the
data sets share characteristics that can be learnt using shared resources, more data
is available for learning the shared parts. Reducing uncertainty about the shared
parts allows also better modeling of the data-set-specific parts and overall better
predictions.
In most applications we are often interested in making predictions about a par-
ticular distribution described by a data set of interest. In other words, our interest
is asymmetric in the sense that we are not equally interested in all data sets. We
take the multi-task learning approach in order to augment the data set of interest
with secondary data. Even though we are more interested in some parts of our
data than the others, traditional multi-task learning treats all data sets and models
symmetrically. The models can be constrained by making further assumptions to
2concentrate their resources on the data set of interest. This is called asymmetric
multi-task learning [4]. This thesis is a case study on using sparsity assumptions for
implementing asymmetric multi-task learning setups.
The aim of this thesis is to study whether predictive performance of the model
for a data set of interest could be increased in a multi-task setting by making it
more sparse compared to models for secondary data sets. The question is naturally
too broad and complex to be addressed completely within the scope of this thesis,
so the research question is limited to the very specific and popular family referred
to as topic models, using Bayesian nonparametric priors.
The general Bayesian framework, under which the proposed model has been for-
mulated, will be presented in section 3. Bayesian nonparametrics and topic models
will be presented in sections 4 and 7 respectively. To empirically study the research
question, an implementation of the model presented in section 8 is used to conduct
experiments, which are described in section 9. Section 10 contains discussion about
the research problem and the results.
32 Modeling and data analysis under the small n,
large p -problem
Modeling is about finding structure in data by fitting models into data sets. Models
can be used to to make predictions about future observations or to summarize data
sets. Modeling is a very broad term and the variety of different models is extensive.
Examples of modeling techniques include regression models, clustering algorithms
for grouping similar observations together and simulation models for physical pro-
cesses. This thesis concentrates on the field of statistical modeling, in which data
sets are described using probability distributions.
As mentioned in Section 1, modern data sets collected, for example, in the fields
of bioinformatics and neuroinformatics often suffer from the problem of having too
few data. The number of measured attributes per sample (biological replicate or
patient) is huge, whereas the number of samples tends to be very small. This
problem is referred to as the small n, large p -problem, where n denotes the number
of samples and p the number of measured attributes. The small n, large p problem
poses great challenges for modeling.
The common inbalance between the number of samples and measured attributes
is due to development in measurement technologies that allow measuring thousands
of attributes simultaneously from each sample. As the economical cost of each
individual sample is high, data sets consist of thousands of measurements from very
few samples.
The severity of the small n, large p problem varies in different fields. For example
gene expression is usually recorded for 10000− 40000 genes whereas the number of
samples in such experiments is 10−100. In neuroinformatics the number of samples
is of the same order, but the number of measured attributes (voxel activities) is
of the order of 1000000. However, the severity of the problem is also affected by
other properties of the learning task in addition to the ratio of measured attributes
and samples. As an example, in neuroinformatics the spatial relationship between
different voxels is known allowing effective treatment of the problem, whereas in
bioinformatics the relationships between the genes are often poorly understood.
Even though the severity of the small n, large p problem varies, it is most definitely
the main challenge for most methods used in the affected fields.
The small n, large p problem renders many traditional methods useless. For
example, the estimation of the parameters for a simple regression model using clas-
sical techniques becomes impossible for statistical reasons as the number of variables
exceeds that of samples. The severity of the effects of the small n, large problem
depend on the state of ill-conditionedness: before rendering estimation of parame-
ters impossible, parameter estimates become more and more unreliable as the ratio
of samples and measured attributes gets worse.
The small n, large p problem is strongly related to the problem of overfitting.
When using a model to make predictions, the model parameters are fitted to some
training data. Overfitting refers to models generalizing poorly to new data sets that
have been generated from the same distribution as the training data. The small n,
4large p problem promotes overfitting.
2.1 Small n, large p -problem and overfitting
When modeling, data are assumed to have some structure that the model can cap-
ture. Learning the structure will enable making predictions about future observa-
tions. If a model is flexible enough, it can, however, learn the noise in the training
data in addition to the structure with predictive power. Learning the noise pat-
tern will cause a reduction in predictive performance, as noise does not contain any
predictive power. Overfitting occurs in both supervised and unsupervised learning.
For example in regression analysis, some recorded noise in the finite data set can
be correlated with the target variable more strongly than such attributes that in
reality have predictive power. In these cases the model will learn to make predictions
based on the noise, and the model will disregard the interesting structure in the data.
Ill-posed data sets suffering from the small n, large p problem are especially prone
to overfitting, as the large number of attributes available for making predictions
induces a huge number of model parameters in most traditional models, and the
huge number of model parameters enables fitting extensively to the finite training
data.
The small n, large p problem and the problem of overfitting are easiest to describe
by using a simple example. Assume that we want to learn to predict, whether a
child of five years becomes a Doctor of Technology later in his/her life. Our data
set consists of features about a group of 100 people with information about them at
the age of 5 and their academic status at the time of their death.
First let us assume that the data set contains the following information for each
of the 100 subjects: parents’ academic status, family income level and the subjects’
preference of chocolate ice cream vs. strawberry ice cream at the age of 5 years.
Obviously parents’ academic status predicts the academic status of the subjects, but
not to perfectly. Also family’s income level will have some predictive power, even
though not as much as parents’ academic status. Ice cream preferences, however,
will probably not contain any information about future academic status. With 100
subjects and 3 attributes, we could use a standard logistic regression model to learn
to make predictions about academic status. The learnt model would probably not
explain the training data perfectly, but it would probably generalize well to new
observations.
Now lets assume that in addition to the previous information, we have also
recorded the favorite color at the age of 5 and the first letter of the middle name
for all subjects. These new attributes are unlikely to contain any predictive power
about future academic status, but the parameter estimates will have more noise
than without these new, noninformative variables as the addition of excess, non-
informative parameters causes overlearning. Performance in the training set will
increase, but the model will not generalize as well as without the excess variables to
new observations.
By adding more and more noninformative features the parameter estimates will
become more and more unreliable. Eventually some set values of the noninformative
5features will correlate perfectly with the future academic status. For example, all
the 100 people who will become Doctors of Technology might favor chocolate ice
cream, have a middle name starting with ’T’ and have an uncle with eye glasses.
This set of characteristics will probably tell nothing about future observations, but
in this finite set of 100 samples it is able to distinguish the set of people who will
become Doctors of Science. At this stage learning the parameters will go wrong:
the model will learn this set of features allowing perfect performance in the training
set and probably ignore parents’ academic status, as it is no longer needed with its
partial predictive power. This set of parameters chosen by the learning algorithm
suffers from severe overlearning, as the model has learnt the noise and missed the
true structure with predictive power completely.
The problem can, however, get even worse. If the number of noninformative
features is increased even further, the model will soon have many different ways
of distinguishing the future Doctors of Science. Selecting some unique parameters
without further information becomes impossible. This corresponds to the worst case
scenario of the small n, large p problem, in which learning parameters for a model
without, for example, further regularization becomes impossible. Regurlarization is
discussed in sections 2.2 and 6.
More generally, as the number of features increases, the number of feature combi-
nations allowing good performance in the training set increases. Any single solution
will probably overfit and generalize poorly to the test data. This can be alleviated
by taking the Bayesian approach as will be discussed in section 3.2.
2.2 Previous work on the small n, large p -problem
In statistics, the problem of multiple testing has been studied extensively [5]. The
problem of multiple testing deals with testing multiple statistical hypotheses simul-
taneously and it is closely related to the small n, large p problem.
In traditional statistics, hypotheses about the structure of the data are made.
These hypotheses are then tested and potentially accepted based on test statistics.
Hypotheses are, for example, of the form: ”is the average height of men greater than
that of women?” The null hypothesis refers to a hypothesis that will be accepted
when other hypotheses are rejected. In the case of the previous example, the null
hypothesis is “the average height of men and women is the same.”
Test statistics are computed from the data and they can be used to assess how
much evidence there is for different hypotheses. An example of a test statistic is the
difference of average heights of the men and women in the test sample. Based on the
assumptions about the data, test statistics are random variables with corresponding
distributions.
Evidence for different hypotheses is evaluated by assessing how probable the
value of the test statistic is based on the different hypotheses. As test statistics
are random variables, there is always a risk of accepting a hypothesis even though
some other hypothesis holds true. For example, we might accept a hypothesis about
the differing means of two sets of observations even though the observation sets are
generated from the same distribution.
6The threshold of the test statistic for accepting a hypothesis other than the null
hypothesis is usually set by first selecting a risk level, which is the probability of
accepting a hypothesis when the null hypothesis is true. The selected risk level then
defines the value of the test statistic which is used as a threshold for hypothesis
acceptance/rejection. For example, we might choose to accept the hypothesis of
the average heights of men and women differing when the test statistic has a value,
which is produced with a probability of α when the null hypothesis actually holds
true. A p-value is the probability of the value of the test statistic being at least as
extreme as the one computed from the data, assuming that the null hypothesis is
true.
The error of accepting a hypothesis even though the null hypothesis is true is
referred to as a false positive.
Hypotheses can be made about the roles of single variables (univariate methods)
or groups of variables (multivariate methods). In both cases, as the number of
measured attributes increases, the number of hypotheses will increase and also the
number of false positives will increase.
To reduce the number of false positives, we can require more evidence before
accepting hypotheses. If hypotheses are accepted based on their P-values, the re-
quirement for extra evidence can be implemented simply by making the threshold of
the P-values for accepting hypotheses higher. By making some assumptions, thresh-
olds for accepting hypotheses can be computed in a rigorous way. An example of
this is computing the Bonferroni correction. If a false positive rate of α is desired,
it can be shown that by using a p-value threshold of α/n, where n is the number of
hypotheses to be tested, the desired overal false positive rate can be attained. The
assumptions made for the Bonferroni correction do not, however, in practice usually
hold, and due to this the method often gives too strict acceptance thresholds [6].
One of the most studied approaches to alleviating the small n, large p -problem
is regularization of model parameters. Model parameters are learnt by optimizing
some objective function. Regularization refers to constraining the parameters used
to make predictions or to penalizing the objective function for extreme values of
parameters.
Regularization helps by limiting the set of potential solutions in the optimiza-
tion problem of fitting model parameters. Regularization can be seen as imposing
Occam’s razor on the solution: each regularization method includes some measure
for the complexity of the solution, which is then used to restrict the set of possible
parameter combinations to be used for predictions. For example in the extreme
case of the small n, large p problem, where a unique solution can not be found as
infinitely many sets of parameters can explain the training data, regularization can
constrain the set of possible parameters enough to allow finding one unique solution.
Parameters can be regularized in multiple ways. L2 regularization penalizes
heavily solutions, in which some parameters have large absolute values. L1 regu-
larization suppresses most parameter values to 0, promoting the model to use only
a subset of possible parameters for making predictions. This enforces sparsity in
the parameter space[2]. Differences between L1 and L2 regularization are discussed
more in section 6.
7The idea of sparsity can be extended further. Assumptions that suppress weak
effects and instead use a few strong effects to explain the data are commonly used
in machine learning. Section 6 explores sparsity more generally.
Another well-established approach for alleviating the small n, large p problem
is multi-task learning. In multi-task learning other sources of data are used to
provide more evidence. Additional data is not assumed to be generated by the same
distribution that has generated the data set of the interest, and therefore models
must take into account this deviation. Section 5 describes the multi-task learning
approach in more detail.
83 Bayesian framework
The contribution of this thesis has been formulated in the general framework of
Bayesian statistics. In Bayesian statistics it is assumed that model parameters are
random variables with corresponding probability distributions.
In Bayesian statistics the probability of an outcome of an event can be considered
as a measure of belief for different outcomes as opposed to frequentist statistics,
where probability is more strictly considered as the ratio of outcomes of a random
process. Under the Bayesian framework probabilities can, for example, be computed
for deterministic outcomes when information about the outcome is insufficient to
deduce the true deterministic result.
The Bayesian framework is one of the frameworks that enables probabilistic mod-
eling. Probabilistic modeling allows quantifying the amount of uncertainty related
to learnt models. This is crucial in decision making.
The major drawback of Bayesian statistics is that models tend to be computa-
tionally expensive. Due to this, Bayesian methods have only become feasible for
large scale analysis during the last 30 years.
In sections 3.1 - 3.3 the essential concepts and techniques of the Bayesian frame-
work are presented. Section 3.4 introduces the idea of hierarchical modeling which
is largely responsible for the success of Bayesian modeling. Section 3.5 presents
the elementary probability distributions needed for understanding the novel model
presented in Section 8.
3.1 Bayes’ theorem
The process of Bayesian modeling starts with the selection of the model family
M which defines the functional form of p(data|Θ,M). Usually the model family
is omitted from the equations, when we are only dealing with one model family,
p(data|Θ,M) = p(data|Θ). A model family has a set of parameters, together de-
noted with Θ, whose values define the actual model. Examples of model families
are the Gaussian distribution, data ∼ N (Θ) or a mixture of Gaussians, data ∼∑
i pii · N (Θi), with parameter sets Θ = {θ} and Θ = {θi, pii}i respectively.
Traditional modeling often aims to maximize the data likelihood, that is to look
for such parameters Θ in the model family that describe the training data as well as
possible given the selected model family. In Bayesian statistics, the information in
the data is augmented by additional information about the distribution of parameter
values. Knowledge concerning the parameters is incorporated into a prior distribu-
tion. For example, the model parameters Θ of a simple Gaussian model could be
known to be distributed according to a Gaussian distribution with parameters 0, 1,
in other words θ ∼ N (0, 1).
After defining the model family of the data likelihood p(data|Θ) and the prior
distribution p(Θ) for the model parameters, the joint probability distribution of the
parameters and the data can be computed:
p(data,Θ) = p(data|Θ) · p(Θ). (1)
9In the observed data we get more information about the distribution of the param-
eters. This information is incorporated in the joint distribution when the prior is
multiplied with the likelihood.
As we are interested in the conditional distribution of the model parameters in-
stead of the joint of model parameters and data, the joint distribution is transformed





p(data|Θ) · p(Θ) dΘ. (2)
The conditional distribution of the model parameters that results from combining
the new information from data to the prior knowledge is referred to as the posterior
distribution, and it summarizes current the information about the distribution of
model parameters contained in the prior distribution and the data likelihood. The
posterior can be computed by applying the Bayes formula





p(A|B) · p(B) dB. This yields the posterior distribution
p(Θ|data) = p(data|Θ) · p(Θ)
p(data)
. (4)
The main challenge in Bayesian modeling is the computation of equation 4 [7],
which is discussed in more detail in section 3.3. Data can be summarized using
quantiles and other statistics of the posterior distribution. The interest is, however,
more often in making predictions by using the posterior predictive distribution.
3.2 Posterior predictive distribution





p(datanew|Θ) · p(Θ|data) dΘ, (5)
which can be used to make predictions about future observations. The posterior
predictive distribution allows taking into account our current uncertainty about the
model parameters when making predictions about future observations datanew.
Making predictions based on the whole posterior distribution instead of using
any single model parameters is advantageous when there is uncertainty (see e.g.[8]).
When using the posterior predictive distribution, predictions are made by integrating




The posterior distribution quantifies the strength of belief over different values of
model parameters. It combines prior information and information in data to sum-
marize current information.
Most often solving the posterior analytically is intractable [7]. Especially solving
the integral required to compute the marginal distribution of the data in equation
2 tends to exceed the integration skills of even the most experienced researchers if
complicated enough models are used.
It is important to note that being able to compute single values of the posterior
density function is not enough. Single values of the posterior will not tell, how well
the current set of values computed from the posterior describes the entire posterior
distribution. A set of values can correspond to very unlikely parameter values, and
the main posterior mass can be completely undiscovered. This problem is ubiquitous
with models with a huge parameter space: studying the parameter space for example
by computing a grid of posterior values quickly becomes computationally impossible
as the parameter space grows exponentially with respect to the number of model
parameters.
Different numerical approaches exist that allow computing an approximation for
the posterior. Numerical methods generate samples from the distribution of interest.
The distribution of the samples corresponds to the distribution of interest. Samples
can then be used to compute quantities of interest.
3.3.1 MAP estimates
The simplest numerical approach is computing the maximum a posteriori (MAP)
estimate, which is the parameter value that maximizes the posterior probability.
One of the problems with MAP estimates is that a single value does not describe
the level of uncertainty related to a posterior distribution. Using a single value in-
stead of the full posterior distribution can produce very different predictions. This
holds true especially when the posterior distribution is spiky. For example, a pa-
rameter might have a posterior distribution with a very narrow region with high
posterior density, while most of the posterior mass lies outside this area. Making
predictions using a MAP estimate would in this case produce predictions that re-
flect poorly the complete posterior, which contains all current information about
the distribution [7].
3.3.2 MCMC methods
Markov Chain Monte Carlo(MCMC) methods have been used extensively during
the last decades for posterior computation.
The idea of MCMC methods is to construct a first order Markov chain, whose
stationary distribution is the distribution of interest p∗(z). A first order Markov
chain is a random variable whose state distribution at time t depends only on the
previous state zt−1 of the chain. A stationary distribution is a state distribution
that is not changed by random transitions defined by the Markov chain.
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The state of the Markov chain is updated by generating random transitions using
transition probabilities T (zi|zi−1). A sufficient condition for the chain to converge
to the distribution of interest is the detailed balance condition defined by
p∗(z) · T (z, z′) = p∗(z′) · T (z′, z).
This is referred to as the chain being reversible. The detailed balance condition re-
quires that the chain is unique, which is quaranteed when the transition probabilities
remain unchanged at all times t.
After the construction of a Markov chain with the desired stationary distribution,
the state of the chain is updated iteratively. When all the assumptions mentioned
above hold, the chain is known to converge to the distribution of interest [2]. To be
more precise, the distribution of the states zt of the chain is known to converge to
the distribution of interest.
MCMC methods are often referred to as random walk algorithms. The algo-
rithms proceed by taking random steps in the parameter space according to some
probability distribution computed by using the samples from the previous step(s).
Two MCMC methods are used to compute posterior distributions for the novel
method developed in this thesis. The two methods are called the Metropolis-Hastings
algorithm and Gibbs sampling.
Gibbs sampling and the Metropolis-Hastings algorithm are based on being able
to compute the posterior distributions of parameters (or groups of parameters) given
the values of other parameters. In other words, the conditional posterior distribu-
tions of parameters are of a form from which it is possible to generate samples easily.
The algorithms operate by generating samples from the conditional posterior dis-
tributions of different parameters (or groups of parameters) one at a time and then
using the new values of the parameters to generate posterior samples from the dis-
tributions of other parameters. The distribution of the generated sample will then
converge to the posterior distribution, if sampling is continued indefinitely. The
Metropolis-Hastings algorithm and Gibbs sampling are described in more detail in
sections 3.3.3 and 3.3.4.
Construction of Markov chains used by MCMC methods is feasible when it is too
difficult or inefficient to generate samples from the posterior distribution directly.
The problem is that even though convergence is guaranteed when sampling infinitely,
it is difficult to assess whether the chain has converged or not.
Methods for assessing convergence exist[7]. These methods can be used to indi-
cate that the chain has not converged but they can not guarantee convergence.
In practice, the question of convergence is often paid little attention to. Theory of
MCMC methods states that as the number of samples generated from the posterior
increases, their distribution will better approximate the distribution of interest.
The number of posterior samples generated is usually, however, chosen according
to computational resources, and the approximation they yield is taken as the best
possible approximation available. This is approach is also taken in this thesis.
Consecutive samples produced by the MCMC methods are correlated. Due to
this, consecutive samples do not contain much information about the posterior as
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compared to a single sample. To save memory and reduce the computational ex-
pense, MCMC chains are often thinned. Thinning means that every kth
3.3.3 Metropolis-Hastings algorithm
The Metropolis-Hastings algorithm involves two components: (1) a proposal distri-
bution used to propose steps for the random walk in the parameter space and (2)
an acceptance/rejection rule used to select whether the proposals are accepted as
samples or not.
The Metroplis-Hastings algorithm proceeds as follows:
1. The algorithm is initialized by randomizing or selecting some set of initial
values Θ0 for model parameters.
2. Sample a proposal value Θ∗ from the proposal distribution J(Θ∗|Θt−1) based








Θ∗ with probability min(r, 1)
Θt−1 otherwise
Steps 2-4 are iterated until the desired number of samples has been obtained.
Often the bottleneck in the computation of the posterior distribution p(Θ∗|data, prior)
is the normalization term in the denominator of the Bayes formula (equation (4)).
Computing the integral involved tends to be infeasible. The Metropolis-Hastings
algorithm solves the problem by comparing two samples from the posterior distri-
bution so that the normalization constant (denominator) cancels out.
If the proposal distribution in the Metropolis-Hastings is ill-suited, the accep-
tance rate can become too low. Then the chain will not traverse the parameter space
and the estimate for the posterior distribution will be poor [7].
3.3.4 Gibbs sampling
Often it is possible to compute the exact conditional posterior distribution of a
parameter given the values of all other parameters. In these cases the parameters
can be updated in an iterative fashion without rejecting any part of the samples.
This is referred to as Gibbs sampling.
Gibbs sampling for a model with two parameters with conditional posteriors of
a known form proceeds as follows
1. Initialize some set of initial values {θ01, θ02} for model parameters by random-
ization or selection (e.g. use the MAP estimate).




3. Sample parameter θt2 from the distribution p(θ
t
2|data, θt1).
Iterate steps 2 and 3 until the desired number of samples has been generated.
Mathematically Gibbs sampling corresponds to a Metropolis-Hastings algorithm
which uses the true conditional posterior as a proposal distribution resulting in an
acceptance rate of 1 [7].
3.3.5 Rejection sampling
Rejection sampling allows generating samples from a distribution p(θ) by using a
(possibly unnormalized) proposal density g(θ). Rejection sampling requires that a
positive proposal density g(θ) is known for all θ for which g(θ) > 0 when p(θ) > 0
and that g(θ) has a finite integral. Also the importance ratio p(θ)/g(θ) must have a
known bound M : p(θ)/g(θ) ≤M ∀ θ.
The algorithm proceeds as follows:
1. Generate a sample from g(θ)
2. Accept θ with probability p(θ)/(M · g(θ)), otherwise return to 1.
Accepted values will follow the correct distribution [7].
3.4 Hierarchical models
The success of Bayesian modeling is strongly based on the possibilities of hierarchical
modeling. In hierarchical modeling parameters are bound together by connecting
them through a shared prior.
Hierarchical modeling allows sharing of statistical strength between parameters.
When little data is available for learning a set of parameters but the parameter values
are known to be similar, by connecting them with a shared prior the parameters will
share the information available for learning each with the other parameters through
the shared prior.
An example about a case in which hierarchical modeling could be useful is the
following: assume that we want to learn the average height of men in Finland and
Germany, but we only have 20 measurements from each of the countries. A set of 20
samples is by far too small and will easily give unrealistic results: a few exceptional
measurements about very short or long people will deviate the mean from the true
population average. The problem can, however, be alleviated by using a hierarchical
model.
A hierarchical model for the problem would assume that the parameters used for
modeling the average height in the different countries have a shared prior distribution
describing the average height of, for example, European men in general. The mean
parameter for this distribution would be learnt based on the region-specific means.
By varying the variance of the prior for region-specific means, the region-specific
means could be forced to resemble each other more or less. This corresponds to as-
suming that the region-specific means are similar, though not identical. In practice,
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binding the region-specific means together would help reduce the effects of outliers
in the data sets and give more realistic results [7].
Hierarchical modeling is ubiquitous in multi-task learning, which is presented in
section 5. The new model developed in section 8 is a Bayesian hierarchical multi-task
model.
3.5 Elementary probability distributions
The elementary probability distributions used in the novel method developed in this
thesis are presented in this section.
Selection of prior distributions is heavily affected by the requirement of the prop-
erty of conjugacy. Most elementary distributions have a conjugate prior. A conju-
gate prior of probability distribution A is such a distribution, that multiplication of
likelihood terms from distribution A will produce a posterior that has the same form
as the as prior distribution. In other words, the posterior distribution will have the
same form as the prior as long as the prior is the conjugate prior of the likelihood
function [7].
Using conjugate priors often makes computations easier. The use of conjugate
priors allows posterior distributions to have a well-known form, from which it is pos-
sible to generate samples directly. This enables Gibbs sampling and other effective
ways of computation.
3.5.1 Multinomial and Dirichlet distributions
The Dirichlet and multinomial distributions are used in topic models to model counts
of words. The multinomial and Dirichlet distributions are important for this thesis
as the model developed uses the topic models framework. Topic models will be
described in more detail in section 7.
The multinomial distribution can be used to assign a probability for the outcome
of n trials where each of the trials results in exactly one of the k (fixed and finite)
outcomes. By denoting the random variable for the number of successes in each of
the k outcomes with Xk and the observed number of successes by xk this probability
can be written as p(X1 = x1, . . . , Xk = xk).
The probability density function of the multinomial distribution is
f(x1, . . . , xk;n, p1, . . . , pk) =
(
n
x1 · · ·xk
)
px11 · · · pxkk , (6)
where
∑k
i=1 xi = n. The parameters of the multinomial distribution (p1, . . . , pk)
correspond to outcome probabilities, and naturally pi ∈ [0, 1] and
∑k
i=1 pi = 1.
The multinomial distribution only models the counts, not the order of their
occurrence. This is crucial in topic models, where documents are treated as bags of
words and word orderings are disregarded.
The conjugate prior of the multinomial distribution is the Dirichlet distribution,
which is a probability distribution that generates probability measures. In other
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words, the Dirichlet distribution can be used to compute the probability of observ-
ing a set of k elements pi, where pi ∈ [0, 1] and
∑k
i=1 pi = 1, that can be interpreted
as the probabilities of k (fixed and finite) exclusive events. Therefore the Dirich-
let distribution can be used to generate the parameters used by the multinomial
distribution.
The probability density function of the Dirichlet distribution is






where the parameters α1, . . . , αK correspond to prior observations about outcomes








using Γ to denote the gamma function. [7]
3.5.2 Bernoulli and beta distributions
Bernoulli and beta distributions are important components of the Indian Buffet
Process prior (abbreviated IBP) that is presented in section 4.2.3. The IBP is used
in the new method developed in this thesis. The Bernoulli distribution is also used
in the new model to impose asymmetric sparsity.
The Bernoulli distribution is the distribution of the result of a single trial with
two possible outcomes: success and failure.
The probability density function of the Bernoulli distribution is
f(k; p) = pk(1− p)1−k for k ∈ {0, 1}, (8)
where p denotes the probability of success. The probability of success is obtained
by setting k = 1 and the probability of failure by k = 0.
The conjugate prior of the Bernoulli distribution is the beta distribution. The
beta distribution can be used to compute a likelihood for a probability given pa-
rameters α and β that denote the prior observations of the outcomes of the process
[7].




uα−1(1− u)β−1 du. (9)
3.5.3 Negative binomial distribution
The negative binomial distribution is used for modeling the number of words in a
document in the new model developed and in focused topic models that is the most
similar existing approach. This use will be presented in sections 8.3 and 8.5.2.
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The negative binomial distribution is a distribution for the number of successes
in a sequence of Bernoulli trials with parameter p before observing r failures.
The probability density function of the negative binomial distribution is
f(k) =
(
k + r − 1
k
)
(1− p)rpk for k = 0, 1, 2, . . . . (10)
[7]
3.5.4 Gamma distribution
The gamma distribution is used in the IBP compound Dirichlet process (abbreviated
IBPCD) prior, which is a part of the novel model presented in this thesis. The IBP
compound Dirichlet process is presented in section 4.2.4.
Gamma distribution is a two parameter distribution (shape k, scale θ). When
the shape parameter k is an integer, it corresponds to the distribution of the sum
of k exponentially distributed random variables with mean parameters θ. When k
is not an integer, the distribution does not have any clear interpretation [7].
The probability density function of the gamma distribution is
f(x; k, θ) = xk−1
e−x/θ
θk Γ(k)
for x ≥ 0 and k, θ > 0, (11)
where Γ denotes the gamma function.
3.5.5 Poisson distribution
The Poisson distribution is required for understanding the IBP and IBPCD priors.
The IBPCD is used in the novel method developed, and the IBPCD builds on the
IBP. The IBP and IBPCD are presented in sections 4.2.3 and 4.2.4 respectively.
The Poisson distribution is the distribution for the number of events k occurring
in a fixed period of time if these events occur with a known average rate λ and
independently of the time since the last event [7].





where e denotes the base of the natural logarithm.
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4 Model selection and nonparametric Bayesian
statistics
Selection of the model family used for modeling data is one of the foremost challenges
of statistical modeling. This is usually referred to as model selection. Examples of
model families are the Poisson distribution, a Gaussian distribution and a mixture
of 2 Gaussian distributions. The model family defines which data sets the model
will be able to describe successfully. When starting to model a new real data set, it
is not known in advance which models will perform well.
The more powerful (complex) a model is, the better it is able to fit to any given
training data. Therefore performance on training data can be increased by adding
model complexity.
If the model used is too complex, overfitting can occur. Given too much re-
sources, a model will learn the recorded random noise in the training data in ad-
dition to structure having predictive power. In other words, the model will learn
to use recorded noise values for predicting quantities of interest. This will harm
performance, as noise in training set does not have any predictive power on future
observations and therefore making predictions based on it will cause error. Overfit-
ting is discussed in more detail in section 2.
As performance on training data will always increase by increasing model com-
plexity, performance of models needs to be studied using some other data than that
used in training model parameters. Using these estimates for performance model
selection can be done.
4.1 Cross validation
One of the most common approaches to model selection and model performance
evaluation is cross validation [2]. Cross validation is used to assess performance of
the new model developed in this thesis.
In cross validation, the data set of interest is divided into distinct subsets. Model
parameters are fitted using all but one of the subsets as the training set and model
performance with the learnt parameters is validated on the remaining subset, which
is referred to as the validation set. This process is repeated until all subsets have
been used as a validation set. To get an estimate on model performance, an average
over the results on the validation sets is taken.
The number of subsets varies according to circumstances: computational expense
related to learning the model parameters and the amount of computational resources
available define a sensible division.
Division is done randomly in order to break potential structure that could affect
cross validation results. For example, the person collecting the data set could have
included measurements into the data set in the order of generation. Conditions such
as fatigue could have resulted in the quality of data decaying towards the end of the
data collection procedure. Random assignment of samples into the different subsets
will help avoid such sources of bias.
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The estimate of the model performance can be used in model selection. The
model family (complexity) that produces the best predictions on validation data is
chosen. Parameters will possibly overfit to the training set but the selection is done
based on the performance on validation set, to which the parameters have not been
able to fit at all. Models that have overfitted severly will have worse performance
on the validation data than models that have not learnt to make predictions based
on recorded noise.
It is, however, possible to overfit to the validation sets in the specific division
of data. Therefore in order to get a better estimate of the model performance
on new data, it is sensible to divide the data set in the beginning of the model
selection process to the training and validation set and to the test set. After model
selection by cross validation, model parameters are learnt again using the combined
data from training and validation sets. Performance of the model is then measured
in the test set. The aim of this is that none of the model parameters (including
model complexity) is fitted to the actual test set. Therefore performance on test set
corresponds to performance on new data, to which model parameters have not been
fitted.
4.2 Nonparametric Bayesian methods
Nonparametric Bayesian methods present an alternative approach to model selec-
tion. They assume such a prior distribution for model complexity that model com-
plexity can be treated as a parameter among others. Often the prior distribution
for complexity emerges as a result of other assumptions and it is not written out ex-
plicitely. In other words, these methods often assume an implicit prior distribution
for model complexity.
The motivation for using nonparametric Bayesian methods is that model com-
plexity becomes a parameter among others which can be sampled instead of, for
example, computationally expensive testing in a validation set.
4.2.1 Dirichlet process
The Dirichlet process (DP) is the best-known nonparametric Bayesian prior. First
publications about using the DP as a prior to avoid model selection are [9] and
[10] and they date 40 years back. The DP was later extended to the Hierarchical
Dirichlet Process that is used as a comparison method for the new model presented
in this thesis.
The DP is a prior for the exhibition of a possibly countably infinite number of
atoms. In addition to the atoms, the DP generates a sequence of exponentially
decreasing probabilities corresponding to the atoms.
The atoms and their associative probabilities can be used as a prior for model
structure. For example, the atoms can be used as cluster centers and the probabil-
ities as a prior for cluster memberships. More specific technical and mathematical
details of the Dirichlet process are omitted here, as understanding them is not crucial
for understanding this thesis.
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4.2.2 Hierarchical Dirichlet Process
One of the best known nonparametric models was presented in [11] in 2007. The
Hierarchical Dirichlet Process (HDP) extends the Dirichlet process to a hierarchical
case, where multiple Dirichlet processes share a common Dirichlet process prior. In
this work, the HDP is used as a comparison method for the new method presented
in section 8.
HDP has become very popular in multi-task learning, where multiple data sets
are modeled simultaneously. The structure assumed by the HDP is such that it
allows modeling multiple data sets with a possibly infinite set of shared components.
The probabilities for using the different components can naturally differ for the
different data sets. The properties of the HDP are described in more detail in
section 8.5.1. Multi-task learning is described in more detail in 5.
4.2.3 Indian Buffet Process
The Indian Buffet Process (IBP) was first presented in [12]. The IBP is a prior for
binary matrices with possibly countably infinite columns.
The IBP has properties fundamentally similar to the Dirichlet process: as the
Dirichlet process, the IBP involves an infinite sequence of probabilities. The proba-
bilities in the sequence are used for defining the probability of elements of the matrix
being 0 or 1.
More formally, the binary IBP matrix B ∼ IBP(α) is generated according to





B(c, k) ∼ Bernoulli(pik) (15)
This construction is referred to as the stick-breaking construction for the IBP [13].
The relevance of the IBP to this thesis is through the IBP compound Dirichlet
process, which is built on the IBP.
4.2.4 The IBP compound Dirichlet process
One of the recent nonparametric Bayesian priors is the IBP compound Dirichlet
process (IBPCD) [27]. The new model presented in section 8 uses a modified IBPCD
as a prior for latent structure.
The IBPCD is a prior for a matrix with possibly countably infinite columns
containing zeros and values generated from the gamma distribution. The basis of
the matrix is an IBP, and the elements with a 1 in the binary matrix are multiplied
with a column-specific value from the gamma distribution. The technical details of
the IBPCD are presented in section 8.5.2.
The IBPCD aims to remove an assumption in the HDP that is considered prob-
lematic; this will be explained in section 8.5.2.
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5 Multi-task learning
Multi-task learning is a branch of machine learning in which multiple data sets are
modeled simultaneously. The motivation for this is the assumption that by learning
the models for the different data sets simultaneously, better performance can be
achieved as compared to modeling the data sets separately. This problem has also
been called ”learning to learn” and ”transfer learning”. The novel method developed
in section 8 is a multi-task model.
An example of a multi-task scenario is a set of data sets comprising of images
of people from different cities around the world. Data set 1 could consist of images
from Helsinki, data set 2 of images from Rio de Janeiro, and data sets 3-5 of images
from Moscow, Stockholm and Bombay correspondingly. Learning the models for
different data sets are referred to as learning tasks. A learning task could be, for
example, to learn to predict the gender of the person in an image from Finland.
By taking the multi-task approach we would model the data sets simultaneously in
order to have better predictors for new images from the locations as compared to
having separate models for each location.
The term multi-task learning was first introduced in [3] in the context of neural
networks. In [3] predictions for multiple output variables were done based on the
same set of input values. The models for making the actual predictions shared
submodels for selecting which of the input variables to use. The models also shared
information about the parameters used for predictions through shared priors. In [3]
the term task referred to discriminative prediction tasks. In the last few years, task
has been used to refer to learning tasks and multi-task learning has been used in
general for situations where there are many models, for example, for different data
sets, rather than restricting the concept to jointly modeling many discriminative
classification tasks.
The multi-task learning approach has been used most often in the supervised
learning scenario, where the aim of modeling is to predict some quantity of interest,
which has been observed in training data. In terms of probability, in supervised
learning we are interested in learning to predict Y given X and learn the distribution
p(Y |X). The model presented in section 8 takes the multi-task approach in an
unsupervised setting, where the aim is to build a model for the observed data X
and learn p(X) instead of learning a discriminative distribution for some quantity
of interest.
The multi-task approach traditionally treats all learning tasks equally: predictive
performance in all tasks is considered equally important. Often, as in the case of
the model developed in section 8, the interest is, however, asymmetric and the aim
of multi-task learning is to improve performance in a particular data set. This is
referred to as asymmetric multi-task learning and it is described in more detail in
section 5.3.
The drawback of multi-task modeling is that modeling many data sets simul-
taneously is computationally more expensive than simply modeling the data set of
interest with a single model (referred to as single-task learning). The advantage is
that given that the data sets share characteristics, more data will be available for
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learning the shared parts, allowing generally better predictions. Models for different
data sets can share information in very many ways, and recognizing this is essential
for increasing predictive performance. If the models for the data sets share parts
that are not actually shared in the true generative process, then the extra sharing
assumed in the model may actually harm performance.
Therefore the main question in building multi-task models is, how to relate
models for different data sets to each other. Quite often the framework of Bayesian
hierarchical models is adopted, in which the information in the data used for learning
parameter values is shared between different tasks through a shared prior. The idea
of hierarchical models is presented in section 3.4.
The optimal way of sharing naturally depends on the structure of the data sets.
Various approaches have been taken.
5.1 Multi-task learning by task clustering
One of the well-established ways of relating learning tasks in multi-task learning is by
clustering learning tasks into groups and modeling all data within the groups using
a shared model. All modeled features withing the clustered data sets are assumed
to be similar. The clustering is not known in advance and it is learnt from the data.
In terms of probability distributions, the clustering approach assumes that many of
the data sets come from the same probability distribution. The clustering approach
is taken for example in [14] and [15].
As for the example with data sets of images of people from different locations
around the world, the clustering approach would correspond to having a shared
model for some combinations of the data sets.
As many gender-related physical characteristics are independent of region (and
race), having a shared model for all the data sets might be useful as compared to
having data-set-specific models. This approach assumes that all modeled features
used in making predictions can be used in the same way for data from different
regions.
On the other hand, due to cultural similarity between, for example, Finland and
Sweden, clothes worn by men and women in the countries might be more similar to
each other than to clothes worn in Rio de Janeiro. Clothes worn in the images might
also be useful in predicting gender, and therefore having a shared model for only
Finland and Sweden might be more beneficial than having a pooled model for all
data, as pooling the data might obscure the cues about gender contained in clothing.
The assumption of many data sets coming from the exactly same distribution
is often too strict. Therefore an assumption of a hierarchy of the distributions is
used for example in [11]. The distributions of the data sets are assumed to come
from shared prior distributions. Therefore they will resemble each other and share
information without the assumption of their distributions being exactly the same.
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5.2 Multi-task learning by modeling shared substructures
Another way of relating learning tasks to each other is to assume that modeled
phenomena (and data sets) have shared substructures. This is modeled by including
shared components to the models for the different data sets. In terms of probability
distributions, this approach assumes that each data set comes from a specific mixture
of component distributions, but the overall set of components to choose from is
shared.
The difference to the clustering approach is that clustering assumes all features
within the clusters to be shared, whereas modeling shared substructures assumes
data sets to share some specific set of features. Shared features need to be included
to the assumed generative process for the data so as to enable learning them.
An example of this approach with the data sets comprising of images of people
from different locations is as follows: many secondary gender-related characteristics
are race independent and could be utilized in predictions. For example, upper arms
of women are approximately 2 cm longer for a given height. As the difference is
subtle, learning to make use of it in predictions might require larger amounts of data
than contained in any single data set. Sharing the model for arm length for each
gender at different locations while otherwise having separate models for different
data sets could help distinguish men and women.
Given that the shared structures exist, by modeling all data sets simultaneously
more data will be available for learning the shared substructures. Learning these
subparts well will allow better predictions for the data sets in general.
5.3 Asymmetric multi-task learning
Most multi-task models treat all the data sets and models symmetrically, even
though often we are only interested in making predictions from one of the mod-
els. The models can be constrained by making further assumptions to concentrate
their resources on the data set of interest. Learning the model needed to make pre-
dictions about the data of interest is referred to as the task-of-interest and learning
the models for the data sets to be used as background data as supplementary tasks.
The task-of-interest is chosen as the distribution of its data is believed to be
closest to the distribution of the test set. Future observations are believed to come
from this distribution.
Many ways of structuring learning problems in an asymmetric way have been
proposed. In [16] increased performance in a task-of-interest is achieved by weighting
likelihoods of different data sets differently in optimization. Parameters are fit to
better match the data from the task-of-interest and worse performance in training
data of supplementary tasks is allowed.
In [17], a sample-specific weighting term is used for samples in a supplementary
data set to give samples weights according to their ability to increase performance
on training set from task-of-interest.
In [18] all samples from the supplementary tasks are pooled together and each of
the background samples is then weighted with a sample specific resampling weight to
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match the distribution of the pooled background data to that of the task-of-interest.
In [4] and [19] supplementary tasks are assumed to be mixtures of samples from
supplementary task-specific distributions and the distribution of the task-of-interest.
In terms of probability distributions, data in task-of-interest are modeled as
dataTOI ∼ p(ΘTOI)
and data in supplementary task i are modeled as
dataiSUP ∼ pii · p(ΘTOI) + (1− pii) · p(ΘiSUP ),
where pii ∈ [0, 1].
The idea presented [4] and [19] is the motivation for the new method presented
in section 8. The task-of-interest has less resources than supplementary tasks, in
other words the model for the data-set-of-interest is more sparse than the models for
supplementary data. The model presented in section 8 extends this idea by allowing
a probabilistic approach to task-specific sparsity: instead of predefining the number
of components in different tasks, we define a distribution which favors having fewer




Sparse models refer to models that favor using only few parameters to make pre-
dictions and model data in cases where multiple parameters would be available for
explaining data. This is the case, for example, with linear regression models, where
a linear combination of parameters used to explain quantities of interest could be
selected in infinitely many ways when modeling data sets suffering from the small
n, large p problem. Instead of using a huge set of parameters with possibly small
values, a smaller set of parameters is selected by using some criteria to be used with
more significant values and the other parameters are suppressed to zero. In other
words, parameter vectors and matrices of sparse models have a lot of zeros.
Assumptions about sparsity are also a way of avoiding overfitting. A model that
is allowed an unrestricted set of parameters will have more possibilities of fitting to
data as compared to models for which assumptions about sparsity restrict the set
of possible parameter combinations and prevent overfitting.
Sparsity has been studied intensively during the recent years. Sparsity has proved
itself to be a useful assumption in many applications. Sparse models have been ap-
plied, for example, to magnetic resonance imaging data [22] and cell-signaling data
from proteomics [23]. Often sparse solutions produce good performance. Sparse so-
lutions also have the advantage of being intuitive: a model that uses few parameters
to make predictions is more easy to understand than a model using a huge set of
parameters with a negligible value.
The idea of sparsity can be applied at different levels of the model [2]. Imposing
sparsity on the parameters of a regression model is an example of applying sparsity
at the bottom level of a model. This assumption will suppress most parameters
used for regression to zero. An example of applying sparsity to a set of parameters
higher in the parameter hierarchy is that of assuming sparsity of the parameters
used for controlling clustering in a mixture model. When a mixture model assigns
probabilities of samples belonging to different clusters, a sparsity assumption will
favor samples having a high probability of belonging to a few clusters and suppress
the probability of belonging to the other clusters to zero.
The methods used for promoting sparsity at different levels of model parameters
are often, however, the same regardless of the level in the hierarchy at which sparsity
is imposed. The most well-known method is L1 regularization. Another method
for imposing sparsity is the use of spike-and-slab distributions. The third common
approach is to use sparse matrices as building blocks in models. The model developed
in section 8 takes this last approach.
6.1 Sparsity by L1 regularization
The most traditional method for inducing sparsity is L1 regularization [24], which
enforces most regularized parameters to have value 0.
Model parameters are usually learnt by optimizing them with respect to some
cost function. Regularization refers to adding terms to the cost function used for
optimizing model parameters that penalize the result for the actual values of the
25
parameters with respect to some criteria.
A typical cost function consists of an error term E(training data|θ) that describes
the training error given parameter values θ and a regularization term R(θ), where θ
denotes a vector of all model parameters. In other words, learning model parameters
corresponds to minimizing the cost function with respect to model parameters θ,
Minimizeθ{E(training data|θ) +R(θ)}.






is used. By adjusting the scalar value of λ the level of regularization can be con-
trolled.








where M is the dimension of θ.
L1 regularization is easiest to understand by studying the derivatives of the
penalties induced by the norm and by comparison to L2 regularization. In L2
regularization the derivative of the penalties for parameter values approaches 0 as
the values of the parameters approach 0. In the case of L1 penalty, the derivative
does not decrease with parameter values approaching 0. Therefore small parameter
values are penalized equally heavily as larger values with respect to their absolute
value. This causes the often desired effect of most parameter values being suppressed
to 0 and some having a larger value [2].
From the Bayesian view regularization can be seen as a way of incorporating
prior information. Different regularizations correspond to different priors for model
parameters. For example L2 regularization corresponds to a Gaussian prior for
model parameters and L1 corresponds to a Laplace prior.
6.2 Sparsity by spike-and-slab priors
Another way of implementing sparsity is through spike-and-slab priors. Spike-and-
slab priors promote sparsity by using mixture distributions for parameter values.
Spike-and-slab priors allocate a random variable (parameter of a Bayesian model) x
a finite probability of pi of having value 0 and divide the remaining probability mass
1 − pi according to some probability distribution. An example of a spike-and-slab
prior is
p(x) = pi · δ(x) + (1− pi) · N (θ, σ),
where δ(x) is the delta function and θ and σ are the parameters of a Gaussian
distribution. Spike-and-slab priors were first introduced in [20], more recently they
have been discussed for example in [21].
In the model presented in section 8 sparsity is imposed by using sparse matrices,
but the solution can be interpreted as a spike-and-slab prior.
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6.3 Sparse matrices
Often the sparsity assumption is imposed on a matrix used to control sharing of
information. For example, in multi-task learning different learning tasks are assumed
to share structure in a sparse manner, which can be interpreted as task-level sparsity.
In practice sparse matrices are used to model the sets of components / variables
used by different tasks and observations. For example, rows (denoted by i) of a
binary matrix B can correspond to observations and columns (denoted by j) to
shared components. B(i, j) = 1 would imply that component j is used in modeling
observation i.
In [25] a columnwise sparse matrix is used to select variables that are predictive
for all tasks. In [26] predictions are done based on a learnt, sparse set of new features,
that are linear combinations of original variables.
The aim of imposing task-level sparsity is to enforce tasks to either strongly use
some (possibly shared) components for predictions or completely suppress them.
The non-sparse alternative is that tasks use very many of the components with
possibly negligible weights.
In [27] sparsity is imposed by using binary masking to suppress most components
available for explaining the data. This is implemented by multiplying each element of
a real-valued matrix of parameters with the corresponding element of a sparse binary
matrix. This corresponds to having a spike and slab prior for component activities:
components are suppressed with some finite probability and given that they are not
suppressed, their activity is assumed to have a continuous-valued distribution. This
approach is adopted in the model presented in section 8.
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7 Topic models
Latent Dirichlet Allocation (LDA) [28] is a well-known generative probabilistic
model for collections of count data. LDA models are often referred to as topic
models as LDA was originally introduced in the context of text data. The model
developed in section 8 has a topic model substructure.
Topic models are easiest to describe by their generative process using text data
terminology. Topic models assume that each document (observation) deals with a
finite set of topics with corresponding probabilities. Each observed word in the
document is generated from one of the document specific topics. The vocabulary of
the data set is the set of different word identities observed in the data. The word
identities are referred to as terms. Topics are shared across documents and each
topic has a specific topic-to-word (or more accurately topic-to-term) distribution,
which defines the probabilities for generating different terms.
Actual word counts are observed. Topics are latent variables, and they are learnt
from the data to resemble sets of words that often occur together.
The formal generative process for a topic model, as first presented in [28], is:
1. Draw N ∼ Poisson(ξ).
2. Draw θ ∼ Dirichlet(α), where the dimensionality of θ is known to be K,
which corresponds to the number of topics.
3. For each of the N words wn
(a) Draw topic index zn ∼ Multinomial(θ)
(b) Draw word identity for word wn (wn = termi, e.g. wn = “cat”) from p(wn|zn, β),
a multinomial probability conditioned on the topic zn, where β contains the
parameters for different topics.
Hyperparameter ξ, parameter vector α and parameter β have the same values for
all documents.
The generative process is repeated for each document in the data. This generative
process assumes that word probabilities are not assigned hierarchical priors but are
estimated as parameters, which leads to simple equations. This generative process
does not use the assumption about the distribution of the number of words in a
document for anything, and it is as such a redundant assumption.
Figure 1 contains the plate diagram for topic models. A plate diagram describes
the relationships between the parameters of a generative model by presenting them
in a Bayesian network. Random variables (parameters of the model) are the nodes
of the network. In a Bayesian network, the distribution of a random variable is
known when the values of all the parameters, from which an arrow is drawn to
the random variable of interest, are known. The values of variables presented by
the grey nodes are known whereas values of parameters corresponding white nodes
are inferred from the data. Plates denote that the random variables within them
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are generated multiple times (usually denoted by the character in the corner of the
plate).
Figure 1: Plate diagram for latent Dirichlet allocation model (topic model). M
denotes the number of documents and N the number of words in a document.
The difference between topic models and the more traditional family of mixture
models is as follows: mixture models assume all variables of samples to be generated
by one mixture component, even though the exact identity of that component is not
known. Topic models assume that the variables of a sample are explained by a set
of topics that are simultaneously active in the sample.
As an example of the difference between topic and mixture models, a mixture
modeling approach to modeling observed symptoms of a patient would correspond
to assuming that all symptoms are caused by the same disease, but we do not know
which particular disease. A topic modeling approach would correspond to assuming
that a set of diseases cause the (possibly overlapping) symptoms. A mixture model
could be used to compute posterior probabilities for the patient having different
diseases whereas the topic model could be used to compute how strongly different
diseases are present in the patient.
Topic models have been applied widely to gene expression data (for example [29],
[30] and [31]). In these cases the data has been preprocessed in such a way that the
originally real-valued measurements are converted into counts. The motivation for
the model presented in section 8 comes from biology, and as topic models have been
found successful in modeling gene expression data, using topic models is a natural
choice.
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8 A novel approach to small n, large p: Shielded
models
We propose a new multi-task model to alleviate the small n, large p problem. Our
model builds on the model family of topic models and uses a nonparametric Bayesian
prior to avoid the inconvenience of selecting model complexity within our chosen
model family. The novelty of the model is that asymmetric sparsity is used to focus
the optimization of model performance asymmetrically across tasks, more precisely
to promote performance in a task-of-interest.
The motivation for our model stems from biology and more specifically from
modeling simultaneously multiple species. Different species can be assumed to share
biological processes at the cellular level. Even though the phenotypes of the species
differ strongly, even distantly related species share huge portions of their genome.
More specifically, important biological pathways are likely to be relatively conserved,
as their function can’t be jeopardized at any step of the way in the evolutionary
process. Therefore it is rational to assume that for example man and mice share
some biological processes at the cellular level.
Usually our interest is, however, asymmetric. We are not interested in the per-
formance of our model on most of the data sets, their purpose is mainly to augment
the data in a task-of-interest. This thesis studies targeting model performance by
constraining model complexity for different data sets unevenly.
The model developed is sparse. The variation in data is assumed to be explained
by a set of components, which are either relatively active or completely suppressed
in the different tasks. By making this assumption we wish to constrain the results
and make them better interpretable.
The sparsity of the task-of-interest is constrained more than that of supplemen-
tary tasks. There are two important motivations for doing this. First, by con-
straining the resources of the task-of-interest, it will be forced to share components
with the supplementary tasks. The second motivation stems from knowing that
supplementary tasks can contain features that are not present in task-of-interest:
the supplementary tasks need to have resources to explain these away so that they
do not need to use the resources shared with the task-of-interest for modeling the
unshared features. Therefore supplementary tasks are allocated more resources than
the task-of-interest to shield the shared features. Models implementing asymmetric-
ity by allocating extra resources for supplementary tasks are referred to as shielded
models.
8.1 Hypothesis about the effects of asymmetric sparsity
We assume that allocating the task-of-interest less resources than the supplementary
tasks will promote performance in the task-of-interest. If the task-of-interest is allo-
cated too few resources, performance in the task-of-interest will naturally decrease.
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8.2 Technical description of the generative process
We model C data sets indexed by c simultaneously with a model that falls within
the framework of topic models. Each data set has Dc documents (observations),
documents are indexed by d. Each document has Nd,c words that are indexed by
n. Each document consists of words wc,d,n. The term dictionary length refers to the
number of different terms in the corpus, in other words, the dimensionality of the
data. Each word is generated from one of the numerous topics indexed by k. The
topic of word wc,d,n is denoted by zc,d,n.
Each topic k has a specific topic-to-word distribution, which defines the proba-
bilities of generating different terms, when topic k is observed. The topic-to-word
distributions are multinomial distributions over the finite vocabulary, wc,d,n|zc,d,n =
k ∼ Multinomial(βk). The number of terms in the dictionary is referred to as the
dictionary length. Parameters β are distributed according to βk ∼ Dirichlet(η).
Within each task (data set), each document has a document-specific topic dis-
tribution, which defines the probability of different topics generating words in that
particular document. The topic distribution is a multinomial distribution with a
document-specific parameter θd,c, which on its behalf is distributed according to the
Dirichlet distribution, p(zc,d,n) ∼ multinomial(θd,c) and θd,c ∼ Dirichlet(ωc).
Documents within each task are assumed to have similar topic distributions.
This is modeled by assuming that document-specific topic distribution parameters
follow a task-specific Dirichlet distribution, in other words θd,c ∼ Dirichlet(ωc).
Also the total number of words in each task n
(.)
c is modeled as a function of ωc:
n
(.)
c ∼ NB(∑k ωkc , 12). This assumes that the number of words in a task depends on
the number (and strength) of topics active in that task. Inversely, the number of
active topics in a task with few words (data) is lower as compared to a task with
lots of words.
We assume that the number of topics is in principle countably infinite, but for
modeling any finite data set, only a finite subset is used. This is achieved by gener-
ating the parameters θd,c from a prior which does not specify a limit for the number
of possibly active topics. The prior distribution is a Dirichlet distribution over a set
of infinite topics, but only a finite subset of the topics is given a probability that
differs from 0. The finiteness of the set of active topics is controlled by constructing
the parameter ωc as a product of elements form appropriate distributions.
The parameter ωc is a Hadamard product of three different parameters, which
all have a different role in the process, ωc = bc.φc.ψc.
The parameter bc is a row of an IBP matrix, in other words B ∼ IBP(α) and
bc = B(c, :) following the Matlab notation; here alpha is the base parameter of the
IBP. This allows having a possibly countably infinite number of topics and learning
the number of topics from the data. The parameter bc is binary, topics k for which
bkc = 0 will not be used in task c.
The stick-breaking construction of the IBP is used, and in addition to the binary
matrix B, topic specific stick parameters pik are generated.
The parameter φc is used to model topic strengths within task c. The k
th
element of φc, φ
(k)
c , corresponds to the strength of topic k in task c and a prevailing
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topic will have a larger φ
(k)
c as compared to other, weaker topics. Topic strengths
in different tasks are assumed to be related. This is modeled by assuming that
φ
(k)
c ∼ Gamma(γ(k), 1), where γ(k) is a topic specific shape parameter, which is
shared for all tasks. The scale formulation of the gamma distribution is used and
1 is the scale of the distribution. The parameter γ(k) is distributed according to
γ(k) ∼ Gamma(a1, a2), where a1 = a2 = 1.
The parameter ψc is a task-specific binary vector used to impose excess sparsity.
Elements ψ
(k)
c of ψc are assumed to be generated from a Bernoulli distribution,
ψ
(k)
c ∼ Bernoulli(c), where c is a task-specific parameter. Multiplication with ψc
(referred to as binary masking) will suppress some of the elements of bc.φc to zero,
and by varying the parameter c the level of this suppression can be controlled.
Section 8.3 describes the formal generative process of the model.
8.2.1 Multiple uses of the binary masking
The binary masking can be used to impose asymmetric sparsity: when tasks c
have a different value of the parameter c, the penalties for activation of topics in
the different tasks will differ and the tasks will probably use a different number of
topics.
However, the binary masking can also be used to impose a general resource
constraint: by making c < 1 for all tasks, the number of topics activated in each
task will be reduced.
These two functions of the binary masking are not mutually exclusive: asym-
metric sparsity can be imposed simultaneously with a general resource constraint.
8.3 The formal generative process
This section describes algoritmically how to generate data from the new model.
Tasks are indexed using c, documents using d and words using n. The generative
process for shielded multi-task topic model is:
1. Draw a binary matrix B ∼ IBP(α) and parameters pik







c ∼ Bernoulli(pik) for each c
2. For each component k = 1, 2, ...
(a) Draw γ(k) ∼ Gamma(a1, a2)
(b) Draw the topic distribution βk ∼ Dirichlet(η)
3. For each task c = 1, 2, . . . , C
(a) For each component k = 1, 2, ...
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(a) Draw topic strengths φ
(k)




(b) For every document d = 1, 2, ...Dc in task c
(a) Draw the distribution over topics
θc,d ∼ Dirichlet(bc · φc ·ψc)
(b) For each word n = 1, 2, ..., Nd,c in the document
(a) Draw the topic index zc,d,n ∼ Multinomial(θc,d)
(b) Draw the term wc,d,n ∼ Multinomial(βzc,d,n)
4. To specify a full generative model we also model the size of a task:
n
(.)
c ∼ NB(∑k b(k)c φ(k)c ψ(k)c , 12)
Figure 2 contains the plate diagram for the model.
8.4 Posterior computation
A mixture of Gibbs sampling and the Metropolis-Hastings algorithm is used to
sample from the posterior distribution of the model parameters.
8.4.1 Sampling z
Topic assignments zc,d,n are sampled using Gibbs sampling described in section 3.3.4.
In order to sample zc,d,n, we integrate the probability of observing topic k over
the set of possible underlying topic distributions p(zc,d,n) ∼ multinomial(θc,d). The
posterior for the topic assignment of the nth word in document d of task c is






where ∆ = {φ•c ,pi•c ,γ, α, c}. The symbol z\c,d,n denotes the current topic assign-
ments for all other words in the data (assignments for all other words except for
the word wc,d,n). Parameters φc and pic are infinite-dimensional. Their values are
known for the topics k which have appeared in the data (zc,d,n = k for some word
wc,d,n). The known values are denoted by the closed ball superscript
•, whereas the
values of the parameters for the currently unobserved topics are denoted by the open
ball superscript ◦. When referring to all elements of the parameters, superscript all
is used.
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Figure 2: Plate diagram for shielded multi-task topic model. Topic indexes are
omitted for visual clarity. Variables nd and nc are auxiliary variables to technically
present the flow of information. The number of words in data set c is modeled as a
function of bc ·φc ·ψc, and variables nd and nc,d deterministically denote the numbers
of words generated from different topics in the documents and tasks, respectively.






p(θc,d|ψc,bc,φc, z\c,d,n)p(bc,ψc,φ◦|φ•c ,pi•,γ, α, c) dφ◦c (17)
In order to evaluate 16, it is, however, sufficient to be able to compute the integral for
each topic k one at a time. Therefore it is also sufficient to compute the probabilities
given by equation 17 for each topic at a time.
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The integral∫
p(zc,d,n|θc,d)p(θc,d|z\c,d,n,∆) dθc,d = E[θc,d|z\c,d,n,∆] (18)
can be evaluated for each element of θ
(k)
c,d separately. The corresponding expectation
is approximated in Appendix A.
8.4.2 Sampling the stick parameter
The IBP stick parameters pik for the active topics are needed for sampling topic
assignments, as shown in Appendix A. Active topics are topics that have generated
words, in other words topics k for which nk(.)(.) > 0
To sample the stick parameters for the active topics, we follow the semi ordered
stick breaking scheme detailed in [13]. The stick parameters for the active topics











where B is the current value of the IBP (the binary matrix). The posterior can be
sampled directly using Gibbs sampling.
A topic is inactive if it does not appear anywhere in the whole corpus, in other




c > 0, and active otherwise. The inactive topics have
an ordering of decreasing stick lengths:









pi◦k(1− pi◦k).I(0 ≤ pi◦k ≤ pi◦k−1). (20)
Stick parameters for the inactive topics are sampled using equation 20 by adap-
tive rejection sampling (ARS) [32]. ARS samples from a distribution p(x) by first
constructing an envelope function for log(p(x)). The envelope function is then used
for rejection sampling. Whenever a sample is rejected, the envelope function is up-
dated to correspond better to the underlying density. The R package ’ars’ [33] is
used to generate samples using ARS.
8.4.3 Reinstantiating the IBP matrix B and Bernoulli masking matrix
Ψ
Even though topic assignments can be sampled while integrating over the binary
IBP matrix, the IBP matrix is still needed for sampling the stick parameters for the
active topics. Therefore after sampling topic assignments z, the current value of the
binary matrix B (actual value of the IBP) needs to be reinstantiated.
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The current value of the IBP matrix is reinstantiated according to


























c · b(k)c · ψ(k)c . In the first case, topic k has generated words in
task c. In the second case, topic k has not been observed in task c and parameter
ψ
(k)
c = 0 prevents the topic from being active regardless of the value of b
(k)
c . In the
third case, topic k has not been observed in task c but it could be active as ψ
(k)
c = 1.
The masking vector ψc can be reinstantiated in a similar way:
p(Ψ(k)c = 1|k,φk, ψ(k)c , zc) =
1 : if n
(k)
c,(.) > 0
k : if n
(k)













8.4.4 Sampling topic strength parameters φ
(k)
c and γ(k)
Topic strength parameters φ
(k)
c are sampled using the Metropolis-Hastings algorithm
described in section 3.3.3.
The joint probability of φ
(k)

































We use the Metropolis Hastings algorithm and equation 23 to generate samples from
the posterior of φ
(k)
c .












p(φ(k)c |n(k)c γ(k), b(k)c , ψ(k)c ) (24)
and the Metropolis Hastings -algorithm.
8.5 Comparison to earlier work
The most similar existing methods are the Hierarchical Dirichlet Process multi-task
model [11] and the IBP Compound Dirichlet Process [27] single-task model.
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8.5.1 Hierarchical Dirichlet Process multi-task model
The Hierarchical Dirichlet Process multi-task model (HDP) is a nonparametric
Bayesian model that generates topics from a Hierarchical Dirichlet Process to be
shared in different tasks. The number of topics is not chosen but learnt from data
as with our model. HDP provides a model for similar problem setups as our ap-
proach, whereas some important assumptions made by the HDP are different.
HDP allocates a similar amount of resources for all tasks. The major contribution
of this thesis is the study of the effects related to altering task-specific resources to
improve performance in the task-of-interest.
HDP does not favor sparse solutions, that is, it allows topics with very small
prevalences. Our model is sparse and it favors solutions with a smaller number of
topics with high prevalence.
HDP first generates a possibly infinite set of topics with associated probabilities
for their prevalence in tasks. The probability for using the topics in documents
within tasks is a corrupted version of the task-level probabilities for the topic usage.
Therefore topic prevalence over tasks is positively correlated with topic prevalence
in documents within the tasks. This assumption can naturally be very far from
the true structure of the data; it is easy to imagine a topic that appears often but
generates only few words. For example, in a corpus containing documents describing
cars from different manufacturers, the topic ”brakes” will probably appear in almost
all documents (task prevalence close to 1), but most words in the documents will
probably not deal with the topic (prevalence in documents is substantially lower
than 1).
Figure 8.5.1 contains the plate diagram for the HDP multi-task model. The
generative process for the HDP multi-task model is as folows:
1. Draw G0 ∼ DP(H, γ)
2. For tasks c = 1, . . . ,M
(a) Draw Gc ∼ DP(G0, α0)
(b) For every document d = 1, . . . , Dc in task c
(a) Draw Gc,d ∼ DP(Gc, α1)
(b) For every word n in document d
(a) Draw topic zc,d,n from Dirichlet(Gc,d)
(b) Draw word wc,d,n from Multinomial(βzc,d,n)
where M denotes the number of tasks (data sets) indexed with c. Each task c has
Dc documents. The number of words in a document is Nc,d. Parameters βzc,d,n for
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topic-to-word distributions are generated from βk ∼ Dirichlet(η) as new topics are
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Figure 3: Plate diagram for the hierarchical Dirichlet multi-task model.
8.5.2 Focused topic models
Focused topic model (FTM) [27] is a single-task model that has a structure very
similar to our model. FTM models a set of related documents sharing a possibly
infinite set of topics. FTM uses an Indian Buffet Process to generate a binary
matrix to control sharing of topics. Topic prevalence (the probability of a topic
appearing in documents) is decoupled from topic prevalence within the documents.
This is achieved by modeling topic prevalence with a gamma distribution that is
independent from the IBP controlling topic sharing.
Our model uses a similar structure for decorrelating task-level sharing and document-
level prevalence. This structure also allows a natural way of implementing the novel
asymmetric resource allocation. We extend the model structure used in FTM by
an additional independent binary masking to shut down topics in tasks with task-
specific probabilities to promote performance in task-of-interest.
FTM models a set of related documents. We model a set of related learning
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tasks, within which all documents are assumed to use the same set of topics. This
extends the single task approach of FTM to a multi-task scenario.
Focused topic models connect the parameters controlling topic prevalence within
documents through a shared prior. In other words, all topics are assumed to occur
equally often. The distribution used for achieving this is, however, relatively loose,
and the assumption is a weak one. Our model assumes that topic strengths are
similar in different tasks, in other words that the strength of topic k is similar in all
tasks.
Figure 8.5.2 presents a plate diagram for the focused topic models. The gener-
ative process for a focused topic model for a data set with M documents (indexed
by m) is as follows
1. For topics k = 1, . . .
(a) Draw pik according to equation 9.7
(b) Draw relative weight of topic φk ∼ Gamma(γ, 1)
(c) Draw parameter of the topic-to-word distribution βk ∼ Dirichlet(η, 1)
2. For documents m = 1, . . . ,M
(a) Draw a row of and IBP matrix bm according to equation 9.7







(c) Draw the distribution over topics θm ∼ Dirichlet(bm.φ),
where φ is a vector of weights φk.
(d) For each word n = 1, . . . , nm.
(a) Draw a topic zm,n ∼ Dirichlet(θm)
(b) Draw word wm,n ∼ Multinomial(βzm,n).
The most similar existing multi-task method (HDP) is neither sparse nor asym-
metric and it differs technically in most aspects from our approach. Technically
the most similar existing method (IBPCD) is designed for very different learning
scenarios than our model.
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Figure 4: Plate diagram for FTM.
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9 Experiments
A set of experiments was conducted to study the effect of shielding and to compare
the performance of the developed model to the existing state-of-the-art method.
The performance of a model is used as a measure for the goodness of the approach.
The new method was compared to the existing state-of-the-art method on real
data and in addition experiments were conducted with toy data. Data sets used in
the experiments are described in section 9.3.
9.1 Measuring performance




p(test data|Θ) ·p(Θ|data, prior), for test data. Test
data consist of the bag-of-words representations of the test documents, in other
words, how often each term in the vocabulary has been observed in the test docu-
ments.
Computing predictive likelihoods for the new model and the comparison methods
includes integration over the document-specific topic distributions of the documents
in the test set, as they are not known for the previously unobserved documents of
the test set. A numerical approach referred to as empirical likelihoods is taken to
avoid solving the integral analytically and to produce the estimates of the predictive
likelihoods.
For toy data the true distribution of the test set is known, and therefore pre-
dictions given by our model can be directly compared to the optimal predictions
obtained by using the true model. Toy data results are reported as the difference of
logarithmic likelihoods computed using our model and the true model. The differ-
ence is normalized by the word count of the test data to give comprehensible average
word results:






number of words in test set
(25)
For example, a reported logarithmic difference of −0.15 means that the geomet-
ric mean of the likelihoods of the words in the test set computed by using learnt
parameters is exp(−0.15) = 0.8607 of the optimal predictive likelihoods.
For real data, predictive likelihoods are converted into perplexities that is the
standard measure of performance in topic models literature. The perplexity of test
data consisting of words w1, . . . , wnT is computed according to




log(p(w1, . . . , wnT |training data))
)
(26)
where nT is the number of words in the test data. The dictionary (the set of
different terms that appear in documents) is naturally assumed to be the same as
in the training set.
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Perplexity can be interpreted as the “confusedness” of the model. The inter-
pretation of perplexity is easiest to describe by an example. A test data perplexity
of 10 can be interpreted as follows: the model is as confused by each word in the
test data as if it had to choose them uniformly from a set of 10 alternatives. The
simplest of models which assigns an equal probability for all words in the dictionary
would therefore have a perplexity of the number of terms in the dictionary.
9.2 Empirical likelihoods
The method of empirical likelihoods can be used to numerically estimate predictive
likelihoods when the computation of predictive likelihoods includes some intractable
integrals. The method of empirical likelihoods is described, for example, in [34].
A slightly modified version of the method of empirical likelihoods is used to es-
timate the predictive likelihoods in the experiments. The original aim was to use
the standard method, but unfortunately the description of the method was misin-
terpreted. At the time of the discovery of the mistake, there was not enough time to
correct it. The modified version of the method was, however, used consistently for
our model and the comparison method, and it has a sensible interpretation as the
lower bound of the classical method. In addition, the comparison method results
on the NIPS data set obtained by using the modified method do not differ observ-
ably from the results in [11] obtained with the classical method as presented. The
difference between the methods is discussed in more detail in Appendix B.
An approximation for the predictive likelihoods is computed as follows:
1. For each posterior sample s
(a) Generate Nemp sample topic distribution parameters θ
s indexed by v as θsv,
v = 1, ..., Nemp from θ
s ∼ Dirichlet(bsc.φsc.ψsc), where bsc, φsc and ψsc are the
values of the corresponding parameters in posterior sample s
(b) Compute the average log likelihood for different terms i in the dictionary:
this average log-likelihood is an approximation to the empirical




v=1 log(p(word = termi|θsv, βs))
Nemp
where βs contains the learnt parameters for the topic-to-word distributions in pos-
terior sample s.
For the HDP models, the process is similar. The only difference is that topic
distribution parameters are generated from a different distribution, as defined in
section 8.5.1.
To compute the modified empirical likelihoods for a test data containing doc-
uments d = 1, . . . , Dtest where each document has words w = 1, . . . , Nwords,d, the
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i=1 I(wordd,w = termi)ELs(termi)
S ·∑dindocumentsNwords,d ,
(27)
where S is the number of posterior samples and Nterms is the number of terms in
the dictionary.
9.3 Data sets
We perform four experiments on toy data and one on real data. All experiments
using toy data generate it as described in section 9.3.1. The experiment with real
data is done using the NIPS data set described in section 9.3.2.
9.3.1 Toy data
Experiments with toy data were used to study the shielding effect and to study
properties of the new model. In these experiments, the new model was not compared
to comparison methods.
Toy data was generated from a distribution that belongs to the model family
of the developed model. Some parts of the distribution were, however, fixed to
facilitate computation and interpretation of results.
The generation of toy data follows the major guidelines of the generative pro-
cess presented in section 8.3. Instead of following the random process defined by
the model to generate latent structure contained in Φ,B and ψ, we fixed such a
structure (the values of B and ψ) in which the task-of-interest has 2 topics, and
each supplementary task shares one of them. In addition to the shared topic, each
supplementary task has a task-specific topic, which is not shared with any other
task. The value of parameter φ was set to 300 for all tasks and topics. The values
of the hyperparameters for Φ,B and ψ do not have any impact on the data after
setting the values of this set of parameters.
Topic-to-word distributions were generated according to the sparse topic models
presented in [35]. The probability of generating words in the corpus comes from a
Dirichlet distribution. Unlike in the assumptions of our model, sparse topic models
allocate a different pseudocount for different words. The pseudocounts were fixed
in such a way that each topic has a set of words, for which it has the highest pseu-
docount (0.5). For other words the pseudocount is lower(0.03). Each topic had
approximately equally many words for which the pseudocount was higher. Sparse
topic models -structure was used instead of the generative process assumed in the
new model to generate data that is easy to learn. This allowed doing experiments
in which the amount of training data is small and sampling is correspondingly com-
putationally inexpensive.
The number of supplementary tasks was fixed to 9 in all experiments with toy
data. The number of terms in the dictionary (dictionary length), the number of
43
documents in the task-of-interest and supplementary tasks and the number of words
per document were varied in different experiments.
For toy data, the test set consists of 2000 test documents with dictionary length ·
1000 words in each document generated from the model.
An important aspect of the toy data is that the true number of components is the
same in the task-of-interest and the supplementary tasks. The sparsity assumption
does not as such match the toy data.
9.3.2 NIPS data
We used the NIPS data set to compare the performance of the new model with a
state-of-the-art method (the HDP multi-task model).
The NIPS data set1 consists of NIPS articles from 1987 to 1999. The articles
deal with a range of topics spanning nine sections. Standard stop words and words
occuring more than 4000 times or fewer than 50 times in the whole corpus have been
removed. We select the five most frequent sections as learning tasks: Neuroscience
(NS), Learning Theory (LT), Algorithms and Architecture (AA), Applications (AP)
& Control, Navigation and Planning (CN). The resulting data set contains 1147
articles, the vocabulary size is 1321 and the average document length is ∼ 950
words.
To compare the new model developed in this thesis to existing state-of-the-art
methods on real data, cross validation is used to assess the performances of the
models. The data set is divided into 5 training sets and a validation set. Unlike in
the cross validation process described in section 4.1, the roles of the subsets are not
changed: parameters of different models are always fitted to one of the training set
subsets and performances are always validated on the same test set. The number of
training samples in the task-of-interest was varied (5, 10, 20 and 40) and the number
of documents in supplementary tasks was 10 or 25. The number of documents in
the test set is 16.
9.4 Experiment 1: Fixing hyperparameter α
The aim of the first experiment was to study the shielding effect and the effect of
the hyperparameter α. The model was run with α = 3, 9 and 15.
The effect of asymmetric sparsity was explored using the binary masking to
adjust the relative sparsity of the task-of-interest (denoted with epsilon): the per-
formance of the model was studied when the task-of-interest was more sparse than
the supplementary tasks (epsilon ≤ 1) and when it was made less sparse, that is
more topics were activated in the task-of-interest than in the supplementary tasks
(epsilon > 1).
The relative sparsities epsilon = 0.1, 0.3, 0.75, 1 and 2 were used. The rela-
tive sparsity is controlled using the task-specific  parameters. Technically, when
epsilon ≤ 1, the parameter TOI controlling the binary masking of the task-of-
interest was set to TOI = epsilon and the parameters controlling the binary mask-
1http://www.gatsby.ucl.ac.uk/∼ywteh
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ing of the supplementary tasks were all set to the same value SUP = 1. When
epsilon > 1, TOI was set to TOI = 1 and the masking parameter of all supplemen-




The relative sparsity can be interpreted as the ratio of the probabilities of ac-
tivating topics in the task-of-interest and in the supplementary tasks under oth-
erwise similar conditions except for the value of parameter . For example, when
epsilon = 0.1,
p(topic activation in task-of-interest|data A, parameters B)
p(topic activation in supplementary tasks|data A, parameters B) = 0.1 (28)
where parameters B denote all parameters except for the parameters  of different
learning tasks.
The values of the other hyperparameters were fixed: hyperparameter η was fixed
to η = 0.00005 and hyperparameters a1 and a2 were fixed to a1 = a2 = 1.
Toy data was generated as described in section 9.3.1. Dictionary length was fixed
to 150. The number of documents in the task-of-interest was set to 16, 32 or 50 and
the number of documents in the 9 supplementary tasks was set to be substantially
lower than in the task-of-interest: the number of documents in supplementary tasks
was 0.15 or 0.3 times the number of documents in the task-of-interest. The number
of words in each document was 15.
The sampler was run for 2000 iterations, and samples 1300 to 2000 were used for
predictions after thinning the posterior chain by 6. The experiment was repeated
20 times.
Performance is evaluated as the difference between the predictive likelihoods for
test data with learnt and true parameters as described in section 9.1 and averaged
over the repetitions. Logarithmic differences to the true model (normalized by the
number of words) are reported.
Results are presented in figure 5. As expected, the performance of our model
increases when the number of training samples in the task-of-interest increases.
Performance is always best with α = 3. Therefore we deduced that in future
experiments with this type of toy data the value of α will not be evaluated in a
grid, instead a value as small as possible will be used. In future experiments with
toy data value α = 2 will be used. This specific value is chosen to make α as small
as possible while avoiding possible numerical problems induced by having an even
smaller value.
The performance of the model decreases as the number of samples in supple-
mentary tasks increases. This implies that the model is not able to make use of
information in supplementary tasks efficiently.
According to our hypothesis, the performance should increase when epsilon ∈
(0, 1) but constraining the sparsity of the task-of-interest excessively should not
increase performance. However, performance of our model seems to only increase as
epsilon decreases.
Having performance increase even with epsilon = 0.1 implies that the observed
increase in performance is due to the general resource constraint instead of the
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Figure 5: Experiment 1: Performance of our model on toy data with different values
of parameter α. The number of documents in the task-of-interest (docs TOI) and
9 supplementary tasks (docs SUP) are varied. The performance of the model is
evaluated with different values of α (3, 9 and 15 and black solid line, red dashed line
and the green dash dot line, correspondingly) and with different relative sparsities
epsilon (0.1, 0.3, 0.75, 1, 2). Results are presented as the log difference to the true
model that is the difference between the average test set log likelihood computed
using learnt parameters and true parameters, which has been normalized by the
number of words in the test set.
shielding effect. Based on this observation, a general resource constraint is added in
the next experiment.
9.5 Experiment 2: Effect of shielding with toy data
In experiment 2, the experimental setup of experiment 1 was reproduced with some
changes. The α parameter was not varied in a grid, instead value α = 2 was used
as the previous experiment demonstrated that large values produce worse results.
Now 3000 samples were generated, of which the first 2000 were discarded as burn in
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and the remaining samples were used for predictions after thinning by 5. Sampling
was continued longer because fixing the parameter α reduced the number of MCMC
chains needed and more computational resources could be allocated to each of them.
As a conclusion based on the results of experiment 1 we decided to allocate a
general resource constraint as described in section 8.2.1. The binary masking was
used to increase the penalty for activating topics in all tasks, in other words the 
parameters were made smaller than 1 in all tasks.
First TOI and SUP were set as described in section 9.4 to produce the relative
sparsities epsilon = 0.1, 0.3, 0.7, 1, 2 and 4. After this, parameters TOI and SUP
both were multiplied with 0.1 so that the largest value of the  parameters became
0.1. The value 0.1 was selected by an educated guess.
In addition to using means to describe the results, also quantiles were now used
to better describe performance. The experiment was repeated 10 times. Results of
experiment 2 are presented in figure 6.
A weak shielding effect can be observed. When the model for the task-of-interest
is made more sparse as compared to the models for the supplementary tasks, in
other words when epsilon ∈ (0, 1), the performance in the task-of-interest is slightly
better than when the task-of-interest is allocated similar or more resources than the
supplementary tasks (epsilon ≥ 1).According to the hypothesis presented in section
8.1, when resources of the task-of-interest are constrained too much (epsilon = 0.1),
performance decreases as the model does not allocate sufficient resources to explain
the data of the task-of-interest.
Performance in the task-of-interest increases as the number of training docu-
ments in the task-of-interest grows. As in experiment 1, as the number of training
documents in supplementary tasks increases, performance in the task-of-interest de-
creases.
9.6 Experiment 3: Assessment of the chosen general re-
source constraint
The strength of the general resource constraint that was imposed in experiment 2
was chosen based on an educated guess. To further validate this choice, we ran an
experiment with a more severe general resource contraint: now the largest value of
 was normalized to 0.01.
Other settings in experiment 3 correspond to those in experiment 2. Results of
experiment 3 are presented in figure 7.
The shielding effect is not even mildly visible in the results of experiment 3. We
interpret this as the overall resource constraint being so strict that it prevents the
modeling of the training data properly and causes relatively random results.
9.7 Experiment 4: Effect of shielding with real data and
comparison to HDP multi-task and single-task models
Experiment 4 was conducted on real data to study the difference in the performance
between our model and the state-of-the-art methods on a real data set.
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Figure 6: Experiment 2: Performance of our model on toy data with a general
resource constraint. Number of documents in the task-of-interest (Docs TOI) and 9
supplementary tasks (Docs SUP) was varied. The value of parameter α was set to 2.
The sparsity of the task-of-interest is made different from the other tasks by varying
the relative sparsity of the task-of-interest, denoted with epsilon (0.1, 0.3, 0.7, 1, 2, 4).
In addition to imposing asymmetric sparsity, the binary masking is used to impose
a general resource constraint: task-specific  parameters are set so that the largest
value of the  parameters is 0.1. Log difference to the true model is the difference
between the test data predictive log likelihoods computed using learnt parameters
and true parameters, which is normalized by the number of words in the test set.
Means (green solid line) and 10%, 50% and 90% quantiles of the log difference to
the true model are presented (red dashed line, black solid line and red dashed line,
correspondingly).
Our model was compared to a single task method (HDP single task) and a multi-
task model (HDP multi-task). For the HDP models, instead of fixing the values of
the hyperparameters α0, α1 and γ, probability distributions were assigned to these
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Figure 7: Experiment 3: Performance of our model on toy data with a more strict
general resource constraint. Number of documents in task-of-interest (Docs TOI)
and 9 supplementary tasks (Docs SUP) was varied. The value of parameter α was
set to 2. The sparsity of the task-of-interest is made different from the other tasks
by varying the relative sparsity epsilon (0.1, 0.3, 0.7, 1, 2, 4). In addition to impos-
ing asymmetric sparsity, the binary masking is used to impose a general resource
constraint: task-specific  parameters are set so that the largest value of the  pa-
rameters is 0.01. Log difference to the true model is the difference between the test
data predictive log likelihoods computed using learnt parameters and true parame-
ters, which is normalized by the number of words in the test set. Means (green solid
line) and 10%, 50% and 90% quantiles of the log difference to the true model are
presented (red dashed line, black solid line and red dashed line, correspondingly).
hyperparameters and the posterior was integrated over them. The distributions
α0 ∼ Gamma(5, 0.1) (29)
α1 ∼ Gamma(0.1, 0.1) (30)
γ ∼ Gamma(5, 0.1) (31)
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were used as in [11].
The NIPS data set described in section 9.3.2 was used. Different numbers of
training documents in the task-of-interest (5, 10, 20 and 40) and in the supple-
mentary task (10 and 25) were used to compare the methods in differing learning
setups.
The performance of our model was validated when varying the relative sparsity
epsilon and the hyperparameter α.
1500 samples were generated from the posteriors of all models. 1000 were dis-
carded as burnin. The parameter η which controls the probability mass assigned a
priori to the terms in the dictionary was fixed η = 0.5 for all models.
Results of experiment 4 are presented in figure 8. Performance of our model is in
most cases similar to that of the HDP multi-task model. With very few documents
in the task-of-interest (5) and many documents in the supplementary tasks (25),
our model performs worse than the HDP multi-task model. Performance of our
model is slightly better than that of the HDP single-task model when the number of
training documents in the task-of-interest is 10 or less, but as the number of training
documents increases, the performance difference vanishes. To study the sigificance
of the results, also the standard deviations of the test data perplexity for our model
were plotted. The differences between our model and the HDP multi-task model are
not significant except for the case in which our model performs poorly (5 documents
in the task-of-interest and 25 in the supplementary tasks). The shielding effect is
not visible.
The results are good in the sense that having a model perform equally to the
state-of-the art method is a success. However, the aim of the experiment was to
study the shielding effect, which is not present in the results.
Speculations about possible causes for the observed performance will be discussed
further in the following section.
9.7.1 Possible causes for performance differences
The latent structure modeled using the parameters bc, φc and ψc controls the
sharing of statistical strength. Limitations of this structure provide a convincing
explanation for the absence of the shielding effect in the results with real data.
The latent structure in our model sets penalties for starting new components
and sharing old ones. The penalties for activating components control sharing of
information and they should enforce sharing of components in a way that improves
performance: if new topics can be activated too easily as compared to sharing old
ones, all tasks can use a tasks-specific set of components to model their data and
no sharing of statistical strength will occur. If sharing is too easy, all tasks will use
all components and also such a solution will easily overfit to the training data.
The posterior is affected by both the prior and the likelihood. As the number of
samples in training data increases, the relative weight of the prior in the posterior
distribution will decrease. This is expectable and rational: the posterior combines
the information in the data and in the prior, and as the amount of information
contained in the likelihood increases, it should dominate the posterior.
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Figure 8: Experiment 4: Comparison of the performance of our model to the HDP
single task and multi-task models on the NIPS data set. The figure presents the
results using test set perplexities. For our model means (green solid line) and means
± 1 standard deviations are presented (black line and the black dotted lines, corre-
spondingly). For the HDP single-task and multi-task methods, mean test set per-
plexities are presented (green dashed line and red dash dot line, correspondingly).
Number of documents in the task-of-interest (docs TOI) and in the 5 supplementary
tasks (docs SUP) is varied. Performance of our model is evaluated with α = 2, 6, 11
and different relative sparsities epsilon (0.1, 0.3, 0.7, 1, 2, 4). In addition to impos-
ing asymmetric sparsity, the binary masking is used to impose a general resource
constraint: task-specific  parameters are set so that the largest value of the  pa-
rameters is 0.1.
The challenge with non-parametric models is that the training data likelihood
can always be increased by increasing model complexity, in this case by starting
new topics and by sharing old ones. Therefore as the amount of training data
increases, if the likelihood term dominates the posterior too strongly, the learnt
model will become more complex. To prevent overly complex models, the prior for
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latent structure that promotes sharing should somehow scale up as the amount of
data increases.
The most well-established nonparametric models such as the HDP and IBP scale
the penalty for adding new components with respect to the amount of data: for
example for the IBP, the number of columns C in an IBP matrix (usually used
to control model complexity) is proportional to the logarithm of the number of
samples, C ∼ log(Nobservations) when the number of rows increases as the amount of
data increases [36].
The IBP’s automatic scaling of the model complexity to the amount of data
(referred to as an implicit prior for model complexity) requires that the number of
rows grows along with the amount of data. The expected penalties for activating
components are inversely proportional to the number of rows in the IBP matrix,
E(penalty for inverting a 0 into a 1) ∼ 1
Nrows
, and therefore when the number of
rows grows as the amount of data increases, the prior penalties will scale up to
compensate for the stronger likelihood term to impose structure.
In [27] the IBP is is used for controlling observation level sharing. The expected
penalties for the activation of components are therefore proportional to the number
of documents, E(penalty) ∼ 1
Ndocuments
, whereas the activation allows increasing the
likelihood of only one document.
In contrast, we use the IBP to control task-level sharing and the penalties for
activating new components are associated to the activation of components in mul-
tiple observations simultaenously. As the number of rows in the IBP matrix is now
the number of tasks (which is substantially lower than the number of documents),
the expected penalties for increasing model complexity, E(penalty) ∼ 1
Ntasks
, are
much less significant than when used as in [27]. Simultaneously, the number of ob-
servations whose likelihood will be increased by the activation is higher. Therefore
it is no wonder that the penalties which should control sharing might become rel-
atively insignificant as the number of documents and words in the tasks increases:
the penalties are simultaenously made weaker as the number of observations in the
training data whose training likelihoods are increased is made higher.
The NIPS data set contains much more data than the toy data sets with which the
shielding effect was observed. The general resource constraint applied in experiment
2 alleviated the problem with toy data. However, the general resource constraint
used with the NIPS data was selected on the basis of the results with the toy
data and as the NIPS data set contains much more data than the toy data sets,
it would probably have required a stronger general resource constraint to constrain
overfitting.
Another important aspect of the experimental setup which probably affects the
results is the statistical similarity of the learning tasks with the NIPS data. The HDP
multi-task model makes a stronger assumption about the similarity of the learning
tasks whereas our model is more flexible in this respect. Therefore the HDP probably
performs better on data sets in which different learning tasks resemble each other
to a larger extent.
With toy data, increasing the number of documents (data) in the supplementary
tasks decreased the performance of our model even as approximately 50% of the
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words in each supplementary task was generated from a topic shared with the task-
of-interest. It seems likely that the learning tasks resembled each other: with the
NIPS data, the performance of our model increases as the number of documents
in supplementary tasks increases. This is evidence for the hypothesis about the
similarity of the tasks in the NIPS data set and this probably has favored the HDP
multi-task model.
Finally, the sampler used for learning the parameters for the HDP models has
been widely used and tested, whereas the sampler for our model has been only used
for the purposes of this thesis. It is possible, that the sampler for our model did not
cover the posterior as well as the HDP sampler.
The most convincing explanation for the bad performance of the new model
seems to be the dominance of the likelihood, which causes severe overfitting. To
study this hypothesis, another experiment (experiment 5) was conducted.
9.8 Experiment 5: Assessment of the effect of the size of
the data set
The aim of experiment 5 was to study the effect of increasing the amount of data.
As the prior of our model controlling information sharing does not scale up as the
amount of data (documents, words) in the learning tasks increases, we suspected
that as the amount of data increases, the likelihood will dominate and the model
will allocate too much resources for modeling the data. When this happens, the
structure controlling information sharing will become too weak, and the shielding
effect will not emerge.
In experiment 5, the number of words in each document was varied, values
nwords = 8, 15, 30, 60 and 240 were used. The prior controlling information sharing
was held constant.
Dictionary length was fixed to 150. The number of documents in the task-of-
interest was set to 24 and the number of documents in the 9 supplementary tasks
was set to 8, which corresponds to 0.34 times the number of documents in the
task-of-interest.
Relative sparsities epsilon used were 0.1, 0.3, 0.7, 1 and 2 and a general resource
constraint was enforced by normalizing the  parameters so that the largest value of
 became 0.1. Value of α was set to 2 and the value of η was set to 0.00005.
Results of experiment 6 are presented in figure 9. With 8 words per docu-
ment, the shielding effect is visible. According to our hypothesis, as the number of
words in the documents (amount of data) increases, the shielding effect disappears.
With higher numbers of words per document, performance increases as epsilon is
decreased. This suggests that imposing a more strict general resource constraint
would be beneficial when the amount of data increases.
An aspect of nonparametric models that we disregarded when formulating the
model is the assumption about the infinite data generating process: the HDP and
the IBP both assume that an infinite number of components/topics actually exists,
and as the number of observations increases, more and more of them will be ob-


















































































































































































































Figure 9: Experiment 5: Effect of the number of words in the training data on
the emergence of the shielding effect. Number of words in each document is var-
ied. Performance of our model is evaluated with α = 2 and different values of 
(0.1, 0.3, 0.7, 1, 2, 4). In addition to imposing asymmetric sparsity, the binary mask-
ing is used to impose a general resource constraint: task-specific  parameters are set
so that the largest value of the  parameters is 0.1. The number of documents in the
task-of-interest is 24 and 8 in the supplementary tasks. Log difference to the true
model is the difference between the test data predictive log likelihoods computed
using learnt parameters and true parameters, which is normalized by the number of
words in the test set. Means (green solid line) and 10%, 50% and 90% quantiles of
the log difference to the true model are presented (red dashed line, black solid line
and red dashed line, correspondingly).
components and use a nonparametric model to learn parameters, as the amount of
data generated from the parametric distribution increases, the nonparametric model
will increase the number of components used to model the data regardless of the true
underlying parametric distribution. This might be nonintuitive from the traditional
Bayesian point of view, in which the posterior of a (parametric) model becomes
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more peaked around the true data generating parameters when the true data gener-
ating distribution belongs to the model family of the model applied. It is difficult to
evaluate whether a nonparametric model family is optimal for implementing models
that aim to make use of asymmetric sparsity altogether.
To demonstrate this effect, the distribution of the number of components as a

























































































































Figure 10: The posterior distribution of the number of components as a function
of the number of words in the training documents. The number of documents
is held constant. As the number of words in the training documents increases, the
posterior of the number of components changes: the expected number of components
increases. The data is generated from a parametric distribution with a fixed number
of components. The true number of components is 11.
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10 Discussion
Multi-task learning, sparsity and topic modeling are active research topics with re-
cent publications in the most recognized machine learning conferences (for example
[37], [38], [39] and [40]). In this thesis, multi-task learning using different spar-
sity constraints for different learning tasks within the topic models framework was
studied.
A new Bayesian model referred to as a shielded topic model was presented as a
case study of the new approach. The method was designed to utilize the assumed
shielding effect to promote the predictive performance in a particularly interesting
learning task, which is believed to best resemble future observations, or in other
words, the test set.
To be more specific, the new model allows supplementary tasks, which do not
perfectly match the distribution of the test set, to use more resources for modeling
their data. In other words, the task-of-interest is made more sparse. The excess
resources of the supplementary tasks shield the shared models for the shared com-
ponents, and this prevents supplementary-task-specific features from disturbing the
learning of the shared characteristics. This should promote performance.
The aim of this thesis was to study the shielding effect and the new model was
constructed to study it. The shielding effect was observed with experiments done
on toy data. Experiments on real data failed to bring out the shielding effect.
Observations about the structure of the new model were made, and they provide
hypotheses about the probable causes for the observed behaviour of the model.
Performance of the new model on real data is similar as compared to existing
state-of-the-art methods. The new model was compared to single-task and multi-
task Hierarchical Dirichlet Process topic models.
The new model does not take into account certain aspects of the Indian Buffet
Process prior used in controlling sharing of components and statistical strength.
The IBP has been used successfully under circumstances in which also the fixed
dimension of the IBP matrix grows as the amount of data increases [27]. This affects
greatly important properties of the associated distributions. In the new model, the
fixed dimension of the IBP matrix does not necessarily change as the amount of
data increases. This prevents our model from scaling up to larger data sets. The
inability of the model to scale up as the amount of data increases was studied in the
experiments with toy data. In these experiments, the shielding effect disappears as
the amount of data increases which is in line with the experiments done on the real
data.
A mixture of Gibbs sampling and the Metropolis-Hastings algorithm was used
to infer the parameters of the new model. The sampling approach seems to be able
to provide estimates for the parameters that produce results that are comparable to
comparison methods on a small data set. Therefore, for the comparison with other
methods, the sampling approach seems sufficient. However, for experiments using
toy data to study the shielding effect, the resolution of the sampler seems insufficient.
It is seems probable that the impact of the shielding effect on predictive performance
is not drastic. Such delicate effects will easily become unidentifiable when results
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contain other sources of error.
A question left unanswered by this thesis is, whether the increase in the perfor-
mance with toy data now ascribed to the shielding effect and asymmetric sparsity
could be achieved by a symmetric model by optimizing the general resource con-
straint relentlessly. This was not studied, as it was considered unlikely.
To further study asymmetric sparsity by using this model, the problem with the
inability of our model to scale up to the amount of data should be solved. The binary
masking used in our model to impose asymmetric sparsity can be used to alleviate
the problem by imposing a general resource constraint, as done in the experiments,
but this solution is very inelegant, and more importantly, requires manual work,
which is poorly in line with the original motivation for using nonparametric models.
A possible solution would be to model the connection between the total number of
words in the data and the strength of the general resource constraint. This might
allow reducing the amount of manual work. Such solutions would still, however, be
very inelegant.
In retrospective, the choice of a slightly modified IBPCD prior as the basis for
our model was not a wise one. The prior was used very differently from the setup
where it had been shown to be successful. The approach was taken mainly as the
prospect of avoiding the assumption in the HDP about the correlation between
topic prevalence within the corpus and the topic distribution within each document
seemed worthwile (in HDP topics that are active in many documents also are very
active within the documents).
For example, the HDP could have been chosen as the basis for studying asym-
metric sparsity, which would also have made comparison of performance easier: if
all other assumptions (and technical aspects such as implementations) in the mod-
els used in the experiments were the same, the effect of asymmetric sparsity would
have been the only cause for different performance. A similar binary structure could
have been implemented to inactivate some of the topics in the task-of-interest (or
supplementary tasks). This would have been justified as the main aim of this thesis
was to study the effects of asymmetric sparsity and shielding, not other aspects of
the models.
Asymmetric learning has been studied in other publications, for example in [18]
and [19]. At the time of the writing of this thesis, the people involved in the research
team were not aware of any other approaches directly studying the aspect of using
asymmetric sparsity to achieve asymmetric learning.
On real data, evidence for the advantages of asymmetric sparsity were not ob-
served. The model developed was still able to perform equally to the state-of-the-art
multi-task model, which must be considered a success. This was not, however, the
main objective of this thesis.
The aim of this thesis was to study asymmetric sparsity and the shielding effect
by implementing a multi-task model that is able to exploit the assumed advan-
tages of asymmetric sparsity. Shielding effect was produced with toy data, but the
model failed to produce effective multi-task performance: even though supplemen-
tary tasks contained lots of data from a distribution shared with the task of interest,
increasing the amount of overall data in the supplementary tasks caused a decrease
57
in performance. The prior for the latent structure assumed in the model failed to
control sharing in an effective manner. If this line of work is continued, some of the
modeling assumptions need to be changed.
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A Sampling topic assignments
Sampling topic assignments includes an integration that can be seen as the evalua-
tion of the expectation
E[θc,d|z\c,d,n,∆]
The expectation is evaluated for each element k one at a time. Using the notation









































c,d |z\c,d,n,φc,bc,Ψc) = multinomial(zc,d,\n|θ(k)c,d) ·Dirichlet(θ(k)c,d|φc,bc,Ψc)
which is a Dirichlet distribution. The vector zc,d,\n denotes the topic assignments in






















c,d,\n denotes the number of words assigned in document d in task c to topic
k without current word n. The integration is only over the unknown elements. In



























c|φ•c, pi•, γ, α, ,n(k)c,d,\n)︸ ︷︷ ︸



















c ) · b(k)c ·Ψ(k)c,d ·
p(b◦c|pi•, α, ) · p(φ◦c|γ) · p(Ψ◦c|) dφ◦c (32)
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The denominator follows from modeling the number of total words using the
negative binomial distribution. Equation (33) is evaluated in the following cases:
1. When n
(k)
c,d,\n = 0 and n
(k)
c,(.),\n > 0, we are evaluating the probability of assigning


































c,(.),\n = 0 and n
(k)
(.),(.),\n,d,c > 0, topic k has not appeared in the current

























(.),(.),\n = 0, topic k has not appeared anywhere in corpus. The topic
can therefore be assigned to any of the currently inactive topics. Therefore in
this case we evaluate the probability of assigning any of the infinite number of
components:




























The stick lengths of the inactive topics with n
(k)
(.),(.) = 0 are distributed according






pi(k) is evaluated using ARS (adaptive
rejection sampling).
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B Approximation of the method of empirical like-
lihoods
Equation 27 differs from standard way of estimating predictive likelihoods with em-
pirical likelihoods. The traditional method approximates the predictive likelihoods
as




















where S is the number of posterior samples, I(wordd,w = termi) is an indicator
function used to denote whether wordd,w in the test set corresponds to termi of
the dictionary and Nemp is the number of sample topic distribution parameters. If
wordd,w = termi, the indicator function has value 1 and 0 otherwise.
The modification presented in section 9.2 makes the approximation
mean(log(x)) ≈ log(mean(x)) (38)
which corresponds to a lower bound of the performance as
mean(log(x)) ≤ log(mean(x)). (39)
The performance estimate is strongly affected by the posterior samples producing
the worst performance: therefore this approximation penalizes such posteriors in
which some posterior samples give a very low probability to some words in the test
data.
This approximation also disregards the differences between the test documents:
the approximation pools all the words in the test documents into one test document
and computes model performance on the single pooled document.
