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In this paper we study the asymptotic tail behavior for a non-standard renewal risk model
with a dependence structure and stochastic return. An insurance company is allowed to
invest in ﬁnancial assets such as risk-free bonds and risky stocks, and the price process
of its portfolio is described by a geometric Lévy process. By restricting the claim-size
distribution to the class of extended regular variation (ERV) and imposing a constraint
on the Lévy process in terms of its Laplace exponent, we obtain for the tail probability of
the stochastic present value of aggregate claims a precise asymptotic formula, which holds
uniformly for all time horizons. We further prove that the corresponding ruin probability
also satisﬁes the same asymptotic formula.
© 2011 Elsevier Inc. All rights reserved.
1. Model and introduction
One of the most classical risk models contains the renewal risk model proposed by Sparre Andersen in 1957. In this
well-known framework the claim sizes of an insurance company, Xk , k = 1,2, . . . , and the inter-arrival times between two
claims, θk , k = 1,2, . . . , respectively form a sequence of independent and identically distributed (i.i.d.) random variables, and
the two sequences are mutually independent too. Owe to its nice tractability in mathematics, this model has been deeply
investigated and extensively applied; see Asmussen [6], Willmot and Dickson [31], Pavlova and Willmot [25], Li and Garrido
[18], and Wu et al. [32], among others.
However, it is worth saying that those independence assumptions make the renewal risk model unrealistic. Among them,
the independence between the claim size X and the inter-arrival time θ is especially unreasonable in almost all kinds of
insurance. Here X and θ denote the generic random variables of the claim sizes and inter-arrival times, respectively. Think
that, if the deductible retained to insureds is raised, then the inter-arrival time θ will increase because small claims will be
ruled out, while the likelihood of a large claim will increase if X is new-worse-than-used or decrease if X is new-better-
than-used.
During the last few years many scholars have realized this defect of the standard renewal risk model, and started to pro-
pose some non-standard extensions to the renewal risk model with various dependence structures; see Asmussen et al. [7],
Albrecher and Boxma [1,2], Albrecher and Teugels [3], Boudreault et al. [11], Biard et al. [9], Cossette et al. [14], Badescu et
al. [8], and the references therein. Most recently, Asimit and Badescu [5] introduced a new type of dependence structure
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pair (X, θ) with dependent components X and θ fulﬁlling the relation
Pr(X > x | θ = t) ∼ Pr(X > x)h(t), t  0, (1.1)
for some measurable function h(·) : [0,∞) → (0,∞), where the symbol ∼ means that the quotient of both sides tends to 1
as x → ∞. As discussed by Asimit and Badescu [5], relation (1.1) deﬁnes a general dependence structure which is satisﬁed
by many commonly-used bivariate copulas and allows both positive and negative dependence. Moreover, compared with
other dependence structures, this one possesses a remarkable advantage that its impact on the tail behavior of quantities
under consideration can be successfully captured by function h; see Li et al. [17] for details.
In this paper we use the above-mentioned dependence structure proposed by Asimit and Badescu [5]. When t is not a
possible value of θ in relation (1.1), that is, Pr(θ ∈ ) = 0 for some open interval  containing t , the conditional probability
is simply understood as unconditional and, therefore, h(t) = 1. Actually, in our main results below, whenever h(t) appears it
is multiplied by Pr(θ ∈ dt). Hence, the function h(t) at such a point t can be assigned any positive value without affecting
our ﬁnal results.
Suppose that the insurer will invest its wealth in risk-free and risky assets. The price process of the investment portfolio
is described as a geometric Lévy process {eRt , t  0} with {Rt , t  0} being a Lévy process which starts from 0 and has
independent and stationary increments. This assumption on price processes is widely used in mathematical ﬁnance; see
Paulsen [21–23], Paulsen and Gjessing [24], Wang and Wu [29], Kalashnikov and Norberg [16], Cai [13], and Yuen et al.
[33,34], among others. See also Sato [27] and Applebaum [4] for general theory of Lévy process.
We assume that {Rt , t  0} is independent of {Xk, k = 1,2, . . .} and {θk, k = 1,2, . . .}. Denote by τk =∑ki=1 θi , k =
1,2, . . . , the arrival times of the claims. Then, the stochastic present value of aggregate claims by time t can be expressed
as
Dt =
∞∑
k=1
Xke
−Rτk 1(τkt), t  0. (1.2)
Further, denote by x 0 the insurer’s initial capital and by deterministic function c(t) the density of income payments from
premium at time t , fulﬁlling 0  c(t)  M with positive constant M for all t  0. Then, the insurer’s surplus process with
stochastic return on investments is described as
U (t) = eRt
(
x+
t∫
0
c(s)e−Rs ds − Dt
)
, t  0. (1.3)
Deﬁne the ruin probability by time t as
ψ(x, t) = Pr
(
inf
s∈(0,t]U (s) < 0
∣∣∣ U (0) = x), t  0. (1.4)
The main goal of this paper is to study the asymptotic behavior of Pr(Dt > x) and ψ(x, t) as x → ∞ for all time hori-
zons under the dependence structure characterized by (1.1) with extended-regularly-varying claim sizes. Tang et al. [28]
considered the similar problem, but their work was concentrated on the standard renewal risk model (without dependence
structures) with regularly varying claim sizes. Hence, the results obtained in this paper greatly extend theirs to the time-
dependent renewal risk model with extended-regularly-varying claim sizes. See also Heyde and Wang [15] and Wei [30] for
other discussions on asymptotic ruin probabilities for the risk models with stochastic return.
We remark that the asymptotic behavior of Pr(Dt > x) is of fundamental interest in various directions of risk theory.
Note that most risk measures, such as the well-known Value at Risk (VaR), Expected Shortfall (ES), and Conditional Tail
Expectation (CTE), are calculated through tail probabilities; see Rolski et al. [26] and McNeil et al. [20] for an overview of
risk measures. As an example, we look at the calculation of the ES of Dt . The conﬁdence level ρ should be chosen to be close
to 1 (typically, ρ = 95% or 99%), indicating that the corresponding VaR or Quantile, Qρ(Dt) = inf{x: Pr(Dt > x)  1 − ρ},
should be large. It follows by deﬁnition that
ESρ(Dt) = E
(
Dt
∣∣ Dt > Qρ(Dt))= Qρ(Dt) +
∫∞
Qρ(Dt )
Pr(Dt > x)dx
Pr(Dt > Qρ(Dt))
.
Hence, if we have a transparent and eﬃcient asymptotic formula for Pr(Dt > x) for large x, then we can immediately obtain
an eﬃcient approximation for ESρ(Dt). Moreover, such an asymptotic formula for large x can also ﬁnd its applications under
Solvency II Directive in which a high level of initial capital is required to meet certain obligations.
The rest of this paper is organized as follows. Section 2 gives two main theorems and the corresponding corollaries after
brieﬂy introducing necessary preliminaries. Sections 3 and 4 prove the main results respectively after preparing a series of
lemmas.
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Hereafter, all limit relationships hold as x → ∞ unless stated otherwise. For two positive functions a(·) and b(·), we
write a(x) b(x), or b(x) a(x), if
limsup
x→∞
a(x)
b(x)
 1.
We frequently equip asymptotic relations with certain uniformity, which is a crucial feature of this paper. For example, for
two positive bivariate functions a(·,·) and b(·,·), we say that a(x, t) ∼ b(x, t) holds uniformly for t ∈  = ∅ if
lim
x→∞ supt∈
∣∣∣∣a(x, t)b(x, t) − 1
∣∣∣∣= 0.
2.1. Dependence structure
As mentioned in Section 1, we consider the risk model with Xk , θk , and τk , k = 1,2, . . . , signifying claim sizes, inter-
arrival times, and arrival times, respectively. Denote by (X, θ) the generic random pair of (Xk, θk), k = 1,2, . . . , and by F
and G its marginal distributions which are non-degenerate and supported on [0,∞). The number of claims by time t is
Nt = #{k = 1,2, . . . : τk  t}, t  0,
which forms an ordinary renewal counting process with a ﬁnite mean function
λt = ENt =
∞∑
k=1
Pr(τk  t), t  0.
To avoid triviality, when studying the tail probability of Dt the variable t always takes value from the set
Λ = {t: 0< λt ∞} =
{
t: Pr(θ  t) > 0
}
.
Let t = inf{t: Pr(θ  t) > 0}. It is clear that Λ = [t,∞] if Pr(θ = t) > 0 while Λ = (t,∞] if Pr(θ = t) = 0.
A standing assumption on the dependence structure of (X, θ) in this paper is the following:
(A) There is some measurable function h(t) : [0,∞) → (0,∞) such that relation (1.1) holds uniformly for t ∈ Λ.
Although relation (1.1) is equipped with the uniformity on Λ in assumption (A), it is still fulﬁlled by many commonly-used
bivariate copulas; see Section 3 of Li et al. [17]. In addition, we also need a technique assumption as follows:
(B) Either t ∈ Λ (that is to say, θ has a positive probability at its lower endpoint t), or t /∈ Λ and h(t) is away from 0 in a
right neighborhood of t (that is to say, inft<tt∗ h(t) > 0 for some t∗ > t).
We remark that these assumptions on the dependence structure of (X, θ) are close to minimum for establishing a uniform
asymptotic formula for the tail probability of Dt .
2.2. The class ERV
We assume that the claim-size distribution has the extended-regularly-varying tail. By deﬁnition, a distribution F on
[0,∞) is said to belong to the class ERV if F (x) = 1 − F (x) > 0 for all x and there are some 0 < α  β < ∞ such that the
relation
y−α  lim inf
x→∞
F (xy)
F (x)
 limsup
x→∞
F (xy)
F (x)
 y−β (2.1)
holds for every 0< y < 1. In this case, we write F ∈ ERV(−α,−β). In particular, when α = β relation (2.1) implies that
lim
x→∞
F (xy)
F (x)
= y−α
for every y > 0, and the class ERV(−α,−β) degenerates to the famous class R−α of distributions with regularly-varying
tails.
If F ∈ ERV(−α,−β) for some 0 α  β < ∞, then for every ε > 0 and every b > 1 there is some x0 > 0 such that the
inequalities
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b
(
y−β−ε ∧ y−α+ε) F (xy)
F (x)
 b
(
y−β−ε ∨ y−α+ε) (2.2)
hold whenever x x0 and xy  x0; see Proposition 2.2.3 of Bingham et al. [10]. Inequalities (2.2) are usually called Potter’s
bounds for the class ERV. For every β < β ′ < ∞, by ﬁxing the variable x to x0 and ε < β ′ − β in the ﬁrst inequality of (2.2),
we obtain that
x−β ′ = o(F (x)). (2.3)
2.3. Main results
Suppose that the Lévy process {Rt , t  0} in (1.2) is right continuous with left limit. Let ER1 > 0 so that Rt drifts to ∞
almost surely as t → ∞. The Laplace exponent for {Rt , t  0} is deﬁned as
φ(z) = logEe−zR1 , z ∈ (−∞,∞).
If φ(z) is ﬁnite, then
Ee−zRt = etφ(z) < ∞, t  0.
Using the uniformity of relation (1.1) for t ∈ Λ as required in assumption (A), we have
F (x) =
∞∫
0−
Pr(X > x | θ = t)G(dt) ∼ F (x)Eh(θ)
which means that Eh(θ) = 1. Hence, we can deﬁne a new random variable θ∗ independent of {Xk, k = 1,2, . . .}, {θk, k = 1,
2, . . .} and {Rt , t  0}, with the distribution
G∗(dt) = h(t)G(dt). (2.4)
Utilizing θ∗ , θk , k = 2,3, . . . , as inter-arrival times, we construct a delayed renewal counting process {N∗t , t  0} with claim-
arrival times τ ∗1 = θ∗ and τ ∗k = θ∗ +
∑k
i=2 θi , k = 2,3, . . . . Denote by λ∗t the corresponding mean function of {N∗t , t  0}.
It is easy to see that
λ∗t =
t∫
0−
(1+ λt−u)h(u)G(du), t  0.
The main results of this paper are given below, in which Theorem 2.1 and Corollary 2.1 focus on the asymptotic tail
behavior of Dt deﬁned as (1.2), while Theorem 2.2 and Corollary 2.2 concern the ruin probability ψ(x, t) deﬁned as (1.4).
Theorem 2.1. Consider the stochastic present value of aggregate claims described in relation (1.2) with F ∈ ERV(−α,−β) for some
0< α  β < ∞. If the Laplace exponent of {Rt , t  0} satisﬁes φ(β∗) < 0 for some β∗ > β and assumptions (A) and (B) hold, then it
holds uniformly for t ∈ Λ that
Pr(Dt > x) ∼
t∫
0−
Pr
(
Xe−Rs > x
)
dλ∗s .
Corollary 2.1. Consider the stochastic present value of aggregate claims described in relation (1.2)with F ∈R−α for some 0<α < ∞.
If the Laplace exponent of {Rt , t  0} satisﬁes φ(α∗) < 0 for some α∗ > α and assumptions (A) and (B) hold, then it holds uniformly
for t ∈ Λ that
Pr(Dt > x) ∼ F (x)
t∫
0−
e−sφ(α) dλ∗s . (2.5)
Theorem 2.2. Under the conditions of Theorem 2.1, it holds uniformly for t ∈ Λ that
ψ(x, t) ∼
t∫
0−
Pr
(
Xe−Rs > x
)
dλ∗s .
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Corollary 2.2. Under the conditions of Corollary 2.1, it holds uniformly for t ∈ Λ that
ψ(x, t) ∼ F (x)
t∫
0−
e−sφ(α) dλ∗s . (2.6)
In particular, taking t = ∞ in relations (2.5) and (2.6), we obtain the more transparent asymptotic formulas for the tail
probability of D∞ and the ultimate ruin probability ψ(x,∞):
Pr(D∞ > x) ∼ ψ(x,∞) ∼ F (x)Eh(θ)e
φ(α)θ
1− Eeφ(α)θ .
3. Proofs of Theorem 2.1 and Corollary 2.1
3.1. Lemmas
In this subsection we establish a series of lemmas which are very helpful in the proofs of Theorem 2.1 and Corollary 2.1.
We begin with a connection between the distributions of τk and τ ∗k .
Lemma 3.1. Under the conditions of Theorem 2.1, for all t ∈ Λ and all k = 1,2, . . . , there is some constant 0< L < ∞ such that
Pr(τk  t) L Pr
(
τ ∗k  t
)
. (3.1)
Proof. It follows from relation (2.4) that the probability measures G and G∗ are equivalent, which implies
Pr(τk  t) = 0 ⇐⇒ Pr
(
τ ∗k  t
)= 0, k = 1,2, . . . .
If Pr(τk  t) = Pr(τ ∗k  t) = 0, then the assertion holds trivially for any 0< L < ∞. Hence, we only need to consider the case
in which both sides of relation (3.1) are positive. By assumption (B), there is some constant t∗ , which is equal to t if t ∈ Λ,
or is larger than t such that h(s) is away from 0 for s ∈ [t, t∗] if t /∈ Λ. It holds for all t ∈ Λ and all k = 1,2, . . . that
Pr(τk  t)
Pr(τ ∗k  t)
=
∫ t
t− Pr(τk−1  t − s)G(ds)∫ t
t− Pr(τk−1  t − s)h(s)G(ds)

∫ t∧t∗
t− Pr(τk−1  t − s)G(ds) +
∫ t
t∧t∗ Pr(τk−1  t − s)G(ds)1(t>t∗)∫ t∧t∗
t− Pr(τk−1  t − s)h(s)G(ds)

(
inf
s∈[t,t∗]h(s)
)−1 + G(t∗)∫ t∗
t− h(s)G(ds)
1(t>t∗)

(
inf
s∈[t,t∗]h(s)
)−1 + 1
Eh(θ)1(θt∗)
 L.
This ends the proof of Lemma 3.1. 
We next derive some useful asymptotic formulas, and the merit of these results is the uniformity for t ∈ Λ. The notations
a(x, t) / / ∼ / = O (1)/ = o(1)b(x, t) will still be used even though the two sides of these relations could be equal to 0
simultaneously because of the existence of indicator functions 1(τkt) or 1(τ ∗kt) , k = 1,2, . . . , t ∈ Λ. For such occasions,
all these notations should be simply understood as a(x, t) = b(x, t) = 0. Therefore, whenever a(x, t)/b(x, t) appears in the
proofs below, both a(x, t) and b(x, t) are assumed to be positive. Doing so will greatly simplify our presentation without
affecting the ﬁnal results. Moreover, for the conciseness on expression, we introduce an auxiliary random variable X∗ which
is identically distributed to X and independent of θ∗ , {Xk, k = 1,2, . . .}, {θk, k = 1,2, . . .} and {Rt , t  0}. Denote by
{X∗k , k = 1,2, . . .} the i.i.d. copies of X∗ .
Lemma 3.2. Under the conditions of Theorem 2.1, for every k = 1,2, . . . , it holds uniformly for t ∈ Λ that
F (x)Pr(τk  t) LF (x)Pr
(
τ ∗k  t
)= O (1)Pr(X∗k e−Rτ∗k 1(τ ∗kt) > x),
where the constant L is speciﬁed in Lemma 3.1.
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−Rτ∗k 1(τ ∗kt) > x). Choose some 0 < ε < α ∧ (β∗ − β). By
the ﬁrst inequality of (2.2), there is some x0 > 0 such that
F (xy) (1+ ε)F (x)(y−α+ε ∧ y−β−ε) (3.2)
holds whenever x> x0 and xy > x0. Then, for all x> x0 and all t ∈ Λ, we have
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
 Pr
(
X∗k e
−Rτ∗k > x, τ ∗k  t,e
−Rτ∗k  x
x0
)
=
t∫
0−
x/x0∫
0−
F (x/r)Pr
(
e−Rs ∈ dr)Pr(τ ∗k ∈ ds)
 (1+ ε)F (x)
t∫
0−
x/x0∫
0−
(
rα−ε ∧ rβ+ε)Pr(e−Rs ∈ dr)Pr(τ ∗k ∈ ds)
= (1+ ε)F (x)E(e−(α−ε)Rτ∗k ∧ e−(β+ε)Rτ∗k )1(τ ∗kt)
− (1+ ε)F (x)E(e−(α−ε)Rτ∗k ∧ e−(β+ε)Rτ∗k )1
(τ ∗kt, e
−Rτ∗k >x/x0)
, (3.3)
where we used (3.2) at the third step. Denote by I(x,k, t) the second term on the right-hand side of (3.3). Using Hölder’s
inequality, Chebyshev’s inequality, and φ(β∗) < 0, we have, for all x> x0 and all t ∈ Λ,
I(x,k, t) (1+ ε)F (x)
t∫
0−
Ee−(β+ε)Rs1(e−Rs>x/x0) Pr
(
τ ∗k ∈ ds
)
 (1+ ε)F (x)
t∫
0−
(
Ee−β∗Rs
)(β+ε)/β∗(
Pr
(
e−Rs > x/x0
))1−(β+ε)/β∗
Pr
(
τ ∗k ∈ ds
)
 (1+ ε)F (x)
t∫
0−
(
Ee−β∗Rs
)(β+ε)/β∗(
x−β∗xβ
∗
0 Ee
−β∗Rs)1−(β+ε)/β∗ Pr(τ ∗k ∈ ds)
= (1+ ε)xβ∗−β−ε0 x−(β
∗−β−ε)F (x)
t∫
0−
esφ(β
∗) Pr
(
τ ∗k ∈ ds
)
 (1+ ε)xβ∗−β−ε0 x−(β
∗−β−ε)F (x)Pr
(
τ ∗k  t
)
.
Plugging this estimate into (3.3), we obtain that, for all x> x0 and all t ∈ Λ,
F (x)Pr(τ ∗k  t)
Pr(X∗k e
−Rτ∗k 1(τ ∗kt) > x)
 J (k, t)
(1+ ε)[1− xβ∗−β−ε0 x−(β∗−β−ε) J (k, t)]
,
where
J (k, t) = Pr(τ
∗
k  t)
E(e
−(α−ε)Rτ∗k ∧ e−(β+ε)Rτ∗k )1(τ ∗kt)
.
It remains to prove that there is some constant 0 < Ck < ∞ such that J (k, t)  Ck holds for all t ∈ Λ. To this purpose,
choose some large Tk ∈ Λ such that
Pr
(
τ ∗k > Tk
)
 Pr
(
τ ∗k  Tk
)
.
Additionally, notice that Pr(sups∈[0,Tk] Rs = ∞) = 0, which implies
inf
s∈[0,Tk]
E
(
e−(α−ε)Rs ∧ e−(β+ε)Rs) E(e−(α−ε) sups∈[0,Tk ] Rs ∧ e−(β+ε) sups∈[0,Tk ] Rs)> 0.
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J (k, t)
∫ t∧Tk
0− Pr(τ
∗
k ∈ ds) +
∫ t
t∧Tk Pr(τ
∗
k ∈ ds)1(t>Tk)∫ t∧Tk
0− E(e−(α−ε)Rs ∧ e−(β+ε)Rs )Pr(τ ∗k ∈ ds)
 1
infs∈[0,Tk] E(e−(α−ε)Rs ∧ e−(β+ε)Rs )
(
1+ Pr(τ
∗
k > Tk)1(t>Tk)
Pr(τ ∗k  Tk)
)
.
 2
infs∈[0,Tk] E(e−(α−ε)Rs ∧ e−(β+ε)Rs )
 Ck.
This ends the proof of Lemma 3.2. 
Lemma 3.3. Under the conditions of Theorem 2.1, there is some positive function a(x) fulﬁlling a(x) → ∞ and a(x) = o(x) such that,
for every k = 1,2, . . . and uniformly for t ∈ Λ,
Pr
(
e
−Rτ∗k 1(τ ∗kt) > a(x)
)= o(1)Pr(X∗k e−Rτ∗k 1(τ ∗kt) > x),
and
Pr
(
e−Rτk 1(τkt) > a(x)
)= o(1)Pr(X∗k e−Rτ∗k 1(τ ∗kt) > x).
Proof. We only prove the ﬁrst relation, then the second one follows from the same way. Let a(x) = x/ ln x which fulﬁlls
a(x) → ∞ and a(x) = o(x) obviously. Choose some 0< ε < β∗ − β . By Chebyshev’s inequality, relation (2.3), and Lemma 3.2,
we have, for every k = 1,2, . . . and uniformly for t ∈ Λ,
Pr
(
e
−Rτ∗k 1(τ ∗kt) > x/ ln x
)
 (ln x)β∗x−β∗
t∫
0−
Ee−β∗Rs Pr
(
τ ∗k ∈ ds
)= o(1)F (x)(ln x)β∗x−(β∗−β−ε) Pr(τ ∗k  t)
= o(1)Pr(X∗k e−Rτ∗k 1(τ ∗kt) > x).
This ends the proof of Lemma 3.3. 
Lemma 3.4. Under the conditions of Theorem 2.1, for every k = 1,2, . . . and every 0< y < 1, it holds uniformly for t ∈ Λ that
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > yx
)
 y−β Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
.
Proof. Let a(x) be the function speciﬁed in Lemma 3.3. It is clear that
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > yx
)= Pr(X∗k e−Rτ∗k > yx, τ ∗k  t,e−Rτ∗k > a(x))+ Pr(X∗k e−Rτ∗k > yx, τ ∗k  t,e−Rτ∗k  a(x))
= I1(x,k, t) + I2(x,k, t).
By Lemma 3.3, it holds uniformly for t ∈ Λ that
I1(x,k, t) Pr
(
e
−Rτ∗k 1(τ ∗kt) > a(x)
)= o(1)y−β Pr(X∗k e−Rτ∗k 1(τ ∗kt) > x). (3.4)
On the other hand, by relation (2.1) and noticing that a(x) = o(x), it holds uniformly for t ∈ Λ that
I2(x,k, t) =
t∫
0−
a(x)∫
0−
F (yx/r)Pr
(
e−Rs ∈ dr)Pr(τ ∗k ∈ ds) y−β
t∫
0−
a(x)∫
0−
F (x/r)Pr
(
e−Rs ∈ dr)Pr(τ ∗k ∈ ds)
 y−β Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
. (3.5)
A combination of (3.4) and (3.5) ends the proof of Lemma 3.4. 
Lemma 3.5. Under the conditions of Theorem 2.1, for every k = 1,2, . . . , it holds uniformly for t ∈ Λ that
Pr
(
Xke
−Rτk 1(τkt) > x
)∼ Pr(X∗k e−Rτ∗k 1(τ ∗kt) > x). (3.6)
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a(x) or not, we split the probability on the left-hand side of (3.6) into two parts as
Pr
(
Xke
−Rτk 1(τkt) > x
)= I1(x,k, t) + I2(x,k, t).
For I1(x,k, t), using Lemma 3.3 leads to that, uniformly for t ∈ Λ,
I1(x,k, t) Pr
(
e−Rτk 1(τkt) > a(x)
)= o(1)Pr(X∗k e−Rτ∗k 1(τ ∗kt) > x). (3.7)
On the other hand, it holds uniformly for t ∈ Λ that
I2(x,k, t) =
t∫
0−
t−v∫
0−
a(x)∫
0−
Pr(Xk > x/r | θk = v)Pr
(
e−Ru+v ∈ dr)Pr(τk−1 ∈ du)Pr(θk ∈ dv)
∼
t∫
0−
t−v∫
0−
Pr
(
X∗e−Ru+v > x,e−Ru+v  a(x)
)
Pr(τk−1 ∈ du)h(v)Pr(θk ∈ dv)
=
t∫
0−
t−v∫
0−
Pr
(
X∗e−Ru+v > x,e−Ru+v  a(x)
)
Pr(τk−1 ∈ du)Pr
(
θ∗ ∈ dv)
= Pr(X∗k e−Rτ∗k 1(τ ∗kt) > x)− Pr(X∗k e−Rτ∗k 1(τ ∗kt) > x,e−Rτ∗k > a(x))
∼ Pr(X∗k e−Rτ∗k 1(τ ∗kt) > x), (3.8)
where we used assumption (A) at the second step and applied Lemma 3.3 again to neglect the second term at the fourth
step. A combination of (3.7) and (3.8) ends the proof of Lemma 3.5. 
Lemma 3.6. Under the conditions of Theorem 2.1, for every positive integer pair (k, j) with k < j, it holds uniformly for t ∈ Λ that
Pr
(
Xke
−Rτk 1(τkt) > x, X je
−Rτ j 1(τ jt) > x
)= o(1)(Pr(X∗k e−Rτ∗k 1(τ ∗kt) > x)+ Pr(X∗j e−Rτ∗j 1(τ ∗j t) > x)).
Proof. As in the proofs of Lemma 3.4 and Lemma 3.5, we have, uniformly for t ∈ Λ,
Pr
(
Xke
−Rτk 1(τkt) > x, X je
−Rτ j 1(τ jt) > x
)
 Pr
(
Xke
−Rτk > x, X je−Rτ j > x, τ j  t,e−Rτ j  a(x)
)+ Pr(τ j  t,e−Rτ j > a(x))
= I(x,k, j, t) + o(1)Pr(X∗j e−Rτ∗j 1(τ ∗j t) > x), (3.9)
where a(x) is the function speciﬁed in Lemma 3.3 and we used Lemma 3.3 at the last step. For I(x,k, j, t), it holds uniformly
for t ∈ Λ that
I(x, t) Pr
(
Xke
−Rτk > x, X j > x/a(x), τk  t
)= Pr(X j > x/a(x))Pr(Xke−Rτk > x, τk  t)
= o(1)Pr(X∗k e−Rτ∗k 1(τ ∗kt) > x), (3.10)
where we used Lemma 3.5 at the last step. Plugging (3.10) into (3.9) ends the proof of Lemma 3.6. 
The next two lemmas constitute the main component of the proof of Theorem 2.1.
Lemma 3.7. Under the conditions of Theorem 2.1, for every n = 1,2, . . . , it holds uniformly for t ∈ Λ that
Pr
(
n∑
k=1
Xke
−Rτk 1(τkt) > x
)
∼
n∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
. (3.11)
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Pr
(
n∑
k=1
Xke
−Rτk 1(τkt) > x
)
 Pr
(
n⋃
k=1
(
Xke
−Rτk 1(τkt) > (1− ε)x
))
+ Pr
(
n∑
k=1
Xke
−Rτk 1(τkt) > x,
n⋂
k=1
(
Xke
−Rτk 1(τkt)  (1− ε)x
))
= I1(x,n, t) + I2(x,n, t). (3.12)
By Lemma 3.5 and Lemma 3.4, it holds uniformly for t ∈ Λ that
I1(x,n, t)
n∑
k=1
Pr
(
Xke
−Rτk 1(τkt) > (1− ε)x
)
 (1− ε)−β
n∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
. (3.13)
For I2(x, t), letting ε be small enough, we have, uniformly for t ∈ Λ,
I2(x,n, t) = Pr
(
n⋃
j=1
(
X je
−Rτ j 1(τ jt) >
x
n
)
,
n∑
k=1
Xke
−Rτk 1(τkt) > x,
n⋂
k=1
(
Xke
−Rτk 1(τkt)  (1− ε)x
))

n∑
j=1
Pr
(
X je
−Rτ j 1(τ jt) >
x
n
,
n∑
k=1,k = j
Xke
−Rτk 1(τkt) > εx
)

n∑
j=1
n∑
k=1,k = j
Pr
(
X je
−Rτ j 1(τ jt) >
εx
n
, Xke
−Rτk 1(τkt) >
εx
n
)
= o(1)
n∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
, (3.14)
where we used Lemmas 3.6 and 3.4 at the last step. Plugging (3.13) and (3.14) into (3.12), and noticing the arbitrariness
of ε, we obtain the “” version of (3.11).
On the other hand, it is clear that, uniformly for t ∈ Λ,
Pr
(
n∑
k=1
Xke
−Rτk 1(τkt) > x
)
 Pr
(
n⋃
k=1
(
Xke
−Rτk 1(τkt) > x
))

n∑
k=1
Pr
(
Xke
−Rτk 1(τkt) > x
)
−
∑
1k< jn
Pr
(
Xke
−Rτk 1(τkt) > x, X je
−Rτ j 1(τ jt) > x
)
∼
n∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
,
where we used Lemma 3.5 and Lemma 3.6 at the last step. This proves the “” version of (3.11), and hence completes the
proof of Lemma 3.7. 
Lemma 3.8. Under the conditions of Theorem 2.1, we have
lim
n→∞ limsupx→∞
sup
t∈Λ
Pr(
∑∞
k=n+1 Xke
−Rτk 1(τkt) > x)
Pr(X∗e−Rθ∗ 1(θ∗t) > x)
= 0.
Proof. Choose some 0 < ε < α ∧ (β∗ − β). By relation (2.2) and assumption (A), there is some x0 such that, for x > x0, the
relation
F (xy) (1+ ε)F (x)(y−α+ε ∨ y−β−ε) (3.15)
holds whenever xy > x0, and the relation
Pr(X > x|θ = t) (1+ ε)Pr(X > x)h(t) (3.16)
holds uniformly for t ∈ Λ. Choose n large enough so that ∑∞k=n+1 1/k2  1. We have
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( ∞∑
k=n+1
Xke
−Rτk 1(τkt) > x
)
 Pr
( ∞∑
k=n+1
Xke
−Rτk 1(τkt) >
∞∑
k=n+1
x
k2
)
 Pr
( ∞⋃
k=n+1
(
Xke
−Rτk 1(τkt) >
x
k2
))

∞∑
k=n+1
Pr
(
Xke
−Rτk 1(τkt) >
x
k2
,e−Rτk > x
k2x0
)
+
∞∑
k=n+1
Pr
(
Xke
−Rτk 1(τkt) >
x
k2
,e−Rτk  x
k2x0
)
=
∞∑
k=n+1
(
I1(x,k, t) + I2(x,k, t)
)
.
Using Chebyshev’s inequality, Hölder’s inequality, and relation (2.3), we obtain that, uniformly for t ∈ Λ,
I1(x,k, t) Pr
(
e−Rτk 1(τkt) >
x
k2x0
)
 xβ+ε0 x
−β−εk2(β+ε)Ee−(β+ε)Rτk 1(τkt)
 xβ+ε0 x
−β−εk2(β+ε)
(
Ee−β
∗Rτk
)(β+ε)/β∗(
Pr(τk  t)
)1−(β+ε)/β∗
= o(1)F (x)k2(β+ε)(Ee−β∗Rτk )(β+ε)/β∗(Pr(τk  t))1−(β+ε)/β∗ .
It is clear that Pr(τk  t) (G(t))k and Rτk
d=∑ki=1 Rθi with i.i.d. summands. For k large enough so that k(1−(β+ε)/β∗) > 1,
it holds uniformly for t ∈ Λ that
I1(x,k, t) = o(1)F (x)G(t)k2(β+ε)
(
Eeφ(β
∗)θ )k(β+ε)/β∗(G(t))k(1−(β+ε)/β∗)−1
= o(1)F (x)G(t)k2(β+ε)(Eeφ(β∗)θ )k(β+ε)/β∗ .
Hence, using Lemma 3.2 and noticing that 0< Eeφ(β
∗)θ < 1, we have
lim
n→∞ limsupx→∞
sup
t∈Λ
∑∞
k=n+1 I1(x, t,k)
Pr(X∗e−Rθ∗ 1(θ∗t) > x)
= 0. (3.17)
On the other hand, using relations (3.15) and (3.16), we have, uniformly for t ∈ Λ,
I2(x,k, t) =
t∫
0−
t−v∫
0−
x
k2x0∫
0−
Pr
(
Xk >
x
k2r
∣∣∣ θk = v
)
Pr
(
e−Ru+v ∈ dr)Pr(τk−1 ∈ du)Pr(θk ∈ dv)
 (1+ ε)2F (x)
t∫
0−
t−v∫
0−
x
k2x0∫
0−
(
k2(α−ε)rα−ε ∨ k2(β+ε)rβ+ε)
× Pr(e−Ru+v ∈ dr)Pr(τk−1 ∈ du)Pr(θ∗ ∈ dv)
 (1+ ε)2F (x)k2(β+ε)(Ee−(α−ε)Rτ∗k 1(τ ∗kt) + Ee−(β+ε)Rτ∗k 1(τ ∗kt))
= I21(x,k, t) + I22(x,k, t).
For I21(x,k, t), using Hölder’s inequality and noticing that Pr(τ ∗k  t) (G(t))k−1 and Rτ ∗k
d= Rθ∗ +∑k−1i=1 Rθi , we have
I21(x,k, t) (1+ ε)2F (x)k2(β+ε)
(
Ee
−β∗Rτ∗k )(α−ε)/β∗(Pr(τ ∗k  t))1−(α−ε)/β∗
 (1+ ε)2F (x)G(t)k2(β+ε)(Eeφ(β∗)θ )(k−1)(α−ε)/β∗ ,
which implies that
lim
n→∞ limsupx→∞
sup
t∈Λ
∑∞
k=n+1 I21(x, t,k)
Pr(X∗e−Rθ∗ 1(θ∗t) > x)
= 0. (3.18)
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lim
n→∞ limsupx→∞
sup
t∈Λ
∑∞
k=n+1 I22(x, t,k)
Pr(X∗e−Rθ∗ 1(θ∗t) > x)
= 0. (3.19)
A combination of (3.17)–(3.19) ends the proof of Lemma 3.8. 
Going along the same lines of the proof of Lemma 3.8 with some obvious modiﬁcations, one can easily obtain that
lim
n→∞ limsupx→∞
sup
t∈Λ
∑∞
k=n+1 Pr(X∗k e
−Rτ∗k 1(τ ∗kt) > x)
Pr(X∗e−Rθ∗ 1(θ∗t) > x)
= 0. (3.20)
The following lemma is prepared for the proof of Corollary 2.1:
Lemma 3.9. Under the conditions of Corollary 2.1, for every k = 1,2, . . . , it holds uniformly for t ∈ Λ that
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)∼ F (x)
t∫
0−
e−sφ(α) Pr
(
τ ∗k ∈ ds
)
. (3.21)
Proof. Since F ∈R−α , by Lemma 4.3 of Tang et al. [28], relation (3.21) holds locally uniformly for t ∈ ΛT  [0, T ] ∩ Λ for
every T ∈ Λ. Further, by Breiman’s theorem (see Breiman [12]), relation (3.21) holds for t = ∞ ﬁxed, which means that
Pr
(
X∗k e
−Rτ∗k > x
)∼ F (x)
∞∫
0−
e−sφ(α) Pr
(
τ ∗k ∈ ds
)
. (3.22)
For every 0< δ < 1, choose some large T0 ∈ Λ such that
∞∫
T0
e−sφ(α) Pr
(
τ ∗k ∈ ds
)
 δ
T0∫
0−
e−sφ(α) Pr
(
τ ∗k ∈ ds
)
. (3.23)
Hence, by the local uniformity of relation (3.21) for t ∈ ΛT0 and relation (3.23), it holds uniformly for t > T0 that
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
 Pr
(
X∗k e
−Rτ∗k 1(τ ∗kT0) > x
)∼ F (x)
( t∫
0−
−
t∫
T0
)
e−sφ(α) Pr
(
τ ∗k ∈ ds
)
 (1− δ)F (x)
t∫
0−
e−sφ(α) Pr
(
τ ∗k ∈ ds
)
. (3.24)
On the other hand, by relation (3.22) and (3.23), we have, uniformly for t > T0,
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
 Pr
(
X∗k e
−Rτ∗k > x
)∼ F (x)
( t∫
0−
+
∞∫
t
)
e−sφ(α) Pr
(
τ ∗k ∈ ds
)
 (1+ δ)F (x)
t∫
0−
e−sφ(α) Pr
(
τ ∗k ∈ ds
)
. (3.25)
Combining (3.24) with (3.25) and noticing the arbitrariness of δ, we obtain the uniformity of relation (3.21) for t > T0, and
hence complete the proof of Lemma 3.9. 
3.2. Proof of Theorem 2.1
For every 0< δ < 1, by Lemma 3.8 and relation (3.20), there is some large integer n0 such that, uniformly for t ∈ Λ,
Pr
( ∞∑
Xke
−Rτk 1(τkt) > x
)
+
∞∑
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
 δ Pr
(
X∗e−Rθ∗ 1(θ∗t) > x
)
. (3.26)k=n0+1 k=n0+1
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Pr
( ∞∑
k=1
Xke
−Rτk 1(τkt) > x
)
 Pr
( n0∑
k=1
Xke
−Rτk 1(τkt) > x
)
∼
( ∞∑
k=1
−
∞∑
k=n0+1
)
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
 (1− δ)
∞∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
. (3.27)
On the other hand, for every 0< ε < 1, by Lemmas 3.7, 3.4, and relation (3.26), we have, uniformly for t ∈ ΛT ,
Pr
( ∞∑
k=1
Xke
−Rτk 1(τkt) > x
)
 Pr
( n0∑
k=1
Xke
−Rτk 1(τkt) > (1− ε)x
)
+ Pr
( ∞∑
k=n0+1
Xke
−Rτk 1(τkt) > εx
)
 (1− ε)−β
n0∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)+ δε−β Pr(X∗e−Rθ∗ 1(θ∗t) > x)

(
(1− ε)−β + δε−β) ∞∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
. (3.28)
Combining (3.27) with (3.28) and noticing the arbitrariness of δ and ε, we obtain that, uniformly for t ∈ Λ,
Pr(Dt > x) ∼
∞∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)=
t∫
0−
Pr
(
Xe−Rs > x
)
dλ∗s .
This ends the proof of Theorem 2.1.
3.3. Proof of Corollary 2.1
For every 0< δ < 1, by relation (3.20) and Lemma 3.9, there is some large integer n0 such that, uniformly for t ∈ Λ,
∞∑
k=n0+1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
 δF (x)
t∫
0−
e−sφ(α) Pr
(
θ∗ ∈ ds). (3.29)
Using Lemma 3.9 and relation (3.29), we obtain that, uniformly for t ∈ Λ,
∞∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)

n0∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)∼
( ∞∑
k=1
−
∞∑
k=n0+1
)
F (x)
t∫
0−
e−sφ(α) Pr
(
τ ∗k ∈ ds
)
 (1− δ)F (x)
t∫
0−
e−sφ(α) dλ∗s . (3.30)
Similarly, we also have, uniformly for t ∈ Λ,
∞∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)=
( n0∑
k=1
+
∞∑
k=n0+1
)
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
 (1+ δ)F (x)
t∫
0−
e−sφ(α) dλ∗s . (3.31)
Combining (3.30) with (3.31) and noticing the arbitrariness of δ, we obtain that, uniformly for t ∈ Λ,
∞∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)∼ F (x)
t∫
0−
e−sφ(α) dλ∗s .
This together with Theorem 2.1 completes the proof of Corollary 2.1.
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4.1. Lemmas
Lemma 4.1 below is due to Lemma 2.1 of Maulik and Zwart [19].
Lemma 4.1. Consider the exponential functional of the Lévy process {Rt , t  0} deﬁned as Z =
∫∞
0 e
−Rt dt. For every v > 0 such that
φ(v) < 0, it holds that EZ v < ∞.
Similar as Lemma 3.8, we have the following:
Lemma 4.2. Under the conditions of Theorem 2.1, for every T ∈ Λ, we have
lim
n→∞ limsupx→∞
sup
t∈ΛT
Pr(
∑∞
k=n+1 Z1(τkt) > x)
Pr(X∗e−Rθ∗ 1(θ∗t) > x)
= 0. (4.1)
Proof. As in the proof of Lemma 3.8, choose n large enough so that
∑∞
k=n+1 1/k2  1. Then it is clear that
Pr
( ∞∑
k=n+1
Z1(τkt) > x
)
 Pr
( ∞∑
k=n+1
Z1(τkt) >
∞∑
k=n+1
x
k2
)

∞∑
k=n+1
Pr
(
Z1(τkt) >
x
k2
)
.
For some 0< ε < β∗ − β , using Chebyshev’s inequality and Hölder’s inequality leads to that
Pr
( ∞∑
k=n+1
Z1(τkt) > x
)
 x−(β+ε)
∞∑
k=n+1
k2(β+ε)
(
EZβ
∗)(β+ε)/β∗(
G(t)
)k(1−(β+ε)/β∗)
.
Recalling relation (2.3) and Lemma 3.2, and noticing that t ∈ ΛT and EZβ∗ < ∞ stated in Lemma 4.1, we have, uniformly
for t ∈ ΛT ,
Pr
( ∞∑
k=n+1
Z1(τkt) > x
)
= o(1)Pr(X∗e−Rθ∗ 1(θ∗t) > x) ∞∑
k=n+1
k2(β+ε)
(
G(T )
)k(1−(β+ε)/β∗)−1
,
which implies relation (4.1). 
4.2. Proof of Theorem 2.2
It follows from (1.3) and (1.4) that
ψ(x, t) = Pr
(
sup
s∈[0,t]
(
Ds −
s∫
0
c(u)e−Ru du
)
> x
)
.
By Theorem 2.1, it holds uniformly for t ∈ Λ that
ψ(x, t) Pr(Dt > x) ∼
t∫
0−
Pr
(
Xe−Rs > x
)
dλ∗s . (4.2)
Next, we focus on the asymptotic lower bound of ψ(x, t) with the required uniformity for t ∈ Λ. Choose some T ∈ Λ.
For every δ > 0, by relation (3.20) and Lemma 4.2, there is some large integer n0 such that, uniformly for t ∈ ΛT ,
∞∑
k=n0+1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)+ Pr
( ∞∑
k=n0+1
Z1(τkt) > x
)
 δ Pr
(
X∗e−Rθ∗ 1(θ∗t) > x
)
. (4.3)
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ψ(x, t) Pr
(
DτNt
−
τNt∫
0
c(u)e−Ru du > x
)
= Pr
( ∞∑
k=1
(
Xke
−Rτk −
τk∫
τk−1
c(u)e−Rudu
)
1(τkt) > x
)
 Pr
( ∞∑
k=1
(
Xke
−Rτk − MZ)1(τkt) > x
)
 Pr
( n0∑
k=1
Xke
−Rτk 1(τkt) > (1+ 2ε)x
)
− Pr
( n0∑
k=1
Z1(τkt) >
εx
M
)
− Pr
( ∞∑
k=n0+1
Z1(τkt) >
εx
M
)
= I1(x, t) − I2(x, t) − I3(x, t).
Using Lemmas 3.7, 3.4, and relation (4.3), we have, uniformly for t ∈ ΛT ,
I1(x, t) (1+ 2ε)−β
( ∞∑
k=1
−
∞∑
k=n0+1
)
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
 (1+ 2ε)−β(1− δ)
∞∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
. (4.4)
For I2(x, t), we have
I2(x, t) Pr
( n0⋃
k=1
(
Z1(τkt) >
εx
Mn0
))
 Pr
(
Z >
εx
Mn0
) n0∑
k=1
Pr(τk  t).
Using Chebyshev’s inequality to Pr(Z > εx/(Mn0)), and then recalling relation (2.3), Lemmas 4.1, and 3.2, we obtain that,
uniformly for t ∈ ΛT ,
I2(x, t) = o(1)Pr
(
X∗e−Rθ∗ 1(θ∗t) > x
)
. (4.5)
Moreover, by relation (4.3) and Lemma 3.4, it holds uniformly for t ∈ ΛT that
I3(x, t) δMβε−β Pr
(
X∗e−Rθ∗ 1(θ∗t) > x
)
. (4.6)
A combination of (4.4), (4.5), and (4.6) gives that, uniformly for t ∈ ΛT ,
ψ(x, t)
(
(1+ 2ε)−β(1− δ) − δMβε−β) ∞∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
.
Noticing the arbitrariness of δ and ε, we obtain that, uniformly for t ∈ ΛT ,
ψ(x, t)
t∫
0−
Pr
(
Xe−Rs > x
)
dλ∗s . (4.7)
Finally, we derive the uniformity of relation (4.7) for t > T . It is obvious that
ψ(x, t) Pr(Dt − MZ > x) Pr
( n0∑
k=1
Xke
−Rτk 1(τkt) > (1+ ε)x
)
− Pr
(
Z >
εx
M
)
= J1(x, t) + J2(x).
As in dealing with I1(x, t), we have, uniformly for t > T ,
J1(x, t) (1+ ε)−β(1− δ)
∞∑
k=1
Pr
(
X∗k e
−Rτ∗k 1(τ ∗kt) > x
)
. (4.8)
For J2(x), by Chebyshev’s inequality, relation (2.3), Lemmas 4.1 and 3.2, it holds uniformly for t > T that
J2(x) = o(1)Pr
(
X∗e−Rθ∗ 1(θ∗T ) > x
)= o(1)Pr(X∗e−Rθ∗ 1(θ∗t) > x). (4.9)
Combining (4.8) with (4.9) and noticing the arbitrariness of δ and ε, we obtain the uniformity of relation (4.7) for t > T .
Hence, relation (4.7) holds uniformly for t ∈ Λ. This together with relation (4.2) completes the proof of Theorem 2.2.
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