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For every q ∈ N we deﬁne a class function on ﬁnite symmetric
groups, which generalizes the sign character. We show that this
class function is a generalized character. In case q a prime we de-
termine all its irreducible constituents. As an application we show
that a certain inner product on the representation ring of a sym-
metric group can be evaluated for Young modules by the aid of this
class function.
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Let π ∈ Sn and π = π1 . . .πl a decomposition of π into disjoint cycles. For q ∈ N we set zq(π) :=
|{i: q | |πi |, 1  i  l}|. Thus, zq(π) is the number of cycles of π of length divisible by q. Now, we
deﬁne the class function sgnqn : Sn → Z by putting
sgnqn(π) := (1− q)zq(π).
We call sgnqn the q-sign or generalized sign. Obviously, sgn
1
n is the zero class function, and sgn
2
n is the
sign character, sgn, of Sn . The last observation gives reason for the chosen name. The aim of this
paper is to show the following results on sgnqn .
Theorem 1. The generalized sign is a generalized character.
Theorem 2. For q a prime, each irreducible constituent of sgnqn occurs with multiplicity ±1.
In addition, we will determine the set of irreducible constituents of the q-sign for q a prime, see
Theorem 4. Finally, we give an application of the generalized sign in modular representation theory.
Therefore, let (K , R,k) be a p-modular system. For two modules M and N we denote by [M⊗N : P (k)]
the multiplicity of the projective cover of the trivial module, P (k), as a direct summand in a direct
decomposition of M ⊗ N into indecomposable modules.
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38 J. Orlob / Journal of Algebra 348 (2011) 37–48Theorem 3. Let M and N be direct sums of Young modules. Then
(
χMχN , sgn
p
n
)
Sn =
[
M ⊗ N : P (k)],
where χM and χN are the ordinary characters of the lifts of M and N.
This paper is organized as follows. Notations and background material of representation theory are
presented in Section 1. In Section 2 we prove Theorem 1. Section 3 contains a proof of Theorem 2
and a more detailed statement on the constituents of sgnqn for q a prime. In the last section we will
prove Theorem 3.
1. Preliminaries
Throughout this paper Sn denotes the symmetric group on n letters, G a ﬁnite group and q an
arbitrary but ﬁxed natural number. We shall brieﬂy establish some standard terms and notations.
A partition λ = [λ1, . . . , λl] of n, denoted by λ  n, is a ﬁnite sequence of positive integers, such that
λ1  λ2  · · · λl and ∑li=1 λi = n. We call l(λ) := l the length of λ. The Young diagram corresponding
to λ is
[λ] := {(i, j) ∈ N × N: j  λi}.
The transposed partition λ′ of λ is given by deﬁning its corresponding Young diagram to be [λ′] :=
{(i, j) ∈ N × N: i  λ j}. We say (i, j) is an addable node for λ, if [λ] ∪ {(i, j)} = [μ] for a μ  n + 1.
If [λ] \ {(i, j)} = [ν] for some ν  n − 1, we say (i, j) is a removable node of λ. A node (i, λi) is called
an end node of λ. We call Hλi, j := {(x, y) ∈ [λ]: x = i, y  j or x  i, y = j} a hook. If |Hλi, j| = q,
we call Hλi, j a q-hook. We say λ is a q-core, if λ does not have any q-hooks. We can associate
to λ an unique q-core by stripping off all q-rim hooks of λ, cf. Section 2.7 in [5]. We denote the
q-core corresponding to λ by q-core(λ) or core(λ). By res(i, j) := j − i mod q we denote the q-
residue of (i, j), assuming that 0 res(i, j) q − 1. We call res(i, λi) an end residue of λ and we put
res(λ) := (res(1, λ1), . . . , res(l, λl)). The q-content of λ is given by cont(λ) := (m0, . . . ,mq−1), where
mi := |{(x, y) ∈ [λ]: res(x, y) = i}|. Since q is ﬁxed we will sometimes say residue instead of q-residue,
content instead of q-content and core instead of q-core. There are two important orders on the set of
partitions, the lexicographic order, denoted by , and the dominance order, denoted by . Finally, by
Sλ := Sλ1 × · · · × Sλl we denote a Young subgroup of Sn corresponding to λ.
Now we gather some notations and facts from modular representation theory. Let p be a prime
and let (K , R,k) be a p-modular system. In this paper we shall only consider ﬁnitely generated left
modules. The contravariant dual of a kG-module M is denoted by M∗ . We call M self-dual, if M ∼= M∗ .
For two kG-modules M and N the tensor product M ⊗k N is again a kG-module via diagonal action
of G , i.e. g(m ⊗ n) := gm ⊗ gn for all g ∈ G , m ∈ M and n ∈ N . We write M | N , if a kG-module M
is isomorphic to a direct summand of a direct decomposition of a kG-module N . A p-block of G is a
nontrivial indecomposable summand of a decomposition of RG into indecomposable two-sided ideals.
Each indecomposable kG-module respectively RG-module belongs to an unique p-block. The p-block
containing the trivial module is called the principal block. A kG-module M is called a pp-module, i.e.
permutation projective module, if M | IndGH (k) for a subgroup H of G . Analogously, we deﬁne pp-
modules for RG . The following lemma allows us to associate an ordinary character to a pp-module in
an unique way, for a proof see Corollary 2.6.3 in [1].
Lemma 1.1. A pp-module of kG lifts uniquely, up to isomorphism, to a pp-module of RG.
We denote by MR such a lift of a pp-module M , and we set χM := ch(MR), where ch(MR) denotes
the ordinary character of MR . Now we turn back to symmetric groups. The ordinary irreducible char-
acters of Sn are parametrized by the set of partitions of n. By ζ λ we denote the irreducible character
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The set {ξλ: λ  n} is a Z-basis of Z[Irr(Sn)], see Theorem 2.2.10 in [5]. By Theorem 4.13 in [3] there
exist aλ,μ ∈ N ∪ {0} such that
ξλ = ζ λ +
∑
μ
λ
aλ,μζ
μ. (1)
The Young permutation module for λ is deﬁned as Mλ := IndSnSλ (k). It follows immediately that
χMλ = ξλ . For the rest of this section we consider the indecomposable summands of Mλ . By Eq. (1)
and Lemma 1.1 there must be an unique indecomposable direct summand N of Mλ such that
(χN , ζ
λ)Sn = 1. Note, this module must be self-dual, since Mλ∗ ∼= Mλ and (ξλ, ζ λ)Sn = 1. The Young
module corresponding to λ is now deﬁned to be Y λ := N . Furthermore, we set χλ := χY λ . We close
this section with a theorem of James on the decomposition of Mλ into Young modules, see Theo-
rem 3.1 in [4], and an immediate consequence of this theorem for the corresponding characters.
Theorem 1.2. For λ  n we have
Mλ ∼= Y λ ⊕
⊕
μ
λ
bλ,μY
μ
for some bλ,ν ∈ N ∪ {0}. Furthermore, Y λ ∼= Y ν , if and only if λ = ν .
Corollary 1.3. Let λ  n. Then
ξλ = χλ +
∑
μ
λ
bλ,μχ
μ (2)
where bλ,μ is given by Theorem 1.2. Furthermore, it is
χλ = ζ λ +
∑
μ
λ
cλ,μζ
μ, (3)
for some cλ,μ ∈ N ∪ {0}.
2. Generalized sign
In the following we show that sgnqn is a generalized character. The crucial step toward the proof of
Theorem 1 relies on the following well-known fact, see 2.3.17 in [5].
Lemma 2.1. Let λ  n. It is
ζ λ(c[n]) =
{
(−1)i, if λ = [n − i,1i] for some 0 i  n − 1,
0, else,
(4)
where c[n] denotes a n-cycle of Sn.
Before we start to prove Theorem 1, we shall establish some more notation. If 0  i  n − 1 we
deﬁne ζn,i := ζ [n−i,1i ] and ζn,i := 0 if i > n − 1 or i < 0. In particular, it is ζn−i,0 = 1Sn−i and ζi,i−1 is
the sign character of Si . Therefore, we write sgni := ζi,i−1. Further, we deﬁne
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where ζn−i,0  ζi,i−1 is the outer product of ζn−i,0 and ζi,i−1. The following is a special case of the
Littlewood–Richardson Rule, 2.8.13 in [5].
Lemma 2.2. ξ(n − i|i) = ζn,i + ζn,i−1 for 0 i  n − 1.
We deﬁne two kinds of Kronecker-Deltas, which we shall use for integers as well as for partitions:
δi, j :=
{
1, if i = j,
0, else.
δi j :=
{
1, if i  j,
0, else.
Our ﬁrst goal is to determine the multiplicities of irreducible characters corresponding to hook parti-
tions as constituents of sgnqn . For the remainder of this section we may assume that q 2, since sgn1n
is the zero class function.
Lemma 2.3. Let n ≡ a mod q where 0 a q − 1. For 0 i  n − 1 we have
(
ζn,i, sgn
q
n
)
Sn =
{
(−1)i+1δin−q+1, if q | n,
(−1)iδi,n−a, if q  n.
Proof. We prove the lemma by an induction on n. For n < q we have sgnqn = 1Sn and the claim holds.
Thus let n q. We set ai := (ζn,i, sgnqn)Sn . In the following we assume that 0 < i < n. Using Frobenius
Reciprocity we get:
ai + ai−1 =
(
ζn,i, sgn
q
n
)
Sn +
(
ζn,i−1, sgnqn
)
Sn
=
2.2
(
ξ(n − i|i), sgnqn
)
Sn
= (1Sn−i  sgni,ResSnSn−i×Si (sgnqn))Sn−i×Si
= (1Sn−i  sgni, sgnqn−i sgnqi )Sn−i×Si
= (1Sn−i , sgnqn−i)Sn−i · (sgni, sgnqi )Si
= αn−i · βi,
where αn−i := (1Sn−i , sgnqn−i)Sn−i and βi := (sgni, sgnqi )Si . Since 0 < i < n implies n− i < n, we get by
induction:
(a) αn−i = 0 if and only if n − i < q.
(b) βi = 0 if and only if i ≡ 0 mod q or i ≡ 1 mod q.
Now we are looking for those i’s satisfying ai + ai−1 = 0. But this means, that we are looking for i’s
which satisfy (a) and (b) at the same time. To determine those i’s we distinguish two cases: q divides
n and q does not divide n.
Let q | n, that is a = 0. An index i satisﬁes (a) and (b), if and only if n − i < q and i ≡ 1 mod q,
because i ≡ 0 mod q would imply n − i ≡ 0 mod q, but this would contradict 0 < i < n. Thus we
conclude ai + ai−1 = 0 if and only if i = n − q + 1. Since q − 1,n − q + 1 < n and n − q + 1 ≡ 1 mod q
we conclude by induction: αq−1 = 1 and βn−q+1 = (−1)n−q . In total we get:
ai = −ai−1 + (−1)n−qδi,n−q+1. (5)
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an−q+1 = −an−q + (−1)n−q = (−1)n−q+1x + (−1)1−n+q−1. For n − q + 1 < i < n we get: ai = −ai−1 =
(−1)i x+ (−1)1−i . Summarizing the above statements for ai yields:
ai = (−1)i x+ (−1)1−iδin−q+1. (6)
By the deﬁnition of the ai ’s and sgn
q
n we get:
1− q = sgnqn(c[n])
=
2.1
n−1∑
i=0
ai(−1)i
=
(6)
n−1∑
i=0
(−1)i x(−1)i +
n−1∑
i=n−q+1
(−1)1−i(−1)i
= nx+ 1− q.
But this implies a0 = x = 0. With (6) we get:
ai = (−1)1−iδin−q+1 = (−1)i+1δin−q+1
for 0 i  n − 1, which proves the claim for the case q | n.
Now let q  n, that is a = 0. Again we test which i’s satisfy (a) and (b). Therefore, we distinguish
two cases for a. Firstly, let a = 1. For this case there exist exactly two possibilities for an i to fulﬁll
(a) and (b): i = n − a or i = n − a + 1. Thus we have ai + ai−1 = 0, if and only if i /∈ {n − a,n − a + 1}.
Moreover, by induction we have αa = 1= αa−1. Thus we obtain:
ai = −ai−1 + βn−aδi,n−a + βn−a+1δi,n−a+1. (7)
By using (7) recursively we obtain: ai = (−1)i x, for 1 i  n− a− 1 and x := a0. This leads to an−a =
(−1)n−ax + βn−a and an−a+1 = (−1)n−a+1x − βn−a + βn−a+1. Since n − a,n − a + 1 < n we get by
induction: βn−a+1 = (−1)n−a = βn−a . Thus we have an−a+1 = (−1)n−a+1x and with (7) we get ai =
(−1)i x for all n − a < i < n. Secondly, let a = 1. For an i satisfying (a) and (b), we must have i ≡
0 mod q, because i ≡ 1 mod q would imply i = n. Hence ai + ai−1 = 0, if and only if i = n − 1.
Therefore, we get ai = −ai−1 + βn−1δi,n−1. By induction we have βn−1 = (−1)n−1. This yields ai =
(−1)i x for 1  i  n − 2 and an−1 = (−1)n−1x + (−1)n−1. In both cases we have established for 0 <
i < n:
ai = (−1)i x+ (−1)iδi,n−a. (8)
According to the deﬁnition of the ai ’s we get:
1 = sgnqn(c[n])
=
2.1
n−1∑
i=0
ai(−1)i
=
(8)
n−1∑
(−1)i x(−1)i + (−1)n−a(−1)n−a = nx+ 1.i=0
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completed and the claim follows. 
For a proof of Theorem 1 we just need the following lemma, which follows directly from the fact
that {ξλ: λ  n} is a Z-base of Irr(Sn) and Eqs. (1) and (2).
Lemma 2.4. A class function f of Sn is a generalized character if and only if (ξλ, f )Sn ∈ Z for all λ  n. If
(ξμ, f )Sn = x and (ξν, f )Sn = 0 for all ν > μ, then (ζμ, f )Sn = x and (ζ ν, f )Sn = 0 for ν > μ. Further-
more, we have an analogue of the second statement, by replacing all ζ ’s by χ ’s.
Now we prove Theorem 1. Given q, n and λ  n, we set l := l(λ) and sc(n,q) := [(q − 1)s, r], with
n = (q − 1)s + r, 0 r  q − 2. Thus we get:
(
ξλ, sgnqn
)
Sn =
(
ζλ1,0  · · · ζλl,0,ResSnSλ
(
sgnqn
))
Sλ
= (ζλ1,0  · · · ζλl,0, sgnqλ1  · · · sgnqλl)Sλ
=
l∏
i=1
(
ζλi ,0, sgn
q
λi
)
Sλi
=
2.3
{
1, if λi < q for all i,
0, else.
This proves Theorem 1 using Lemma 2.4. We close this section with a corollary on the constituents
of sgnqn , which follows from the foregoing.
Corollary 2.5. Let λ  n. If (ζ λ, sgnqn)Sn = 0 then λ sc(n,q), and more precisely (ζ sc(n,q), sgnqn)Sn = 1.
3. Constituents of the q-sign
In this section we will achieve more precise information on the irreducible constituents of sgnqn
for q a prime. We shall see that the constituents of sgnqn correspond to irreducible characters labeled
by elements of the set qn := {λ  n: λ1 < q, core(λ) = core([n])}. To obtain this result we will look at
Λ
q
n := {λ  n: l(λ) < q, core(λ) = core([1n])} = {λ  n: λ′ ∈ qn}. But ﬁrst, let us ﬁx some notation. For
μ  n we deﬁne
Indn+1n (μ) := {λ  n + 1: λ is obtained by adding a node to μ}
and
Resnn−1(μ) := {λ  n − 1: λ is obtained by taking a node away from μ}.
An element of Indn+1n (μ) is called a successor of μ, and an element of Resnn−1(μ) is called a predeces-
sor of μ. For m ∈ N and ai,bi ∈ N, 1 i m, we write
{a1, . . . ,am} ≡ {b1, . . . ,bm} mod q,
if there exists π ∈ Sm such that ai ≡ bπ(i) mod q for all i’s. Let λ,μ  n. We deﬁne t := min{x ∈
N: x l(λ), x l(μ), q | x}, αi := λi + t − i and βi := μi + t − i for 1 i  t where λi := 0 if i > l(λ)
and analogously for μ. Note that t is a multiple of q. The sets α := {α1, . . . ,αt} and β := {β1, . . . , βt}
are so called β-sequences for λ respectively μ, cf. 2.7.9 in [5]. The following well-known result can be
derived from Section 2.7 in [5].
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core(μ), if and only if ai = bi for all i’s.
We take a closer look at Indn+1n and Resnn−1 applied on elements of Λ
q
n .
Lemma 3.2. Let μ ∈ Λqn. All end residues of μ are pairwise different. Furthermore, we have:
(i) | Indn+1n (μ) ∩ Λqn+1| = 1.
(ii)
∣∣Resnn−1(μ) ∩ Λqn−1∣∣=
{
1, if q  n or l(μ) = q − 1,
0, else.
(iii) Put l := l(μ). If q | n and l < q − 1, then there exist λ1, . . . , λm  n, with m := q − l and μ =: λ1 , such
that
(a) λi ∈ Λqn for 1 i m,
(b) l(λi+1) = l(λi) + 1 and l(λm) = q − 1 for 1 i m − 1,
(c) Resnn−1(λi)∩Resnn−1(λi+1) = {ν i} and Indnn−1(ν i)∩Λqn = {λi, λi+1} for 1 i m−1. Furthermore,
we have ν i /∈ Λqn−1 .
Proof. Let 0 r  q− 1 such that n ≡ r mod q. For n < q we have Λqn = {[1n]}, thus the claim follows
in this case. Therefore, let q n. At ﬁrst, we show that all end residues of μ are pairwise different. We
remark that r  l = l(μ). Let t , α and β be as deﬁned before Lemma 3.1 for λ := [1n]. Thus we have
α = {t, t − 1, . . . , t + 1 − n, t − n − 1, . . . ,1,0} and β = {μ1 + t − 1, . . . ,μl + t − l, t − l − 1, . . . ,1,0}.
Since core([1n]) = core([μ]), we have α ≡ β mod q by Lemma 3.1. Moreover, since αi+1 = βi for
l + 1 i < n and αi = βi for n + 1 i  t , we get that α ≡ β mod q is equivalent to
{t, . . . , t − l} ≡ {μ1 + t − 1, . . . ,μl + t − l, t − n} mod q.
Now since n ≡ r mod q this is equivalent to
{t, . . . , t − l}\{t − r} ≡ {μ1 + t − 1, . . . ,μl + t − l} mod q.
As t ≡ 0 mod q, we conclude
ρ := {0,q − 1, . . . ,q − l}\{s} ≡ {μ1 − 1, . . . ,μl − l} mod q, (9)
where s ≡ q−r mod q with 0 s q−1. Thus we have shown, that all end residues of μ are pairwise
different. This proves the ﬁrst claim.
Before we proceed let us remark the following. For b ≡ q − r + 1 mod q with 0  b  q − 1,
we have res(n + 1,1) = s and res(n,1) = b. If μ has a successor respectively predecessor in Λqn+1
respectively in Λqn−1, then such a successor respectively predecessor must have the same content as
[1n+1] respectively [1n−1] according to Theorem 2.7.41 in [5]. Therefore, μ must have an addable node
with residue s respectively a removable node with residue b, since cont(μ) = cont([1n]). Keeping this
in mind, we are going to prove the statements (i)–(iii).
(i) We will prove that there is exactly one addable node for μ with q-residue s. To do so we
distinguish two cases. First case: r < l. Second case: l = r.
Let r < l. From (9) it follows, that q − r − 1 ∈ ρ and that there exists an i such that μi − i ≡
q − r − 1 mod q. Since s /∈ res(μ) and res(i,μi + 1) = s, we must have μi−1 = μi , for i > 1. But
then (i,μi + 1) is an addable node for μ and [μ1, . . . ,μi + 1, . . . ,μl] ∈ Λqn+1. Moreover, there does
not exist another addable node with residue s, because all end residues of μ are pairwise different.
Therefore, there exists only one end node of μ having q-residue congruent to q − r − 1 modulo q.
Finally, (l + 1,1) has residue res(l + 1,1) ≡ −l ≡ q − r ≡ s mod q.
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l = q− 1 then [μ1, . . . ,μl,1] ∈ Λqn+1. Thus in this situation there does not exist another addable node
with residue s.
For l = r = q − 1 it follows that s = 1 and q − l = 1. With (9) we conclude s = 1 /∈ ρ , 0 ∈ ρ , and that
there exists an i such that μi − i ≡ q− r−1≡ 0 mod q. Since 1 /∈ ρ , each end node of μ has a residue
different to 1. Thus (i,μi + 1) is addable to μ and [μ1, . . . ,μi + 1, . . . ,μl] ∈ Λqn+1. This is the only
possibility in this case. Thus we have shown the existence of exactly one addable node for μ with
residue s. This proves (i).
(ii) We shall prove, that there exists or does not exist a removable node of μ with residue b. Again
we distinguish two cases: First case: q | n and l < q − 1. Second case: q  n or l = q − 1.
Let q | n and l < q − 1. This forces b = 1 /∈ ρ . We will show that Resnn−1(μ) ∩ Λqn−1 = ∅. According
to (9), μ does not possess a node at the end of any row with residue 1. This means that μ has no
predecessor belonging to Λqn−1. But then the intersection from above must be empty.
Let q  n or l = q − 1. If q  n, then q − r + 1 ∈ ρ . Since μ ∈ Λqn and core([1n]) = [1r] we must have
r  l. By (9) there is exactly one i with res(i,μi) = b mod q. The node (i + 1,μi) does not belong to
μ, since res(i+1,μi) = s is not an end residue of μ by (9). But then (i,μi) is a removable node of μ.
In this case we have found an unique predecessor of μ in Λqn−1 namely [μ1, . . . ,μi − 1, . . . ,μl]. Now
we assume q | n and l = q − 1. This forces b = 1 and b ∈ ρ . Using the argument from above, it follows
that there is an unique predecessor of μ in Λqn−1.
(iii) Let q | n and l < q − 1. Since q − l ∈ ρ , there must be an i such that res(i,μi) ≡ q − l mod q.
Because of q − l − 1 /∈ ρ and (9), there does not exist an end node having residue q − l − 1.
But then (i + 1,μi) /∈ μ = λ1. This implies that (i,μi) is removable and therefore λ2 := [μ1, . . . ,
μi − 1, . . . ,μl,1] ∈ Λqn . Note that (l,1) = (i,μi) since res(l + 1,1) ≡ −l ≡ res(i,μi) mod q, thus
res(l,1) = res(i,μi). For ν1 := [μ1, . . . ,μi − 1, . . . ,μl] we have Indnn−1(ν1) ∩ Λqn = {λ1, λ2}, since all
other elements of Indnn−1(ν1) have cores different to core([1n]) by Lemma 3.1. If now l(λ2) < q − 1,
we can apply the same procedure to λ2, which satisﬁes the conditions of (iii), and so on. In this way
we obtain λ1, λ2, . . . , λm and ν1, . . . , νm−1 which satisfy the desired properties. Now (iii) follows and
the lemma is proved. 
Corollary 3.3. For μ ∈ qn we have:
(i) | Indn+1n (μ) ∩ qn+1| = 1.
(ii)
∣∣Resnn−1(μ) ∩ qn−1∣∣=
{
1, if q  n or μ1 = q − 1,
0, else.
(iii) If q | n and μ1 < q − 1 then there exist λ1, λ2, . . . , λm with m := q − μ1 and μ = λ1 such that
(a) λi ∈ qn for 1 i  q − 1,
(b) λi+11 = λi1 + 1 for 1 i  q − 1 and λm1 = q − 1,
(c) Resnn−1(λi)∩Resnn−1(λi+1) = {ν i} and Indnn−1(ν i)∩qn = {λi, λi+1} for 1 i m−1. Furthermore,
ν i /∈ qn−1 .
For the remainder of the section we will consider the case q = p a prime. The key idea to deter-
mine the irreducible constituents of sgnpn is to look at scalar products of sgn
p
n with Young characters.
But for the moment, we shall look at the module P (k). By Theorem 8.4, Chapter 4 in [7] there is
an unique, up to isomorphism, indecomposable summand S of a transitive permutation module, such
that k  S and k  S∗ . The module S is a so called Scott module. Obviously, P (k) is a Scott module,
since P (k) | IndG1 (k). In the following let sc := sc(n, p). We remark at this point the following well-
known fact without any reference, namely, that sc is the transposed partition of the image of [n]
under the Mullineux map.
Lemma 3.4.We have P (k) ∼= Y sc and [Mλ : P (k)] = δscλ for λ  n.
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lary 8.5, Chapter 4 in [7], we have P (k) ∼= Y sc. Now Satz 10.7 in [2] tells us [Mλ : P (k)] = δscλ . 
Lemma 3.5. For λ  n we have (χλ, sgnpn )Sn = δλ,sc .
Proof. Since (ξλ, sgnpn )Sn = δscλ , which is stated before Corollary 2.5, we conclude by Lemma 2.4
that (χλ, sgnpn )Sn = 0 if λ > sc and (χ sc, sgnpn )Sn = 1. Thus it remains to consider {λ1, . . . , λs} := {μ 
n: μ < sc} where λi > λi+1. For λ < sc we get with Lemma 3.4 and Eq. (2):
ξλ = χλ + χ sc +
∑
μ
λ,μ =sc
bλ,μχ
μ. (10)
Let 1  i  s. Now, let us assume that we have already shown (χλl , sgnpn )Sn = 0 for all l < i. Since
(ξλ, sgnpn )Sn = δscλ , which is stated before Corollary 2.5, we get:
1 = (ξλi , sgnpn )Sn
=
(10)
(
χλ
i
, sgnpn
)+ (χ sc, sgnpn )Sn + ∑
μ
λ,μ =sc
bλi ,μ
(
χμ, sgnpn
)
Sn
=
2.4
(
χλ
i
, sgnpn
)+ 1+ ∑
1l<i
bλi ,λl
(
χλ
l
, sgnpn
)
Sn
= (χλi , sgnpn )+ 1.
But this implies (χλ
i
, sgnpn )Sn = 0 for all i’s. Thus we have shown the claim. 
Lemma 3.6. Let λ  n. If (ζ λ, sgnpn )Sn = 0 then λ ∈ pn .
Proof. We will show that each constituent of sgnpn belongs to the principal block. Let us assume that
there exists a λ such that ζ λ does not belong to the principal block and (ζ λ, sgnpn )Sn = 0. Furthermore,
let us assume λ to be maximal with respect to  with these properties. But then we have λ sc by
Corollary 2.5. Since χ sc belongs to the principal block, ζ sc must also belong to the principal block.
Thus we obtain λ < sc. Now by (3) we get
(
χλ, sgnpn
)
Sn =
(
ζ λ, sgnpn
)
Sn +
∑
μ
λ
cλ,μ
(
ζμ, sgnpn
)
Sn
= (ζ λ, sgnpn )Sn = 0.
But this would contradict Lemma 3.5. Thus each constituent of sgnpn belongs to the principal block
of Sn . Now the claim follows with Nakayama’s Conjecture, 6.1.21 in [5]. 
Theorem 4. It is
sgnpn =
∑
μ∈pn
δμ · ζμ,
where δμ ∈ {±1}.
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Thus the statement is valid for n < p. Therefore, let n p and μ ∈ pn . We distinguish two cases. First
case: p  n or μ1 = p − 1. Second case: p | n and μ1 < p − 1.
Let p  n or μ1 = p − 1. By Corollary 3.3 there exists ν  n − 1 such that:
Resnn−1(μ) ∩ pn−1 = {ν}.
On the other hand, by Corollary 3.3 ν is the unique partition of n − 1 such that:
Indnn−1(ν) ∩ pn = {μ}.
Using Frobenius Reciprocity we conclude:
δ = (ζ ν, sgnpn−1)Sn−1 = (IndSnSn−1(ζ ν), sgnpn )Sn =3.6 (ζμ, sgnpn )Sn , (11)
where δ ∈ {±1} by induction.
Now let p | n and μ1 < p − 1. Let {μ = λ1, . . . , λm} ⊆ pn and ν1, . . . , νm−1 partitions of n − 1 as
in Corollary 3.3(iii). Using a similar argument as above we conclude by Frobenius Reciprocity:
0 =
3.6
(
ζ νi , sgnpn−1
)
Sn−1 =
(
IndSnSn−1
(
ζ ν
i )
, sgnpn
)
Sn =3.6
(
ζ λ
i + ζ λi+1 , sgnpn
)
Sn .
Since λm1 = p−1 we now get by the ﬁrst case (ζ λ
m
, sgnpn )Sn = (−1)x for an x ∈ N. Using the equations
from above we conclude (ζμ, sgnpn )Sn = (−1)x+m−1. Now the claim follows with Lemma 3.6. 
The proof we have given here to determine the multiplicities of the irreducible constituents of
sgnpn , relies on two facts: First fact, [M : P (k)] = 1 for a projective transitive permutation mod-
ule M . Second fact, all constituents of χP (k) belong to the principal block. For q arbitrary we do
not have such kinds of arguments. Nevertheless, for the special case q = n it is easy to show that
sgnqq =
∑q−1
i=1 (−1)i+1ζq,i using Lemma 2.1. We close this section with a conjecture, which relies on
computational results for n,q 18, cf. [8].
Conjecture 3.7. For arbitrary q we have: sgnqn =
∑
λ∈qn δλζ
λ , δλ ∈ {±1}.
4. An application
Let (K , R,k) be a p-modular system. At ﬁrst, we give a deﬁnition of the representation ring of
a ﬁnite group. Let a(G) be the free abelian group with basis [M], where [M] denotes the isomor-
phism class of indecomposable kG-modules represented by M . We deﬁne a ring structure on a(G) by
[M] + [N] := [M ⊕ N] and [M][N] := [M ⊗ N]. Then we set A(G) := C ⊗Z a(G) and we call A(G) the
representation ring of G . There are two important inner products on A(G) we shall consider. For two
kG-modules M and N we set
(M,N) := dimk
(
HomkG(M,N)
)
and
〈M,N〉 := dimk
(
TrG1
(
Homk(M,N)
))
,
where TrG1 (φ) :=
∑
g∈G g.φ is the image of φ ∈ Homk(M,N) under the trace map TrG1 . Extending
bilinearly we get two inner products on A(G). We shall have a closer look at these inner products.
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cf. Section 10, Chapter II in [6]. Lemma 2.4.1 in [1] provides us with the following.
Lemma 4.1. Let M and N be two kG-modules. The following are equal:
• 〈M,N〉.
• [M∗ ⊗ N : P (k)].
• rank of∑g∈G g on M∗ ⊗ N.
The inner product 〈−,−〉 is symmetric.
In general it is quite hard to evaluate 〈M,N〉 for two given modules, even with the characteriza-
tions from above. We will give an alternative method to determine these products for Young modules
using ordinary characters. Therefore, we assume for the rest of this section that M and N are direct
sums of Young modules. The following result is well known. It is even valid in a more general case,
see Proposition 14.8, Chapter 1 in [6].
Lemma 4.2.We have: (M,N) = (χM ,χN )Sn .
The second inner product can also be determined by scalar products of class functions using the
q-sign. In order to show this, we remark the following observation. The intersection of two Young
subgroups is again a Young subgroup. With Mackey’s tensor product theorem, Theorem 1.17, Chap-
ter 3 in [7], we conclude that the tensor product of two Young permutation modules possesses a
direct decomposition into Young permutation modules. Now using James’ Theorem 1.2 we deduce
that a tensor product of two Young modules possesses a decomposition into indecomposable Young
modules. Therefore, we get M ⊗ N ∼= ⊕λn cλY λ for suitable cλ ∈ N ∪ {0}. Because taking tensor
products of modules commutes with reduction modulo p we obtain for the corresponding charac-
ter χMχN = χM⊗N =∑λn cλχλ . Since Young modules are self-dual we get by Lemma 4.1:
〈M,N〉 = 〈k,M ⊗ N〉 =
〈
k,
⊕
λn
cλY
λ
〉
=
3.4
csc.
On the other hand, by Lemma 3.5 we have:
(
χMχN , sgn
p
n
)
Sn =
(∑
λn
cλχ
λ, sgnpn
)
Sn
= csc.
This proves Theorem 3.
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