The high brilliance of third-generation synchrotron sources increases the demand for faster detectors to utilize the available flux. The Maia detector is an advanced imaging scheme for energy-dispersive detection realising dwell times per image-pixel as low as 50 ms and count rates higher than 10 Â 10 6 s À1 . In this article the integration of such a Maia detector in the Microprobe setup of beamline P06 at the storage ring PETRA III at the Deutsches Elektronen-Synchrotron (DESY) in Hamburg, Germany, is described. The analytical performance of the complete system in terms of rate-dependent energy resolution, scanning-speed-dependent spatial resolution and lower limits of detection is characterized. The potential of the Maia-based setup is demonstrated by key applications from materials science and chemistry, as well as environmental science with geological applications and biological questions that have been investigated at the P06 beamline.
Introduction
Spatially resolved scanning X-ray fluorescence spectroscopy (XRF) utilizing full spectra finds application in a wide range of research fields including biology, geology, catalysis, cultural heritage and materials science where samples often contain elements over a wide concentration range. Depending on the samples or application, sometimes small changes in the bulk composition need to be measured, or in other cases concentrations are only at trace levels. This poses high demands on the dynamic range of the detector as well as the spectral analysis procedure. In general, we would like to capture details with highest spatial resolution while placing them within a larger hierarchical spatial context of chemical and/or textural features, and therefore analysis and characterization of structures from sub-mm to cm within a single experiment is desirable.
The high brilliance of third-generation synchrotron sources enables very short XRF exposure times with adequate signalto-noise ratio. This increases the demand for fast detectors to cope with and utilize the high available flux. A significant step in minimizing scanning times has been the implementation of so-called 'on-the-fly' scanning or sweep scans, where the stages are in continuous motion. This reduces the experimental overhead by eliminating motor settling times. Temporal resolution down to milliseconds has been achieved for a setup with a four-channel silicon drift detector (Vortex) in combination with xMAP readout electronics (XIA LLC, USA) (Chen et al., 2014) . Recent developments to cope with count rates of a few 10 6 s À1 using advanced readout algorithms were achieved by Quantum Detectors Inc. (Nazaretski et al., 2015) and XIA Ltd and Southern Innovation (Scoullar et al., 2011) for single-and multi-channel detectors.
A different approach is the Maia detector, an advanced energy-dispersive detection imaging system which was developed by a collaboration between Brookhaven National Laboratory and the Commonwealth Scientific and Industrial Research Organisation (CSIRO) . To cope with the high photon flux, the sensor and front-end electronics are segmented into 384 individual channels in order to minimize the serious photon pileup artefacts, significant dead-time, or degraded energy resolution likely in singlechannel detectors at such rates. Image-pixel dwell times as low as 50 ms and count rates higher than 10 Â 10 6 s À1 can be realised with this detector. In order to handle the high data flux, event-mode data collection with real-time processing was chosen. For this, the Maia detector uses a field programmable gate array (FPGA) processor which provides the platform in which established techniques for real-time spectral deconvolution can be applied, particularly computation of deconvoluted element images for display in real time . The photon data are directly linked to the encoderreadout of the continuously moving sample stages and for analysis the corresponding software package GeoPIXE is used (Ryan et al., 1990 . With this setup, images with more than 10 Â 10 6 pixels can be collected on practical time scales (3-10 h), which visualize elemental distribution over roughly four orders of magnitude in space, i.e. over square centimeters with (sub-)micrometer resolution (Dyl et al., 2014; Fisher et al., 2015) . The first prototypes of 96-element and 384-element detectors were successfully implemented at the XFM beamline of the Australian Synchrotron, Melbourne, Australia , at CHESS at Cornell University, Ithaca, NY, USA, and at the NSLS at Brookhaven National Laboratory, NY, USA (Ryan et al., 2009) .
The detector has a critical influence on the minimal spatial resolution and lower detection limits for samples with nonnegligible thickness (Sun et al., 2015) . In scanning XRF, the achievable spatial resolution is determined by the beam focal size and, for samples with non-negligible thickness, the detector-to-sample geometry. Measuring in an experimental geometry where the incident beam is normal to the sample surface, in contrast to the traditional geometry with sample at 45 and the detector at 90 , was proven to be beneficial in terms of spatial resolution. On the other hand, in 90 detector geometry the spectral peak-to-background ratio is better than in backscattering geometry. However, typically a larger solid angle can more than compensate for the poorer spectral peakto-background ratio (Sun et al., 2015) . The Maia detector is mounted in annular geometry with a 384-element array of planar silicon detectors which creates a large-acceptance solid angle of 1.3 sr .
In this article we describe the integration of such a Maia detector in the Hard X-ray Micro/Nano-Probe beamline P06 at the storage ring PETRA III at the Deutsches Elektronen-Synchrotron (DESY) in Hamburg, Germany (Schroer et al., 2010) . We provide information on the detector performance such as energy resolution and achieved spatial resolution as a function of dwell time for the given beamline optics. Further, we give a first overview of the wide range of applications from materials science and chemistry, as well as environmental science with geological applications and biological questions that have been investigated at this beamline. As an upgraded version, a Maia 384C detector is currently installed at the P06 end-station, and we reference the new detector properties where possible.
Experimental setup 2.1. Beamline setup
The undulator beamline P06 is equipped with a cryogenically cooled double-crystal monochromator with Si(111) crystals and a Si(111) channel-cut. The incident energy range for experiments with the Maia detector is limited between 5 and 19.5 keV, the upper limit given by the Mo flight-tube and mask of the detector. An overview of the Microprobe setup is given in Fig. 1 [diagram in Fig. 1 (a) and photograph in Fig. 1(b) ]. Fig. 1(c) shows a detailed view of the functional parts inside the Maia detector (1). The beam is focused to approximately 450 nm Â 450 nm (horizontal Â vertical) using a Rh-coated Kirkpatrick-Baez (KB) mirror optic (6) yielding a flux in the focused beam of $ 10 10 photons s À1 with a focal distance of 250 mm from the center of the second KB mirror. The beam size is determined as the FWHM of the first derivative of an edge scan over a 50 mm Au wire in the horizontal and vertical direction. Details of the setup of the beamline are given by Schroer et al. (2010) . Accurate positioning and motion control of the sample is achieved by an encodercontrolled stage system (5) (Micos GmbH) with a LMS-230 linear motor stage in the horizontal direction providing a 50 mm travel range with 20 nm precision in closed-loop operation and a NPE-200 vertical stage with 13 mm travel range with 40 nm precision. Precise rotational movement is provided by a UPR-270-AIR air-bearing stage (eccentricity AE 0.07 mm and wobble 1.25 mrad) and 0.0005 bi-directional repeatability. The incremental encoder signals from the sample stages are split at the SMC Hydra motion controller, digitized in interpolation units (GEMAC GmbH, Germany) if applicable and then fed directly into the Maia control unit to ensure accurate correlation between detector signal and position without affecting the standard motion control of the stages. A digital in-line optical microscope (4) is used to align the sample to the focus of the beam. Incident and transmitted flux were measured using an ionization chamber (7) and a photodiode (3), respectively. The ionization chamber is positioned between the slit system and KB system. The flux signals are amplified using a current amplifier (Keithley 428) and then fed directly into the Maia controller through a voltage-tofrequency converter. Therefore all data can be directly normalized for fluctuations in flux, dwell time, dead-time, stage acceleration and pile-up. For flat-field applications and beam alignment a high-resolution cooled digital camera is available (8).
The Tango (Gö tz et al., 2003) control system is used by all instrumentation at P06 and direct motion of the stages using dedicated Sardana (Reszela et al., 2014) scan macros written in the Python programming language. The scan parameters are passed to the scan macros through a simple XML file, which can also be edited in a standard text editor and allows queueing of multiple samples on the same sample holder through the Taurus Macro GUI (Pascual-Izarra et al., 2015) for running Sardana macros. The Maia control tool, part of the GeoPIXE software package, is used to monitor the scan, including online evaluation of the real-time spectrum deconvolution for imaging, and can be used for selection of regions of interest for subsequent scans from an overview scan, or for fast sample alignment (i.e. in case of tomography). A Tango server was written for the Maia detector to interface a subset of its native control parameters into the Tango environment, and is used for both the scan scripts and for manual intervention, using standard Tango tools like ATK. A sketch outlining the information and material flow can be found in Fig. 2 .
Maia detector
The Maia detector has been well described elsewhere Ryan et al., 2010 Ryan et al., , 2013 . It is of annular type, designed for measurement in backscatter geometry. The detector sensor is a 500 mm Si monolithic array of 384 1 mm 2 diodes [(9) in Fig. 1(c) ]. The incident beam passes through the centre of the detector via a Mo flight tube (10), and a further Mo mask covers the array to prevent charge-sharing between individual detector channels. A target-to-detector chip distance (2) of 10 mm provides a total solid angle of 1.3 sr, which results in a sample-to-housing distance of 1.6 mm . Larger sample distances can be used at the expense of sensitivity.
The detector analogue signal-processing chain is conventional in type but integrated in custom Application Specific Integrated Circuits (ASICs) to permit the large number of individual channels in a small space. Photon events are digitized in the detector head, packaged in a small FPGA and transmitted through an optic fiber to a CSIRO Hymod FPGAbased data processing computer, which merges sample stage encoder events and performs the real-time elemental deconvolution. This is capable of an event rate of up to 50 Â 10 6 s À1 . Both the 'raw' photon and stage motion event data, optionally filtered to reduce count rates from many abundant events (e.g. scatter), and the per-pixel deconvoluted elemental concentration vector data are handled by a separate binary logger (blogd) computer to be fed into the fast beamline storage, before being automatically copied to the DESY GPFS Core storage system.
Spatial resolution
The dependence of the spatial resolution on the scanning speed of the system was tested with a 'Siemens star' NTT-AT resolution test pattern (model ATN/XRESO-50HC, with 500 nm materials thickness) with data acquired at an incident photon energy of 11.5 keV. The Ta-fluorescence map collected with 100 nm pixel size and 100 ms dwell time is shown in Fig. 3(a) . Spatial frequency analysis was performed on a series of images with varying dwell times and pixel size. To avoid edge effects a Kaiser-Bessel function was applied as a filter with = 2. Fig. 3(b) shows the average power spectrum of the image in Fig. 3 (a) and indicates 225 nm half-period structure width, according to the criterion defined by Modregger et al. (2007) . This is consistent with visual inspection of the images, where 200 nm pattern and spaces can be resolved. The correlation between dwell time and resolved half-period structure width can be found in Table 1 . Shorter dwell times make the test pattern image appear gradually more grainy, which is probably caused by vibrations of sample and beam position.
Energy resolution and sensitivity
Energy resolution and lower detection limits were determined using a homogeneous multi-element thin-film standard R11 prepared by AXO Dresden GmbH. The sample was scanned at a primary energy of 12 keV with a pixel size of 4 mm and a dwell time of 20 ms per pixel. All data were normalized to the incident flux rate I 0 recorded by an ionization chamber which is positioned in the primary beam. Fig. 4 shows the sum spectrum of area 1 mm Â 1 mm and thus a total exposure time of 1250 s.
The lower limit of detection (LLD) for element concentrations was determined using the GeoPIXE software package with
where c corresponds to the concentration of the element in the standard, I back the net count-rate of the background signal, I signal the net count-rate of the signal, 3.29 corresponding to a confidence level of 99% in Poisson statistics and t is the dwell time. The results for the LLD are summarized in Table 2 . With a low-energy cutoff in the spectra of approximately 1.4 keV we observed the Si K line at 1.7 keV. Low XRF sum spectrum of thin-film standard RF11 prepared by AXO Dresden GmbH measured over an area of 1 mm Â 1 mm with 4 mm pixel size and a dwell time of 20 ms per pixel at an incident energy of 12 keV, thus a total of 1250 s. The gray dotted line shows a full XRF spectrum collected at a single image pixel for 20 ms. energy sensitivity is especially interesting for biological applications because it should allow us to detect elements with low atomic numbers such as S and P. A reduction of air scattering and Ar fluorescence will be achieved by an improved beam stop in future measurements and/or a Heflushed enclosure. Contribution of stainless steel elements (Cr, Fe, Ni) inherent to the beamline components were observed to interfere with detection of ultra-traces. The detection in backscatter geometry favors the contribution of the scatter to the detected signal, thus raising the detection limits in strongly scattering samples. Dedicated experiments using a Fe 55 source showed an energy resolution of 255 eV FWHM with 71% of the 384 detector elements showing an energy resolution better than 260 eV for the Mn K line. Typical count rates per detector element were around 1000-2000 s À1 with an overall count rate of the detector array of approximately 550000 s À1 . Fig. 5(a) shows the spatial (gray scale) and statistic (blue) distribution of the energy resolution in the 384C detector.
The energy resolution of the detector as a function of count rate was determined for two shaping times, 2 and 4 ms, and is shown in Fig. 5(b) . For count rates below approximately 1 Â 10 6 s À1 a better energy resolution can be obtained with the longer shaping time (4 ms in this case) while for count rates higher than 1 Â 10 6 s À1 shorter shaping time (2 ms) yields less peak broadening.
Examples and applications

Two-dimensional scans
Typical applications of two-dimensional XRF analyses are biological samples, geological samples or samples from cultural heritage studies. In general, details with highest spatial resolution shall be captured while placing them within a larger hierarchical spatial context of chemical and/or textural features, and therefore analysis and characterization of structures from sub-micrometer to centimeter within a single experiment is desirable. The Maia detector facilitates the measurement of megapixel arrays in reasonable times of hours.
Biological samples
Metals in biological systems are present usually only in trace and ultra-trace amounts, but XRF spectroscopy is an ideal tool to detect them (de . Instrumental development progresses quickly and pushes the limits of XRF microscopy in whole cell and tissue analysis continuously (Chen et al., 2014; de Jonge et al., 2014) . In many cases, correlation of multi-element distribution is essential to understand underlying mechanisms of uptake or functionality of specific elements.
Here we show as an example a study of Bohic et al. (Inserm, France) investigating cartilage maturation. Coarse overview scans were performed to define the region of interest at the interface between bone and collagen, where higher-resolution scans (1 mm step size) with dwell times of 50-70 ms per point were performed. Fig. 6 illustrates the elemental distribution of S, Zn and Ca of the control sample ( Fig. 6a ) and after different treatments. Fig. 6(b) refers to control growth-factor-treated immature bovine cartilage that has been shown to display properties correlating with a convergence to the mature cartilage phenotype ( The average energy resolution of the detector shown as a function of count rate at two different preamplifier shaping times, 2 and 4 ms. These data were obtained from irradiating a thin Fe target with synchrotron radiation of 11 keV. Table 2 Lower limits of detection determined at 12 keV using the multi-element thin-film standard RF11 prepared by AXO Dresden GmbH; the corresponding sum spectrum over an area of approximately 1 mm Â 1 mm is shown in Fig. 4 Clear differences can be seen in these elemental distributions. Sulfur appears to be representative of the cartilage matrix. This agrees with histological observation of increased fibril density at the surface in growth-factor-treated surface cartilage compared with control and generally much finer structure within the cartilage matrix. Zinc is found to be associated with chondrocyte with noticeable difference again between growthfactor-treated immature cartilage (density of chondrocytes and associated zinc content seems to be higher), and control calcium seems to be associated with the cartilage matrix. The large contribution from the scatter peak challenges the detection of trace elements or low concentrations typical for biological samples. Deviations from ideal detection schemes challenge the signal-to-scatter ratio, as is the case for all detectors, but especially pronounced in annular geometry and using large solid angle, where the intrinsic scattering is higher in comparison with a 90 geometry and small solid angle for horizontally polarized radiation (Vincze et al., 1999) . However, given the large solid angle of the Maia detector the advantage of the 90 geometry tends to be diluted with only a marginal penalty of a factor of three in the annular geometry . To measure frozen hydrated biological specimens, which can better retain their natural structure and show reduced beam damage, a cryo-stream has been mounted to keep the samples in the frozen state. However, it should be noted that a deviation from optimum sample thickness (5-10 mm for submicrometer spatial resolution) increases the incoherent scatter contribution further. Often, sturdier samples are used to withstand the flow of the cryo-stream better. If necessary, the increased incoherent scatter contribution from air scattering could be addressed by a smart combination of beam-stop and He-environment. In addition, the authors would like to point out the availability of a cryochamber designed for measurements of frozen hydrated samples with a fluorescence detector in 115 geometry and a full-field detection scheme in transmission geometry at P06.
Geological samples
The second example refers to measurements of trace element concentrations of transition metals in geological samples such as a mineral thin section. Many geological applications represent fine-detail problems that can be described as 'needles in a haystack'. Examples include rare gold particles sought in studies of ore genesis (Fisher et al., 2015; Barnes et al., 2016) , rare resilient platinum group minerals that may survive in the Earth's mantle for billions of years (Fonseca et al., 2012) , elusive gold precipitates in plants growing over ore deposits (Lintern et al., 2013) or rare presolar condensates that may provide clues to early solar system formation (Bland et al., 2005) if they can be identified. However, these objects may occur only at average concentrations of a few parts per billion, concentrated in a few submicrometer phases, located at unknown depths below the sample surface. X-ray fluorescence microscopy is ideal for this type of analysis as it can detect and image a sub-micrometer particle at tens of micrometers depth within a section. If we concentrate on the goal of maximizing information content within the scale of geological samples presented for X-ray fluorescence mapping analysis (e.g. in the form of mineralogical thin-sections) then the textural clues are contained within spatial scales from a few centimeters down to the focused X-ray beam size of < 1 mm ( Such chemical maps provide input for calculations of the conditions for crystallization of the rock-forming minerals and can thus provide insight into geological processes. Fig. 7 shows an image from a study performed on West African Craton minerals, which is mainly composed of chlorite and phengite phyllosilicates (Ganne et al., 2012; De Andrade et al., 2014) . Analysis of the element images enabled rare high-pressure relic minerals to be located and re-analyzed later with precise point analyses. The pressure-temperature conditions of crystallization calculated from these analyses are typical of modern subduction zones, which revises the onset of modernstyle plate tectonics to 2.15 Gy (De Andrade et al., 2014).
Three-dimensional datasets
The dataset can be easily expanded to higher dimensions, most commonly (i) repetitions for time-resolved studies or operando measurements, (ii) energy as a third dimension for chemical speciation utilizing the energy shift of an absorption edge with oxidation state and (iii) rotation for full threedimensional tomographic imaging with elemental resolution. Obviously, combinations of all of these are possible and are limited only by the amount of available beam time. Timeresolved studies typically consist of a series of standard scans.
Energy-resolved mapping
Often not only the elemental information is crucial to understand the functionality of a specific element but also its chemical state, i.e. its chemical compound or oxidation state (Grä fe et al., 2014) . In spectro-microscopy, two-dimensional information about the distribution of chemical status, such as the oxidation state, can be obtained by measuring twodimensional maps at multiple energies in the vicinity of an absorption edge. The process is also referred to as XANES mapping and is commonly applied in (scanning and full-field) transmission X-ray microscopy, where the transmitted signal is used rather than the X-ray fluorescence signal. Using XRF, this is achieved, in the simplest case, by collecting maps at two selected marker energies, where the difference between the chemical states is largest (Marcus, 2010; Lü hl et al., 2013) . Additionally, reference measurements below and above the absorption edge for background correction and normalization are mandatory. More advanced data analysis can be achieved by collecting a larger dataset with closely spaced energy points across the absorption edge, which enables more chemical components to be identified. Due to the large time required for the collection of a large number of XRF maps, this was until recently (Etschmann et al., 2010) limited to selected sample spots (Denecke et al., 2013; Marcus & Lam, 2014) , small areas or transmission X-ray microscopy (Lawrence et al., 2003; Guttmann et al., 2011; Meirer et al., 2011; Boesenberg et al., 2013) . From these datasets, X-ray absorption spectra of single spatial pixels can be extracted and analyzed, e.g. with principle component analysis (PCA) or linear combination fitting of standard references.
This approach was followed using the Maia detector at P06 on a cycled LiNi 0.5 Mn 1.5 O 4 electrode for Li-ion batteries by measuring 53 two-dimensional datasets at selected energies in the vicinity of the Ni K-edge (8333 eV) , which is the redox active element in the investigated material. Spectral deconvolution and image frames were generated using the GeoPIXE software using a dynamic analysis method in which the energy of the deconvoluted scattering lines tracks the changing beam energy. Energy stacking, alignment and linear combination fitting of the single-pixel XANES spectra were performed using the TXMwizard software (Liu et al., 2012a,b) . Fig. 8(a) shows an RGB image of a large (about 1 mm Â 5 mm) region of a LiNi 0.5 Mn 1.5 O 4 electrode charged to an intermediate voltage with Ni (red), Mn (green) and transmission (blue). The image clearly shows an inhomogeneous distribution of the transition metals caused by the cycling of the battery. The region marked by the black square was selected for XANES mapping at the Ni K-edge. Figs. 8(b) and 8(c) show the relative intensity maps for Mn and Ni, respectively, in this selected region measured at 8800 eV, clearly marking spots with enhanced Ni concentration. From this region, the dataset for the construction of the Ni phase map (Fig. 8d ) of the oxidation state was established by collecting XANES maps. From this image stack, single-pixel XANES were extracted and each fitted with a linear combination (LC) of reference spectra. According to the fraction of the components in each pixel, a color-coded chemical phase map is drawn and shown in Fig. 8(d) . The result shows a correlation between less oxidized regions and Ni hot-spots. Inhomogeneous distribution of charge can have a significant effect on the performance of the battery and lead to premature aging effects and loss in capacity (Harris & Lu, 2013) . Fig. 8(e) Two-dimensional micro-XRF RGB image of a polished thin-section from the West African Craton, with Cr (red), Ni (green) and Fe (blue). The scanned area was approximately 8 mm Â 3.4 mm with 600 nm Â 600 nm pixel size and a dwell of 0.5 ms per pixel (De Andrade et al., 2014). linear combination fitting of these selected pixels with reference samples.
Another scientific field which was shown to benefit from large-area XRF-XANES imaging using the Maia detector is cultural heritage. An example is the work of Monico et al. (2015) , which used XANES mapping to provide new insights into the aging processes in historical paintings.
Tomography
The common two-dimensional XRF mapping scheme is often adapted towards a tomographic measurement of a single slice (Schroer, 2001) in order to obtain information on the inner structures and elemental distributions of a specimen. Full XRF raster scanning in three dimensions is rarely applied due to the long measuring times. In contrast to confocal XRF (Fittschen & Falkenberg, 2011) or color X-ray cameras (Scharf et al., 2011; Garrevoet et al., 2014; Radtke et al., 2014) , the best achievable resolution is limited by the beam size rather than capillary detector optics (! 10 mm).
The long exposure times for full three-dimensional highresolution (sub-micrometer) data acquisition with conventional XRF detectors in the 30 h range for micrometer-sized samples impose a number of technical issues such as beam damage, increased drifts in sample position and simply time consumption. Three-dimensional nanoscale resolution (200 nm) of XRF tomography was achieved at the European Synchrotron Radiation Facility (ESRF) on cometary matter using two opposing (180 shifted) VORTEX EX detectors within 27 h (Boone et al., 2014) . Similarly, 400 nm-resolution tomography on biological samples was achieved at the Advanced Photon Source (APS) with a total measurement time of 36 h (de . A clear advantage of twodimensional image acquisition and subsequent rotation was reported in both measurements to allow for correction of drifts/positioning errors.
At P06 both kinds of experiments, full three-dimensional XRF raster scanning and single-slice tomography, were performed using the Maia detector. The streamlined data acquisition of the Maia detector scheme in terms of (i) reduced exposure time, (ii) continuous movement of the sample stages, (iii) reduced dead-time and fast data handling and (iv) spatial resolution offer a substantial advantage, which was recently demonstrated at the Australian Synchrotron (Lombi et al., 2011; Kopittke et al., 2012) . At the Hard X-ray Micro/Nano-Probe beamline P06, we recently acquired a full three-dimensional tomographic dataset with 500 nm Â 500 nm pixel size (two-dimensional) with 2 ms dwell time per pixel on a $ 50 mm-diameter catalyst particle in 360 projections within 8 h (Kalirai et al., 2015) . The results from these measurements are summarized in Fig. 9 . The elastic signal was used to identify the particle matrix and assess its pore structure, with large pores greater than 500 nm. For particles taken at the end of their catalytic life, Ni and Fe fluorescence signals were found to be increased at the outer surface of the particles. Ni is not present in the pristine particle whereas the clay matrix also contains small amounts of Fe, suggesting accumulation of Ni as well as Fe from impurities in the feedstock. By measuring over the full 360 range, self-absorption effects could be determined. The high concentrations at the surface of the particle suggest a detrimental blocking of the pore structure, as such blocking can prevent feedstock molecules from reaching the central parts of the particle. This drastically reduces the active surface and thus decreases the efficiency of the catalyst. Although these measurements suffer from the mesoscale resolution of about 1 mm in three dimensions only resolving the largest pores in the particle, the great advantage is the simultaneous detection of multiple transition metals present in a single measurement, thus allowing their precise correlation.
Conclusions and outlook
The Maia detector has proven to be a great asset for fastscanning micro-XRF applications at the Microprobe at beamline P06. In particular, the fact that large sample regions can be scanned with lower resolution in a rapid preliminary pass enables reliable identification of promising regions of interest or alignment of samples for tomography. The fastscanning schemes coupled with the rather spacious working environment invite operando studies on reactive media. Combined with the multilayer monochromator with 30 times higher photon flux, this should prove beneficial in terms of dwell times and even further open the door to a vast range of fast-scanning application such as operando measurements, larger regions of interest or tomography. However, the beam damage can be considerable and needs to be carefully evaluated for each sample matter; the large solid angle of Maia is crucial for minimizing damage. We further envision XRF coupled with diffractive techniques such as XRD, small-angle scattering or scanning coherent diffractive imaging by triggering a two-dimensional hybrid pixel detector (Eiger, Dectris AG, Switzerland) with each scanned pixel on the sample in the near future. The high sensitivity of XRF to low concentrations in combination with the short dwell times of the Maia detector opens the door for fast XANES or EXAFS measurements in diluted samples with sub-micrometer spot size. Continuous energy scans for time-resolved XANES studies utilizing the Maia detector were successfully tested and will be reported elsewhere.
