We are concerned with the problem of finding among all polynomials of degree at most n and normalized to be 1 at c the one with minimal uniform norm on 1. Here, I is a given ellipse with both foci on the real axis and c is a given real point not contained in E. Problems of this type arise in certain iterative matrix computations, and, in this context, it is generally believed and widely referenced that suitably normalized Chebyshev polynomials are optimal for such constrained approximation problems. In this note, we show that this is not true in general. Moreover, we derive sufficient conditions which guarantee that Chebyshev polynomials are optimal. Also, some numerical examples are presented.
Introduction and Statement of the Main Results
Let II, be the set of <all complex polynomials of degree at most n. For r > 1, we denote by In this note, we study the constrained Chebyshev approximation problem lnill 22 lP (4 pErIn:p(c)=l T (1) where n E IN, r > 1, and c E IR \ I,. Standard results from approximation theory (see e.g.
[9]) show that there always exists a unique optimal polynomial, denoted by p&; r, c) in the sequel, for (1) and, moreover, that pn is a real polynomial. In 1963, Clayton [3] on constrained approximation problems [I] . Surprisingly, nobody seems to have checked Clayton's proof.
In this note, we show that the normalized Chebyshev polynomials (2) are not always optimal for (1), and hence Clayton's result is not true in general. More precisely, we have the following h) For any integer n > 5 there e,xists a real number r* = r*(n) > 1 su& that tn(zi c) is not optimal for (1) for a,fl r > r* and all c E JR with a, < ICI < a, + I/a:.
However, tn E pn in most cases, and t, ceases to be optimal only for normalization points c which are very close to the ellipse. We will show that the following conditions on c are sufficient to guarantee the optimality of tn. (a> (resP* W) 1 is ess stringent for small r (resp. large r). Also, note that (b) is satisfied if ICI >_ (1 + fi/2)ar.
The paper is organized as follows. In Section 2, we state a uocc'ssary and sufficient criterion for t, to be optimal for (1). Also some auxiliary results are collected which will be used in Section 3 and 4 to prove Theorem 1 and 2, respectively. Finally, in Section 5, we present some numerical examples.
Preliminaries
In the sequel, let always be r > I and n E IN. Since pn(z; r, -c) E pn(-z; r, c) it is sufficient to consider positive c only; so for the rest of the paper, we assume that c > a,. (4), it is also straightforward to verify directly that the 01 given by (5) satisfy (4) and that these are up to a constant factor the only solutions of (4). w Remark 2. Clearly crzn > 0 and, moreover, al = ~~~-1. Hence, t, is optimal iff 01 2 0 for 2 = 1,. . . , n.
The following result due to Rogosinski and Szegij [ll] will be irsed iii t,lie next, section to establish a sufficient condition for the positivity of the al. First, we prove part b) of Theorem 1. Let n > 5 and 2 5 2 5 n be an even integer. With (5) and (7)) it follows that 
(12)
Here, we used the fact that TL./Tk is an odd function and part a) of Lemma 3. With (S), (ll), and (12) +-a)) ) .
Thus, al(c) < 0 and, therefore, (2) is not the optimal polynomial for (l), if c -a 5 l/a2, a is sufficiently large, and cos(Z;ir/n) > 0, i.e. I < n/2. Note that even I with 2 2 1 < n/2 exist, since ' n > 5. This concludes the proof of part b) of Theorem 1.
We now turn to the proof of part a) of Theorem 1. Let r > 1 and c > a = a, be fixed. Next, consider n = 3. It is easily verified that As/a3 > Al /aI, and hence
a1
By using that Tz(c)Tz(a) + ca is a monotonously increasing function in c for c > a 2 1, we deduce 
1)
>o .
--
Finally, we turn to the case n = 4. Analogously to the case n = 3, 2 = 1
A4 fi A3 5

C4) = -(--1) + -(-
a4
-A' )>0 . 
It is well known (see e.g. [6] , Theorem 35) that (19) holds true if f is a convex function.
Hence, in order to prove t,hat the condition (a) in Theorem 2 guarantees the optimality of the polynomial (2) for (1), it only remains to show that (a) implies the convexity of f. Since f is even, we only need to consider 9 2 0. Moreover, set x: := (logr)np/r and y : = log R/ log r > 1. Then, using standard calculus, we obtain cosh( 2) cosh( 7x) f"(p) = y2 -1 -2y tanh(x) tanh(yz) + 2 tanh2(z) > y2 -1 -2y tanh(z) + 2 tanh2(x) -2 Y2 -1+ 2 ,pg, y(y -r) --
Therefore, (20) is nonnegative, and thus f convex, if y 2 a. This last condition is easily seen to be equivalent to the condition (a) in Theorem 2.
Remark 3. The main idea of the proof, namely to verify the positivity of the al via the convexity of f, is due to Clayton [3] . However, in [3] , it is claimed that f is convex in all cases R > r > 1. Unfortunately, this is not true in general. Now, assume that the condition (b) of Theorem 2 is fulfilled. Again, we will use the notations Ac; = Tk(c) and ak = Tk(a). Note that, by the three-term recurrence formula of the Chebyshev polynomials, &+l=2c&-A/+l , x:=1,2 ,... .
(21)
Next, set 4 1 An-k x0=-, x,=2, and, for k=1,2 ,..., n-l, XI;== ,
an n and let S(P) be the trigonometric polynomial defined by (6) . With (5) and (6) (note that aj+z/aj 2 a4/a2). Therefore, (28) is also satisfied for j + 1, and this completes the proof of Theorem 2.
Some Numerical Examples
In order to illustrate the range of parameters for which the normalized Chebyshev polynomials (2) are not optimal for the approximation problem (1), we present a few numerical examples. Let r* = r*(n) denote the smallest r > 1 such that for all I* > r* there exists a real number c( r, n) > a, such that for all a, < c < c(r, n) the polynomial (2) is not best possible in (1). For a er use, let us denote by c'(r, 72) the maximal c( r, n) with this prop-1 t erty. Recall, that in view of Theorems 1 and 2, 1 < r*(n) < cc exists for all integers n 2 5.
In Table I , the numerically computed values of r*(n) and the corresponding semi-axes of E,* are listed for 5 < n < 20.
-- Table I Note that r*(n) tends to 1 as n increases.
The case that the normalized Chebyshev polynomials (2) are not optimal for (1) occurs only for c close to the ellipse. In Figure 1 , for the cases n = 5 (solid line), n = 7 (dashed), 71 = lo (dashdot), and ~2 = 15 (dotted), the curves For some cases for which (2) are not optimal for (I), we computed the best polynomials nmllerically. We were not able to detect any analytic representation of these polynomials. 
