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Changing demands for sustainable food and fuel sources will be the major driver of agriculture 
in the 21st Century, especially as the world population reaches its estimated carrying capacity. 
Efficient plant breeding methods to keep up with these demands will require innovative solutions 
to keep the process fast, accurate, and inexpensive. While terrestrial laser scanning and other 
forms of LiDAR have shown promise in making this need a reality, the cost of adopting this 
technology is too high for breeders who are not working with large budgets. This dissertation 
seeks to determine the viability of several phenotyping methods for improving two crops that 
will continue to be of critical importance in the developing world: Cassava and Napier grass. 
Through laboratory and field trials we will test the ability of multiple sensors to create 3D 
models of plant structure that can then be correlated to biomass in these crops. Additionally, we 
will test these methods using a custom-made phenotyping platform that can be easily 
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As the population of Earth continues quickly toward the 10 billion mark, a variety of new 
challenges have appeared that will test the ability of the planet’s resources to meet the needs of 
its human population. Adding to the challenge of resource availability is the rising level of 
atmospheric CO2, which requires innovative solutions to food and fuel requirements that are not 
only economically productive, but also environmentally sound. For this reason, crop varieties 
must be developed that can meet growing demand while also keeping their carbon footprints in 
balance. Likewise, new methods of plant breeding will need to be established that can quickly 
and efficiently process and develop these new varieties with a high degree of accuracy.  
Two crops that may serve as potential frontrunners in this new frontier are cassava (Manihot 
esculenta) and Napier grass (Pennisetum purpureum). Ranking in the top ten of important global 
crops, cassava is currently produced in mass throughout Africa, Asia and South America for 
domestic use as well as export (Hillocks and Thresh, 1982). Essential to its use for farmers is 
early root bulking, which ensures that it can be easily taken to market with minimal time 
investment. Napier grass is also an important crop in the developing world, especially for its use 
as animal feed and as a high-biomass biofuel. Its high cellulosic content makes it a desirable 
source of biofuel (Tsai et al., 2018), and its nutritional content with high biomass potential keep 
it in high demand as food for cattle (Farrell, Simons, and Hillocks, 2010). Additionally, Napier’s 
excellent CO2 fixation may make it a good candidate for contributing to soil organic carbon 
stocks in regions where it is grown (Abud and Farias Silva, 2019).  
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It is currently unknown the extent to which aboveground biomass correlates to root structure or 
root biomass in either cassava or Napier grass. Equally unknown is the ability of remote sensing 
technologies, especially LiDAR, to accurately predict aboveground biomass in these crops. The 
first step to determining if aboveground biomass corresponds positively to root structure is to 
properly map the physical structure of this aboveground material within a 3D plane. To do this in 
a way that is fast, financially accessible, and available for field trials would allow plant breeders 
to make selections for crops that can be more efficiently moved from the field to the 
marketplace. Furthermore, to be able to make such selections nondestructively would ensure that 
these crop developments could be made in a way that is neither wasteful nor environmentally 
disruptive.   
This project’s long-term goal is to develop a phenotyping platform that can give breeders 
valuable information regarding aboveground and belowground traits of specific crop plants. The 
aim of this dissertation is to is to develop a platform that will allow breeders to determine, in situ, 
which cassava and Napier grass plants have sufficient biomass characteristics without the need to 
destroy the plant. The central hypothesis of the studies presented here is that if a depth camera or 
terrestrial laser scanner (TLS) can capture an accurate reflection of a plant’s physical structure, 
then a subsample of the point cloud will positively correlate to biomass in these crops. If 
successful, this technology will allow plant breeders to gather large amounts of biomass 
information on their crops of interest with minimal manpower and cost.  
Objectives 
The objectives of this study are as follows: 
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1. Determine the effectiveness of mapping cassava (Manihot esculenta) physical structure 
using terrestrial LiDAR and an RGB-D camera. 
While depth cameras have found homes in a variety of scientific applications, their use as crop 
phenotyping tools is still in its infancy. One of the major concerns that plant breeders have in 
adopting such tools is that their resolution is not as high as that of many laser scanners.  In this 
experiment the ability of one such camera, the Microsoft Kinect V2, to create serviceable 3D 
models of cassava plants will be tested and contrasted with a standard TLS model (FARO Focus 
120) under lab conditions. 
2. Define a non-destructive field technique for determining aboveground biomass in 
cassava (Manihot esculenta) based on point clouds and dry weight. 
Due to increasing demand for food in developing nations, as well as cassava’s status as a staple 
crop in such regions, there is a need to develop new varieties with early bulking times and large 
root sizes in order to feed these growing populations. The industry standard for aboveground, 
high-throughput phenotyping is the TLS, which is capable of producing 3D images in a matter of 
minutes. In this experiment a custom-made, low-cost phenotyping platform will be tested against 
a popular TLS model (Trimble TX5) under field conditions to determine the extent to which 
each produce models that correlate well to dry weight biomass of cassava.  
3. Define a non-destructive field technique for correlating point clouds to dry weight in 
Napier grass (Pernisetum purpureum). 
Reductions in arable cropland are pushing more and more farmers to supplement their incomes 
and offset crop losses with livestock. Among the more desirable feed plants in the developing 
world is Napier grass, which also serves a function in deterring pests from valuable crops 
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providing sources of alternative fuel. This experiment seeks to determine the ability of remote 
sensing technology to accurately predict aboveground biomass by comparing plant dry weight to 
3D point clouds. Ideally, good correlations between point clouds and biomass will open the door 


































Agricultural Challenges of the 21st Century 
Between the year 1960 and 2010, the world’s population was estimated to have grown from 3 to 
7 billion. Likewise, agricultural production grew during this time to meet changing demands for 
food, due in no small part to boosts made possible through the Green Revolution. It is currently 
projected that the Earth’s population will reach 10 billion by the year 2060 (Lanz, Dietz, and 
Swanson, 2018), with numerous studies suggesting that humanity is pushing the limits of the 
planet’s carrying capacity and extracting earth’s resources beyond its ability to replenish (Cohen, 
1995) (Kin et al., 2019). 
A sense of global responsibility for worldwide food security and adequate nutrition is a relatively 
recent concept, being taken seriously only in the immediate aftermath of the First World War 
(Zhou, 2019). According to the 1996 World Food Summit, “food security” is defined as, “all 
people, at all times, have physical and economic access to sufficient, safe, and nutritious food 
that meets their dietary needs and food preferences for an active and healthy life” (Gibson, 
2012). Since the early 1970s, the number of people worldwide who lack proper access to 
adequately nutritious food has been estimated to be between 800 million and 1.2 billion, with at 
least 10 million currently dying of hunger every year (Gibson, 2012).  
Outside of rapid population growth, perhaps the most significant challenge facing farmers and 
scientists alike is the gradual changing of the Earth’s climate through greenhouse gas emissions 
and poor environmental practices. The effects of climate change are expected to be most severe 
in subtropical regions, thus affecting countries in the developing world – many of which lie in 
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the tropics – more so than in the developed world. This is compounded by the expectation that 
much of the population growth between now and the year 2030 will be in the developing world, 
and the fact that more than half of the workforce in such areas is dedicated to agriculture 
(Reynolds, 2010). Farmers will be faced with a variety of new or exacerbated stresses, such as 
high temperatures, salinity, and lack of rainfall. This will be of particular concern to the African 
continent, where irrigation is not as widely available and dependence on rainfall is high 
(Reynolds, 2010).  
Although food crops for human consumption are of primary concern, the role that animal protein 
plays in both sustenance and consumer demand should not be underestimated. Livestock 
currently makes up 40% of global agricultural gross domestic product and contributes to 30% of 
the protein in human diets (with the diets of developed nations consisting of more than 50% 
animal protein) (Malik et al., 2015). Currently, 30% of the world’s land is used for livestock 
operations, but this amount is expected to grow as global warming changes the arability of land 
worldwide, as livestock are often depended upon to diversify farm operations and offset losses in 
years of crop failure (Malik et al., 2015). At the beginning of the 20th Century, crops harvested 
for animal feed were estimated to be 4.6–5.3 billion tonnes of dry matter per year (Bouwman et 
al., 2005). Current projections show that in order to adequately feed livestock by the year 2030, 
this amount will have to increase to 6.5 to 8 billion tonnes of dry matter per year, especially in 
the realm of grasses (Havlik, et al., 2014). In order to meet these needs, production of high-
biomass grasses will be essential.  
Concern for natural resources in the face of population growth and changing climate is also 
driving the need for alterative, cleaner sources of energy and decreased reliance upon fossil fuels. 
At the current rate of consumption, it is expected that petroleum reserves will only last another 
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40 to 50 years, making the development of alternative fuel sources an issue of the utmost 
concern (Gupta and Demirbas, 2010). Current sources of alternative fuel, such as ethanol and 
biodiesel, are based around sugars, vegetable oil, grains, and lignocellulose. Grasses are 
exceptionally helpful in this respect because of their high oxygen content and their ability to be 
bred for high biomass. Pernisetum purpureum, in particular, is also useful in the development of 
biochar, which can not only be useful as a fuel source, but also as a soil conditioner (Adeniyi, 
Ighalo, and Onifade, 2019). In the interest of food security, it is also preferable to create biofuels 
out of crops and plant parts that are not normally consumed (Gupta and Demirbas, 2010).  
Environmental health is important to the sustainment of agricultural operations. Without sound 
ecological practices governing agriculture, farmers run the risk of repeating past mistakes, such 
as the Dust Bowl of the 1930s, that may affect land productivity for years to come (Cordova and 
Porter, 2015). Likewise, crop production, even in research settings, cannot be taken for granted 
when the demand for food is so high (Martin, 2019). Thus, new non-destructive methods of plant 
breeding are necessary.  
The goal of current agriculture is to supply more than enough food and to provide alternative 
sources of biofuels and petroleum-based refinery products. This not only ensures that there is a 
plentiful supply of sustenance even during difficult times, but it is what allows society to grow 
beyond one that is purely agrarian, where other technologies and fields of study can be 
developed to maintain a higher quality of life (Martin, 2019). With the current projected increase 
in population, more land conversion to agricultural operations may be needed, as well as in 
increase in productivity (Cameira and Pereira, 2019). Complicating matters is the annual 5-10 
million hectare reduction in agricultural land due to degradation (GEF/UNCCD, 2011). As such, 
breeding for specific traits that promote sustainable intensification, such as high yield or 
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physiological structure that allows more crops to be planted in a limited area, has become a 
priority for scientists (Lanz, Dietz, and Swanson, 2018). 
Cassava 
Cassava (Manihot esculenta) is a dicotyledon of the family Euphorbiaceae. A perennial shrub, 
there are approximately 100 species of cassava currently known, although the only one that is 
commercially available is Manihot esculenta Crantz, of which there are at least three subspecies 
(Hillocks and Thresh, 1982). It is currently the sixth most important source of calories in the 
world and is popular as a food source in low income areas due to its relative ease, expense, and 
flexibility in growth and preparation. Cassava’s resistance to drought and pests, as well as its 
tolerance of soil acidity, make it an ideal crop for farmers in areas that suffer from these 
challenges. Often planted from stem cuttings, the average Manihot esculenta plant grows to a 
height between 1 and 4 meters (depending on genotype) and can be harvested 6 to 24 months 
after planting (although most are harvested after 18 months) (Hillocks and Thresh, 1982). 
Manihot esculenta is native to South America, and although it has been a cultivated crop for 
almost 9,000 years (Hillocks and Thresh, 1982), it is still known to grow in the wild in certain 
areas of the continent (Allem, 1987). It is thought to have originated in the savannas of the Goiás 
region of Central Brazil before spreading along the Amazon River, and was already an important 
crop to natives by the time Europeans arrived in the Americas, probably beginning with the 
Carib and Arawak Indians (Hillocks and Thresh, 1982).  
The most intensively cultivated areas for cassava production in Latina America are Brazil, 
Paraguay, Colombia, Cuba, Haiti, and the Dominican Republic; however, production in Latin 
America is relatively small compared to the total amount produced worldwide, constituting less 
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than 1/5 of overall production (Hillocks and Thresh, 1982). Nevertheless, cassava has continued 
to be an important food component in Latin America, not only consumed by humans fresh or in 
flour form, but also using the leaves as animal feed. The Latin American market for the crop has 
remained stable over the years, with the ecological diversity, including that of pests and diseases, 
making Colombia an ideal spot for experimentation. This is evidenced by the International 
Center for Tropical Agriculture (CIAT) becoming one of the top research centers in both the 
country and the world for cassava study (Hillocks and Thresh, 1982).  
Cassava was initially introduced to the African continent by way of the Portuguese in the 1500s. 
While adoption of the crop was initially slow, it later spread throughout Sub-Saharan Africa as a 
means of combating famine, especially during the 20th Century (Hillocks and Thresh, 1982). 
Cultivation of cassava has grown in Africa since the 1990s, particularly due to its tolerance of 
poor soils, and Africa is now the largest producer of the crop in the word. In fact, Africa 
produces more than all of the other cassava-growing regions combined, making up a larger total 
caloric intake of African diets than either sorghum or maize. In addition, the International 
Institute of Tropical Agriculture (IITA) in Nigeria is now one of the major cassava research 
centers, along with CIAT (Hillocks and Thresh, 1982).  
Asia was a much later entry to the cassava industry, having not received it from European traders 
until the late 1700s to early 1800s. India, Java and the Philippines were the first nations to 
receive the crop, and it had become solidly established in the region by the end of the 19th 
Century, continuing to grow at a competitive rate in the 20th Century. Being a tropical plant, the 
primary Asian producers are southern China, India, Thailand, Philippines, Indonesia, and 
Vietnam. Part of cassava’s appeal in these regions is that it does not compete with rice 
production, as it can be grown in drier conditions and on far less fertile soils than rice. While not 
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being the largest producer, Asia is nonetheless the leading exporter of cassava, being the only 
region that focuses more on exports than on using the crop to feed its own populations (Hillocks 
and Thresh, 1982).  
Napier Grass 
Pennisetum purpureum, also known as “elephant grass” or “Napier grass,” is a monocotyledon 
C4 grass native to Eastern Africa (Langeland and Cherry, 2008). Known for its quick growth and 
resistance to drought and pests (Tsai et al., 2018), Napier grass is currently the most important 
fodder crop for dairy cattle is East Africa (Farrell, Simons, and Hillocks, 2010). While its 
consumption is largely limited to animals, it can be consumed by humans (especially in its earlier 
stages) and is sometimes used as a food source by people in African countries (Burkill, 1985).  
Growing easily from its rhizomes (Langeland and Cherry, 2008), the average height of a Napier 
plant stand is between 2 and 5 meters, with a blade width of roughly 3.5 centimeters. It is a 
versatile plant, being able to grow successfully in tropical, subtropical, or temperate 
environments and across a variety of altitudes and geographic planes (Tsai et al., 2018). 
However, it tends to thrive in moist soil (Langeland and Cherry, 2008). Due to its high biomass 
and exceptional nutritional content, it is highly valued as a forage crop for cattle in tropical areas 
(Mapato and Wanapat, 2018), with particularly strong demand for its use in dairy heifers 
(Loresco et al., 2019).  
While typically considered to be a pest-resistant plant, Napier grass has, since the mid-2000s, 
been investigated for use as a “trap plant” for certain sub-Saharan insects, particularly the 
African maize stalkborer (Busseola fusca) and the spotted stalk borer (Chilo partellus). It is most 
commonly used as part of a “push-pull” system, where a desirable crop is surrounded by 
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repellent plants, and then further outside by an attractant plant (in this case, the Napier), in order 
to drive insects away from the desired crop. While not as desirable as other grasses in terms of 
being a food source, research has shown that Napier is preferred over crops of interest by these 
insects for oviposition (Khan et al., 2007). 
Napier grass was first introduced to the U.S. in 1913 for use as a forage crop, a use that has 
continued into the 21st Century. It is also treated as an invasive weed in some areas of its 
introduction– most notably, Florida (Langeland and Cherry, 2008). Still, the crop is noted for its 
high biomass potential. Additionally, its cellulose content (which constitutes 40%-45% dry base 
weight) makes it ideal in the production of alternative fuels (Tsai et al., 2018), and it has been 
explored for additional use as charcoal, bio-gas, and bio-oil (Strezov, Evans, and Hayman, 
2008).  
Remote Sensing 
Changes in climate, environment, and society pose challenges to the agricultural sector and 
require increasingly specific breeds of crop plants to meet the unique environmental difficulties 
associated with certain regions. For this reason, plant breeding and genetic engineering are at the 
forefront of agricultural concern. Phenotyping, naturally, is also of great importance in this 
capacity (Qui et al., 2018). The goal of phenotyping is to identify desirable plant traits, such as 
height, yield, biomass, physiology, and responses to stress so that these traits can be selected for 
in breeding programs (Mishra et al., 2016). This can help give further information on plant health 
and growth, including how well a plant utilizes water, sunlight, etc. (Li et al., 2014). In essence, 




Until the widespread implementation of remote sensing methods in agriculture, phenotyping of 
crops was almost entirely dependent upon destructive sampling; at least, as it relates to biomass. 
Destructive sampling methods not only cost breeders valuable crops, but are also incredibly labor 
intensive for researchers (Ojoatre et al., 2019). This time-consuming measure makes non-
destructive solutions all the more valuable for the plant breeding field.  
Plant phenomics, the study of phenotype by way of high-throughput phenotyping methods 
(Marko et al., 2018), is an emerging field that offers a potential solution to this need for non-
destructive sampling. Current technologies allow us to capture phenotypic traits with a high 
degree of accuracy (Fritsche-Neto and Borém, 2015) and have already been successful in 
determining plant qualities, such as leaf area density (Hosoi and Omasa, 2007) and drought 
tolerance (Andrade-Sanchez et al., 2013), based on imaging of physiological structure.  
While phenotyping indoors is possible, the need for field-ready phenotyping is of the utmost 
importance, requiring that breeders be able to capture large numbers of plants without removing 
them from their natural environment (Young et al., 2019). One of the primary ways in which 
LiDAR has been explored in field conditions is by attaching sensors to UAVs, which are able to 
quickly and easily capture information on large numbers of plants. However, UAVs are equipped 
to capture this information from the top down, while some breeders desire biomass information 
to be captured from the side or the ground up (Young et al., 2019). Researchers have tried to 
accommodate this need by developing “phenocarts” or “phenomobiles”– vehicles modified to 
include LiDAR sensors for capturing phenotypic data from the ground level. Many designs have 
been implemented thus far, although cost and construction of such devices have been limiting 




Terrestrial Laser Scanners 
One of the most popular techniques used for remote sensing of environmental and agricultural 
structures is LiDAR (Light Detection and Ranging), which uses lasers to generate reflective 
information that can then be analyzed to determine certain characteristics of the subject, such as 
size or shape. Although development of the principles of LiDAR began as early as the 1930s 
(Weitkamp, 2005), the technology progressed at a great rate after the construction of the laser in 
the 1960s, and has continued to become more refined into the 21st century (McManamon, 2015). 
While air-mounted LiDAR is a popular option due to its lack of labor intensiveness, terrestrial 
laser scanners (TLS) are an alternative method that have been much explored due to their ability 
to capture data on the ground, thus obtaining a side view of the crops in question as opposed to 
simply top down. TLS has already been used as a tool for measuring plant height in several crops 
such as maize (Tilly et al., 2014b), rice (Tilly et al., 2014a), and perennial grasses (Zhang and 
Grift, 2012). 
LiDAR has been used in agricultural experiments since the 1980s. While 2D LiDAR has been 
used for agricultural purposes, devices that produce full 3D images have been at the forefront of 
experimentation in the 21st Century (Qui et al., 2018). TLS is an active sensor; that is, it emits its 
own radiation toward the subject so that the data can be recorded, rather than measuring 
reflectance based on natural light, as with passive sensors (Fritsche-Neto and Borém, 2015). 
Also, much like other forms of LiDAR, TLS operates largely on the time-of-flight principle. 
Time-of-flight is a method of data capture in which a series of lasers scan the surface of an area 
and record the time it takes for that light to be reflected back; this is what allows the scanner to 
determine depth. More specifically, this is a measurement of time delay: the time it takes for a 
beam of light to hit its target, bounce back, and then reach a light detector on the device. This is 
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because light travels at a constant velocity, thus making it possible to determine range based on 
its travel time (Vosselman and Maas, 2010). 
In the realm of plant imaging, LiDAR has some advantages over other 3D cameras (such as 
stereovision). Most notably, it is not as deeply affected by lighting conditions (Gene-Mola et al., 
2019). However, the cost of LiDAR equipment (especially TLS) is prohibitively expensive, with 
many units costing between $10,000 and $70,000 based on condition. 2D LiDAR has been 
proposed as a method of dealing with overwhelming TLS cost (Wang et al., 2017). However, the 
use of cheaper depth cameras may still make 3D phenotyping an option for those on restrictive 
research budgets.  
Microsoft Kinect 
While 2D plant modelling can be a reasonable substitute for TLS in some circumstances (Qui et 
al., 2018), those on a tight budget can still achieve 3D imaging through RGB-D cameras. RGB-D 
cameras combine LiDAR technology with that of a traditional RGB camera by fusing a color 
image with the laser points that are captured (Gene-Mola et al., 2019). This way, one can achieve 
a full color image of high quality that also captures the depth of the scene, thus creating a one-
sided 3D model (although multiple angles can be combined to create a full 3D model).  
The Microsoft Kinect was originally developed for use with the company’s X-Box 360 video 
game console. This first version, Kinect V1, was released in 2010 and was intended to be used 
predominantly as a motion tracker to enable hands-free gaming (Butkiewicz, 2014). It operated 
using structured light projection to determine depth; that is, it utilized preexisting lighting 
conditions and a dispersal of points from the sensor to map the surrounding area and determine 
the relative location of objects in the room, specifically the human body (Naeemabadi et al., 
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2018). Despite initially selling well, the Kinect V1 ultimately proved unpopular for its intended 
purpose as a video game accessory, but found a home in the scientific community as a cheaper 
alternative to the more expensive depth cameras at the time (Tien-Long and Van-Bien, 2019).  
Recognizing that there was a market for Kinect, Microsoft released a new model, the Kinect V2, 
in 2014. Despite the lackluster reception of the V1 for such a purpose, this new model was also 
aimed at the gaming community, being compatible with the X-Box One console (Tien-Long and 
Van-Bien, 2019). Taking into account user complaints about the V1, Microsoft aimed to correct 
these shortcomings and provide a sensor with greater usability for the scientific community as 
well as the video game market (Rahman, 2017). 
The Kinect V2 is an upgrade to the V1 in virtually every way, containing a 1920 x 1080 x 16 bits 
per pixel color camera, a 512 x 424 x 16 bits per pixel 16-bit time-of-flight depth sensor, a 0.5 m 
to 8 m absolute range (with the ideal range being within 4.5 m), and a 70° Horizontal – 60° 
Vertical angular field of view (Rahman, 2017). As mentioned, the Kinect V2, like the TLS, 
functions using the time-of-flight concept. This is a step up from the first version, which utilized 
structured lighting and triangulation techniques to determine depth. The time-of-flight approach 
allows the V2 to be much more precise (within picoseconds), minimize blur, and create sharper 
images when tracking motion. Unlike a TLS, the Kinect functions similarly to flash LiDAR, 
sending simultaneous blasts of light through multiple laser diodes rather than relying on a single 
laser to rapidly cover an area (Butkiewicz, 2014). This allows it to capture depth images 
instantaneously, making it less susceptible to wind and movement distortion than a TLS 
(Rahman, 2017). This method of operation has also led to some confusion as to whether the 
Kinect V2 can technically be classified as LiDAR. LiDAR tends to operate by means of a 
narrow, focused beam of light, while Kinect illuminates the scene through its multiple diodes and 
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then captures available information (Wasenmüller and Stricker, 2016). Regardless of the remote 
sensing classification, the Kinect is capable of producing 3D point clouds nearly identical to that 
of TLS, albeit at a lower resolution.  
The V2 has both a regular RGB camera as well as an HD RGB-D (depth camera) (Naeemabadi 
et al., 2018), so that images of both can be taken at the same time. This can only be done with the 
Software Development Kit (SDK) from Microsoft, however, as the cameras are separate and thus 
take pictures from slightly different points of view. It also contains three infrared (IR) emitters 
that are used for the depth perception and requires a 3.0 USB computer connection in order to 
function, as the sensor transfers approximately 2.1 Gbit/s of data when operating (Rahman, 
2017).  
Microsoft, wanting to encourage the development of the Kinect as a low-cost sensor, has 
released the Microsoft SDK 2.0, a software development kit, for researchers and amateurs to use 
in exploring different functions for the sensors. This includes drivers and code samples that can 
be used to tailor the Kinect to specific purposes (Tien-Long and Van-Bien, 2019). In addition, in 
2019 Microsoft released a new model, the Azure Kinect, that caters specifically to research 
interests. Among the updated features is an advanced AI that is aimed principally at research in 
the medical field (Vision Systems Design, 2019).  
Although the Kinect V2 is superior to its predecessor in terms of power and quality, it is not 
without its drawbacks. While it produces clearer 3D images than V1, its point clouds are still not 
as clean and dense as one that could be achieved with a TLS. Additionally, its range is far shorter 
than that of many TLS, the standard having a range of at least 120 m (as opposed to the Kinect’s 
maximum of 8 m) (Lachat et al., 2015). Most frustrating to those seeking to employ the Kinect in 
the field is that it also has problems functioning in direct sunlight due to the infinite influx of 
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infrared rays from the sun into its IR receptor (Nasir, Taj, and Khan, 2016), although this can be 
mitigated by using the sensor indoors, at night, or on cloudy days (Marin, 2017). Researchers 
may also hesitate to use the V2 as production of the sensor for Windows was discontinued in 
2015 (Protalinski, 2015), with the version designed specifically for the X-Box One also 
discontinued in 2017 (Moscaritolo, 2017). Nevertheless, the Microsoft SDK for V2 is still 
operable, and V2 sensors continue to be easily found for purchase, either in new or used 
condition. The V2 sensor also remains affordable as compared to the current Azure model, with 
V2 sensors costing between $50-200 depending on condition (Butkiewicz, 2014), and the Azure 
retailing at $399 (Vision Systems Design, 2019).   
As the Kinect was designed predominantly as a motion capture device, its focus is on capturing 
depth in real time as opposed to still images. It does this by capturing images with a very high 
frequency (a maximum of 30 Hz). Although this can create noise or other problems in capturing 
still images, it has still been largely successful in scientific experiments (Tien-Long and Van-
Bien, 2019). The Kinect has already been employed for research in the fields of medicine and 
hospital management (Scano, Molteni, and Tosatti, 2019) (Silverstein and Snyder, 2017), 
geophysics (Hämmerle et al., 2014), archaeology (Hämmerle et al., 2014), and agriculture (Nir et 
al, 2018) ( Andújar et al., 2016). Despite its drawbacks in range and resolution, the Kinect’s low 
cost, small size, resistance to wind distortion, and high portability (Hämmerle et al., 2014) make 









CREATING 3D MODELS OF CASSAVA (MANIHOT ESCULENTA)  
PLANT STRUCTURE USING A NONTRADITIONAL SENSOR 
 
Introduction 
The application of remote sensing techniques in the field of agriculture has been, historically, 
geared toward vegetation index extraction (Xie et al., 2018), monitoring crop stress (Leon et al., 
2003) (DeGloria et al, 1986) and observing the development of disease (Bajwa et al., 2017). 
Recently, however, the goal of many of these applications has shifted toward the determination 
of plant phenotype (the physical representation of a plant’s genes interacting with the 
environment). Advancements in gene mapping have largely been responsible for the rising 
interest in high-throughput phenotyping, as the genetic sequencing and annotations of many 
major crops have lacked phenotypic functions (Furbank, 2009). Thus, fast, cheap, and reliable 
determination of phenotype in the field is one of the major frontiers of plant breeding in the 21st 
Century. 
One crop that is of considerable interest to breeders is cassava (Manihot esculenta). A tropical 
plant that is native to South America, cassava has now become an important food source in many 
countries. The African continent is currently the largest user of this crop, producing between 50 
and 80 million tonnes annually while being used as a daily food source by more than 200 million 
people (Anikwe and Ikenganyia, 2018). The need for intensive planting, early root bulking, and 
adaptation to stress make the physiological structure of this plant a prime subject for breeding 
programs utilizing high-throughput phenotyping techniques.  
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Late storage root bulking cultivars occupy land for long periods, reducing the production 
potential for other crops (Suja et al., 2010). The selection of early storage root bulking (ESB) can 
significantly increase the efficiency of cassava production (Wholey & Cock, 1974).  Early 
storage root bulking (ESB) in cassava has become important where increased production on 
available land is necessary and in semi-arid regions where ESB cultivars can be harvested within 
one rain cycle (Kamau et al., 2011). ESB can increase the economic returns for smallholder 
farmers in several ways: allowing the crop to be planted during the optimal season, providing 
food harvest during the lean season, allowing double and inter-cropping opportunities, extending 
harvest over a longer period of time, and allowing cassava’s transition to more intensive 
commercial production systems that supply factories with raw materials during greater portions 
of the year (Tumuhimbise et al., 2012). To meet these demands, development of ESB varieties 
that can be harvested in less than 8 months is required. It is for these reasons that ESB has 
become a major breeding objective for the national cassava and RT (potatoes, sweet potatoes, 
and yams) breeding programs (NARS) worldwide and is considered key for the transition of 
cassava into an industrial crop. ESB is estimated to increase yields by 50% to 100% per unit of 
cropping time in cassava, since the 25 tons harvested per hectare in 12 to 24 months could then 
be harvested in 8 to 6 months.  
However, at present, there are no defined morphological or visual methods available to select for 
the accumulation of starch in the root and tubers of cassava and other RT crops, making it 
difficult for breeding projects to identify ESB (Okogbenin & Fregene, 2002). As such, 
destructive sampling of plants to assess roots is required. This creates an enormous hurdle for 
identifying sources of ESB from adapted and un-adapted germplasm.  It requires large nurseries 
of individual genotype replications for destructive sampling at progressive time intervals 
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throughout the growing season. The land resource and labor costs required are out-of-reach for 
even developed countries and especially for NARS breeding programs in Africa, Central 
America, and Asia.  This forces breeders to conduct late season yield harvest. As such, selection 
of current cultivars of cassava and RT crops such as potato, sweet potato, and yams are biased 
against ESB and thus, water-use efficiency (WUE).  Cassava breeders have hypothesized that as-
yet determined above ground phenotypic markers could be indicators of ESB. However, at 
present, few affordable phenotyping technologies have been defined that could be deployed to 
address this hypothesis. 
Modern methods of plant phenotyping generally include the use of 2D image-based technologies 
such as broadband RGB and NIR, hyperspectral, fluorescence or thermal analysis. These 
techniques have been adapted from traditional satellite and aerial applications for field, 
greenhouse or laboratory use, and have in some cases even been used to model plant responses in 
3D (Santos & Ueda, 2013) (Pound et al., 2014). Analysis of plants in 3D could allow for a better 
understanding of certain morphological traits, which have thus far been unexplored due to the 
laborious nature of the data acquisition (Dhondt et al., 2013).  
Even though the technology exists to quickly and easily model plants in 3D, tools such as 
airborne and terrestrial laser scanners (TLS) and flash LiDAR are often not practical due to their 
prohibitively expensive costs. Still, some research exists on the use of 3D imaging tools within 
the biological sciences (Popescu, 2007; Eitel et al., 2014;Ma et al., 2016). A number of studies 
suggest that 3D phenotyping can be successful, with many showing significant correlation to 
biomass (Ehlert et al., 2010), plant height (Tilly et al., 2014a), and other phenotypic traits (Hosoi 
& Omasa 2011). However, two issues limit the widespread adoption of 3D plant phenotyping 
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platforms: 1) the complexity of the data analysis process, and 2) the substantial platform 
acquisition costs. 
Due to their low cost and wide availability, RGB-D cameras, also known generally as “depth 
sensors,” have seen wide experimental use in the robotics and computer vision fields (Nir et al, 
2018). These sensors generally utilize one of three principles to create depth data: stereo vision, 
structured light, or time-of-flight (Islam et al., 2017). But with low cost comes limitations, and in 
depth sensors this takes the form of reduction in accuracy and precision as well as a lack of 
stability across operating environments. 
Nevertheless, the RGB-D cameras such as the Kinect V2 may still serve as a possible solution to 
the burdening cost of 3D plant phenotyping. To this end, two sensors will be tested as a means 
for collecting structural data on cassava in a greenhouse setting. The goal of this chapter is to 
determine the ability of this technology to accurately capture a 3D model of plant (Manihot 
esculenta) physical structure, which can then be used for various phenotyping purposes in the 
field. This will be determined based on the following objectives: 1) To define the extent to which 
a depth sensor point cloud reflects the information captured by a TLS point cloud by comparing 
cloud distances, 2) to determine if the point clouds maintain the same distance when comparing 
vegetation only, and 3) to quantify the point density of both the depth sensor and the TLS. It is 
expected that while the Kinect will capture a less dense point cloud, the controlled environment 








The experiment was carried out in the greenhouse facilities of the Norman Borlaug Institute for 
International Agriculture (Texas A&M University, College Station). An indoor location was 
chosen in order to eliminate plant movement due to wind for the TLS, and sunlight exposure for 
the Kinect. Because the TLS takes several minutes to collect data for an image, it was necessary 
to minimize the effect of wind on the plants, as having a constantly moving subject would have 
produced a distorted, largely unusable image. Previous research has shown that the Kinect works 
poorly in direct sunlight (Lachat et al., 2015) (Marin, 2017), therefore attempt to completely 
remove this hurdle were made by capturing the images indoors. More information about the 
sensors’ limitations is included in the following sections.  
Kinect V2 
Beginning in the early 2010s, video game developers began experimenting with ways to allow a 
hands-free gaming experience, mostly in the form of motion trackers. This led to the 
development of devices such as the Microsoft Kinect series of sensors (Caruso, Russo and 
Savino, 2017). The first incarnation (V1), released in 2010, tracked motion through structured 
light. The most recent version (V2), released in 2014, included several improvements over its 
predecessor. One such improvement was the use of an infrared (IR) time-of-flight sensor over 
the structured light sensor found in V1, resulting in a reduction of noise, improved depth 
accuracy, and a higher framerate (Zennaro et al., 2015). Additionally, the 1920 X 1080 RGB 
camera used in the Kinect V2 is of a higher quality than that found in the older version. 
However, being a low cost sensor, the Kinect V2 has some limitations related to depth image 
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accuracy, noise from ambient light (Lachat et al., 2015) and sensor-to-sensor interference (Kunz 
& Brogli, 2016). The sensor’s lens, for instance, tends to be most effective in the center of the 
image, continually worsening the depth measurements as it radiates outward (Fig. 1). These 
errors can be several centimeters at the corners of the image, particularly when captured at 
distances over 3 m (it is not recommended that the Kinect be used for at a distance greater than 
4.5 m). Still, if the far corners of the image are not the primary area of interest, users can expect 
an average distance error of < 1 cm (Lachat et al., 2015b).  
Sunlight, if cast directly in the subject or the sensor itself, creates noise in the image or a 
complete lack of data capture altogether (Lachat et al., 2015a) (Marin, 2017). However, this can 
largely be overcome in field conditions by collecting data during periods of low light, cloudy 
days, or at night. Another issue is that resolution is lost the further away the camera is from its 
subject; hence, the ideal range being 0.5 to 4.5 m when the camera is technically capable of 
capturing data at 8 m (Fig. 1).  
 
Figure 1. Depth point spacing in relation to distance from the Kinect sensor. 
One area of difference in depth cameras, such as the Kinect, as compared to terrestrial LiDAR is 
in their data capture process. While traditional LiDAR uses a focused laser beam to capture data, 






the Kinect uses multiple lasers to illuminate the scene, then gathering information in a manner 
similar to flash LiDAR. This distinguishes the Kinect and being a nontraditional sensor, 
especially in the realm of 3D phenotyping and plant imaging.  
FARO Focus 120 
The terrestrial laser scanner used in this study as the baseline for comparison against the Kinect 
is the FARO Focus 120 (FARO Technologies, Lake Mary, Florida) (Table 1). This particular 
laser scanner operates at 905 nm, which is in the near-infrared region of the spectrum. It has a 
range of 0.6 to 120 m and a range error of ± 2 mm at 10 m and 25 m. It can scan an area of 360° 
horizontally and 300° vertically and has a built-in color camera capable of capturing at 70 
megapixels (this color information is then used to colorize the point cloud). While this sensor is 
capable of producing high resolution point clouds, it is prone to distortion if any objects in the 
scene move during scanning. This can be a major issue in field settings as plant leaves are known 
to move numerous times during the several minutes the scanner needs to capture an image, with 
even slight breezes causing a loss in quality. 
Table 1. Key features of the Microsoft Kinect V2 and the FARO Focus 120. 
Feature Microsoft Kinect V2 FARO Focus 120 
Type RGB-D Terrestrial Laser Scanner 
Wavelength (nm) 860 905 
FOV (H X V) 70° X 60° 360° X 300° 
Range (m) ~0.8 – 4.5 ~0.6 – 120 
Depth Pixel Array (H X V) 512 X 424  
Color Camera 1920 X 1080 70 megapixel 





In September of 2016, six cassava (Manihot esculenta) cuttings were planted in pots in a 
greenhouse at Texas A&M University. The cuttings were first suspended in a water/fertilizer 
mixture to promote root development and were transplanted into potting soil once ample root 
material was established. The plants consisted of three different varieties, all of which produced 
a similar upright phenotype and had no distinguishable characteristics between varieties other 
than the color of the stem (Fig. 2). All plants received the same treatment with periodic 
fertilization, adequate water, and any required chemical treatments to promote growth. At the 
time of data collection, the plants were approximately seven months old. 
 
Figure 2. FARO models of the six cassava plants arranged by height, with the bounding box 
visible.  
Data Collection 
Measurements were taken inside a seed preparation room at the greenhouse facility. As 
mentioned previously, an indoor location was chosen to minimize environmental variables, 
especially those related to plant movement and sunlight. These two variables were controlled to 
allow both scanners to produce the most accurate point clouds possible. It should be noted, 
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however, that there was an air conditioning unit which sometimes ran in the room where the 
images were captured, creating very minor plant movement on and off throughout the 
experiment. The effect on the data appears to be minimal, however. 
Scans were taken simultaneously with the FARO Focus 120 TLS sensor and the Microsoft 
Kinect V2, which were placed 90° to one another surrounding the plant at a distance of 1.3 m 
from the edge of the turntable and a height of 0.97 m (Fig. 3). These distances were measured 
from the sensor location within the instrument. The FARO settings used are presented in Table 2. 
The resulting point density was stated to be 12.27 mm at 10 m from the sensor. These settings 
were applied as to maintain a good resolution that was also not time intensive (less than three 
minutes per scan) and would be representative of the typical amount of time permitted for a field 
campaign. 
 
      Figure 3. Simultaneous image capture process for the Microsoft Kinect V2 (left) and the  








Vertical Scan Area -60° to 90° 
Horizontal Scan Area 0° to 90° 
Color Images Captured Yes 
 
Kinect images were captured using a makeshift client-server program. To allow the future use of 
multiple Kinect sensors at one time, an adapted version of the open-source RoomAlive Toolkit 
was produced. These modifications were necessary as the 2017 version did not allow data 
streams to be collected simultaneously. In general, the Github repository 
(https://github.com/Microsoft/RoomAliveToolkit ) was duplicated and an executable version of 
the software was rebuilt using Visual Studio 2007 Community Edition. The modifications 
included the use of the “Parallel For Each” statement in C# to allow the multiple Kinect streams 
to be completed. 
For each plant, eight scans were taken in subsequent 45° increments (i.e. scans were taken at 0°, 
45°, 90°, 135°, 180°, 225°, 270°, and 315°). The position of the Kinect sensor and its field of 
view (FOV) meant that the sensor needed to be faced downward at approximately 30° so that the 
entire turntable was visible. This resulted in some of the taller plants having their top not visible 
in the resulting point clouds. These parts were later removed from the corresponding FARO 
scans for analysis. 
In order to eliminate the need to move the instruments between the different data capture angles, 
plants were placed on a modified turntable to facilitate their rotation (Fig. 4). The base was a 
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Copco 45.72 cm non-skid turntable (Lazy Susan). J-B Weld reinforced epoxy was used to attach 
two bamboo stakes (Miracle Grow 1.219 m) to the top of the turntable. Eastpoint 40 mm table 
tennis balls were attached at the end of each of the stakes to be used as targets for registration. To 
ensure that each of targets could be recognized as unique objects in the point clouds, the table 
tennis balls were placed at four different height levels: 0 cm, 5 cm, 8 cm, and 11.5 cm. 
 
             Figure 4. Modified turntable for plant rotation with table tennis ball targets for  
             registration. 
Preprocessing 
For the initial processing, files from the FARO scanner where converted from their proprietary 
.fls format to .xyz format in order to facilitate easy transfer between software programs. This was 
done by exporting the data from the FARO® SCENE software. The Kinect files were already in 
a format that is easily accessible by a variety of software programs (.xyz). The rest of the 
preprocessing and analysis was done using CloudCompare version 2.10. alpha (CC), an open 




Figure 5. Outline of the data collection and analysis workflow. 
Each file was manually cropped close to the plant perimeter using the Segment tool in CC to 
discard unnecessary background points (i.e., anything in the greenhouse that was not a part of the 
experiment), making sure to also leave the targets intact. This resulted in a scan with points 
representing the plant, pot, turntable and a small portion of the floor. After cropping, all scans 
were cleaned using the Statistical Outlier Removal (SOR) tool in CC. Within SOR, the number 
of points used for mean distance estimation was 6, while the standard deviation multiplier 
threshold was set to 1.00. Determination of these settings was done based on trial and error, 
attempting to cleanup many of the noise points, while not removing large numbers of points 
representing plant leaves and stems. 
Registration for each plant was carried out using only four of the eight scans: those 
corresponding to 0°, 90°, 180°, 270°. For plant 5, the 180° scan was corrupted, therefore the 
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135° scan was used instead. All scans were registered with the 0° scan as the reference, using the 
table tennis balls that were attached to the plant turntable as targets, as well as some points on the 
turntable itself where necessary. After the four scans were registered together, the point clouds 
were merged to create a single 3D model. After all individual plants were merged into 3D 
models, FARO files were then registered to their corresponding Kinect images. The registration 
errors obtained are presented in Table 3. As mentioned previously, some of the Kinect models 
were lacking the top portions of the cassava plant due to the FOV of the sensor. In addition, the 
ground points needed to be removed from each model. To facilitate a proper cloud-to-cloud 
comparison between the FARO and Kinect models, the Segment tool in CC was used to 
manually clip the extent of the point clouds so that it would be exactly the same. This was done 
by loading the both the FARO and Kinect models of a given plant and visually assuring that the 
ground points and any points above the FOV of the Kinect were removed. 
Table 3. Errors from registering FARO clouds to their corresponding Kinect clouds (m). 









The Cloud-to-Cloud distance tool within CC was used to calculate point distance between the 
two models. The tool achieves this by calculating distance from a reference cloud to a compared 
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cloud using either simply the nearest neighbor distance or one of three local modeling strategies 
to better incorporate surface features into the distance estimation. The analysis can be used on 
only two clouds at one time. The reference cloud should be the cloud which is of the greatest 
extent and the highest density, therefore in this analysis the FARO model was set as the 
reference and the Kinect as the compared cloud. The octree level was left in the default as it 
suggests that CC should determine the value. No max distance was set, so all points were 
included in the calculations. The computation did not include splitting into the x, y and z 
components.  
The 2D 1/2 triangulation model was suggested for this analysis, as CC suggests it is the only 
model which can theoretically represent sharp edges. The local model requires a value to be 
computed upon; this can either be on a given number of neighbors or based on a spherical 
neighborhood. Both a spherical neighborhood of .01 m and a nearest neighbor value of 6 were 
attempted. In both cases, the resulting mean distance and standard deviation values were nearly 
identical. The use of a nearest neighbor value is suggested if the point clouds are of a constant 
density, and the software states that the computations are faster. Therefore, it was decided to 
complete the analysis using the nearest neighbor value of 6.  
The output is the mean and standard deviation of the distance between the point clouds. In 
addition, a scaler field is created for the compared cloud, which can be visualized to display the 
distance for each point. A box and whisker plot was created in R (R Core Team) to display the 
distance values for each of the 6 plants. In order to assess the effect of the planter pot on the 
Cloud-to-Cloud distance determination, the pots were manually removed using the segment tool 
from each set of model plants. The analysis was again run using the same methodology. R was 
used to conduct a Welch T-Test to compare the difference between the distance values with and 
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without the pot in the model. A Welch T-Test was used as the number of samples varied between 
the variables and they did not have equal variances according to an F-Test.     
The point density of each point cloud was calculated using the Density tool in CloudCompare. 
Two methods are available; a precise method which estimates density based on counting the 
number of neighbors inside a sphere radius set by the user, or an approximate method which 
calculates the distance to the nearest neighbor. For this analysis the precise method was chosen. 
This was achieved using a radius value of 0.01, and the output was expressed in the number of 
neighbors for each point in the model. These values are added as a scaler field into the dataset 
and can be visualized in CC. A statistical comparison between the density data for the two 
models was made in R for each plant. A Welch T-Test was used as the number of samples varied 
between the FARO and Kinect models and the results of the F-Test showed the variances were 
not equal.  
Results 
Cloud-to-Cloud Distance 
The average distance between the point clouds, based on the means of all plants, was 0.0093 m, 
with a standard deviation of 0.0013 m (Fig. 6). For this study, all mean point cloud distances 
were less than 1 cm except for plant 3, which was 0.011 m. The spatial distribution of the 
variability in distance between the point clouds for all plants seems to be evenly distributed with 
two exceptions (Fig. 7). One, the points indicating high cloud-to-cloud distance (red in color) 
seem to be grouped within the vegetation, while a few also occur as individual points on the pots. 
Two, the pots themselves seem to produce concentrations of points which have above-average 







Figure 6. Distance of Kinect point cloud model from FARO model across all six plants (m), 
showing a relatively normal distribution across all plants. Average distance is 0.0093 m, with all 







Figure 7. The Cloud-to-Cloud distance for each Kinect model visualized in CloudCompare. 
Points indicating high cloud-to-cloud distance (red) appear to be group primarily between 
vegetation and plant pots, with the pots appearing to produce points with above-average 
distances (0.15 and 0.04 m). 
 
Points representing the pot, turntable and ground were removed to leave only the vegetation and 
a Cloud-to-Cloud distance analysis was again performed (Fig. 8). The average distance between 
the point clouds, based on the means of all plants, was 0.0090 m and the standard deviation was 
0.0019 m. According to the Welch T-Test (Table 4), the removal of the pot made a statistically 
significant impact for all plants except for plant 6. However, the change in the mean distance was 
both positive and negative depending on the plant, and was less than 0.001 m except for plant 2, 








Figure 8. Distance of Kinect point cloud model from FARO model across all six plants (m) after 
having the planting pot and turntable removed from all images. Average distance between clouds 








Table 4. Welch T-Test comparing the Cloud-to-Cloud distance of the Kinect models with and 
without the pot. Based on p-value, impact of the removal of the pot is statistically significant in 
all cases except for Plant 6. All changes in mean distance were less than 0.001 m with the 
exception of one (Plant 2). 
 
Plant t-value df p-value Change in Mean 
1 6.5295 74476 6.641e-11 0.000335 
2 18.251 11699 2.2e-16 0.002025 
3 -2.6336 41714 0.008452 -0.000245 
4 3.5472 58792 0.0003896 0.000204 
5 -9.9175 61167 2.2e-16 -0.000628 
6 1.3178 43279 0.1876 0.000094 
 
Point Density 
Point density analysis for each plant showed that the FARO scanner had a significantly greater 
point density than the Kinect (Table 5). The average point density for the Kinect models was 
14.66 neighbors versus 74.43 neighbors for the FARO models within a radius of 0.01 m. This 
resulted in an average difference in the mean point density of 59.8 (Fig. 9). 
 
Table 5. Welch T-Test comparing the point cloud density between the FARO and Kinect models, 
showing statistical significance between all plants. 
 
Plant t-value df p-value Difference in Mean 
1 797.85 248440 2.2e-16 55.11916 
2 505.81 53850 2.2e-16 59.52009 
3 573.57 164590 2.2e-16 74.3083 
4 673 229100 2.2e-16 61.60727 
5 694.39 206030 2.2e-16 56.74021 





Figure 9. The average point cloud density for the FARO and Kinect models. The FARO features 
a much greater point density than the Kinect, showing and average of 74.43 neighbors for each 
point within a 1 cm radius, as opposed to the Kinect’s 14.66 neighbors.  
 
Discussion 
The mean registration error of the FARO and Kinect models ranged from 0.004 to 0.0064 m and 
thus should have minimal effect on the point cloud comparisons. The average Cloud-to-Cloud 
distance was ~1 cm. This distance error is in agreement with studies showing a 1 cm error in 
depth estimation at distances under 4.5 m (Lachat et al., 2015b). The mean error might be 
improved slightly if those points with great distances (beyond ~ 3 cm) were removed. Many of 
these points were concentrated around single areas in the vegetation, suggesting they might have 
originated from leaves moving slightly with breeze from the air conditioning. Slight 
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improvement in the overall Cloud-to-Cloud comparison could be achieved by using a consistent 
series of camera angles for each plant. In this experiment, angles were set manually by eye; a 
mechanical table could have eliminated much of this error. Nevertheless, an error of ~ 1 cm 
should have little effect on the ability to conduct many high-throughput phenotyping tasks. The 
ability to capture more accurate measures of phenotypic traits in a field setting by hand is 
questionable at best, especially at the high-throughput rates required today.  
After visual assessment of the Kinect models, it was clear that the black plastic pots were not 
captured with much spatial accuracy or point density. For this reason, the Cloud-to-Cloud 
comparison was attempted with both the pot present and with only the vegetation. The removal 
of the non-vegetation points did not have the expected result. While a significant difference in 
distance existed between the models with and without the pot for all but plant 6, the difference 
was sometimes worse. This can be attributed to the removal of the ground and turntable points 
along with the pot points, which often had little variation (less than 0.01 m) in distance from the 
FARO model. However, the average difference of 0.009 m between the pot/pot-less models is 
not very meaningful, as this is well within the error of the Kinect sensor. An explanation for the 
lack of density, and maybe for the increased distances, within the pots is that the pot material is 
known to be of low reflectivity for the Kinect (Alhwarin et al., 2014). While the removal of the 
pot from the density analysis was statistically significant, this is of little interest to those 
capturing data in the field. Nevertheless, further studies should be conducted to test the Kinects’ 
response to different colors and/or materials which would be of interest in a high-throughput 
phenotyping situation.  
The FARO models are approximately 5 times denser than that of the Kinect. The average Kinect 
model had 14.66 neighbors within a radius of 0.01 m, while the FARO had 74.43. The difference 
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in the point density between the FARO and Kinect models for each plant was significant. 
However, this should have little baring on the usability of the point cloud data produced using 
the Kinect to conduct many phenotyping tasks. This is because the major plant parts (leaves, 
stems, and main stalk) are represented well, despite the lower density (Fig. 10). However, precise 
estimations dependent upon minute physiological features (e.g. leaf area index) might produce 
larger errors as compared to the FARO. In addition, the decrease in point density that occurs with 
increased distance from the sensor must be considered. For instance, the depth pixel size of 0.27 
cm at 1 m becomes 1.09 cm at a distance of 4 m. This could have a major impact on data quality 
for very large plants or those captured at greater distances from the sensor.  
While biomass assessments were not made for the plants used in this experiment, the results 
nevertheless have implications for other observable characteristics. While not as dense as the 
FARO point cloud, the Kinect was still capable of capturing plant structure to the degree that it 
could distinguish between cassava genotypes if applied in a field setting, especially if these 
genotypes differed significantly in areas like height. Stems were not as visible in the Kinect 
clouds as in the FARO, but cloud-to-cloud distances were lowest on the main stalk and leaves of 
each plant. This is encouraging as it shows that, at least in case of cassava, information on leaf 
area, leaf angle, and perhaps even leaf count can be obtained. Also unique under these 
circumstances was the Kinect’s capability of capturing color information under indoor 
conditions. While this may not seem relevant to many plant breeders now due to the Kinect’s 
inability to work in direct sunlight, this kind of information can still be obtained by using the 
sensor on overcast days. Likewise, new RGB-D cameras are being developed that can limit the 
effect of ambient light on the images captured, making usable color information from the field a 




Figure 10. A side-by-side comparison of Plant 4 (Kinect on the left, FARO on the right). Note 
that the pot is lacking in point density for the Kinect model.  
 
Conclusion 
Plant breeders who want to incorporate high-throughput phenotyping technology into their 
programs face a variety of obstacles getting started. In addition to the acquisition costs and 
technical expertise needed to operate these systems, current technologies may be limited in areas 
that specific breeders find valuable. The ultimate decision of whether or not to adopt these 
phenotyping platforms will largely depend on application, as well as the reliability of the 
technology available.  
One of the major advantages of depth sensors as compared to laser scanners is the ability to 
capture a scene rapidly. During the several minutes required to scan an outdoor scene with the 
FARO Focus it is almost inevitable there will be some movement in the plants, either from wind 
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or changes in structure. These errors will be compounded during the registration if multiple scans 
are used. While registration errors cannot be avoided by using a depth sensor, the issue with 
plant movement can be reduced. This is because the entire FOV of the Kinect sensor is captured 
at once. If multiple depth sensors were triggered instantaneously, the impact of motion in the 
scene could be generally ignored. However, the Kinect is prone to interruption from other 
sources of infrared light, especially from other Kinect sensors. This problem can be avoided by 
adjustment of the modulation frequency of the IR light used for the depth estimation. However, 
Microsoft does not allow adjustment of this feature at this time. The use of multiple Kinects can 
be accomplished by firing them sequentially; though this does negate some of the benefit, it is 
still much faster than a standard TLS. 
The next step in this process is the creation of a field-worthy platform to test the Kinect sensors 
outside. One of the major limitations of the Kinect sensors is the limited FOV at close distances, 
which can impair the sensor’s ability to capture full plants that are beyond its height or width 
limitations. This can be overcome by the use of multiple sensors with overlapping FOV. Such a 
platform would also require multiple computers with specific features in order to control the 
cameras, as well as a custom software package to allow maximum user interaction. The client-
server program used in this study could be expanded to allow easier image capture and control of 
the cameras in the field, especially in the form of a smartphone app. 
Despite having lower resolution, the Kinect can be a cost-effective alternative for applications 
that don’t require sub-centimeter resolutions (e.g. height or volume approximations), as well as 
other types of data collection. These sensors also benefit from being highly portable and could be 
easily attached to many different field cart designs. Another major advantage of the depth 
camera is the instantaneous capture of data could provide a solution for issues of wind in the 
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field, although the sensor still faces challenges when being used on sunny days. But while the 
Kinect does seem to sufficiently capture cassava plant structure, this is not a guarantee that it will 
correlate positively to biomass. Additional studies will need to be conducted to determine the 


























ESTIMATING ABOVEGROUND BIOMASS OF CASSAVA (MANIHOT ESCULENTA) 
USING A NOVEL PHENOTYPING PLATFORM: A FIELD TRIAL 
 
Introduction 
Remote sensing technology offers a wide array of services in the agricultural sector, and its use 
continues to grow as sensor prices drop. Specifically, terrestrial laser scanners (TLS) have 
become more popular and increasingly available to those without large budgets. Still, in the case 
of plant breeding, where large-number trials are routine and cheap phenotyping methods are 
essential, TLS costs are still high enough to create a burden on many publicly-funded plant 
breeding programs. Because of this, the need for low-cost alternatives is still a worthwhile 
pursuit.  
Cassava (Manihot esculenta) is a woody shrub cultivated in tropical and subtropical 
environments for its tuberous root, which is rich in starch and is a staple in diets throughout Latin 
America and Africa (Hillocks and Thresh, 1982). An important food source throughout the 
developing world, cassava provides more than 300 calories per day to hundreds of millions of 
people on the African continent alone (Anikwe and Ikenganyia, 2018). As such, it is important 
that the crop bulk early and provide large roots with minimal plant stress. Monitoring the 
aboveground growth of cassava plants through non-destructive means can allow growers to 
estimate bulking rates and harvest at optimal times.  
Selection of early storage root bulking (ESB) is essential for maximizing efficiency in 
production of cassava. Being able to plant and harvest the crop within one rain cycle is 
particularly important for farmers in regions with limited rainfall, as well as those who 
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incorporate other crops into their operations (Kamau et al., 2011). This is particularly important 
for smaller farms, who would benefit from 50-100% increases in yields if harvest ability can be 
reached within 8 months (Tumuhimbise et al., 2012). It is for this reason that all methods that 
could contribute to ESB varieties be explored.  
While remotely sensed belowground biomass information is currently being investigated as a 
means to accurately select for ESB in cassava, there still remains a need to have accurate 
biomass information for aboveground plant material. Although cassava root is valued as a food 
source by humans, the surface vegetative material is still an important component of animal feed 
in the nations in which it is cultivated (Klein, 2016). This, in addition to the possibility that 
aboveground biomass may correlate to early root bulking, makes the development of new 
phenotyping tools essential for cassava breeders wanting to select for this trait.   
This study used both a ground-based LiDAR sensor and a series of RGB-D cameras as proxies 
for biomass sampling of cassava plants in a real agricultural field setting. The goal of this chapter 
is to build on previous sensor comparisons performed under controlled conditions (greenhouse 
settings) to predict aboveground biomass in Manihot esculenta. This will be achieved through 
several objectives: 1) To determine if an industry-standard TLS (Trimble TX5) is capable of 
collecting biomass data suitable for cassava phenotyping, 2) to test a custom-made, multiple-
camera platform (currently known as “Scorpion”) for the improved acquisition of Microsoft 
Kinect V2 data, and 3) to determine if a count of points within a point cloud serves as a reliable 
predictor of biomass. While it is expected that the TX5 will provide a clearer, denser point cloud 
as compared with the Scorpion, the results of the study will determine which sensor, if either, is a 






The field trials used for this experiment were grown on campus at the International Center for 
Tropical Agriculture (CIAT) in Palmira, Colombia. The fields set up for the test were blocked 
horizontally based on genotype and vertically based on date planted (Fig. 11).  Planting of the 
cassava samples began in 2016, with planting dates spaced out over a monthly basis, resulting in 
plants between 4 and 12 months old. Each plot contained 15 plants, consisting of 3 rows of 5 
plants each. Within the plots, plants were set 1 m apart in order to prevent overlap; however, a 
small number of the plants did receive overlap between branches. There were no borders 
between plots, but there was a border surrounding the entire experiment.  
 
Figure 11. Field setup for plants used in experiment. Images were captured for plants across 
three genotypes (CM 523-7, GM 3893-65, and HMC-1) and roughly 9 age groups, the exception 
being Age 10 in CM 523-7.  
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Genotypes used in the experiment were chosen for their contrasting canopy architecture (Fig. 
12). Genotype 1, CM 523-7 (also known as “standard type”), is a shrub with all branches clearly 
above the ground. Genotype 2, GM 3893-65-Esparrago (also known as “asparagus type), is 
designed to allow for greater planting density and thus grows upright with leaves protruding 
directly from the stalk (thus, no branches). Genotype 3, HMC-1 (also known as “low-branch 
type”) is another shrub type; however, it is smaller than the standard type with branches that 
hang low to the ground, often touching the surface.  
 
Figure 12. Cassava genotypes used in the CIAT experiment. CM 523-7 (a), GM 3893-65 (b), and 
HMC-1 (c).  
 
Plant Material 
Forty-seven cassava plants were chosen from the field trials for this experiment. Images were 
captured with both of the sensors as much as time would allow. While the intention was to get at 
least three images per plot, some plots were only able to have one or two images captured due to 
time constraints. Also, the Kinect platform occasionally encountered sensor problems; namely, 
one of the three cameras did not go off or produced a corrupted file. In these cases, the plant was 
discarded. In total, images analyzed included 15 plants from Genotype 1, 15 from Genotype 2, 
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and 17 from Genotype 3. This included plants from all age groups, with the exception of 
Genotype 1, which had no viable images collected for age 10 months.  
All plants scanned were later harvested, dried, and weighed in order to provide dry weight for the 
leaves and stems (Fig. 13). This was completed by CIAT employees, who marked the plants in 
20 cm increments from the ground level in order to provide binned biomass data. In addition, 
plants were harvested in a way that allowed for a distinction to be made between leaf and stem 
weight (essentially, the plants were harvested by collecting the leaves first and then the stems, 
separating them into two different bags). Harvest began the day after scanning and took roughly 
one week to complete. Prior to drying, the samples were places in cold storage. Commercial 
dryers set to 70°C were used to dry the plants before weighing.  
 
 
Figure 13. Cassava fields at CIAT campus before harvest (a) and after (b).  
Image Acquisition 
Because wind movement of the plants would have a distorting effect on the TX5 data, in addition 
to the direct sunlight impairing the Kinect’s ability to capture images, the scans for both sensors 
were taken at night when the wind was low. Because of this, no real color information was able 
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to be captured for any of the images. Scans of each plant were taken in situ, and no targets were 
set up for later registration of the point clouds. However, there were numerous stakes marking 
plots in the field, and it was decided that these would serve as suitable targets for registration.  
Two scans of each plant were taken with both of the scanning platforms: on the north and the 
south side of the plant (Fig. 14). This was done so that there would be a fuller picture of the plant 
once the south side was registered to the north. There were a few circumstances when images 
were captured from a slightly different angle that north/south due to other plants blocking the 
scanner location; however, most plans conformed to the standard procedure. Each image was 
taken roughly 1.5 m from the center of the plant and designed so that the plant would be captured 
in the middle of the image.  
 
Figure 14. Scan angles for cassava plants, taken from the north and south side of each plant. Note 






The LiDAR unit used for this study is the Trimble TX5, which is essentially a repackaged and 
rebranded FARO Focus 120 TLS. As such, it is a continuous wave terrestrial laser scanner and 
retains all of the same features as the Focus, including a 0.6 to 120 m meter range (with a 
ranging error of ± 2 mm at 10 and 25 m), and operates at a wavelength of 905 nm. These types of 
scanners have already been tested in the field and have proven to be both a popular and effective 
means of capturing phenotypic data (Omasa et al., 2007) (Friedli et al., 2016).  
The settings for the TX5 were as follows: A resolution of 1/5, quality of 3x, scan size of 2959 X 
3414, and a scanning window of -60° to 90° vertical and 0° to 180° horizontal. At the setting, 
each scan took approximately 2 minutes and 39 seconds to complete, with a point distance of 
7.67 mm at 10 m. An industrial tripod was used to mount the scanner and resulted in a scanner 
height of approximately 1.25 meters for each scan, although this varied slightly based on the 
topography of the field.  
Scorpion 
The Microsoft Kinect V2 is an RGB-D camera that allows collection of high-resolution 3D data 
with a high repeat measurement frequency. Both the Kinect Version 1 (released 2010) and 
Version 2 (released 2014) have been previously explored as a tool for a variety of scientific 
fields (Wilson, 2017), including agriculture (Omasa et al., 2007) (Friedli et al., 2016), 
speleology, and glaciology (Hämmerle et al., 2014) (Mankoff and Russo, 2013) (Lachat et al., 
2015). Although the Kinect can provide a low-cost (~$150) method of 3D imaging, it is prone to 
several issues that are not present with traditional terrestrial laser scanning. Two of the most 
obvious issues are the lower quality and shorter range. Another problem is that the Kinect seems 
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to perform poorly in direct sunlight (Lachat et al., 2015) (Marin, 2017), largely restricting its use 
outdoors.  
The Microsoft Kinect V2 works utilizing a similar time-of-flight principle as the TLS. However, 
the Kinect functions like flash LiDAR, sending out large, multiple bursts of light at once from a 
512 x 424 x 16 bits per pixel 16-bit depth sensor as opposed to creating an image from a rapidly 
repeating single laser point. In this way, its designation as true LiDAR is debatable. However, it 
is capable of producing 3D point clouds similar to that of the TX, only of a lower resolution. The 
Kinect is also a 1920 x 1080 x 16 bits per pixel color camera with a 70° Horizontal – 60° 
Vertical angular field-of-view and a 0.5 m to 8 m range. Naturally, this rage and resolution pales 
in comparison to the TX5, and thus a new platform needed to be developed in order to overcome 
this limitation.   
Each image capture in this experiment utilized three Kinect sensors at once by means of a 
custom-built platform known as “Scorpion” (Fig. 15). The entire Scorpion system consists of 
three Kinect sensors, a single board computer (SBC) for each sensor, a battery with a power 
inverter, a metal frame to hold the sensors in place, and a plastic tote to hold the electronic 








Figure 16. Scorpion platform hardware, featuring battery, power inverter, single board 
computers, cooling fans, and necessary USB and surge protector hookups. 
 
The metal platform holding the Kinects consisted of a steel base and aluminum sensor frames. It 
was decided that three sensors would be used because it would provide good coverage of the 
plant while not being too heavy. The basic structure was constructed out of 3 cm steel square 
tubing with a 1.98 mm wall thickness and consisted of two parts: a top and a base. The base was 
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made into an H shape in order to allow it to remain stable on uneven terrain. The top was 
designed to position the sensors at slightly different distances and angles so that they could 
capture different parts of the plant, all while having some overlapping imagery. The two parts 
were connected by a single bolt to minimize tension on the structure. 
The rectangular frames that hold the Kinect sensors in place were constructed out of aluminum 
to minimize the weight of the overall platform. The sensors are secured by bolts capped with 
circular 2.54 cm rubber pads to protect the sensor from damage (Fig. 17). The frames were then 
bolted to the steel support structure and held in place by Blue Loctite (Henkel AG & Company, 
KGaA), a thread locking chemical, to ensure no movement.  
 
Figure 17. An adjustable Kinect sensor frame used to hold the camera in place with no 
movement. 
 
Because a Kinect sensor requires a dedicated graphics card, Windows 8.0 or higher (for the 
Kinect SDK 2.0 software), and a USB 3.0 bus, it was necessary to provide an entire computer for 
each sensor. Issues of cost and size were mitigated by utilizing single board computers (SBCs) 
loaded with Windows 10 from LattePanda. Specifically, the LattePanda 4G/64GB model was 
chosen because it met all of these requirements. The battery and power inverter in the carrying 
case was used to power the sensors as well as the SBCs. 
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In order to capture data with the Kinect sensors, a custom-made app was developed. The 
Scorpion Web Controller App uses the Microsoft RoomAlive system to communicate with the 
sensors, SBCs, and the user to capture data. Built in C#, this app allows operators to use a 
smartphone to capture an image, name the image, restart the SBCs, and power the system on and 
off. The app allows for an easy image capture and can be used as long as the smartphone and 
SBCs are connected to the same Wi-Fi network (Fig. 18). This is carried out by having each SBC 
run, on startup: 
1. The Scorpion Web Application 
2. Web API Gateway (sends the order to the corresponding sensor) 
3. KinectServer.exe (a program that allows capture and storage of an image) 
 
Figure 18. Overview of the Scorpion Web Controller App setup, showing single board computer 




CloudCompare version 2.10. alpha, an open source 3D point cloud (and triangular mesh) editing 
and processing software, was used for the preprocessing of the LiDAR files. The original TX5 
files were in FARO’s proprietary .fls format, which is compatible with both the FARO SCENE 
and Trimble RealWorks software packages. In order to view and manipulate these files in 
CloudCompare, the files were exported from SCENE into .xyz files. The files from Kinect were 
already in .csv format, which can be read my many software types, including CloudCompare.  
As mentioned previously, stakes that were set up in the field were used as targets for registration 
(Fig. 20). For the TX5’s files, each plant’s north and south-angle images were registered 
together. After the two sides were registered together, they were merged into one cloud, creating 
a full 3D model for each plant (Fig. 19). 
 





Figure 20. Using field stakes for registration of TX5 point clouds in CloudCompare software. 
For the Kinect files, before the north and south angles could be registered, the three individual 
cameras of the Scorpion had to be registered so that a complete shot of the angle could be 
created. This was achieved using the Apply Transformation tool in CloudCompare. Before the 
images were captured in the field, an establishing shot was taken to be used as a reference. In this 
case, the image was taken of a tree, which was clear enough that it could be registered based on 
individual characteristics (such as unique branch areas) without the need of formal targets. The 
cameras were numbered according to the part of the plant they represented: Camera 1 is the 
middle portion, Camera 2 the bottom, and Camera 3 the top. Whenever one part is registered to 
another (for example, registering Camera 2 to Camera 1), a series of point cloud coordinates are 
given that save the registration location within the workspace. When registering the same camera 
image from the cassava plants, these coordinates can then be plugged into the Apply 
Transformation tool and will automatically register based on what was given in the reference 
shot (Fig. 21). After these coordinates were applied to all of the Camera 2 and Camera 3 images 
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across the cassava plants, the north and south angles of the Kinect images were registered 
together.  
 
Figure 21. Applying transformation numbers derived from reference shot to a cassava plant 
(Kinect). This method was used to solve extensive time it would have taken to register the three 
Scorpion camera shots to each other for each plant.  
 
After the point clouds were cropped to include only the plant of interest and the necessary 
ground points for classification, the Statistical Outlier Removal (SOR) tool was used to clean 
noisy points from the cloud. The mean distance estimation for the SOR was set to 6, while the 
standard deviation multiplier threshold was set to 1.00. These settings were determined based on 
previous trial and error that cleaned up the largest amount of noise points while minimizing the 
points that were cut out of the vegetation.  
Ground Points 
Before running a regression, it was first necessary to isolate only the parts of the image that 
would be used in the analysis. It was decided that rather than manually clipping the irrelevant 
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areas, and computer ground classification would be used. The statistical software R (version 
3.4.2.) already featured code that would allow for such classification, called lasground_pmf 
(Progressive Morphological Filter). The code is able to differentiate between ground and 
aboveground points by using a two-variable filter: the first being the sequence of window sizes 
used for filtering ground returns, and the second a sequence of threshold height above the ground 
surface (Zhang et al., 2003). For the TLS scans, a window size of 0.2 m and a threshold height of 
0.05 m sufficed.  
Much trial and error were needed in determining the proper window size and threshold height for 
the Kinect scans. Several of the scans were properly classified using the same parameters as the 
TLS; however, several of the scans needed to have window sizes changed in order to carry out 
proper classification. In total, four plants were run with a window size of 0.2, twenty-three plants 
at 0.35, seventeen plants at 0.4, two plants at 0.47, and one plant at 0.50. Additionally, 
classification of grounds points was made more difficult as the Kinect’s lower resolution 
produced a lower amount of ground points from which the analysis could be drawn. The problem 
resulting from this low point density is that some aboveground points (specifically, those that lie 
above the areas with a thin amount of surface points) can be incorrectly classified as ground 
points. This could be corrected by copying the thicker point density from other ground parts of 
the cloud and pasting it into the ground sections that had lower point density.  
Subsampling 
Before running the point cloud density against dry weight, a subsample of the point clouds was 
taken. This was completed through CloudCompare’s subsample tool, setting the minimum space 
between points to 0.002 m (2 mm), as this is within the maximum range accuracy of the TX5. 
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This was necessary as to avoid any data degradation that may come from registering the multiple 
clouds together.  
Analysis 
Analysis was also completed using R version 3.4.2; more specifically, plotting was completed 
using the ggplot2 package, while bootstrap analysis was done using R’s boot package. All 
bootstrapping was done using the bias-corrected and accelerated method (BCa) in order to offset 
any bias or distributional skewness in the results. Five thousand iterations were used with a 
confidence level of 95%. 
The number of points within all of the binned levels were regressed against the entire plant’s dry 
weight, both for the TLS files as well as the Kinect. However, because there was a separation 
between the leaf and stem weight in the field data, it was decided to do two analyses for each 
plant: regressed against the stem and leaf weight combined, and against only the leaf weight, 
with bootstrap analyses following both of these. The regressions were conducted in this manner 
because only a small amount of the stem (estimated as <5%) was captured in each image, as the 
plants across all genotypes are covered in leaves. Likewise, any attempt to remove the stems 
from the point clouds would have to have been done manually, and thus would certainly create 
bias.  
In addition to analyzing all 47 plants by stem/leaf and leaf-only weights, regression was also run 
based on genotype. In all, calculations for biomass of both the TLS and the Kinect were 







TX5 Stem and Leaf (Full Plant) 
Because the terrestrial laser scanner is considered one of the industry-standard forms of LiDAR 
for agricultural research, the TX5’s analyses were run first. In addition, it was also decided to 
look first at the regression of the subsampled point clouds against the entire weight of the plant, 
including leaf and stem. Looking at the cassava plants across all genotypes, the R2 value was 
0.73, with a P-value of 1.26e-16. The bootstrap revealed a mean R2 of 0.74, a bias of 5.79e-4 and 
a standard deviation of 0.07. The 95% confidence interval was between 0.55 and 0.84 (Fig. 22).  
 
Figure 22: Subsampled TX5 point cloud regressed against dry weight of stem and leaves across 
all genotypes. The regression R2 value shows a correlation of 0.73 (a), while the bootstrap 
reveals a mean R2 of 0.74 based on five thousand iterations, with a confidence interval between 
0.55 and 0.84 (b). 
 
After running the regression across all genotypes, the plants were then segmented by genotype 
and another regression analysis was run. This revealed some variation as compared with all the 
genotypes being considered together. Genotype 1 (CM 523-7, also known as “standard type”) 
showed an R2 of 0.64 with a P-value of 4.32e-5. The bootstrap revealed a mean R2 of 0.66, a bias 
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of 4.84e-3 and a standard deviation of 0.1. The 95% confidence interval was between 0.36 and 
0.81 (Fig. 23). 
Genotype 2 (GM 3893-65, also known as “asparagus type”) showed an R2 of 0.95 with a P-value 
of 1.12e-12. The bootstrap revealed a mean R2 of 0.96, a bias of 1.37e-3 and a standard deviation 
of 0.01. The 95% confidence interval was between 0.92 and 0.98 (Fig. 23). 
Genotype 3 (HMC-1, also known as “low-branch type”) showed an R2 of 0.71 with a P-value of 
6.45e-6. The bootstrap revealed a mean R2 of 0.73, a bias of -7.65e-3 and a standard deviation of 
0.12. The 95% confidence interval was between 0.40 and 0.88 (Fig. 23). 
 
 
Figure 23: Subsampled TX5 point cloud regressed against dry weight of stem and leaves for 
standard (a), asparagus (b), and low-branch (c) genotypes. The R2 value of the asparagus 
genotype was the most successful at 0.96, followed by the low-branch type at 0.71 and the 
standard at 0.64. Bootstrap analyses were also run on each genotype, revealing a mean R2 of 0.66 
(a), 0.96 (b), and 0.73 (c). 
TX5 Leaf Only 
After looking at the relationship between the subsampled point cloud and the entire dry weight of 
the plant, the point clouds were then regressed against only the weight of the plant leaves. It was 
expected that this may improve some of the correlations, as much of the visible part of the plants 
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consisted of leaves. Looking at this regression across all genotypes, the R2 value was 0.80, with a 
P-value of 2e-16. The bootstrap 95% confidence interval was between 0.63 and 0.88 (Fig. 24).  
Figure 24: Subsampled TX5 point cloud regressed against dry weight of leaves only across all 
genotypes. The regression R2 value shows a correlation of 0.80 (a), while the bootstrap reveals a 
mean R2 of 0.80 based on five thousand iterations, with a confidence interval between 0.63 and 
0.88 (b). 
 
As with the stem and leaf weight regressions, separating the plants by genotype created some 
variation in the correlations. Genotype 1 was somewhat improved when looking at leaf-only 
data, with an R2 of 0.70 and a P-value of 8.66e-06, maintaining a bootstrap 95% confidence 
interval between 0.33 and 0.88 (Fig. 25). 
Genotype 2 was largely unchanged, showing only a slightly lower R2 of 0.95222 (as opposed to 
the 0.95792 of the stem and leaf), and a P-value of 3.35e-12. The bootstrap 95% confidence 
interval was 0.91 - 0.98 (Fig. 25). 
Genotype 3 had the greatest improvement of the three genotypes, with an R2 of 0.83 and a P-




Figure 25: Subsampled TX5 point cloud regressed against dry weight of leaves only leaves for 
standard (a), asparagus (b), and low-branch (c) genotypes. The R2 value of the asparagus 
genotype was again the most successful at 0.95, followed by the low-branch type at 0.82 and the 
standard at 0.70. 
 
Kinect Stem and Leaf (Full Plant) 
After the TX5 clouds were analyzed, the Kinect scans were then run through the same process, 
beginning with looking at the entire plant weight (steam and leaf) across all genotypes. This 
yielded an R2 of 0.71, with a P-value of 1.12e-13. The bootstrap revealed a mean R2 of 0.71, a 
bias of -1.39e-03 and a standard deviation of 0.09. The 95% confidence interval was between 




Figure 26: Subsampled Kinect point cloud regressed against dry weight of stem and leaves 
across all genotypes. Regression (a) and bootstrap (b). The regression R2 value shows a 
correlation of 0.71 (a), while the bootstrap reveals a mean R2 of 0.71 based on five thousand 
iterations, with a confidence interval between 0.47 and 0.84 (b). 
 
As with the TX5 data, after analyzing the point cloud versus dry weight across all genotypes, 
same analysis was then run based on genotype. Again, this revealed variation as opposed to 
running all genotypes as a whole. Genotype 1 (CM 523-7, also known as “standard type”) 
showed an R2 of 0.81 with a P-value of 4.90e-06. The bootstrap revealed a mean R2 of 0.81, a 
bias of 7.40e-04 and a standard deviation of 0.07. The 95% confidence interval was between 
0.59 and 0.93 (Fig. 27). 
Genotype 2 (GM 3893-65, also known as “asparagus type”) showed an R2 of 0.91 with a P-value 
of 2.88e-08. The bootstrap revealed a mean R2 of 0.91, a bias of 2.36e-03 and a standard 
deviation of 0.04. The 95% confidence interval was between 0.78 and 0.97 (Fig. 27). 
Genotype 3 (HMC-1, also known as “low-branch type”) showed an R2 of 0.67 with a P-value of 
6.47e-05. The bootstrap revealed a mean R2 of 0.67, a bias of -1.34e-02 and a standard deviation 




Figure 27: Subsampled Kinect point cloud regressed against dry weight of stem and leaves for 
standard (a), asparagus (b), and low-branch (c) genotypes. The R2 value of the asparagus 
genotype was the most successful at 0.91, followed by the standard type at 0.81 and the low-
branch at 0.67.  
 
Kinect Leaf Only 
Following the full plant (stem and leaf) regressions, the same procedures were carried out using 
the Kinect point clouds versus dry weight. It was also theorized that examining this data by leaf-
only weight might improve the correlations. This was not found to be the case when looking at 
this regression across all genotypes, which yielded an R2 value of 0.66, with a P-value of 5.55e-
12. The bootstrap 95% confidence interval was between 0.48 and 0.79 (Fig. 28).  
 
Figure 28: Subsampled Kinect point cloud regressed against dry weight of leaves only across all 
genotypes. The regression R2 value shows a correlation of 0.66 (a), while the bootstrap 




Breaking the data down by genotype, Genotype 1 showed some improvement, with an R2 of 0.76 
and a P-value of 2.38e-05, maintaining a bootstrap 95% confidence interval between 0.51 and 
0.90 (Fig. 29). Genotype 2, like with the TX5, showed relatively little change, with a slightly 
lower R2 of 0.91202 (as opposed to the 0.91302 of the stem and leaf), and a P-value of 3.11e-08. 
The bootstrap 95% confidence interval was 0.80 – 0.96 (Fig. 29). Much unlike its TX5 
equivalent, Genotype 3 actually had a loss of correlation when looking at leaf-only weight, and 
ended up being the worst in the experiment, with an R2 of 0.62 and a P-value of 1.59e-04, The 
bootstrap 95% confidence interval was between 0.19 – 0.81 (Fig. 29). 
 
Figure 29: Subsampled Kinect point cloud regressed against dry weight of leaves only leaves for 
standard (a), asparagus (b), and low-branch (c) genotypes. The R2 value of the asparagus 
genotype was again the most successful at 0.91, followed by the standard type at 0.76 and the 
low-branch at 0.62. 
Discussion 
The reliability of LiDAR point clouds as a representation of biomass in cassava, based on the 
above results, appears to be dependent largely upon genotype and, to some extent, looking at leaf 
only data versus stem data. When not taking into consideration individual genotypes, the TX5 
terrestrial later scanner shows a clear advantage over the Scorpion Kinect platform when looking 
at leaf-only weight (Table 6). However, when looking at leaf and stem weight together, the 
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difference is not nearly as clear, with the TX5 performing better than the Kinect only by a few 
points in terms of R2. This is most likely explained by the improved performance of the TX5 
when considering leaf-only weight in Genotype 3. It was expected that the TX5 would 
outperform the Kinect in all cases, but it was not anticipated that the R2 values would be so close, 
as they were in the case of the stem and leaf weight regressions.   
Perhaps most surprising in all of the analyses was the performance of the Kinect in consideration 
of Genotype 1 (CM 523-7, standard type). This was the only case in which the Kinect 
outperformed the TX5 both in terms of full plant and leaf-only weights. This was particularly 
prevalent in looking at the stem and leaf weight, where the Kinect bested the TX5’s R2 by 17 
points. This was quite unexpected, as the Kinect is known to have a much lower resolution that 
the TX5 or any of the industry-standard TLS models. Naturally, however, this was also based on 
the assumption that a denser point cloud would equal a more reliable correlation.  
It is possible that the Kinect clouds turned out better in Genotype 1 because a total of six camera 
angles (3 on each side) were used instead of two. While each camera on the Scorpion did not 
necessarily capture the same parts of the plant, there did seem to be significant overlap, 
especially on the bottom two cameras and on plants that were shorter in stature. This could mean 
that the point cloud of the Kinect files was denser in the middle regions of the plant. It is also 
possible that because the Scorpion captures images from a lower level (that is, from the ground 
up), it was able to capture more information on the inner portions of the plant, which may have 
been blocked by leaves in the TX5 images, which were captured while being pointed directly at 
the surface of the plant. This analysis was made based on number of points, and the TX5’s 
clouds were certainly denser. However, it is possible that the Scorpion’s more intricate capture 
area, even if capturing a lower number of points, was a better reflection of the overall biomass 
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than simply a dense cloud. Nevertheless, it should be noted that this was only the case in this 
genotype, and thus was most likely dependent upon the general structure of the standard type 
cassava plant.  
In addition, the TX5’s susceptibility to wind may have influenced the outcome of the data in 
Genotype 1. Although care was taken to avoid the influence of wind on plant movement by 
performing the scans at night, it is inevitable that some leaf movement, especially considering 
the 2:39 scan time of the TX5, would have occurred. This could have influenced subtle, yet still 
important, changes in the nature of the point cloud at both the registration and analysis stages. 
Because the Kinect cameras could not capture images in a truly simultaneous manner (due to 
interference between the wavelengths of the cameras), it is possible that plant movement also 
affected the Kinect point clouds. However, the time taken to capture an image with the three 
Kinect sensors (~5 seconds) is significantly less than that of the TX5, and as such it is far less 
likely that plant movement affected the images in any meaningful way.  
Genotype 2 (GM 3893-65, asparagus type) was overall the most successful, and conformed 
highest to the expectations of each sensor, with both managing R2 values at or above 0.90 when 
looking at the full plant or the leaf-only weight. As expect, the TX5 performed higher, but only 
by 5 or less points in each analysis. Both the Kinect and the TX5 showed degradation in R2 when 
being regressed from leaf-only weight as opposed to that of the full plant, although both were 
negligible, the TX5 having shifted from 0.9572 to 0.95222 and the Kinect from 0.91302 to 
0.91202. It is likely that the structure of the asparagus-type cassava, with its leaves growing 
directly from the stem and covering the entire plant, was the reason why this change was so 
small, having very little of the stem visible in most plants. It is also likely that the structure of the 
68 
 
genotype led to the correlations being so high, as the lack of branches allowed a more complete 
image of the plants to be captured. 
For the Kinect, Genotype 3 (HMC-1, low-branch type) was the least reliable in terms of R2. It 
performed relatively poorly in light of both full plant and leaf-only regressions, never surpassing 
0.67 in either. Like with the previous genotypes, there was correlation degradation when 
analyzing the leaf-only weight; however, it was less than in Genotype 1. Nevertheless, the leaf 
only TX5 correlation actually improved by 12 points in Genotype 3, as opposed to the 6-point 
improvement in Genotype 1. This made Genotype 3 the second best in terms of leaf-only 
regression amongst the TX5 scans. The Kinect, however, was the worst in all cases of Genotype 
3. 
The reason for the disappointing results for Genotype 3, as it relates to the Kinect, is likely from 
the structure of the plants. The branches of this genotype were designed to be lower and to 
reduce overall height. This meant that in many cases, the branches were so low that they were 
touching the ground. This made ground classification much more difficult for the computer, as 
the points from the surface and the leaves near the ground were often indistinguishable. Thus, it 
is almost certain that a number of errors occurred during this process, although they were 
confirmed visually as best as possible. It is feasible that this process could have been improved 
though confirming the ground and vegetation points by hand; however, this was difficult due to 
the complete lack of color information provided by either sensor (as all images were taken at 
night). The lower resolution of the Kinect was also most likely a contributor to the difficulty in 
assessing ground and aboveground points, both for the script as well as visually. Likewise, the 
much better performance of the TX5 in this case can most likely be attributed to the clearer point 
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cloud it produces, which may have made it easier for the R script to estimate ground and 
vegetation points in its classification.  
Finally, there were several images in both Genotypes 1 and 3 that contained overlapping plants, 
which without doubt influenced the outcome of the regressions. Manually cropping out these 
images was considered; however, it would have been impossible to crop both the TX5 and the 
Kinect images closely enough to one another to reasonably compare the two, given the basic 
human error that would have occurred from cropping these manually. It is also possible that this 
contributed to the success across both platforms across Genotype 2, as the asparagus plants are 
designed for high-density planting and thus had no branches that could have contributed to 
overlap.  
Table 6. Comparison of regression and bootstrap analysis of subsampled point clouds against dry 






The primary purpose of this study was to determine the ability of ground-based remote sensing 
technology to predict aboveground biomass in cassava for the purpose of eventually identifying 
characteristics of ESB varieties. Furthermore, the Scorpion platform was tested for its suitability 
as a low-cost, reliable replacement for TLS in agricultural applications; more specifically, if it 
could be used as a non-destructive proxy for biomass. Based on the results, it seems that it could 
serve as at least a comparable replacement when looking purely at aboveground vegetation. 
However, those wishing to utilize this technology should take into account the various 
performance issues the Kinect and TLS had when looking at different genotypes. 
The standard type (Genotype 1) cassava plant seems to benefit more from the Kinect that any 
other type, having consistently higher correlations across the full plant and leaf-only dry weights 
than the TLS. This is even more important considering that the TLS did not break the 0.70 mark 
for its R2 under either circumstance. While more testing may be needed before coming to a 
definitive conclusion, based on these results, it seems that breeders specializing in standard-type 
cassava would be more successful with their biomass assessments using the Scorpion or a similar 
Kinect platform as opposed to a TLS.  
Asparagus type (Genotype 2) appears to be the best genotype overall for both cameras, having a 
consistent R2 across both dry weight types. In fact, the Kinect more closely mirrored the TLS 
performance in this genotype than any other, consistently being only 4 points less than the TLS. 
This is likely due to the compact, uncomplicated physiological structure of the asparagus type. 
Because the benefits of the more expensive TLS seem to be negligible as compared to the Kinect 
in terms of these biomass correlations, breeders working with this genotype may find the Kinect 
to be a more economical choice for their high-throughput phenotyping programs.   
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The Low-branch type (Genotype 3) appears to be the least reliable of all the genotypes, having, 
in some cases, great disparity between the Kinect and TLS correlations, and getting worse for the 
Kinect when comparing leaf only to the full plant biomass. However, looking at leaf-only dry 
weight for the TLS actually improved the correlation, bringing it above an R2 of 0.80. 
Improvements on the current design of the Kinect V2, or perhaps an alternative depth camera 
that can capture images in direct sunlight, may improve the correlations for this genotype by 
giving color information, which would make it easier to distinguish between the surface and the 
leaves of the plant that are touching the ground.  
Perhaps most exciting from these results is the possibility for future phenotyping platforms 
involving depth cameras. While the Scorpion served as a useful tool in capturing cassava data, 
future designs could be tailored to suit any crop, and could incorporate many more sensors than 
simply the three. The low cost of these sensors would put few financial limitations on adding 
new layers of cameras, and point cloud resolution and camera angles would improve more and 
more with each added camera. Still, interference between cameras is an issue while trying to take 
pictures simultaneously. In order to get the most out of the fast data capturing time, further 
explorations of the camera’s hardware and software would need to be conducted.  
In all, this study provides a proof of concept for the RGB-D camera’s prospects as a phenotyping 
tool. Cassava breeders must be careful in choosing which remote sensing platform to use based 
predominantly on the types of cassava with which they choose to work. Nevertheless, for those 
who consider an R2 of at least 0.60 acceptable, the Scorpion system provides a good quality 
biomass assessment for an extremely reasonable price, especially considering the high cost of 





ABOVEGROUND VEGETATION PHENOTYPING OF NAPIER GRASS (PENNISETUM 
PURPUREUM) UTILIZING INNOVATIVE REMOTE SENSING TECHNOLOGY: 
A MULTIPLATFORM TRIAL 
 
Introduction 
The field of plant phenomics continues to grow as more LiDAR sensors become available 
commercially. Studies thus far have shown remote sensing to be useful in monitoring crop stress 
and disease, as well as helping breeders to select for quantitative traits in various crop species 
(Marko et al., 2018). What appears to be lacking in the literature is the degree to which certain 
forms of LiDAR can accurately predict biomass in perennial grasses. The aim of this study is to 
assess the reliability of a low-cost depth camera to assess biomass in Napier grass (Pennisetum 
purpureum) as compared to an industry-standard terrestrial laser scanner (TLS).  
A native of East Africa, Napier grass is currently an important fodder crop for cattle in the 
region. It also serves as a significant forage crop in the U.S. (Langeland and Cherry, 2008), and 
its cellulose content has made it a good contender for biofuel production (Tsai et al., 2018). 
Because high biomass is a valued component of this forage crop (Mapato and Wanapat, 2018), 
and due to the labor-intensive nature of harvest, non-destructive assessment of such a trait is an 
essential task for breeders. 
Of the sensors available for such a task, TLS have become some of the most popular, allowing 
researchers to obtain high-quality 3D images of plants from a variety of angles without the need 
for UAVs, manned aircraft, or other vehicles. One of the more affordable of these scanners is the 
73 
 
Focus Series by FARO, which have since been rebranded as the Trimble TX Series. The TX5 is 
a continuous wave scanner that measures distances by means of phase modulation techniques, 
and has already been tested as a means of capturing phenotypic data (Omasa et al., 2007) (Friedli 
et al., 2016). However, while the cost of TLS units have come down, their costs is still 
prohibitively high for those on limited budgets.  
The X-Box Kinect motion sensor by Microsoft is a depth sensor that may be a solution to budget 
constraints faced by some plant breeders who wish to utilize high-throughput phenotyping 
techniques in their research. The Kinect V2 sensor, released in 2014, is an RGB-D camera that 
allows collection of high-resolution 3D data with a high repeat measurement frequency, and was 
originally developed as a consumer product to allow hands-free operation of video games. Due 
to its commercial availability, and the fact that it was not a popular consumer item, V2 sensors 
can be found and purchased easily and inexpensively (~$50-150, depending on the condition), 
and have already been explored as a scientific tool (Wilson, 2017), including for agricultural 
purposes (Omasa et al., 2007) (Friedli et al., 2016).  
The goal of this chapter is to determine the ability of land-based remote sensing technologies to 
accurately predict aboveground biomass in Pennisetum purpureum. The following study can be 
defined by the following objectives: 1) To determine the ability of a TLS (Trimble TX5) to 
capture an accurate 3D model of aboveground Napier grass plant structure, 2) to test the ability 
of a custom made, field-of-view expanded phenotyping platform (know as “scorpion”) to 
accurately capture aboveground Napier data, and 3) to determine if LiDAR point count regressed 
against estimated dry weight is an accurate predictor of aboveground biomass in this crop. While 
LiDAR has been researched as a method for determining crop height in perennial grasses (Zhang 
and Grift, 2012), this is the first time, to the author’s knowledge, that ground-based remote 
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sensing technology will be used to assess Pennisetum purpureum. It is expected that the TX5 
will produce a cleaner point cloud and higher correlations to dry weight biomass than the Kinect, 
but that the Kinect will still retain a comparable correlation considering its lower quality. If 
successful, this could significantly reduce the intensive harvest methods that are currently 
required for biomass assessments in this crop.  
Methods 
Layout 
The Napier grass samples used in this experiment were taken from a horticulture field owned by 
Texas A&M University in Bryan, Texas. The collection time of both the LiDAR data and the 
plant material was October 30, 2018. The field had been planted with three varieties of perennial 
grass: Napier (Pennisetum purpureum), a millet hybrid, and sorghum. For the purpose of this 
study, only samples of Pennisetum purpureum were used.  
A total of 17 samples were used for this study. These samples were taken from three plots of 
Napier grass that were cut into segments of six by machete (Fig. 30). This was done for two 
reasons: 1) Napier grass is incredibly labor intensive to harvest by hand, and using smaller 
sample sizes made it easier to harvest the material, and 2) the sample size could be increased by 
scanning and harvesting subsamples of the three plots rather than using the plots themselves as 
the samples. While there were originally 18 samples based on the plot divisions, one (Plot 1, 
Segment 5) was removed because the material collected for the dry weight was lost. Flat, 
wooden stakes were also set up around the plots and the segmented plant parts in order to be 




                                    Figure 30. Napier grass plots divided into 6 segments. 
In addition to having a more limited range and quality than the TLS, the Kinect also performs 
poorly in direct sunlight. Moreover, the TLS is susceptible to distortion caused by plant 
movements during its long scan time. For these reasons, all scanning was done after sunset, both 
to avoid direct sunlight for the Kinect and to benefit from lower wind speed for the TX5.  
TX5 
The Trimble TX5 (Trimble Inc., Sunnyvale, California) terrestrial laser scanner used in this 
experiment is a rebranded version of the FARO Focus 120 (FARO Technologies, Lake Mary, 
Florida). As such, it maintains the same operation at 905nm, with a range of 0.6 to 120 m and a 
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range error of ± 2 mm at 10 m and 25 m. It utilizes the time-of-flight principle to acquire data, 
thus producing high-quality point clouds immediately upon the conclusion of scanning. 
Kinect 
For the Kinect images, data was acquired by means of a custom-made phenotyping platform 
known as “Scorpion.” The Scorpion is comprised of three Kinect sensors spanning a fan-shaped 
design and operated by three single board computers (SBC). The unit, including its power 
inverter and cooling fans, is powered by a single 12V 50Ah battery (Fig. 31).  
 
Figure 31. The Scorpion phenotyping platform. 
The base of the device, constructed from 3 cm steel tubing, is designed in an H shape to allow it 
relative stability on uneven terrain, while the arms of the device are designed to give a wider 
field-of-view (FOV) to the limited-range sensor, allowing for greater viewing of both horizontal 
and vertical space. The Kinect sensors are held in place by aluminum frames that are attached to 
the base. The frames, which were constructed out of aluminum in order to reduce the platform’s 
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overall weight, are movable so as to allow each sensor to be pointing at a different angle, again 
increasing the overall FOV beyond that of an individual sensor. This allows each sensor to 
capture a different part of the plant while still having some overlapping imagery, which can then 
be used to register the individual images together into one large point cloud (thus capturing the 
whole plant when this would otherwise be impossible).  
SBCs to control the Kinect cameras are necessary because each Kinect sensor requires a 
dedicated graphics card, Windows 8.0 or higher (to run the Kinect SDK 2.0 software), and a 
USB 3.0 bus. LattePanda’s 4G/64GB SBC model was used as it met all of these requirements. 
The computers were controlled by means of a custom-made app developed by Henry Ruiz, a 
programmer at CIAT. Built in C#, the Scorpion Web Controller App uses the Microsoft 
RoomAlive system to allow users to collect data using their smartphone. The app uses a Wi-Fi 
network to allow the smartphone to capture images, restart the computers, and power the system 
on and off.  
The Kinect itself is an RGB-D camera that also uses time-of-flight to capture data. However, 
unlike the TLS, the Kinect acquires this data by flooding the scene with infrared light from 
multiple laser diodes, then measuring reflectance times in a manner similar to flash LiDAR. This 
allows it to overcome some of the issues with wind susceptibility that often plagues TLS. 
Because of its use of multiple lasers, its status as a true LiDAR device is debatable. Nevertheless, 









The TX5 was mounted onto a standard tripod at approximately 1.25 m in height, placed 
approximately 2.5 m from the edge of the plant, and was set up to make a 360° scan during each 
image capture. The resolution was set to 1/8, with a scan quality of 4x, taking approximately 3 
minutes to scan. A low resolution was chosen largely due to the time it takes to collect a scan 
with the TLS. The thin leaves of the Napier plants are highly susceptible to movement, even with 
slight breezes. Thus, the lower resolution would give a shorter scan time, and theoretically limit 
distortion due to this movement. Nevertheless, due to this relatively long 3-minute scan time, 
some movement of the plants during the scan process can be expected. 
The Kinect was also placed approximately 2.5 m from the edge of the plant. This was necessary 
due of the size of each plant segment, which was often over 3 m tall. At the time of image 
capture, the distance was deemed suitable as the Kinect’s ideal range is between 1.5 and 4.5 m 
(Rahman, 2017). 
For Plots 1 and 2, six images were captured with the TX5 and 12 with the Kinect. This was done 
to compensate for the Kinect having a shorter range and limited FOV as compared with the TX5. 
For Plot 3, seven images were captured with the TX5 and twelve with the Kinect. The reason for 
the extra image with the TX5 is because this plot was not as clean and uniform as the others in its 
structure, and additional angles were needed to capture all of the segments. It should also be 
noted that it was not possible to take images from inside the plots, so the setup was designed to 







After all of the images were taken, plants were not able to be harvested until November 7, due to 
continuous rain and flooding conditions that made the field inaccessible to vehicles and other 
equipment. During harvest, individual plant segments from each plot were measured for wet 
weight using large pieces of burlap fabric, rope, and a hanging scale (American Weigh Scales 
AMW-SR-20 Yellow Digital HanGinG Scale). The weight of the rope and fabric was also 
recorded so that it could later be removed from the final vegetative weight.  
In order to avoid burdensome oven space, a sample of each plant segment was also collected and 
tested for wet weight. This sample was roughly equal to one or two blades of grass, from crown 
to top, per segment. The samples were then dried in an oven at 70°C for approximately 5 days 
and measured for dry weight. The total dry weight of each plant segment was then estimated 
based on the dry weight of its corresponding sample. This was completed by calculating the 
percent dry matter (dry/wet*100) and then multiplying the resulting percentage by the total 
sample weight. 
Processing 
Preprocessing of the Lidar data was completed using CloudCompare version 2.10. alpha, an open 
source 3D point cloud (and triangular mesh) editing and processing software. This software was 
chosen because of its ease of use and lack of restrictions due to its open-source nature. Before 
editing the TX5 files, they first had to be converted out of of their proprietary .fls format (a result 
of the TLS having been designed and manufactured by FARO/Trimble). These files were 
converted to .xyz format (which is compatible with CloudCompare) and then exported using the 
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Trimble RealWorks software package. The Kinect files did not need to be converted, as they 
were already in .csv format, which is compatible with CloudCompare (Fig. 32). 
Processing 
 
      Figure 32. Data processing flowchart. 
The wooden stakes that were set up around the plots in the field were used in the registration 
process. It was decided that because the layout included three plots that were then divided into 
six segments each, the registration process would focus on creating a model of each of the plots, 
then later remove each segment for individual analysis.  
Each TX5 file was registered to the one next to it in the sequence it was taken. This was 
completed using CloudCompare’s Align-Two-Points tool. When each of the six scans (seven, in 
the case of Plot 3) were registered together, the collective model was cropped to remove as much 
of the background as possible, leaving only the vegetative material and some ground points (Fig. 
33). After cropping, the Statistical Outlier Removal (SOR) tool was used to remove noise from 
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the image. Keeping with previous studies, the mean distance estimation was set to 6, while the 
standard deviation multiplier threshold was set to 1.00. These are the default settings, and were 
confirmed as appropriate for these images based on trial and error, showing that it removed the 
largest number of noise points with minimal impact on the vegetative material.  
 
Figure 33. LiDAR image of one side of a Napier plot, representing three of the six segments, 
both Tx5 (a) and Kinect (b). 
 
Due to the setup of the Scorpion platform, the Kinect files needed additional processing before 
the plots could be recreated through registration. Each Kinect sensor on the three arms of the 
platform had to first be registered together so that it could create a complete shot of the angle. 
This was possible through CloudCompare’s Apply Transformation tool. At the beginning of the 
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data collection process, several establishing images of fixed subjects in the field were taken for 
reference (in this case, an image of the TX5 carrying case and other stable items). Each camera is 
assigned a number based on its position in the platform (Camera 1 being the middle portion, 
Camera 2 the bottom, and Camera 3 the top). When one camera image is registered to that of 
another (e.g., Camera 2 to Camera 1), a series of coordinates are created that save the registration 
location of that point cloud within the file space. This can then be applied to any image taken 
thereafter with that same camera by plugging the coordinates into the Apply Transformation tool. 
In the case of this experiment, coordinates from Camera 2 and 3 were received from the 
reference shot, then applied to every one of the Camera 2 and 3 shots that were taken of the 
Napier stands.  
After all of the cameras were registered together, each of the resulting scans were registered 
together in the same method that was used for the TX5, resulting in large point clouds which 
represented each of the three plots (Fig. 4). As with the TX5, background information was 
cropped out of the image, leaving only vegetative matter and some ground points. The SOR tool 
was then used to clean up noise points in the image, using the same mean distance estimation (6) 
and standard deviation multiplier threshold (1.00) as before.  
When the point cloud registration of both the TX5 and Kinect plots were complete, the 
individual segments of vegetation were cut out and made into their own files. As mentioned 
previously, the dry weight sample for Segment 5 of Plot 1 was lost in transportation, so no 
analysis was done on this segment. In total, Plot 1 had five segments, while Plots 2 and 3 each 






Before a regression could be run against the dry weight of the plant material, each of the point 
clouds needed to be clipped so that only vegetation would be counted in the analysis. To this 
end, an attempt was made to use ground classification, as this had worked well in a previous 
experiment. This was attempted using the lasground_pmf (Progressive Morphological Filter) 
code in R (version 3.4.2.), which had been used to much success in with cassava. The code 
operates through use of a two-variable filter composed of a sequence of window sizes for 
filtering ground returns and a sequence of threshold heights above the ground surface (Zhang et 
al., 2003). 
Using this code was not quite as successful as it had been in the past; at least, in terms of the 
Kinect. The TLS scans were able to have ground classified easily using a window size of 0.2 m 
and a threshold height of 0.05. The Kinect images, however, were not easy to classify, and were 
thoroughly unsuccessful. This was not totally unexpected, as the loose point structure of the 
clouds had caused trouble with classification in the past. However, in a previous study this was 
able to be overcome by inserting additional points over gaps in what were obviously ground 
points. This procedure was not successful in this case, however, nor was changing the various 
window and threshold height sizes. This failure caused many aboveground points to be 
erroneously classified as ground points. As such, an alternative procedure was conducted with 
the Kinect: The correctly classified TLS point clouds were used as a guide to manually separate 
ground from vegetation points in the Kinect scans. This was not ideal, as it was subject to more 
human error. Nevertheless, given the failure of the computer to properly segment the points, this 





In order to circumvent any data degradation that may have occurred from the point cloud 
registration, a subsample of each point cloud was taken before regression was run. This was 
achieved through CloudCompare’s subsample tool, setting the minimum space between points to 
0.002 m (2 mm). The 2 mm space was chosen because it is within the maximum range accuracy 
of the TX5 and has worked well in previous experiments.  
Analysis 
Analysis was conducted in R version 3.4.2. As a part of the process, a bootstrap analysis was 
conducted using R’s boot package. Bootstrapping was done using the bias-corrected and 
accelerated method (BCa) in order to offset any bias or distributional skewness in the results. 
Five thousand iterations were used with a confidence level of 95%. Plotting was achieved with 
the ggplot2 package. 
Regression was conducted by running the subsampled points of each plant segment against the 
segment’s dry weight for both the TX5 and the Kinect point clouds. Because all of the three plots 
were quite different from one another in structure and biomass, regressions were run individually 
for each plot. The three plots were also combined for a larger sample, although this resulted in a 









The points of the registered TX5 clouds were regressed against the dry weight of each plant and 
broken down by plot. For Plot 1, this yielded an R2 of 0.71, with a P-value of 7.19e-02. The 
bootstrap revealed a mean R2 of 0.71, a bias of 7.19e-02 and a standard deviation of 0.19. The 
95% confidence interval was between 0.31 and 0.99 (Fig. 34). 
 
Figure 34. Subsampled TX5 point cloud regressed against dry weight of plant material in Plot 1. 
The regression shows an R2 of 0.71 (a), while the bootstrap reveals a mean R2 of the same with a 
95% confidence interval between 0.31 and 0.99 (b).  
 
Plot 2 of the TX5 test was the most successful of the experiment, with an R2 of 0.93 and a P-
value of 1.72e-03. The bootstrap revealed a mean R2 of 0.93, a bias of -1.25e-02 and a standard 






Figure 35. Subsampled TX5 point cloud regressed against dry weight of plant material in Plot 2. 
The regression shows an R2 of 0.93 (a), while the bootstrap reveals a mean R2 of the same with a 
95% confidence interval between 0.58 and 0.99 (b). 
 
Plot 3 revealed an R2 of 0.89 and a P-value of 4.85e-03. The bootstrap revealed a mean R2 of 
0.88, a bias of 3.55e-02 and a standard deviation of 0.06. The 95% confidence interval was 











Figure 36. Subsampled TX5 point cloud regressed against dry weight of plant material in Plot 3. 
The regression shows an R2 of 0.89 (a), while the bootstrap reveals a mean R2 of the same with a 
95% confidence interval between 0.00 and 0.96 (b). Note that the endpoints of the confidence 
interval are in the extreme. 
 
Because the structure of the plots varied so greatly, running all of the plants together as one 
sample produced a much lower R2. Nevertheless, this was completed, showing an R2 of 0.55 and 
a P-value of 7.06e-04. The bootstrap revealed a mean R2 of 0.54, a bias of 8.20e-03 and a 
standard deviation of 0.15. The 95% confidence interval was between 0.13 and 0.78. This 
correlation was improved by excluding Plot 1 from the analysis, with an R2 of 0.87, a bootstrap 






Figure 37. Subsampled TX5 point cloud regressed against dry weight of plant material across all 
three plots. The regression R2 is much lower than any of the individual plots at 0.55 (a), with a 
bootstrap mean of 0.54 and a 95% confidence interval between 0.13 and 0.78 (b). The removal of 
Plot 1 from the data improved R2 to 0.87 (c) with a confidence interval of 0.43 and 0.96 (d).  
 
Kinect 
As with the TX5, the registered point clouds of the Kinect were regressed against the dry weight 
of each plant and broken down by plot. For Plot 1, this yielded an R2 of 0.82, with a P-value of 
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3.55e-02. The bootstrap revealed a mean R2 of 0.81, a bias of 4.05e-02 and a standard deviation 
of 0.14. The 95% confidence interval was between 0.48 and 0.99 (Fig. 38). 
 
Figure 38. Subsampled Kinect point cloud regressed against dry weight of plant material in Plot 
1. The regression shows an R2 of 0.82 (a), while the bootstrap reveals a mean R2 of 0.81 with a 
95% confidence interval between 0.48 and 0.99 (b). 
 
In contrast to the TX5 test, Plot 2 performed the poorest in the entire experiment, with an R2 of 
0.29 and a P-value of 2.70e-01. The bootstrap revealed a mean R2 of 0.29, a bias of 8.65e-02 and 






Figure 39. Subsampled Kinect point cloud regressed against dry weight of plant material in Plot 
2. The regression shows an R2 of 0.29 (a), while the bootstrap reveals a mean R2 of 0.81 with a 
95% confidence interval between 0.00 and 0.89 (b). Note that the endpoints of the confidence 
interval are in the extreme. 
 
Plot 3 also performed poorer than its TX5 counterpart, with an R2 of 0.48 and a P-value of 1.25e-
01. The bootstrap revealed a mean R2 of 0.48, a bias of 3.53e-02 and a standard deviation of 
0.31. The 95% confidence interval was between 0.00 and 0.96 (Fig. 40). 
 
Figure 40. Subsampled Kinect point cloud regressed against dry weight of plant material in Plot 
3. The regression shows an R2 of 0.48 (a), while the bootstrap reveals a mean R2 of the same 
with a 95% confidence interval between 0.00 and 0.96 (b). Note that the endpoints of the 
confidence interval are in the extreme. 
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In addition to the variety between the plots, the low correlations of Plots 2 and 3 contributed to 
an extremely low correlation between all of the plots run together. Nevertheless, this was 
completed, showing an R2 of 0.08 and a P-value of 2.75e-01. The bootstrap revealed a mean R2 
of 0.07, a bias of 5.84e-02 and a standard deviation of 0.15. The 95% confidence interval was 
between 0.00 and 0.45 (Fig. 41). Removal of plots from the analysis did not improve the 
correlation as with the TX5. 
 
Figure 41. Subsampled Kinect point cloud regressed against dry weight of plant material across 
all three plots. The regression R2 is lower than the individual plots and lowest in the experiment 
at 0.08 (a), with a bootstrap mean of 0.07 and a 95% confidence interval between 0.00 and 0.45 
(b). 
Discussion 
The TLS was clearly the superior sensor as it relates to determining biomass of Napier grass. The 
R2 values on the plot level remained above 0.70, with the highest correlation coming from Plot 2 
at 0.93. Plot 3, which was the most unusual of the three plots, also performed well at 0.89. With 
the exception of Plot 1, each series of scans outperformed the Kinect substantially. While this is 
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within the conventional viewpoint that a higher resolution sensor will always create a better 
representation of a plant (or any structure, for that matter), this was somewhat unexpected for 
this particular experiment. Regressions were also run against the wet weights of the plants for 
both sensors to see if this led to any improvement, but this produced lower correlations in all 
cases. This, however, was deemed negligible, and the standard for biomass assessments is dry 
weight of the plant material.  
Upon visual inspection of the point clouds, the TLS images were not nearly as thick and all-
encompassing as those of the Kinect. Shadowing seemed to be an issue, and due to the lack of 
angles and lower number of images captured as compared to the Kinect, it was speculated that 
the clouds would not correlate as well to biomass. This may, however, have worked in the TLS’ 
favor. Previous work using TLS to determine biomass in cassava has shown that using a one-
sided image can produce comparable correlations to an image with two sides registered together 
(Bruton, 2019). This seems counterintuitive, as one would assume that a more complete model 
would provide a better biomass correlation. Nevertheless, the sparse point cloud of the TLS in 
this case, even though it did involve registering a few images, seems to have provided a better 
overall biomass assessment.  
The Kinect had multiple issues in the experiment that may have contributed to its poor 
performance overall. One of the first potential issues what that the Kinect was set up 2.5 m from 
the edge of the plant, which made it roughly 3 to 3.5 m from the center of the plant. This was 
necessary in this case because the Napier plants were so tall– typically above 3 meters. If a 
shorter distance was used, then the top of the plant would be cut off in the picture. It is known 
that the Kinect’s ideal range is between 1.5 and 4.5 m, but the sensor also loses resolution any 
time it is moved further away from the target (Rahman, 2017). Previous studies conducted by the 
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author have always been able to keep the Kinect sensor within 1.5 m of the center of the target 
plant; thus, the images in this experiment may have suffered from above-average noise, pixel 
size, and an overall loss of resolution. This could perhaps be remedied by use of a different 
platform for Napier. The Scorpion, while still boasting an impressive FOV, was designed to 
capture images of shorter plants from the ground up. One of the most useful features of the 
Kinect is that its small size and portable nature allows it to be tailor-made to suit a variety of 
needs in the field. A platform constructed specifically for tall perennial grasses – featuring a 
much larger vertical FOV and perhaps an additional camera giving a top-down perspective – 
would likely shorten the range needed to capture the entire plant.  
Another potential problem with the Kinect was that it required, due to the limited FOV, twice as 
many scans as the TLS to capture the entire plot. This resulted in a much more accurate depiction 
of the plant, as it was able to capture multiple angles that the TLS was not. But this also required 
more registration to complete the overall image, resulting in extremely dense point clouds. As 
mentioned with previous research and the TLS in this experiment, a denser point cloud and more 
complete image of a plant does not necessarily equal a better correlation to biomass; in this case, 
the Kinect scans may have been too dense. The noise reduction and subsampling of points at 
2mm was used to try to overcome this. However, the additional registration and overlapping of 
images almost certainly compounded the inevitable human error that comes with those 
techniques. This is made all the more problematic by the fact that the physiological structure of a 
bunched grass makes it very difficult to discern between individual blades of grass during the 
visible inspection of the point cloud during processing. 
Two additional issues arose for the Kinect in this experiment. One was that, as mentioned in the 
Methods section, the ground classification did not work. All attempts that had been used to 
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correct the problem in previous work were unsuccessful; thus, clipping of the ground points by 
hand was the only option. This most certainly contributed to a point cloud structure that was not 
completely consistent with that of the TLS. In the same vein, the structure of the plants made it 
difficult to collect biomass that corresponded completely to the images. Many of the plant 
segments featured large portions that crawled along the ground and were nearly impossible to 
harvest by hand without sophisticated equipment. As such, a decision was made to take as much 
of the material that was harvestable by hand and leave the remainder. Because the Kinect 
collected the images so thoroughly due to its numerous shots and angles, it is possible that too 
much of the plant was captured to make an accurate correlation. However, it should be noted that 
an attempt was made to cut the Kinect point cloud to better match the TLS without any 
improvement. Therefore, it is likely that a variety of the issues mentioned here contributed to the 
poor correlations. 
What is unclear at this point is why the Kinect performed so poorly in Plot 2, especially as 
compared with the TLS. Also unusual is that it compared so poorly when Plot 1, which was 
similar in structure, performed well. It is perhaps because Plot 2 was far more bunched than Plot 
one, with clear individual blades of grass being less apparent. In this case, the inside of the plot 
was less visible and more likely to be muddled due to the density of vegetation. However, the 
TLS performed best on this plot, and produced similar point clouds to the Kinect. It seems likely, 
then, that the aforementioned issues with registration, noise, resolution, and overlapping plant 
parts contributed more to the poor correlation. If this is the case, then a platform with a wider 
FOV may improve the images by reducing the need to register shots together for a full picture. 
A final problem is that the regression of all the samples run together produced, in the case of 
both the TLS and the Kinect, far lower R2 values. This is likely due to the fact that the three plots 
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were rather different in structure and biomass (although Plots 1 and 2 were far more similar). 
This would cause a problem if this technique were used on an entire field where the plants were 
not reasonable uniform. It also seems that the BCa bootstrapping method was not particularly 
useful, as several of the regressions featured extremes in their CI values (Table 7). This may be 
due to the relatively small sample size used in the plots and in the experiment overall (with five 
to six samples per plot, and 17 in the experiment overall), leading to a smaller number of 
subsample regressions that could be run during the bootstrapping process.  
Table 7. Comparison of regression and bootstrap analysis of subsampled point clouds against dry 
weight for the Kinect and TX5. Bootstrap confidence intervals shown at 95%. Note that some CI 
values are in the extreme. 
 
Conclusion 
The goal of this study was to determine a straightforward, non-destructive technique for 
determining aboveground biomass of Napier grass, with hopes that this would lead to the 
development of new phenotyping tools to be used for other perennial grasses in the future. 
Furthermore, the successful acquisition of biomass data in this capacity could eventually be used 
to make correlations between above and belowground biomass obtained by other remote sensing 
methods in these types of crops.  
From the results, it appears that the point cloud generated by the Kinect V2 sensor, with one 
exception, does not compare favorably with that of the Trimble TX5 in terms of biomass. But 
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perhaps the failure of the Kinect to perform comparably to the TX5 in this case is a matter of 
platform more than that of sensor, especially given that the Kinect has performed well with other 
crops. The Scorpion sensor, while suiting cassava well, was already at a disadvantage due to the 
sheer size of the average Napier plot. New innovations in platform, especially ones that can 
mitigate the need for registration, may allow the Kinect to perform better in future tests.  
Most surprising in this case was the degree to which the TLS’ point clouds correlated to biomass, 
especially given the numerous issues of shadowing that seem to occur in these types of plants. 
The difficulty of registration with this type of plant structure may be what made the major 
difference in this case. The TLS required less images to capture data, and thus less registration. 
Even slight movement in the blades of grass can create much distortion and overlap between 
points in the cloud when images are compounded together. The bunched nature of the grass and 
lack of a clear stem and leaves (as with the cassava) makes this kind of overlap virtually 
impossible to determine visually. In this case, less may have meant more in terms of viable point 
clouds for analysis.  
Overall, the Kinect seems unlikely to replace UAVs as the tool of choice for perennial grasses. It 
is likely that better correlations could be achieved by a new platform and by a plot system that is 
more spread out and features less vegetative material in each stand. However, this may not be 
worth the trouble for plant breeders who need to focus on plating as much material in a limited 
space as possible. Nevertheless, breeders who lack the tools to make LiDAR-based biomass 
assessments from the air may find the TLS to be a viable ground level alternative to UAV and 








Meeting the challenges of producing more food, developing alternative sources of energy, and 
doing so within an environmentally sound context in the next century will require new solutions 
that are not only reliable, but affordable for adoption on a mass scale. LiDAR has thus far proven 
successful in meeting this goal, but still remains a technology that is available only to those with 
large operating budgets. Low-cost RGB-D cameras may be a solution to improving availability 
of LiDAR technology to those who do not benefit from plentiful funding, at least in the case of 
certain crops. What this dissertation sought to complete was an assessment of how well one of 
these cameras, the Kinect V2, compared to terrestrial laser scanners in terms of both point cloud 
resolution and correlation to biomass in two important crops: cassava and Napier grass. 
The laboratory experiment found that while the TLS certainly has a higher resolution and denser 
point cloud than the Kinect, the Kinect still has a reasonable point cloud overlap with the TLS. 
As would be seen later, a denser point cloud does not always mean better biomass correlations, 
so the ability of the Kinect to create a reasonable 3D model of a plant in this case was 
noteworthy. It should also be noted that the Kinect cannot be used in the same field conditions as 
TLS (as the Kinect cannot perform in direct sunlight), but it can capture images in a fraction of 
the time, making it a potentially useful tool in wind-prone areas. As long as plant breeders do not 
require sub-centimeter resolution, then the Kinect may be a viable alternative to TLS for their 
programs.  
When testing the sensors for aboveground biomass determination in cassava, both the TLS and 
the Kinect performed fairly well to excellent in most cases. However, this was also largely 
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dependent upon genotype, and to some extent, making assessments based on full plant or leaf 
only weight. The Kinect seemed to function better than the TLS when looking at a standard 
cassava type, making it potentially more useful for breeders specializing in this area. Asparagus 
type was almost equally accurate across the two sensors, making the Kinect a suitable low-cost 
replacement for TLS in this case. The low branch type was not as accurate with either sensor, 
with the Kinect performing worse. However, it was still able to maintain an R2 above 0.60 even 
in the worst case.  
Napier grass proved to be the most unreliable as far as the Kinect is concerned. Surprisingly, the 
TLS performed well despite lots of shadowing in the images and a relatively thin point cloud, 
producing correlations above 0.70 in all cases. The Kinect, despite its denser point clouds due to 
greater angle capture, produced far less consistent results, with the highest correlation being 
above 0.80 and the others below 0.50. Neither sensor seemed to perform particularly well across 
the entire field, either, seeming to produce better results when sticking to individual plots. While 
improvements to the Kinect platform (Scorpion) may be able to yield better results, it is possible 
that the sensor’s low resolution and limited field of view may make it unreliable for biomass 
estimation in this crop. However, it still appears to have captured plant structure fairly well and 
may be of some use to breeders wishing to select for other types of traits.  
While the results of these tests have been largely successful, they also raise questions about the 
efficacy of using ground-based, 3D LiDAR to capture phenotypic data as opposed to the other 
methods that are currently available. Although commercial availability and ease of use add to the 
appeal of TLS and depth cameras, speed and minimal data complexity may be preferable to those 
with large field operations. Likewise, breeders interested predominantly in biomass assessment 
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may prefer techniques capable of strong correlations regardless of their cost or difficulty in 
operation.  
The use of LiDAR for biomass assessments has been pioneered predominantly in the realm of 
ecology. Biomass, roughly defined as the dry weight of vegetation, is important in this field 
because it provides an assessment of carbon-based material, which is an essential component in 
identifying carbon sinks (Vazirabad and Karslioglu, 2011). As such, various remote sensing 
technologies, such as 2D and 3D LiDAR, have been conducted for forest biomass assessment 
(Tao et al., 2014). Nevertheless, a number of studies have used LiDAR for predicting biomass in 
agricultural settings. While cassava and perennial grasses are still relatively unexplored in the 
realm of LiDAR, consideration can still be given to the various techniques based on results from 
other crops.  
Studies thus far have differed in their ability to predict biomass based on satellite imagery. 
However, in certain crops, such as oats, rye, and barley, correlations between remotely sensed 
data and biomass have been high (R2 = > 0.80) (Prabhakara, Hively, and McCart, 2015). While 
there have not been any biomass assessments made on cassava in this case, there have been some 
experiments with NDVI values derived from UAV and other active sensors correlating well to 
yield in potatoes (MacDonald, 2018) (Zaeen et al., 2020). 
UAV multispectral imaging benefits from having more extensive testing, especially in the 
agricultural field. Based on previous studies, this method has a record of good correlation (R2 = 
> 0.75) to biomass in rice (Han et al., 2019) (Devia, 2019), corn (Jiang, 2019), and various 
grasses (Nasi et al., 2018). It has also proven effective in determining plant height in several 
types of crops. While terrestrial laser scanners are also capable of gathering information on 
height, it is impressive that UAV is capable of obtaining this information given its quick 
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collection time and utilization of top-down angles. However, UAVs are not always as readily 
accessible to breeders in that they require piloting skills and, in some cases, licenses to operate 
within certain airspace.  
Two-dimensional LiDAR, which provides X and Y coordinates without a Z, remains one of the 
fastest ways to collect phenotypic data in the field. Also, while high-end 2D scanners are 
comparable in price to many 3D scanners, there are budget versions available. One study that 
used a 2D LiDAR on poplar trees yielded correlations of 0.79 for biomass and 0.89 for volume 
(Andújar et al., 2016), while another scanner (LMS-111) was used to determine biomass of 
vineyards in Spain, with the best correlations coming from the use of multiple scans (R2 = > 
0.62). Two-dimensional LiDAR also remains the fastest way to obtain plant structure in 3D by 
calculating the position of the sensor relative to the vehicle to which it is attached as it moves 
between rows in the field (Ramon Rosell Poloa et al., 2009).  
Outside the realm of biomass, 2D has been used to determine plant height to great success in 
cotton, with one study based on an LMS511 PRO sensor yielding correlations of 0.98 to 1.00 as 
compared to field measurements (Sun, Li, and Paterson, 2017). Similarly, correlations between 
0.56 and 0.94 were achieved in wheat canopy height (Walter, et al., 2019). This can be compared 
to height assessments that have been completed using a 3D scanner for cassava, which managed 
to receive results between 0.65 and 0.81 (Bruton, 2019). 
One of the main advantages of 3D scanners is the ability to have a full 3D image immediately 
after scanning with little to no interpolation necessary, although some studies have used 3D 
scanners to created flattened 2D projections for biomass estimations, such as one that achieved 
correlations greater than 0.90 in mangrove trees (Olagoke et al., 2016). In the case of this 
dissertation, the results of both the cassava (especially the asparagus genotype) and the Napier 
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grass are comparable to results achieved with other TLS units on maize, especially when 
comparing those findings captured on the individual plant level (> 0.90) (Jin, et al., 2020).  
Plant breeders, in many cases, will be interested in determining traits other than simply biomass, 
as this characteristic is only useful in some crop species. While LiDAR for biomass may be 
helpful, being able to capture accurate plant physical structure may be preferable those who want 
to breed for these alternative traits (such as certain leaf or bud angles that make the crop easier to 
harvest). Color information is also something that is becoming increasingly available through 
certain forms of LiDAR and can be of much use in a variety of phenotyping exercises. Based 
upon the studies conducted using 2D and 3D LiDAR, it does not appear that 3D holds significant 
advantages over its simpler counterparts in terms of biomass prediction. However, these 
alternative plant traits make 3D a more thorough and versatile solution that can provide for an 
assortment of needs.  
The full potential of the depth camera has yet to be realized, as this dissertation presents an 
assessment of only two types of crop plants. But while perennial grasses may be a gamble, shrub 
crops seem well suited for this type of sensor. Additional tests will be required to see if grasses 
are still a viable option. Arguably systems such as the Scorpion are not fast enough for many 
breeders to collect large data sets. However, the low cost and great flexibility of the Kinect 
makes it a prime subject for further experimentation, and Microsoft’s release of a new model 
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