This paper builds on a previous methodology that exploits dubbed media material to build prosodically annotated bilingual corpora. The almost fully-automatized process serves for building data for training spoken language models without the need for designing and recording bilingual data. The methodology is put into use by compiling an English-Spanish parallel corpus using a recent TV series. The collected corpus contains 7000 parallel utterances totaling to about 10 hours of data annotated with speaker information, word-alignments and word-level acoustic features. Both the extraction scripts and the dataset are distributed open-source for research purposes.
Introduction
Recent approaches in speech-to-speech translation research gave focus on the transfer of para-linguistic information between the languages involved. These approaches extend on the classic pipeline of S2S translation, which consists of automatic speech recognition (ASR), machine translation (MT) and text-to-speech synthesis (TTS), and introduces models that connect directly the information in input and target speech signal. Prosody, which is the linguistic information encoded in cues such as stress, intonation and rhythm, directly influences the communicative value of the source utterance and thus needs to be carried to the output to achieve a complete translation. For example, the effect of emphasis transfer in S2S translation is shown to influence directly the quality of translation [1] .
Text data to train machine translation models are collected from utterances carrying the same linguistic information in different languages. Same way, data-driven models that deal with prosody transfer necessitate audio data that not only carries the same linguistic information, but also the same para-linguistic content, encoded in each language's prosody. For example, Anumanchipalli et. al [2] collected 200 parallel sentences from a flight magazine and recorded using a bilingual speaker to achieve intent transfer in S2S translation. Truong et. al [3] recorded 966 parallel segments with acted emphasis in order to achieve emphasis transfer. A fairly recent project SIWIS [4] that focuses on translation of Swiss languages had 171 prompts with emphasis instructions recorded by many speakers as their training data. These and other similar works [5, 6] rely on small data that is created in laboratory conditions and thus partially reflecting naturalness of conversational language.
Our previous work [7] outlined a methodology for compiling such corpora without the need for preparing bilingual prompts and a recording process. Instead, it exploits professionally created bilingual material that is available through dubbed movies. Dubbing is a carefully designed process where the movie content is first translated and then acted by professionals to reflect original movie lines. A methodology that exploits this parallel nature can be used to create bilingual material for any language pair where dubbing is performed. Using this framework, we present an English-Spanish bilingual corpus of 7000 parallel TV series segments annotated with prosodic features to be used in spoken language translation research.
Contributions of this work can be summarized as follows: (1) We cover the shortcomings of the movie2parallelDB framework [8] introduced in [7] by improving word-alignment and parallel segment extraction processes, (2) we expand the methodology to automatically include speaker information from movie scripts, (3) we present an English-Spanish parallel corpus (Heroes Corpus) of 10 hours of audio together with transcriptions and prosodic features available through this link 
Methodology
The methodology introduced byÖktem et al. in [7] consists of three stages: (1) a monolingual step, where audio+text segments are extracted from the movie in both languages using transcripts and cues in subtitles, (2) prosodic feature annotation and (3) alignment of monolingual material to extract the bilingual segments. They discuss some shortcomings of their methodology. Firstly, they report that the word-aligner tool they use is not precise and fast enough. Secondly, they don't address the problem of subtitle/audio mismatch in the dubbed language. This problem occurs because translation of the original movie script for subtitling and dubbing are independent processes that require care in different aspects. While text translation for subtitles can be straightforward, dubbing requires the translated utterances to be in sync with the lip movements of the actors. Because of this reason, many times the dubbed sentences differ substantially from subtitles.
Another problem in their approach is in the bilingual segment alignment stage. In order to extract the parallel sentences from two languages, they first translate the sentences in one language to the other using a machine translation system. Then, sentences ordered in both languages are matched by selecting most similar pairs of sentences in terms of a translation scoring metric. As sentence structures can differ between two scripts, this approach employing an unreliable MT system can lead to mismatched segments. This section explains how we addressed these shortcomings and also ensured the following requirements for the segments to be extracted: (1) They should contain the utterance of only one speaker, (2) transcriptions should be exactly what is being spoken in the audio, (3) it should have f0/intensity and speech rate information labeled on word level.
The overall scheme of the corpus extraction methodology is illustrated in Figure 1 .
Audio segment mining using subtitles
Subtitles are the source for obtaining both (1) audio transcriptions, (2) timing information related to utterances in a movie. These information are contained in a standard srt subtitle file, entry by entry like the structure below: Each subtitle entry is represented by an index, time cues and the script being spoken at that time in the movie. The script portion can consist of multiple (#2), complete (#2,3) or incomplete sentences (#1) and from single (#1,2) or multiple speakers (#3). Using only the time cues for extracting audio segments with complete sentences of a single speaker does not suffice.
For both the objective of obtaining word-level prosodic features and for segmenting multi-speaker portions, we have used a speech-to-text aligner software. Multi-speaker segments were split from the words following speech-dashes. For merging incomplete segments, punctuation information was used.
Speech-to-text alignment
For speech-to-text alignment, we used the open-source tool Montreal Forced Aligner (MFA) [9] . Forced alignment process is built on an automatic speech recognition system and requires its own acoustic models and a pronunciation dictionary. Although pre-trained models for both English and Spanish is provided through the tool's website 
Speaker annotation through scripts
Movie scripts, which contain dialogue and scene information, are valuable pieces of information for determining the segment speaker labels. Scripts follows approximately the same format: Actor/actress name is followed by the line they say. And in between, there might be non-spoken information in brackets. An example excerpt from a movie script of TV series Heroes is given below: Unlike subtitles, scripts don't have timing information. In order to map subtitle segments with the speaker information we followed an automatic procedure. We first removed all non-spoken text, which is included in brackets. Then, speaker tags and corresponding lines are extracted with regular expressions depending on the format of the script. Next, segments coming from subtitles are mapped one by one to lines in the script. If 70% of the words in a subtitle segment is included in a script turn, then the segment is labeled with the speaker of that turn. We found this metric to successfully label 95% of the segments.
Scripts are usually only available in the original language. The dubbed language segments are labeled the same as their matches after the alignment step.
Word-level acoustic feature annotation
Each word in the extracted segments is automatically annotated with the following acoustic features: mean fundamental frequency (f0), mean intensity, speech rate and silence intervals (pauses) before and after. The first two features are extracted with the ProsodyTagger toolkit [10] built on Praat [11] . Pause information is calculated from word-boundary information and speech rate is calculated using:
word speech rate = #syllables in word word duration
To represent speaker independent, perceptual acoustic variations in the segments, both f0 and intensity values are converted into logarithmic semitone scale relative to the speaker norm value. Thus, speaker mean values were represented by zero values in both cases. Semitone values are calculated with the corresponding formula:
Cross-lingual segment alignment based on subtitle cues
The first three methodologies presented in this section dealt with extraction of segments in each language. This subsection explains how segments extracted for each language are aligned to create the bilingual segment pairs. We have developed an aligning process based on timing information of the extracted segments. Note that the segment alignments can be one-to-one, one-to-many, many-to-one or many-to-many depending on the sentencing structure in the subtitles. To create our own alignment algorithm based on time cues, we first defined a metric that measures the correlation percentage between two sets of ordered segments S= s1, . 
where e The alignment procedure is as follows: Two indexes iE, iS are kept which slide through the segments of each language. First, segments corresponding to each index are checked if they correlate more than the TSure threshold. If they do, they are assigned as a one-to-one matched pair. If not, the possibilities of one-to-many, many-toone or many-to-many matches are considered. This is done through computing the correlations between combinations of the current and two following segments and selecting the most correlating segment set pair. While considering combinations of the segments it is made sure that two merged segments belong to the same speaker and are not more than 10 seconds far from each other. If the combined segment set pair with highest correlation has a correlation of more than T M erged threshold, then the combinations are merged into one segment and paired with each other.
Although the TSure threshold catches most of the one-to-one mapping segments, we realized that many of them fall below this threshold even if they map. So, we added another decision step that if one-to-one mapping correlation scores higher than merged pairings and it scores above a TOK threshold, then it is preferred as a matched pair.
Output format
We needed to store the corpus segments in a convenient way to use with machine learning based applications. We used the Proscript library [12] for storing the enhanced transcripts. This library makes it possible to store and manipulate speech transcript related data. The segments are stored in csv files that keep the information listed in Table 1 . A csv file containing all the segments is created for each episode as well. 
Information Details
word tokenized id unique word id timing start and end times pause coming before and after punctuation attached to beginning and end f0 in Hertz and log-scale (semitones) intensity in Decibels and log-scale speech rate relative to syllables
Compiling the Heroes corpus
We put our methodology into practice by compiling a corpus from the science fiction TV series Heroes
6
. Originating from United States, Heroes ran in TV channels worldwide between the years 2006 and 2010. The whole series consists of 4 seasons and 77 episodes and is dubbed into many languages including Spanish, Portuguese, French and Catalan. Each episode runs for a length of 42 minutes.
We chose this series as we had access to the DVD's with Spanish dubbing. Also, we found it to have the Spanish subtitles closest to the Spanish dubbing scripts among other series.
Raw data acquisition
The DVD's of the series were obtained from the Pompeu Fabra University Library. Episodes were extracted using the Handbrake software and were saved as Matroska format (mkv) files. Mkv files can hold multiple channels of audios and subtitles embedded in it like DVDs. In order to run our scripts we first needed to extract the audio and subtitle pairs for both languages. Audio is extracted using the mkvextract command line tool 7 . As subtitles were embedded as bitmap images in the DVD, we had to 6 Produced by Tailwind Productions, NBC Universal Television Studio (2006) (2007) and Universal Media Studios (2007-2010) 7 https://mkvtoolnix.download/ run optical character recognition (OCR) in order to get srt format subtitles. As OCR is an error-prone process, the resulting srt files needed to be spell checked. We collected English and Spanish audio of 21 episodes totaling to 25 hours of raw audio and their corresponding subtitles. The episode scripts were obtained from a fansite in the Internet 8 .
Manual subtitle correction work
A speech corpus necessitates properly transcripted speech segments. Our method is based on obtaining transcriptions from subtitles. Although subtitles are highly reliable sources for obtaining proper transcriptions in the original language of the movie, this is not the case in the dubbed languages. This is due to the fact that dubbing transcript needs to satisfy visual alignment such as lip movements, whereas subtitles do not. Also, subtitles are often done in a more concise way to facilitate easy reading. In our case, we observed that the Spanish subtitles were matching the Spanish audio in approximately 80% of the cases. To accommodate this issue, we manually corrected the Spanish subtitles to match with the Spanish audio. Both subtitle transcripts and timestamps had to be corrected. This process was done using a subtitle editing program Aegisub
An advantage the manual correction process gives is the opportunity to filter out unwanted audio portions that would end up in the corpus. Subtitle segments that contained noise and music, overlapping or unintelligible speech and speech in other languages (e.g. Japanese) were removed during this process. The spell checking and timestamps and script correction of 21 episodes was done by two annotators and took 60 hours in total.
Heroes corpus in numbers
We present the statistics of the first preparation sprint of The Heroes Corpus. 21 episodes from season 2 and season 3 were processed. The totaled audio durations of 7000 parallel segments approaches 10 hours (see Table  2 ). Counts of several linguistic units in the final parallel corpus are presented in Table 3 . A summary of how much of the content in one episode ended up in the dataset in average is presented in Table 4 . 
English

Discussion
The first version of the Heroes corpus shows that our automated method for bilingual corpus building is successful in terms of the quality of the segments extracted. Our manual inspections show that the segments are correctly aligned and the transcriptions are correctly stored with the audio segments.
The Spanish subtitle correction task was the only time-consuming part of the whole process. However, it showed that it is also useful for obtaining clean parallel segments. Subtitle segments that were removed during the correction process ensured the elimination of unwanted audio portions.
We can interpret Table 4 to show us the amount of information loss at various stages. The first one being the word-alignment process where in average 5% of the sentences are lost due to the failure of the word aligner in segmenting words. We found out that many of the segments that are lost this way were either noisy or erroneous. The biggest loss happens at the stage of alignment where in average 30% of the segments in each language are left unaligned. This percentage is directly affected by the alignment parameters explained in Section 2.5. For example, selecting a lower TSure leads to detecting more aligned segments but also to more mismatches. A similar logic applies to TOK . Also, choosing a lower T M erged leads to more coverage of the sentences but more as combinations with others, leading to fewer and longer segments. After experimenting with a handful of parameter combinations, we decided on this configuration for obtaining the corpus presented in this paper: TSure = 70%, T M erged = 80% and TOK = 30%.
Conclusions
We have presented an English-Spanish bilingual corpus of dubbed TV series content. The corpus that consists of 7000 parallel audio segments with transcriptions and annotated prosodic features is made openly available. We hope both our methodology and the corpus we compiled be useful for the speech-to-speech translation research community.
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