Abstract. Consider the linear congruence equation
Introduction
Let a i , b ∈ Z for i = 1, . . . k and n, s ∈ N. Consider the linear congruence equation (1) a
Such equations were considered by many authors who attempted find either their solutions or the number of solutions. For the case s = 1, such an attempt was made by D. N. Lehmer [9] who proved that Theorem 1.1. Let a 1 , . . . , a k , b, n ∈ Z, n ≥ 1. The linear congruence equation
has a solution x 1 , . . . , x n ∈ Z k n if and only if l|b where l is the gcd of a 1 , . . . , a k , n. Furthermore, if this condition is satisfied, then there are ln k−1 solutions.
Later the focus was shifted to solving the above type of congruence equations with some extra restrictions on the solutions x i . One such restriction is requiring that the solutions should satisfy gcd(x i , n) = t i (1 ≤ i ≤ k) where t i are given positive divisors of n. A linear congruence with such restrictions is called to be a restricted linear congruence. These kind of restricted congruences were tried to solve by many authors some of which were special cases of the problem we are going to solve here. With a i = s = 1 and restrictions (x i , n) = 1, Rademacher [16] and Brauer [4] independenty gave a formula for the number of solutions N n (k, b) of the congruence. An equivalent formula involving the Ramanjans sums was proved by Nicol and Vandiver [15] , and E. Cohen [6] . The number of solutions given by them is
where c r (n) denote the usual Ramanujan sum. The restricted congruence (1) (with s = 1) and their solutions has found interesting applications in various fields including number theory, cryptography, combinatorics, computer science etc. Liskovets defined a multivariate arithmetic function in [10] . The special case of our restricted congruence problem with b = 0 and a i = s = 1 is related to this multivariate function. This functions has many combinatorial as well as topological applications. In computer science, the restricted congruence problem has applications in studying universal hashing (see Bibak et al. [3] ).
In [1] Bibak et al. considered the linear congruence (1) taking a i = s = 1 and the restrictions (x i , n) = t i where t i are given positive divisors of n. This was later generalized for an arbitrary s with still requiring a i = 1 by K V Namboothiri in [14] . It was proved there that
The number of solutions of the linear congruence
In the above statement, τ (n) stands for the number of positive divisors of n. This result has been proved in some special cases by many authors, for example in [6, 8, 15, 17] . The above result with a i = s = t i = 1 was proved by Cohen [7, Theorem 12, Theorem 12'] and reproved using different techniques by Namboothiri [13, Theorem 6.5] . In [2] , Bibak et al. gave a formula for the number of solutions of the restricted congruence (1) with s = 1. Following the methods used there, we give an analogous formula for the equation (1) where s is arbitrary. Our formula is is precisely
Here J s is the Jordan totient function which generalizes the Euler totient function ϕ.
We employ the tools of discrete Fourier transform of (r, s)-even functions and special properties of generalized Ramanujan sums given by Cohen [5] to arrive at our formula. As we have already mentioned above, the formula generalizes the main result in [14] and the main theorem in [2] .
Notations and basic results
For a, b ∈ Z with atleast one of them non zero, the generalized gcd of these numbers (a, b) s is defined to be the largest l s ∈ N dividing a and b simultaneously. Therefore (a, b) 1 = (a, b), the usual gcd of two integers. For a prime p and integer n, by p r ||n we mean that p r |n, but
By e(x), we mean the function e(x) = exp(2πix). Let c r (n) denote the Ramanujan sum which is defined to be the sum of n th powers of primitive r th roots of unity. That is,
For a positive integer s, E. Cohen [5] generalized the Ramanujan sum defining c r,s as
Note that for s = 1, this definition gives the usual Ramanujan sum defined in equation (4) . In the same paper, Cohen also gave the following formula:
where µ is the Möbius function. A special property of µ is that
An arithmetic function f is said to be periodic with period r (or rperiodic) for r ∈ N if for every m ∈ Z, f (m + r) = f (m). The complex exponential funcion e(x) has period 1. For an r-periodic arithmetic function f (n), its finite Fourier transform is defined to be the function
A Fourier representation of f is given by
It further satisfiesf = rf . See, for example, [12] for a detailed study on Finite Fourier transforms. Further, for an (r, s)-even function f , we havê
The Cauchy product of two r-periodic functions f and g is defined to be (f ⊗g)(n) = We divide the proof of our main theorem into mainly two special cases. One of it proves the case when k = 1. The second one proves the case a i = 1. Note that though the case a i = 1 was proved in [14] , we here give an alternate formula for the number of solutions.
Number of Solutions of the linear congruence in the single variable case
Recall that our aim is to derive a formula for the number of solutions of the restricted linear congruence equation (1) . We derive a necessary and sufficient condition for solutions to exist in the case k = 1. We also find the number of solutions in this case. This result generalizes [2, Theorem 3.1].
Theorem 3.1. Consider the linear congruence equation
where a, b ∈ Z, n, s ∈ N are given. 
Proof. Assume that there exists x 0 such that a s x 0 ≡ b (mod n s ) with 
So we conclude that
Therefore we need to count t s (y 0 + kN s ) with (y 0 + kN
Let us denote the number of solutions by S. Then by the property of the Möbius function given in (7), we have 
We can now have some observations about the uniqueness of solutions if they exist. Note that in the above theorem, if d = 1, then obviously the number of solutions is 1. We see in the next corollary the other cases where uniqueness can be claimed. 
r u, t = 2 r−1 with u, v odd and v|u and r ∈ N.
Proof. If d = 1, then the number of solutions is clearly 1. Assume that there exists a prime p such that p|d, p ∤ N. If no such p exists, then the number of solutions is d s which is not equal to 1. Assume further Now the second statement also follows. Note that from the above arguments, the only prime that can appear in d is 2 and so the assumption that d has only one prime factor covers the general case as well. 4 . Number of solutions of the linear congruence when a i = 1
In this section we count the number of solutions of the linear congruence x 1 + . . . + x k ≡ b(mod n s ) with restrictions (x i , n s ) s = t s i where t i |n are given. A formula in this case was obtained in [14] , but for our purpose, we would like to derive a different formula. The following result generalizes [7, Theorem 12, Theorem 12'] and [13, Theorem 5.7] . 
Proof. We use the DFT of (r,s)−even functions to prove our claim. Define (13 ,s (m). Consider the Cauchy product of the functions ρ n,s,t i for i = 1, . . . , k applied to b.
So we get
which proves our claim.
The general case
We prove our main theorem here with the help of the two special cases we had in the previous sections. The precise statement of our theorem is the following:
Theorem 5.1. Let a i , b ∈ Z, n, s, t i ∈ N where t i |n be given. The number of solutions of the linear congruence (14) a
Proof. Consider (14) and the congruence equation number of x i 's. Hence the total number of solutions for (14) would be what we claimed. 
