The existence of travelling wave with given end points for parabolic system of nonlinear equations is proven. The nonlinear term depends also on a · x − ct where x is the multidimensional space variable, t-time, c-the speed of the wave and a-the direction of travel.
Introduction
We shall deal with the parabolic system v t = ∆v − f (v, a · x − ct), (1.1) where v = (v 1 , . . . , v k ) : R l × R → R k is an unknown vector function, x, a ∈ R l , t ∈ R, |a| = 1, c > 0, f : R k × R → R k is a continuous function. A travelling wave is a solution of the special form v(x, t) = w(a · x − ct), which has the well-known interpretation as a planar wave moving in direction a with the speed c. We shall look for a travelling wave having finite limits at ±∞
that is wave of the front wave type. The function w should satisfy the second order ODE in R k w + cw = f (w, s), (1.2) and has given limits at both infinities.
Remark 1.
The necessary condition for the existence of such a solution is lim s→±∞ f (w ± , s) = 0.
We shall assume it is satisfied in the sequel.
If f had not depend on s = a · x − ct then (1.2) would have been an autonomous equation and a trajectory of w would have been a heteroclinic orbit joining w − and w + . This case was extensively studied by using topological tools (see [1, 2, 4] ; see also the first paper on travelling wave solutions [3] ). The typical assumptions are on the spectrum of the derivatives f (w ± ) that govern the behaviour of solutions near the singular points w ± (obviously f (w ± ) = 0.) Here, the nonlinearity depends on time through a · x − ct which fixes the direction and the speed of the seeking wave (they were additional unknowns in the autonomous case). If one wants to solve the problem by force, it is natural to substitute
where ω : R → [0, 1] is a smooth function such that ω(s) = 0 for s r + and ω(s) = 1 for s r − . The choice of the interval [r − , r + ] is arbitrary but later we shall see that it influences our assumptions. Then u is a solution of ODE
which vanishes at ±∞. This is equivalent to the integral equation 4) with the additional condition
and we look for the solution being a continuous function u : R → R k vanishing at both infinities. The space of all such functions will be denoted by C 0 (R, R k ). It is a Banach space with the sup-norm. Therefore we should find a fixed point of the integral operator (given by the right-hand side of (1.4)) on the manifold in C 0 (R, R k ) cutting by (1.5). One meets a similar situation while considering resonant problems. An abstract form of such questions has been solved in [5] by a kind of perturbation method. We shall apply the same method here.
Perturbed problem
We perturb the left-hand side of (1.3) by −λu where λ is a positive real parameter. The problem
has a unique solution for λ > 0 and any g ∈ C 0 (R, R k ) but for λ = 0 it is not the case. It is easy to find the Green function for BVP (2.1) with λ > 0:
Hence, the solutions of (2.1) are exactly functions from C 0 (R, R k ) that solve the following integral equation:
In fact, it suffices to take any bounded and continuous function satisfying this equation. Now, consider the same perturbation of the nonlinear problem (1.3):
The corresponding integral equation is exactly (2.2) with g(
Integrating by parts the second and the third summands we find the following integral equation equivalent with (2.3):
We shall assume that nonlinear term f : R k × R → R k satisfies the following growth condition:
where ρ < 1 and α, β ∈ C 0 (R, R). First, it ensures the integral on the right-hand side of (2.4) converges for any function u ∈ C 0 (R, R k ). However, it gives much more. 
G λ (·, s)ω(s) ds
tends to −1/λ as t → −∞ and tends to 0 as t → +∞. This shows that the second summand in (2.4) is also an element of 
Hence, one can find index n 0 such that, for n n 0 ,
Therefore, for such n,
G λ (t, s) γ (s) ds
+ M −M sup t ∈R
G λ (t, s) f u n (s) + ψ(s), s − f u 0 (s) + ψ(s), s ds < ε,
and the continuity of T is proved. Now, we shall show that the set {T u: ||u|| K} is relatively compact in C 0 (R, R k ) for any K > 0. Due to the Ascoli-Arzéla theorem, it suffices to prove that all functions from this set are equicontinuous on each interval [−M, M] and there exists function γ ∈ C 0 (R, R) such that |T u(t)| γ (t) for any t ∈ R. One can consider only the first summand in the definition of T . The equicontinuity of T is obtained by standard arguments and a common majorant is
which vanishes at infinities by the previous calculations. ✷
In the above considerations, the condition ρ < 1 in (2.5) that means the problem is sublinear, has not been essential. In fact, it sufficed sup |u| M |f (u, ·)| ∈ C 0 (R, R). Now, this condition is important.
Theorem 2.2. Under condition (2.5), BVP (2.3) has a solution u λ for any λ > 0.
Proof. We want to apply the Schauder fixed point theorem, hence we need a ball
Then, for any u ∈ B(0, R), we have
Since ρ < 1, there exists R > 0 such that a(R + p) ρ + b + c R and this is the radius of the ball we seek. ✷
Main result
In the previous section, we showed that all perturbed problems (2.3) have solutions. If we denote the solution for λ by u λ , then we can think that the limit lim λ→0 , if it exists, is a solution of problem (1.3) (λ = 0) and gives a travelling wave for (1.1). However, attentive calculations show that the radius R of the ball containing u λ tends to infinity when λ approaches to 0. We need a new assumption which guarantees the boundedness of u λ for λ > 0. It suffices in order to find a solution to the main problem. and the following condition holds: Proof. First, we shall show that for λ > 0 each solution u λ satisfies
Let φ(t) df = |u λ (t)| 2 and suppose that its value at a point is greater than the value of γ . Then φ − γ attains a positive maximum at some point t 0 , hence φ (t 0 ) = γ (t 0 ) and
thus, by (3.2), we have the inequality
that contradicts (3.1). Now, we shall get an estimate for the derivatives u λ independent of λ by the differentiation of (2.4) (we omit the index λ):
Having the estimate for f (u(s) + ψ(s), s), we obtain the uniform boundedness of u λ . Due to (2.3), we get also the uniform boundedness of u λ . We can apply the Ascoli-Arzéla theorem to the families {u λ : λ > 0} and {u λ : λ > 0} on any compact interval. Therefore, by using the diagonal procedure, we are able to find a sequence u λ n such that λ n → 0 and both sequences u λ n and u λ n are uniformly convergent on any compact interval. Applying (2.3) again, we have the same for u λ n . Thus, u df = lim u λ n is a C 2 -function on the whole line and it satisfies (1.3). This function vanishes at infinities, since we have obtained earlier the common estimate (3.3) . This ends the proof. ✷ Remark 2. It is easy to see that, for any function δ ∈ C 0 (R, R) with the property 
(t).
Hence, the function, for example:
with α, β as above satisfies all assumptions with w ± = 0. Notice that, if β = 0, our theorem is not needed to get a solution-it is the null function.
