A recent trend in mainstream desktop systems is the use of general-purpose graphics processor units (GPGPUs) to obtain order-ofmagnitude performance improvements. CUDA has emerged as a popular programming model for GPGPUs for use by C/C++ programmers. Given the widespread use of modern object-oriented languages with managed runtimes like Java and C#, it is natural to explore how CUDA-like capabilities can be made accessible to those programmers as well. In this paper, we present a programming interface called JCUDA that can be used by Java programmers to invoke CUDA kernels. Using this interface, programmers can write Java codes that directly call CUDA kernels, and delegate the responsibility of generating the Java-CUDA bridge codes and host-device data transfer calls to the compiler. Our preliminary performance results show that this interface can deliver significant performance improvements to Java programmers. For future work, we plan to use the JCUDA interface as a target language for supporting higher level parallel programming languages like X10 and Habanero-Java.
Introduction
The computer industry is at a major inflection point in its hardware roadmap due to the end of a decades-long trend of exponentially increasing clock frequencies. It is widely agreed that spatial parallelism in the form of multiple homogeneous and heterogeneous power-efficient cores must be exploited to compensate for this lack of frequency scaling. Unlike previous generations of hardware evolution, this shift towards multicore and manycore computing will have a profound impact on software. These software challenges are further compounded by the need to enable parallelism in workloads and application domains that have traditionally not had to worry about multiprocessor parallelism in the past. Many such applications are written in modern object-oriented languages like Java and C#.
A recent trend in mainstream desktop systems is the use of general-purpose graphics processor units (GPGPUs) to obtain order-of-magnitude performance improvements. As an example, NVIDIA's Compute Unified Device Architecture (CUDA) has emerged as a popular programming model for GPGPUs for use by C/C++ programmers [1] . Given the widespread use of managed-runtime execution environments, such as the Java Virtual Machine (JVM) and .Net platforms, it is natural to explore how CUDA-like capabilities can be made accessible to programmers who use those environments.
In this paper, we present a programming interface called JCUDA that can be used by Java programmers to invoke CUDA kernels. Using this interface, programmers can write Java codes that directly call CUDA kernels without having to worry about the details of bridging the Java runtime and CUDA runtime. The JCUDA implementation handles data transfers of primitives and multidimensional arrays of primitives between the host and device. Our preliminary performance results obtained on four double-precision floating-point Java Grande benchmarks show that this interface can deliver significant performance improvements to Java programmers. The results for Size C (the largest data size) show speedups ranging from 7.70× to 120.32× with the use of one GPGPU, relative to CPU execution on a single thread.
The rest of the paper is organized as follows. Section 2 briefly summarizes past work on high performance computing in Java, as well as the CUDA programming model. Section 3 introduces the JCUDA programming interface and describes its current implementation. Section 4 presents performance results obtained for JCUDA on four Java Grande benchmarks. Finally, Section 5 discusses related work and Section 6 contains our conclusions.
Background

Java for High Performance and Numerical Computing
A major thrust in enabling Java for high performance computing came from the Java Grande Forum (JGF) [2] , a community initiative to promote the use of the Java platform for compute-intensive numerical applications. Past work in the JGF focused on two areas: Numerics, which concentrated on issues with using Java on a single CPU, such as complex arithmetic and multidimensional arrays, and Concurrency, which focused on using Java for parallel and distributed computing. The JGF effort also included the development of benchmarks for measuring and comparing different Java execution environments, such as the JGF [3, 4] and SciMark [5] benchmark suites.
The Java Native Interface (JNI) [6] , Java's foreign function interface for executing native C code, also played a major role in JGF projects, such as enabling Message Passing Interface (MPI) for Java [7] . In JNI, the programmer declares selected C functions as native external methods that can be invoked by a Java program. The native functions are assumed to have been separately compiled into host-specific binary code. After compiling the Java source files, the javah utility can be used to generate C header files that contain stub interfaces for the native code. JNI also supports a rich variety of callback functions to enable native code to access Java objects and services.
GPU Architecture and the CUDA Programming Model
Driven by the insatiable demand for realtime, high-definition 3D gaming and multimedia experiences, the programmable GPU (Graphics Processing Unit) has 1. Copy data from main memory to GPU memory 2. CPU instructs GPU to start a kernel 3. GPU executes kernel in parallel and accesses GPU memory 4. Copy the results from GPU memory to main memory evolved into a highly parallel, multithreaded, manycore processor. Current GPUs have tens or hundreds of fragment processors, and higher memory bandwidths than regular CPUs. For example, the NVIDIA GeForce GTX 295 graphics card comes with two GPUs, each with 240 processor cores, and 1.8 GB memory with 233.8 GB/s bandwidth, which is about 10× faster than that of current CPUs. The same GPU is part of the NVIDIA Tesla C1060 Computer Processor, which is the GPU processor used in our performance evaluations. The idea behind general-purpose computing on graphics processing units (GPGPU) is to use GPUs to accelerate selected computations in applications that are traditionally handled by CPUs. To overcome known limitations and difficulties in using graphics APIs for general-purpose computing, GPU vendors and researchers have developed new programming models, such as NVIDIA's Compute Unified Device Architecture (CUDA) model [1] , AMD's Brook+ streaming model [8] , and Khronos Group's OpenCL framework [9] . The CUDA programming model is an extension of the C language. Programmers write an application with two portions of code -functions to be executed on the CPU host and functions to be executed on the GPU device. The entry functions of the device code are tagged with a global keyword, and are referred to as kernels. A kernel executes in parallel across a set of parallel threads in a Single Instruction Multiple Thread (SIMT) model [1] . Since the host and device codes execute in two different memory spaces, the host code must include special calls for host-to-device and device-to-host data transfers. Figure 1 shows the sequence of steps involved in a typical CUDA kernel invocation.
The JCUDA Programming Interface and Compiler
With the availability of CUDA as an interface for C programmers, the natural extension for Java programmers is to use the Java Native Interface (JNI) as a bridge to CUDA via C. However, as discussed in Section 3.1, this approach is neither easy nor productive. Sections 3.2 and 3.3 describe our JCUDA programming interface and compiler, and Section 3.4 summarizes our handling of Java arrays as parameters in kernel calls. Figure 2 summarizes the three-stage process that a Java programmer needs to follow to access CUDA via JNI today. It involves writing Java code and JNI stub code in C for execution on the CPU host, as well as CUDA code for execution on the GPU device. The stub code also needs to handle allocation and freeing of data in device memory, and data transfers between the host and device. It is clear that this process is tedious and error-prone, and that it would be more productive to use a compiler or programming tool that automatically generates stub code and data transfer calls.
Current Approach: Using CUDA via JNI
The JCUDA Programming Interface
The JCUDA model is designed to be a programmer-friendly foreign function interface for invoking CUDA kernels from Java code, especially for programmers who may be familiar with Java and CUDA but not with JNI. We use the example in Figure 3 to illustrate JCUDA syntax and usage. The interface to external CUDA functions is declared in lines 90-93, which contain a static library definition using the lib keyword. The two arguments in a lib declaration specify the name and location of the external library using string constants. The library definition contains declarations for two external functions, foo1 and foo2. The acc modifier indicates that the external function is a CUDA-accelerated kernel function. Each function argument can be declared as IN, OUT, or INOUT to indicate if a data transfer should be performed before the kernel call, after the kernel call or both. These modifiers allows the responsibility of device memory allocation and data transfer to be delegated to the JCUDA compiler. Our current JCUDA implementation only supports scalar primitives and rectangular arrays of primitives as arguments to CUDA kernels. The OUT and INOUT modifiers are only permitted on arrays of primitives, not on scalar primitives. If no modifier is specified for an argument, it is default to be IN. As discussed later in Section 5, there are related approaches to CUDA language bindings that support modifiers such as IN and OUT, and the upcoming PGI 8.0 C/C++ compiler also uses an acc modifier to declare regions of code in C programs to be accelerated. To the best of our knowledge, none of the past efforts support direct invocation of user-written CUDA code from Java programs, with automatic support for data transfer (including copying of multidimensional Java arrays). Line 13 shows a sample invocation of the CUDA kernel function foo1. Similar to CUDA's C interface, we use the <<<<. . .>>>> 1 to identify a kernel call. The geometries for the CUDA grid and blocks are specified using two three-element integer arrays, BlocksPerGrid and ThreadsPerBlock. In this example, the kernel will be executed with 16 × 16 = 256 threads per block and by a number of blocks per grid that depends on the input data size (NUM1 and NUM2).
The JCUDA Compiler
The JCUDA compiler performs source-to-source translation of JCUDA programs to Java program. Our implementation is based on Polyglot [10] , a compiler front end for the Java programming language. Figures 4 and 5 show the Java static class declaration and the C glue code generated from the lib declaration in Figure 3 . The Java static class introduces declarations with mangled names for native functions corresponding to JCUDA functions foo1 and foo2 respectively, as well as a static class initializer to load the stub library. In addition, three parameters are added to each call -dimGrid, dimBlock, and sizeSharedcorresponding to the grid geometry, block geometry, and shared memory size.
As we can see in Figure 5 , the generated C code inserts host-device data transfer calls in accordance with the IN, OUT and INOUT modifiers in Figure 3 .
Multidimensional Array Issues
A multidimensional array in Java is represented as an array of arrays. For example, a two-dimensional float array is represented as a one-dimensional array of objects, each of which references a one-dimensional float array as shown in the Figure 6 . This representation supports general nested and ragged arrays, as well as the ability to pass subarrays as parameters while still preserving pointer safety. However, it has been observed that this generality comes with a large overhead for the common case of multidimensional rectangular arrays [11] . In our work, we focus on the special case of dense rectangular multidimensional arrays of primitive types as in C and Fortran. These arrays are allocated as nested arrays in Java and as contiguous arrays in CUDA. The JCUDA runtime performs the necessary gather and scatter operations when copying array data between the JVM and the GPU device. For example, to copy a Java array of double [20] [40][80] from the JVM to the GPU device, the JCUDA runtime makes 20×40 = 800 calls to the CUDA cudaMemcpy memory copy function with 80 double-words transferred in each call. In future work, we plan to avoid this overhead by using X10's multidimensional arrays [12] with contiguous storage of all array elements, instead of Java's multidimensional arrays.
Performance Evaluation
Experimental Setup
We use four Section 2 benchmarks from the Java Grande Forum (JGF) Benchmarks [3, 4] to evaluate our JCUDA programming interface and compiler -Fourier coefficient analysis (Series), Sparse matrix multiplication (Sparse), Successive overrelaxation (SOR), and IDEA encryption (Crypt). Each of these benchmarks has three problem sizes for evaluation -A, B and C -with Size A being the smallest and Size C the largest. For each of these benchmarks, the compute-intensive portions were rewritten in CUDA whereas the rest of the code was retained in its original Java form except for the JCUDA extensions used for kernel invocation. The rewritten CUDA codes are parallelized in the same way as the original Java multithreaded code, with each CUDA thread performing the same computation as a Java thread.
The GPU used in our performance evaluations is a NVIDIA Tesla C1060 card, containing a GPU with 240 cores in 30 streaming multiprocessors, a 1.3 GHz clock speed, and 4GB memory. It also supports double-precision floating-point operations, which was not available in earlier GPU products from NVIDIA. All benchmarks were evaluated with double-precision arithmetic, as in the original Java versions. The CPU hosting this GPGPU is an Intel Quad-Core CPU with a 2.83GHz clock speed, 12MB L2 Cache and 8GB memory. The software installations used include a Sun Java HotSpot 64-bit virtual machine included in version 1.6.0 07 of the Java SE Development Kit (JDK), version 4.2.4 of the GNU Compiler Collection (gcc), version 180.29 of the NVIDIA CUDA driver, and version 2.0 of the NVIDIA CUDA Toolkit.
There are two key limitations in our JCUDA implementation which will be addressed in future work. First, as mentioned earlier, we only support primitives and rectangular arrays of primitives as function arguments in the JCUDA interface. Second, the current interface does not provide any direct support for reuse of data across kernel calls since the parameter modes are restricted to IN, OUT and INOUT. Table 1 shows the execution times (in seconds) of the Java and JCUDA versions for all three data sizes of each of the four benchmarks. The Java execution times were obtained for 1, 2 and 4 threads, representing the performance obtained by using 1, 2, and 4 CPU cores respectively. The JCUDA execution times were obtained by using a single Java thread on the CPU combined with multiple threads on the GPU in a configuration of 256 threads per block and 30 blocks per grid. The JCUDA kernel was repeatedly executed 10 times, and the fastest times attained for each benchmark and test size are listed in the table.
Evaluation and Analysis
The bottom row shows the speedup of the JCUDA version relative to the 1-thread Java version. The results for Size C (the largest data size) show speedups ranging from 7.70× to 120.32×, whereas smaller speedups were obtained for smaller data sizes -up to 74.51× for Size B and 67.26× for Size A. The benchmark that showed the smallest speedup was SOR. This is partially due to the fact that our CUDA implementation of the SOR kernel performs a large number of barrier ( syncthreads) operations -400, 600, and 800 for sizes A, B, and C respectively. In contrast, the Series examples show the largest speedup because it represents an embarrassingly parallel application with no communication or synchronization during kernel execution. In general, we see that the JCUDA interface can deliver significant speedups for Java applications with doubleprecision floating point arithmetic by using GPGPUs to offload computations. Figure 7 shows the results of varying threads/block and blocks/grid for SOR and Crypt to study the performance variation relative to the geometry assumed in Table 1 (256 threads/block and 30 blocks/grid). In Figures 7(a) and 7(b) , for 30 blocks per grid, we see that little performance gain is obtained by increasing the number of threads per block beyond 256. This suggests that 256 threads per block (half the maximum value of 512) is a large enough number to enable the GPU to maintain high occupancy of its cores [13] . Next, in Figures 7(c) and 7(d), for 256 threads per block, we see that execution times are lowest when the blocks/grid is a multiple of 30. This is consistent with the fact that the Tesla C1060 has 30 streaming multiprocessors (SM). Further, we observe a degradation when the blocks/grid is 1 more than a multiple of 30 (31, 61, 91, . . . ) because of the poor load balance that results on a 30-SM GPU processor. Figure 8 shows the percentage breakdown of the JCUDA kernel execution times into compute, pre-compute, post-compute and JCUDA cost components. The compute component is the time spent in kernel execution on the GPGPU. The pre-compute and post-compute components represent the time spent in data transfer before and after kernel execution. The JCUDA cost includes the overhead of the JNI calls generated by the JCUDA kernel. As the figure shows, for each benchmark, as the problem becomes larger, the compute time percentage increases. The JCUDA overhead has minimal impact on performance, especially for Size C executions. The impact of pre-compute and post-compute times depends on the communication requirements of individual benchmarks.
Related Work
In this section, we briefly discuss two areas of related work in making CUDA kernels accessible to other languages. The first approach is to provide library bindings for the CUDA API. Examples of this approach include the JCublas and JCufft [14] Java libraries that provide Java bindings to the standard CUBLAS and CUFFT libraries from CUDA. We recently learned that JCublas and JCufft are part of a new Java library called jCUDA. In contrast, the JCUDA interface introduced in this paper is a language-based approach, in which the compiler automatically generates glue code and data transfers.
PyCuda [15] from Python community is a Python binding for the CUDA API. It also allows CUDA kernel code to be embedded as a string in a Python program. RapidMind provides a multicore programming framework based on the C++ programming language [16] . A programmer can embed a kernel intended to run on the GPU as a delimited piece of code directly in the program. RapidMind also supports IN, and OUT keywords for function parameters to guide the compiler in generating appropriate code for data movement.
The second approach is to use compiler parallelization to generate CUDA kernel code. A notable example of this approach can be found in the PGI 8.0 x64+GPU compilers for C and Fortran which allow programmers to use directives, such as acc, copyin, and copyout, to specify regions of code or functions to be GPU-accelerated. The compiler splits portions of the application between CPU and GPU based on these user-specified directives and generates object codes for both CPU and GPUs from a single source file. Another related approach is to translate OpenMP parallel code to hybrid code for CPUs and GPUs using compiler analysis, transformation and optimization techniques [17] . A recent compiler research effort that is of relevance to Java can be found in [18] , where the Jikes RVM dynamic optimizing compiler [19] is extended to perform automatic parallelization at the bytecode level.
To the best of our knowledge, none of the past efforts support direct invocation of user-written CUDA code from Java programs, with automatic support for data transfer of primitives and multidimensional arrays of primitives.
Conclusions and Future Work
In this paper, we presented the JCUDA programming interface that can be used by Java programmers to invoke CUDA kernels without having to worry about the details of JNI calls and data transfers (especially for multidimensional arrays) between the host and device. The JCUDA compiler generates all the necessary JNI glue code, and the JCUDA runtime handles data transfer before and after each kernel call. Our preliminary performance results obtained on four Java Grande benchmarks show significant performance improvements of the JCUDA-accelerated versions over their original versions. The results for Size C (the largest data size) showed speedups ranging from 6.74× to 120.32× with the use of a GPGPU, relative to CPU execution on a single thread. We also discussed the impact of problem size, communication overhead, and synchronization overhead on the speedups that were obtained.
To address the limitations listed in Section 4.1, we are considering to add a KEEP modifier for an argument to specify GPU resident data between kernel calls. To support the overlapping of computation and data transfer, we are developing memory copy primitives for programmers to initiate asynchronous data copy between CPU and GPU. Those primitives can use either the conventional cudaMemcpy operation or the page-locked memory mapping mechanism introduced in the latest CUDA development kit. In addition to those, there are also several interesting directions for our future research. We plan to use the JCUDA interface as a target language to support high-level parallel programming language like X10 [12] and Habanero-Java in the Habanero Multicore Software Research project [20] . In this approach, we envision generating JCUDA code and CUDA kernels from a single source multi-place X10 program. Pursuing this approach will require solving some interesting new research problems such as ensuring that offloading X10 code onto a GPGPU will not change the exception semantics of the program. Another direction that we would like to explore is the use of the language extensions recommended in [21] to simplify automatic parallelization and generation of CUDA code.
