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In this paper the phase structure of dense quark matter has been investigated at zero temperature
in the presence of baryon, isospin and chiral isospin chemical potentials in the framework of massless
(3+1)-dimensional Nambu–Jona-Lasinio model with two quark flavors. It has been shown that in the
large-Nc limit (Nc is the number of colors of quarks) there exists a duality correspondence between
the chiral symmetry breaking phase and the charged pion condensation one. The key conclusion of
our studies is the fact that chiral isospin chemical potential generates charged pion condensation in
dense quark matter with isotopic asymmetry.
I. INTRODUCTION
In recent years great effort has been devoted to a problem of mapping out the phase diagram of QCD as a function
of temperature and baryon chemical potential. However, theoretical investigations of QCD encounter considerable
difficulties in the low-energy as well as low-temperature and density region, where perturbative methods do not work.
The only possible first principle calculation in QCD at low energies is lattice approach to QCD. Unfortunately, its
main method (Monte Carlo simulations) cannot be applied to investigations at finite baryon chemical potential due to
the sign problem (complex fermion determinant). In order to study the phase diagram of QCD at nonzero chemical
potential one usually use effective field theories such as chiral perturbation theory (ChPT), quark-meson model, etc.
These theories are low energy approximations to QCD. In this case, the crucial point is to make an appropriate choice
of degrees of freedom that are able to capture the physics which is most important for the problem at hand. For
example, in ChPT one considers hadrons as elementary excitation of strongly interacting matter. And Lagrangian is
obtained only from symmetry breaking pattern, etc. One of the most widely used effective theory is Nambu–Jona-
Lasinio (NJL) model [1] (see for review [2–4]). The degrees of freedom of this model are not hadrons as in ChPT
but quarks. They are self-interacting and there are no gluons in considerations, they are integrated out. The model
is tractable and can be used as low energy effective theory for QCD. The most attractive feature of NJL models is
the dynamical breaking of the chiral symmetry (quarks acquire a relatively large mass) and hence it can be used as
a basis model for constituent quark model.
Besides the temperature and baryon density (nonzero baryon chemical potential), there are additional parameters,
which may be relevant for a description of the QCD phase diagram. These parameters are, in particular, an isotopic
chemical potential and chiral chemical potential. Isotopic (isospin) chemical potential allows us to consider systems
with isospin imbalance (different numbers of u and d quarks). In fact, nature provides us with systems at finite
isospin chemical potential in the form of isospin asymmetric matter inside neutron stars. Moreover, in any heavy-ion
experiment there is, even if small but nonzero, isospin asymmetry in the system of colliding ions. Also in the fireball
after heavy-ion collisions there may emerge another very interesting phenomenon – phase with a chiral imbalance
of quarks, i.e., with different average numbers between right-handed and left-handed quarks. This phenomenon is
a remarkable effect that stems from highly nontrivial interplay of chiral symmetry of QCD, axial anomaly, and the
topology of gluon configurations, which may possibly lead to the chiral magnetic effect [5] in heavy-ion collisions. It
might be realized also in compact stars or condensed matter systems [6] (see also the review [7]). Note also that
phenomena, connected with a chiral imbalance, are usually described in the framework of NJL models with a chiral
chemical potential [6, 8].
It was contemplated a long time ago that at high densities there could be such a phenomenon as condensation of
π0 mesons [9, 10]. However, if there is an isospin imbalance, then the charged pion condensation (PC) phase might be
realized in the system [11]. Charged PC has been also considered in NJL-type models in [12–15]. But the existence
of the charged PC phase in dense baryon matter is predicted in the framework of NJL models without sufficient
certainty. Indeed, for some values of model parameters (coupling constant G, cutoff parameter Λ, etc.) the charged
PC phase with nonzero baryon density is allowed by NJL models. However, it is forbidden in the framework of NJL
models for other physically interesting values of G and Λ [12]. Moreover, if the electric charge neutrality constraint
is imposed, the charged PC phenomenon depends strongly on the bare (current) quark mass values. In particular, it
turns out that in this case the charged PC phase with nonzero baryonic density is forbidden in the framework of NJL
models, if the bare quark masses reach the physically acceptable values of 5 ÷ 10 MeV (see Refs [15]). Due to these
circumstances, the question arises whether there exist factors promoting the appearance of charged PC phenomenon
in dense baryonic matter. A positive answer to this question was obtained in the papers [16–19], where it was shown
that a charged PC phase might be realized in dense baryonic system with finite size, or in the case of a spatially
2inhomogeneous pion condensate, or in the case of chiral imbalance in the system. These conclusions are demonstrated
in Refs [16–19], using a massless (1+1)-dimensional toy model with four-quark interactions.
In this paper we study the phase diagram of QCD, and the charged PC phenomenon in particular, in the framework
of (3+1)-dimensional NJL model with two quark flavors and in the presence of the baryon (µB), isospin (µI) as well
as chiral isospin µI5 chemical potentials, i.e. under heavy-ion experimental and/or compact star conditions. The
consideration is performed in the chiral limit. This study is also inspired by exploration of the phase diagram of
QCD in the framework of (1+1)-dimensional massless NJL model performed in Ref. [18] (for the case of homogeneous
ansatz for condensates) and Ref. [19] (in inhomogeneous case) at nonzero µB, µI and µI5. It has been shown in these
papers that in (1+1)-dimensional NJL model chiral isospin chemical potential generates charged PC in the system,
and there is a duality between charged pion condensation and chiral symmetry breaking (CSB) phenomena. 1
Let us elaborate a little bit more on this duality. In the present consideration it means that if at µI = A and µI5 = B
(at arbitrary fixed chemical potential µB), e.g., the CSB (or the charged PC) phase is realized in the model, then at
the permuted values of these chemical potentials, i.e. at µI = B and µI5 = A, the charged PC (or the CSB) phase
is arranged. So, it is enough to know the phase structure of the model at µI < µI5, in order to establish the phase
structure at µI > µI5, and vice versa. Knowing condensates and other dynamical and thermodynamical quantities of
the system, e.g., in the CSB phase, one can then obtain the corresponding quantities in the dually conjugated charged
PC phase of the model, by simply performing there the duality transformation, µI ↔ µI5.
In our case duality is between condensates and matter content (chemical potentials). But generally, notion of duality
is more widespread and is a very powerful tool and its use permeates all branches of physics. String theory, condensed
matter physics, etc. If one finds duality between two theories and one theory is more thoroughly investigated than
the other, duality can be used for applying known solutions of one theory to the other. This can saves the effort of
the researchers. But dualities can be even more powerful in a case when one theory cannot be solved by existing
methods (for example perturbation theory) and the other could be. For example, there are strong-weak dualities that
connect weak coupling regime of one theory with strong coupling regime of the other. Such a duality is AdS/CFT
(or gauge/gravity) duality [21], which relates some strongly-coupled, four-dimensional gauge theories at large Nc to
tractable weakly-coupled string theories living in ten dimensions. Now AdS/CFT conjecture is a subject of very
intense study.
A different notion (but one historically connected to AdS/CFT) is that of strong-strong dualities, which usually
go by the name of large-Nc orbifold equivalences [22–25]. Orbifold equivalences connect gauge theories with different
gauge groups and matter content in the large-Nc limit. Let us elaborate on why it could be important. As we
already said, the lattice technique is not available at finite µB because of the sign problem. Still, there is a class of
QCD-like theories which are free from the sign problem. These theories intensively studied so far include two-color
QCD with even numbers of fundamental flavors, any-color SU(Nc) QCD with adjoint fermions, and SU(Nc) QCD
at finite isospin chemical potential µI [26]. There are also other theories which are free from sign problem at finite
µB, for example, SO(2Nc) and Sp(2Nc) gauge theories with Nf fundamental Dirac fermions. In Ref. [23] it is argued
that the whole or the part of the phase diagrams of QCD and SO(2Nc) and Sp(2Nc) gauge QCD-like theories should
be universal in the large-Nc limit via the orbifold equivalence. So if one can prove the equivalence of phase portraits
of two theories one of which has no sign problem, one can explore the phase structure of the other one (which could
have sign problem) using lattice QCD. In the framework of orbifold equivalence formalism in [23] there has been also
obtained a similar (to our) dualities between charged PC and chiral symmetry breaking phenomena. Namely, it was
shown that the whole phase diagram of QCD at chiral chemical potential must be identical to that of QCD at isotopic
chemical potential in the chiral limit, where the charged pion condensation is replaced by the chiral condensate.
The result has been shown only for a large number of colors Nc, but it was argued that the universality may work
approximately even for Nc = 3.
In the present paper we show that in the chiral limit the main result of the (1+1)-dimensional NJL model con-
sideration that chiral isospin chemical potential generates charged pion condensation holds in more realistic (3+1)-
dimensional NJL model as well. Moreover, in (3+1)-dimensional NJL model with nonzero µB , µI and µI5 in the
chiral limit there is also a duality correspondence between CSB and charged PC phenomena.
In our opinion, it is a very inspiring result that phase diagram of a toy (1+1)-dimensional model for QCD and
more realistic effective (3+1)-dimensional NJL theory for QCD looks very similar in the chiral limit and predicts the
emergence of charged PC phase in dense isotopically and chirally asymmetric matter. This qualitative agreement
makes one believe that the common features of this model phase diagram could be realized in real QCD as well.
The paper is organized as follows. First, in Sec. II a (3+1)-dimensional massless NJL model with two quark
flavors (u and d quarks) that also includes three kinds of chemical potentials, µB, µI , µI5, is introduced. Furthermore,
the symmetries of the model are discussed and thermodynamic potential (TDP) of the model under consideration
is presented in the leading order of the large-Nc expansion. Here the duality (dual symmetry) of the model TDP is
established. The essence of duality is that TDP is invariant under the simultaneous interchange of µI , µI5 chemical
potentials as well as chiral and charged pion condensates. In Sec. III it is argued that there is no mixed phase in the
1 Note that another kind of duality correspondence, the duality between CSB and superconductivity, was demonstrated both in (1+1)-
and (2+1)-dimensional NJL models [20].
3system (with nonzero chiral symmetry breakingM - and charged pion ∆ condensates, simultaneously) and expressions
for projections of TDP to the M - and ∆ axes are presented. Sec. IV contains the discussion on the phase structure
of the model under consideration and different phase portraits of the model are depicted. In the section, the fact that
chiral isospin chemical potential generates charged pion condensation in dense quark matter with isotopic asymmetry
is established. Moreover, here the role of duality between chiral symmetry breaking and charged pion condensation
phenomena and its influence on the phase diagram are explained. In Sec V summary and conclusions are given. Some
technical details are relegated to Appendix A.
II. THE MODEL AND ITS THERMODYNAMIC POTENTIAL
We study a phase structure of the two flavored (3+1)-dimensional massless NJL model with several chemical
potentials. Its Lagrangian, which is symmetrical under global color SU(Nc) group, has the form
L = q¯
[
γν i∂ν +
µB
3
γ0 +
µI
2
τ3γ
0 +
µI5
2
τ3γ
0γ5
]
q +
G
Nc
[
(q¯q)2 + (q¯iγ5~τq)2
]
(1)
and describes dense baryonic matter with two massless u and d quarks, i.e. q in (1) is the flavor doublet, q = (qu, qd)
T ,
where qu and qd are four-component Dirac spinors as well as color Nc-plets (the summation in (1) over flavor, color,
and spinor indices is implied); τk (k = 1, 2, 3) are Pauli matrices. The Lagrangian (1) contains baryon µB-, isospin µI -,
and chiral isospin µI5 chemical potentials. In other words, this model is able to describe the properties of quark matter
with nonzero baryon nB-, isospin nI -, and chiral isospin nI5 densities which are the quantities, thermodynamically
conjugated to chemical potentials µB, µI , and µI5, respectively.
The quantities nB, nI and nI5 are densities of conserved charges, which correspond to the invariance of Lagrangian
(1) with respect to the abelian UB(1), UI3(1) and UAI3(1) groups, where
2
UB(1) : q → exp(iα/3)q; UI3(1) : q → exp(iατ3/2)q; UAI3(1) : q → exp(iαγ5τ3/2)q. (2)
So we have from (2) that nB = q¯γ
0q/3, nI = q¯γ
0τ3q/2 and nI5 = q¯γ
0γ5τ3q/2. We would like also to remark that, in
addition to (2), Lagrangian (1) is invariant with respect to the electromagnetic UQ(1) group,
UQ(1) : q → exp(iQα)q, (3)
where Q = diag(2/3,−1/3). The ground state expectation values of nB, nI and nI5 can be found by differentiating
the thermodynamic potential of the system (1) with respect to the corresponding chemical potential. The goal of
the present paper is the investigation of the ground state properties (or phase structure) of the system (1) and its
dependence on the chemical potentials µB, µI and µI5 (at zero temperature).
To find the thermodynamic potential of the system, we use a semibosonized version of the Lagrangian (1), which
contains composite bosonic fields σ(x) and πa(x) (a = 1, 2, 3) (in what follows, we use the notations µ ≡ µB/3,
ν = µI/2 and ν5 = µI5/2):
L˜ = q¯
[
γρi∂ρ + µγ
0 + ντ3γ
0 + ν5τ3γ
0γ5 − σ − iγ5πaτa
]
q − Nc
4G
[
σσ + πaπa
]
. (4)
In (4) and below the summation over repeated indices is implied. From the auxiliary Lagrangian (4) one gets the
equations for the bosonic fields
σ(x) = −2 G
Nc
(q¯q); πa(x) = −2 G
Nc
(q¯iγ5τaq). (5)
Note that the composite bosonic field π3(x) can be identified with the physical π
0(x)-meson field, whereas the physical
π±(x)-meson fields are the following combinations of the composite fields, π±(x) = (π1(x) ∓ iπ2(x))/
√
2. Obviously,
the semibosonized Lagrangian L˜ is equivalent to the initial Lagrangian (1) when using the equations (5). Furthermore,
it is clear from Eq. (2) and footnote 2 that the composite bosonic fields (5) are transformed under the isospin UI3(1)
and axial isospin UAI3(1) groups in the following manner:
UI3(1) : σ → σ; π3 → π3; π1 → cos(α)π1 + sin(α)π2; π2 → cos(α)π2 − sin(α)π1,
UAI3(1) : π1 → π1; π2 → π2; σ → cos(α)σ + sin(α)π3; π3 → cos(α)π3 − sin(α)σ. (6)
Starting from the auxiliary Lagrangian (4), one obtains in the leading order of the large-Nc expansion (i.e. in the one-
fermion loop approximation) the following path integral expression for the effective action Seff(σ, πa) of the bosonic
σ(x) and πa(x) fields:
exp(iSeff(σ, πa)) = N ′
∫
[dq¯][dq] exp
(
i
∫
L˜ d4x
)
,
2 Recall for the following that exp(iατ3) = cosα+ iτ3 sinα, exp(iαγ5τ3) = cosα+ iγ5τ3 sinα.
4where
Seff(σ(x), πa(x)) = −Nc
∫
d4x
[
σ2 + π2a
4G
]
+ S˜eff , (7)
The quark contribution to the effective action, i.e. the term S˜eff in Eq. (7), is given by:
exp(iS˜eff) = N ′
∫
[dq¯][dq] exp
(
i
∫ {
q¯
[
γρi∂ρ + µγ
0 + ντ3γ
0 + ν5τ3γ
0γ5 − σ − iγ5πaτa
]
q
}
d4x
)
= [DetD]Nc , (8)
where N ′ is a normalization constant. Moreover, in Eq. (8) we have introduced the notation D,
D ≡ γν i∂ν + µγ0 + ντ3γ0 + ν5τ3γ0γ5 − σ(x) − iγ5πa(x)τa, (9)
for the Dirac operator, which acts in the flavor-, spinor- as well as coordinate spaces only. Using the general formula
DetD = expTr lnD, one obtains for the effective action (7) the following expression
Seff(σ(x), πa(x)) = −Nc
∫
d2x
[
σ2(x) + π2a(x)
4G
]
− iNcTrsfx lnD, (10)
where the Tr-operation stands for the trace in spinor- (s), flavor- (f) as well as four-dimensional coordinate- (x)
spaces, respectively.
The ground state expectation values 〈σ(x)〉 and 〈πa(x)〉 of the composite bosonic fields are determined by the saddle
point equations,
δSeff
δσ(x)
= 0,
δSeff
δπa(x)
= 0, (11)
where a = 1, 2, 3. Just the knowledge of 〈σ(x)〉 and 〈πa(x)〉 and, especially, of their behaviour vs chemical potentials
supplies us with a phase structure of the model. It is clear from Eq. (6) that if 〈σ(x)〉 6= 0 and/or 〈π3(x)〉 6= 0,
then the axial isospin UAI3(1) symmetry of the model is spontaneously broken down, whereas at 〈π1(x)〉 6= 0 and/or
〈π2(x)〉 6= 0 we have a spontaneous breaking of the isospin UI3(1) symmetry. Since in the last case the ground
state expectation values, or condensates, both of the field π+(x) and of the field π−(x) are not zero, this phase is
usually called the charged pion condensation (PC) phase. In addition, it is easy to see from Eq. (5) that the nonzero
condensates 〈π1,2(x)〉 (or 〈π±(x)〉) are not invariant with respect to the electromagnetic UQ(1) transformations (3)
of the flavor quark doublet. Hence in the charged PC phase the electromagnetic UQ(1) invariance of the model (1) is
also broken spontaneously, and superconductivity is an unavoidable property of the charged PC phase.
In the present paper we suppose that in the ground state of the system, i.e. in the state of thermodynamic
equilibrium, the ground state expectation values 〈σ(x)〉 and 〈πa(x)〉 do not depend on spacetime coordinates x,
〈σ(x)〉 ≡M, 〈πa(x)〉 ≡ πa, (12)
where M and πa (a = 1, 2, 3) are already constant quantities. In fact, they are coordinates of the global minimum
point of the thermodynamic potential (TDP) Ω(M,πa). In the leading order of the large-Nc expansion it is defined,
using Eq. (12), by the following expression:∫
d4xΩ(M,πa) = − 1
Nc
Seff
(
σ(x), πa(x)
)∣∣∣
σ(x)=M,pia(x)=pia
. (13)
In what follows we are going to investigate the µ, ν, ν5-dependence of the global minimum point of the function
Ω(σ, πa) vs σ, πa. To simplify the task, let us note that due to a UI3(1)× UAI3(1) invariance of the model, the TDP
(13) depends effectively only on the two combinations, σ2 + π23 and π
2
1 + π
2
2 , of the bosonic fields, as is easily seen
from Eq. (6). In this case, without loss of generality, one can put π2 = π3 = 0 in Eq. (13), and study the TDP as a
function of only two variables, M ≡ σ and ∆ ≡ π1. So, throughout the paper we use the ansatz
〈σ(x)〉 =M, 〈π1(x)〉 = ∆, 〈π2(x)〉 = 0, 〈π3(x)〉 = 0. (14)
In this case the TDP (13) reads
Ω(M,∆) =
M2 +∆2
4G
+ i
Trsfx lnD∫
d4x
=
M2 +∆2
4G
+ i
∫
d4p
(2π)4
lnDetD(p), (15)
5where
D(p) = 6p+ µγ0 + ντ3γ0 + ν5τ3γ0γ5 −M − iγ5∆τ1 ≡
(
A , U
V , B
)
(16)
is the momentum space representation of the Dirac operatorD (9) under the constraint (14). The quantities A,B,U, V
in Eq. (16) are really the following 4×4 matrices,
A = 6p+ µγ0 + νγ0 + ν5γ0γ5 −M ; B = 6p+ µγ0 − νγ0 − ν5γ0γ5 −M ; U = V = −iγ5∆, (17)
so the quantity D(p) from Eq. (16) is indeed a 8×8 matrix whose determinant appears in the expression (15). Based
on the following general relations
DetD(p) ≡ det
(
A , U
V , B
)
= det[−V U + V AV −1B] = det[BA−BUB−1V ] (18)
and using any program of analytical calculations, one can find from Eqs (17) and (18)
DetD(p) =
(
η4 − 2aη2 − bη + c)(η4 − 2aη2 + bη + c) ≡ P−(p0)P+(p0), (19)
where η = p0 + µ, |~p| =
√
p21 + p
2
2 + p
2
3 and
a=M2 +∆2 + |~p|2 + ν2 + ν25 ; b = 8|~p|νν5;
c= a2 − 4|~p|2(ν2 + ν25 )− 4M2ν2 − 4∆2ν25 − 4ν2ν25 . (20)
It is evident from Eq. (20) that the TDP (15) is an even function over each of the variablesM and ∆, and parameters
ν and ν5. In addition, it is invariant under the transformation µ → −µ. 3 Hence, without loss of generality we can
consider in the following only µ ≥ 0, ν ≥ 0, ν5 ≥ 0, M ≥ 0, and ∆ ≥ 0 values of these quantities. Moreover, the TDP
(15) is invariant with respect to the so-called duality transformation 4,
D : M ←→ ∆, ν ←→ ν5. (21)
One can find roots of the polynomials (19) analytically, the procedure is relegated to Appendix A. Four roots of P+(η)
have the following form
η1 =
1
2
(
−
√
r2 − 4q − r
)
, η2 =
1
2
(√
r2 − 4q − r
)
,
η3 =
1
2
(
r −
√
r2 − 4s
)
, η4 =
1
2
(
r +
√
r2 − 4s
)
. (22)
The roots of P−(η) can be otained by changing b→ −b (changing b→ −b is equivalent to q ↔ s),
η5 =
1
2
(
−
√
r2 − 4s− r
)
= −η4, η6 = 1
2
(√
r2 − 4s− r
)
= −η3,
η7 =
1
2
(
r −
√
r2 − 4q
)
= −η2, η8 = 1
2
(
r +
√
r2 − 4q
)
= −η1. (23)
where q = 12
(−2a+ r2 − b
r
)
, s = 12
(−2a+ r2 + b
r
)
, and r has quite complicated form, but could be always chosen
as a real one (all the details can be found in Appendix A). So, it is evident from Eqs (15) and (19) that for the TDP
one can obtain the following expression
Ω(M,∆) =
M2 +∆2
4G
+ i
8∑
i=1
∫
d4p
(2π)4
ln(p0 + µ− ηi). (24)
Then, taking in account a general formula ∫ ∞
−∞
dp0 ln
(
p0 −K) = iπ|K|, (25)
3 Indeed, if simultaneously with µ→ −µ we perform in the integral (15) the p0 → −p0 change of variables, then one can easily see that
the expression (15) remains intact.
4 Let us note that the duality is present only in the chiral limit (zero current quark masses), in the real situation, when chiral symmetry
is only approximate due to non-zero quark masses in the Lagrangian, duality will be only approximate as well. We will discuss it in one
of the future works.
6and using the fact that each root ηi of Eqs (22) and (23) has a counterpart with opposite sign and a relation
|µ− ηi|+ |µ+ ηi| = 2|ηi|+ 2θ(µ− |ηi|)(µ− |ηi|), one gets
Ω(M,∆) =
M2 +∆2
4G
−
4∑
i=1
∫
d3p
(2π)3
(|ηi|+ θ(µ− |ηi|)(µ− |ηi|))
=
M2 +∆2
4G
− 1
2π2
4∑
i=1
∫ Λ
0
p2
(|ηi|+ θ(µ− |ηi|)(µ− |ηi|))dp. (26)
To obtain the second line of Eq. (26), where p ≡ |~p| and Λ is a three-momentum cutoff parameter, we have integrated
in the first line of it over angle variables. In the following we will study the behaviour of the global minimum point
of the TDP (26) vs chemical potentials µ, ν and ν5 for a special set of the model parameters,
G = 15.03GeV −1, Λ = 0.65GeV.
In this case at µ = 0, ν = 0 and ν5 = 0 one gets for constituent quark mass the value M = 301.58MeV . The same
parameter set has been used, e.g., in Refs [4, 12].
III. CALCULATION OF THE TDP
A. Projections onto M and ∆ axes
In the particular case when ν5 = 0 the roots ηi (22) of the polynomial P+(η) can be obtained in an explicit form
(see, e.g., in Ref. [12]), which is significantly simplifies the investigation of the TDP . Note that in the most general
case when µ ≥ 0, ν ≥ 0, ν5 ≥ 0, M ≥ 0, and ∆ ≥ 0 the roots ηi can be found analytically as well (see the procedure
presented in Appendix A). However, the exact expressions for the roots ηi and hence for the TDP have a rather
cumbersome form, so we have not even show them in the paper, but the behavior of the TDP can be studied using
numerical simulations. By this way it is possible to show that the TDP (26) (as a function of M and ∆) can never
has a global minimum point (GMP) of the form (M 6= 0,∆ 6= 0). It means that at arbitrary fixed values of chemical
potentials µ ≥ 0, ν ≥ 0 and ν5 ≥ 0 the phase with nonzero both chiral and charged pion condensates cannot be realized
in the model. So the GMP of the TDP (26) lies either on the M axis or on the ∆ axis. Hence, in order to establish the
phase portrait of the model, it is enough to study the projections F1(M) ≡ Ω(M,∆ = 0) and F2(∆) ≡ Ω(M = 0,∆)
of the TDP (26) on the M and ∆ axes, correspondingly.
The roots of the polynomial P+(η) for the case of M ≥ 0 and ∆ = 0 have the following form
η1,2M ≡ η1,2
∣∣∣
∆=0
= −ν ±
√
M2 + (|~p| − ν5)2, η3,4M ≡ η3,4
∣∣∣
∆=0
= ν ±
√
M2 + (|~p|+ ν5)2. (27)
The expressions (27) were obtained earlier in the paper [18], where we have studied a (1+1)-dimensional variant of
the NJL model (1) also at µ 6= 0, ν 6= 0 and ν5 6= 0. Substituting Eqs (27) into Eq. (26), one can find the projection
F1(M) of the TDP (26) on the M axis,
F1(M) = Ω(M, 0) =
M2
4G
− 1
2π2
4∑
i=1
∫ Λ
0
p2
(|ηiM |+ θ(µ− |ηiM |)(µ− |ηiM |))dp. (28)
The roots of P+(η) for the case of M = 0 and ∆ 6= 0 have the following form (for details, see also the paper [18])
η1,2∆ ≡ η1,2
∣∣∣
M=0
= −ν5 ±
√
∆2 + (|~p| − ν)2, η3,4∆ ≡ η3,4
∣∣∣
M=0
= ν5 ±
√
∆2 + (|~p|+ ν)2. (29)
(Note that each root ηiM of Eq. (27) is conjugated to corresponding root ηi∆ of Eq. (29) with respect to the duality
transformation (21).) Then, the projection of thermodynamic potential to the axis ∆ has the form
F2(∆) = Ω(0,∆) =
∆2
4G
− 1
2π2
4∑
i=1
∫ Λ
0
p2
(|ηi∆|+ θ(µ− |ηi∆|)(µ− |ηi∆|))dp. (30)
The integration in Eqs (28) and (30) can be carried out analytically but the obtained expressions would be rather
involved. So it is still easier to use numerical calculations for evaluation of the integrals.
As a result, we see that in order to find the GMP of the whole TDP (26), one should compare the least values
of the functions F1(M) and F2(∆). By this way, it is clear that there can exist no more than three different phases
in the model (1). The first one is the symmetric phase, which corresponds to the global minimum point (M0,∆0)
of the TDP (26) of the form (M0 = 0,∆0 = 0). In the CSB phase the TDP reaches the least value at the point
(M0 6= 0,∆0 = 0). Finally, in the charged PC phase the global minimum point lies at the point (M0 = 0,∆0 6= 0).
(Notice, that in the most general case the coordinates (condensates) M0 and ∆0 of the global minimum point depend
on chemical potentials.)
7B. Quark number density
Since the main goal of the present paper is to prove the possibility of the charged PC phenomenon in dense quark
matter (at least in the framework of the NJL model (1)), the consideration of the physical quantity nq, called quark
number density, is now in order. This quantity is a very important characteristic of the ground state. It is related to
the baryon number density as nq = 3nB because µ = µB/3. Let us present here the ways how expressions for nq can
be found in different phases. Recall that in the general case this quantity is defined by the relation
nq = −∂Ω(M0,∆0)
∂µ
, (31)
where M0 and ∆0 are coordinates of the GMP of a thermodynamic potential. So in the chiral symmetry breaking
phase we have
nq(µ, ν, ν5)
∣∣∣∣
CSB
= −∂Ω(M0,∆0 = 0)
∂µ
= −∂F1(M0)
∂µ
. (32)
Taking into account (28) it is not very difficult to get the following expression
nq(µ, ν, ν5)
∣∣∣∣
CSB
=
1
2π2
4∑
i=1
∫ Λ
0
dpp2θ(µ− |ηiM0 |), (33)
where ηiM0 is given by Eq. (27) at M =M0.
In a similar way, the particle density in the charged pion condensation phase looks like
nq(µ, ν, ν5)
∣∣∣∣
PC
= −∂Ω(M0 = 0,∆0)
∂µ
= −∂F2(∆0)
∂µ
. (34)
Since the quantity F2(∆0) is defined by Eq. (30) at ∆ = ∆0, one can get
nq(µ, ν, ν5)
∣∣∣∣
PC
=
1
2π2
4∑
i=1
∫ Λ
0
dpp2θ(µ− |ηi∆0 |), (35)
where ηi∆0 is defined by Eq. (29) at ∆ = ∆0.
IV. PHASE DIAGRAM
A. Duality between chiral symmetry breaking and charged pion condensation
In order to get phase structure of the model one has to find GMP (M0,∆0) of the thermodynamic potential (26).
It has been already said earlier that there is no mixed phase, which corresponds to both M0 6= 0 and ∆0 6= 0, and one
can use projections F1(M) (28) and F2(∆) (30) of this TDP to the axes M and ∆, respectively. So it is necessary to
determine the GMPs of these projections with respect to M and ∆. Then, one should compare the minimum values
of these functions, the result is the GMP of the whole TDP (26). In a physical sense, one should determine which of
the minima is a real vacuum of the system and which is a metastable state. After this, using numerical calculations,
it is necessary to study the behavior of the TDP global minimum point (M0,∆0) vs chemical potentials. The result is
the most general (µ, ν, ν5)-phase portrait of the model, i.e. the one-to-one correspondence between any point (ν, ν5, µ)
of the three-dimensional space of chemical potentials and possible model phases (CSB, charged PC and symmetric
phase). However, in order to obtain a more deep understanding of the phase diagram as well as to get a greater
visibility of it, it is very convenient to consider different cross-sections of this general (µ, ν, ν5)-phase portrait by the
planes of the form ν = const, ν5 = const and µ = const.
In the next subsections these different cross-sections of the most general phase portrait will be presented. In
addition, we will compare our results with corresponding phase diagrams of NJL2 model. But before that, let us
discuss the role and influence of the duality invariance (21) of the model on the phase structure and demonstrate the
ways how one can use it to obtain some phase portraits from the others without having to calculate anything.
Suppose that at some fixed particular values of chemical potentials µ, ν = A and ν5 = B the global minimum of the
TDP (26) lies at the point, e.g., (M =M0 6= 0,∆ = 0) . It means that for such fixed values of the chemical potentials
the chiral symmetry breaking (CSB) phase is realized in the model. Then it follows from the invariance of the TDP
with respect to the duality transformation D (21) that at permuted chemical potential values (i.e. at ν = B and
ν5 = A and intact value of µ) the global minimum of the TDP Ω(M,∆) is arranged at the point (M = 0,∆ = M0),
which corresponds to the charged PC phase (and vice versa). This is the so-called duality correspondence between
8CSB and charged PC phases in the framework of the model under consideration. Hence, the knowledge of a phase of
the model (1) at some fixed values of external free model parameters µ, ν, ν5 is sufficient to understand what a phase
(we call it a dually conjugated) is realized at rearranged values of external parameters, ν ↔ ν5, at fixed µ. Moreover,
different physical parameters such as condensates, densities, etc, which characterize both the initial phase and the
dually conjugated one, are connected by the duality transformation D. For example, the chiral condensate of the
initial CSB phase at some fixed µ, ν, ν5 is equal to the charged-pion condensate of the dually conjugated charged PC
phase, in which one should perform the replacement ν ↔ ν5. Knowing the particle density nq(ν, ν5) of the initial CSB
phase as a function of chemical potentials ν, ν5, one can find the particle density in the dually conjugated charged PC
phase by interchanging ν and ν5 in the expression nq(ν, ν5), etc.
The duality transformation D of the TDP can also be applied to an arbitrary phase portrait of the model. In
particular, it is clear that if we have a most general (ν, ν5, µ)-phase portrait, then under the duality transformation
(which is now understood as a renaming both of the diagram axes, i.e. ν ↔ ν5, and phases, i.e. CSB↔charged PC)
this phase portrait is mapped to itself, i.e. the most general (ν, ν5, µ)-phase portrait is self-dual. Furthermore, the
self-duality of the (ν, ν5, µ)-phase portrait means that in the three-dimensional (ν, ν5, µ) space the regions of the CSB
and charged PC phases are arranged mirror-symmetrically with respect to the plane ν = ν5 of this space.
B. (ν, ν5)-phase diagrams
First, let us consider µ = const cross-sections of the general (ν, ν5, µ)-phase diagram. The result is different (ν, ν5)-
phase diagrams at several typical values of the chemical potential µ. They are depicted in Figs 1-8. We hope that
from these plots it is possible to comprehend the behavior of the general phase diagram at all possible values of the
quark number chemical potential µ.
At zero µ the phase portrait is depicted in Fig. 1. It has charged PC phase which is arranged alone the ν axis at
not very large ν5 values. Moreover, it is clear that there is also the CSB phase (at rather small values of ν), which is
arranged mirror-symmetrically to the charged PC phase with respect to the line ν = ν5. Note that at µ = 0 baryon
density nB ≡ nq/3 is zero in both phases. Let us recall that NJL model is not renormalizable and hence is an effective
theory, which depends on a cutoff parameter Λ (recall that in our case Λ = 0.65 GeV). Therefore, transitions to
the symmetric phase at rather large ν and ν5 in Fig. 1, and also on other similar drawings, can be considered as
an artifact of the cutoff theory. Clearly, this phase portrait supports the result of the papers [8] obtained in lattice
simulations that chiral imbalance generates chiral symmetry breaking in the system. 5
When µ changes in the interval 0 < µ . 0.3 GeV, then some hollow appears in charged PC phase (see in Figs 2 and
3). Above the hollow one can see the charged PCd phase with nonzero baryon density (subscript d means that baryon
density is nonzero in the phase), whereas at the values of ν5 corresponding to a hollow there is still charged PC phase
with zero baryon density. It means that at rather small values of µ the model predicts the charged PC phenomenon
both in medium with nB = 0 (it might, e.g., consists of charged pions, etc) and in dense quark matter with nB 6= 0,
depending on the ν5 values. According to the duality symmetry (21) of the model, in these figures the CSB phases
(with nB = 0 and nB 6= 0) are arranged on the other side (mirror-symmetrically) of a straight line ν = ν5 as well.
Next, with an increase of µ (see Figs 4 - 8) the hollow goes into the charged PC phase and PC phase with zero
baryon density decreases. It can be noted that charged PCd and CSBd phases of these figures take the form of soles
of boots that look towards each other and points at values of ν5 = µ and ν = µ, correspondingly. Moreover, with an
increase of µ charged PCd phase and CSBd phase move to the region of larger ν5 and ν, correspondingly. Throughout
the movement these two phases go through each other (see Figs 4 – 7), then separate and run away from each other
(Fig. 8).
So one can claim that nonzero ν5 generates the charged pion condensation phase in dense, nB 6= 0, quark matter. It
is the main result of the paper. Moreover, some phase diagrams of NJL4 model under consideration look qualitatively
very similar to the corresponding phase diagrams of NJL2 model (compare Fig. 3d in [18] and Fig. 8 of the present
paper). In (1+1)-dimensional case the charged PCd phase also goes to higher values of ν5 with increase of µ but this
phase starts at zero values of ν (see Fig. 3d in [18]), whereas in (3+1)-dimensional case the phase starts at some
nonzero value of ν around 0.1 GeV (see Fig. 8). So in order to realize the charged PCd phase in NJL4 model, besides
chiral imbalance there has to be the isotopic imbalance in the system (isospin chemical potential should be nonzero
but it does not have to and actually should not be too large either). In that respect one can say that charged PCd
phase is generated by both isospin and chiral isospin chemical potentials. This is a new feature that exists only in the
NJL4 model, in the NJL2 model charged pion condensate phase with nonzero baryon density could be realized just
by chiral isospin chemical potential even at ν = 0 (see Fig. 2a in Ref. [18]).
One can make sure just by looking at the presented diagrams that (as duality dictates at arbitrary fixed µ) the
(ν, ν5)-phase diagrams of the model are self-dual, i.e. its CSB and charged PC phases (and CSBd and charged PCd
phases) lie mirror-symmetrically with respect to the line ν = ν5.
5 Strictly speaking, in Refs [8] different systems with nonzero chiral µ5 chemical potential were studied, whereas we deal with chiral
isospin chemical potential µ5I (see Eq. (1)).
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FIG. 1. (ν, ν5)-phase diagram at µ = 0 GeV. The nota-
tions CSB and PC mean, respectively, the chiral symme-
try breaking and charged pion condensation phase with
zero baryon density. The notation ’sym’ stands for the
symmetric phase, where all symmetries are restored.
FIG. 2. (ν, ν5)-phase diagram at µ = 0.195 GeV. In
addition to the notations of Fig. 1, here PCd and CSBd
mean, respectively, the charged pion condensation and
chiral symmetry breaking phase with nonzero baryon den-
sity.
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FIG. 3. (ν, ν5)-phase diagram at µ = 0.23 GeV. All the
notations are the same as in Fig. 2.
FIG. 4. (ν, ν5)-phase diagram at µ = 0.24 GeV. All the
notations are the same as in Fig. 2.
C. (ν, µ)- and (ν5, µ)-phase diagrams
For a better understanding of the most general (µ, ν, ν5)-phase diagram of the model, here we consider two other
cross-sections of the general diagram, by the planes of ν = const and ν5 = const.
The (ν, µ)-phase diagrams of the model at different typical values of ν5 are presented in Figs 9–11. In particular,
the phase portrait of the model at zero value of ν5 (see Fig. 9) was first studied in Ref. [12]. It has been shown that
at ν5 = 0 there is charged PC phase in the region that spreads along the ν axis. But the most of this region is the
charged PC phase with zero baryon density. Besides, there is a rather small region of charged PC phase with nB 6= 0
at small ν and µ around 0.3 GeV.
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FIG. 5. (ν, ν5)-phase diagram at µ = 0.26 GeV. All the
notations are the same as in Fig. 2.
FIG. 6. (ν, ν5)-phase diagram at µ = 0.4 GeV. All the
notations are the same as in Fig. 2.
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FIG. 7. (ν, ν5)-phase diagram at µ = 0.55 GeV. All the
notations are the same as in Fig. 2.
FIG. 8. (ν, ν5)-phase diagram at µ = 0.8 GeV. All the
notations are the same as in Fig. 2.
One can consider the phase diagram in Fig. 9 compatible with the one obtained by lattice QCD technique [27, 28],
if take into account the following two remarks. First, the fact that at rather large values of isotopic chemical potential
ν there is no charged PC phase in Fig. 9 (there is a transition from PC to symmetric phase), which seems to be in
contradiction with lattice QCD results, in reality cannot be considered as a contradiction due to the quite obvious
observation that NJL4 model is only effective model (low-energy approximation) and can be considered only for
chemical potential ν less than cutoff parameter. Actually, in NJL2 model that is renormalizable and can be used
for arbitrary high values of ν there is no transition from the charged PC phase to symmetric one at high isospin
imbalance. So this transition could be seen as an artifact of the effective NJL4 model. Second, charged PC phase
in lattice QCD phase diagram starts only from isotopic chemical potential ν greater than half of pion mass. But
our consideration is performed in the chiral limit (zero current quark masses), corresponding to zero pion mass. So,
all this makes the phase diagram of Fig. 9 qualitatively the same to the one obtained by lattice QCD simulations
(ignoring the fact that on the lattice one cannot go to the zero temperature, as it is in our considerations).
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FIG. 9. (µ, ν)-phase diagram at ν5 = 0 GeV. All the
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FIG. 10. (µ, ν)-phase diagram at ν5 = 0.17 GeV. All the
notations are the same as in Fig. 2.
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FIG. 12. (µ, ν5)-phase diagram at ν = 0.17 GeV. All the
notations are the same as in Fig. 2.
At bigger values of ν5, CSB phase starts to appear from zero values of ν, and the phase transition from it to the
charged PC phase takes place at ν = ν5 (see Fig. 10). As a result, the charged PCd phase is shifted to greater values
of ν as one increase ν5. Also, there appears a bar of CSB phase that starts from PC phase and goes along the line
µ = ν. This looks very similar to the corresponding phase diagram of the NJL2 model (see Fig. 1a from Ref. [18]).
Then, at even larger values of ν5 the bar of CSB phase disappears and charged PCd phase shifts to the region of
larger µ (see Fig. 11). In this region of ν5 the shape of the charged PCd phase resembles again (as in the case of
(ν, ν5)-phase diagram in Fig. 8) a sole of a boot and points towards the value of µ = ν5.
Such an evolution of the (ν, µ)-phase portraits vs ν5 (and, in particular, of the charged PCd phase) in the NJL4
model looks very similar to its corresponding behavior in the NJL2 model. For example see Figs 1a, d in [18] and
compare them with Figs 10, 11 of the present paper, respectively. The difference is that in NJL4 model the charged
PCd phase is realized only for nonzero values of ν, whereas in NJL2 model it takes place even for ν = 0 (see Fig. 2a
in [18]). But qualitative behavior is the same. So one can say that in both models chiral imbalance generates charged
PC phase in dense (nB 6= 0) quark matter.
Up to now we have presented two types of cross-sections of the general (ν, ν5, µ)-phase diagram, i.e. at µ = const
and ν5 = const. Fortunately, there is no need to perform a detailed numerical calculations in order to find (ν5, µ)-
phase diagrams of the model at some fixed values of ν. In this case there is a simpler way, which is based on the
duality invariance (21) of the TDP. So one can apply the duality transformation D (21) to the (ν, µ)-phase diagram
at arbitrary fixed ν5 = A, in order to obtain the dually conjugated phase diagram, which is nothing more than a
(ν5, µ)-phase diagram at fixed ν = A. Hence, to find, e.g., the (ν5, µ)-phase diagram at ν = 0.17 GeV, we should start
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from the corresponding (ν, µ)-phase diagram at fixed ν5 = 0.17 GeV of Fig. 10 and make the simplest replacement of
the notations in this figure: ν ↔ ν5, PCd ↔CSBd and PC↔CSB (note, the symmetric phase is intact under the dual
transformation). The result is the (ν5, µ)-phase portrait of the model at ν = 0.17 GeV (see Fig. 12).
D. Qualitative arguments in favor of the charged PCd phase
In the present subsection we would like to demonstrate, using some qualitative condensed matter physics arguments,
the principle possibility of the charged pion condensation phenomenon in dense quark medium. The system is
characterized by several chemical potentials, including the chiral chemical potential responsible for the chiral imbalance
of quark matter. In this case there are different densities for the left- and right-handed quarks. So, in the energy-
momentum space left- and right-handed particles occupy unequal regions (Fermi seas). As a result, the Fermi surfaces
(which can be identified with corresponding particle number chemical potentials) are different for left- and right-
handed quarks. In general, we have studied the phase structure of the initial NJL model (1) in terms of µ, ν, ν5
chemical potentials. However, sometimes it is convenient to perform the consideration in terms of the quantities
µuR, µuL, µdR, µdL which are the chemical potentials for right- and left-handed u and d quarks, respectively. To find
these chemical potentials, we should introduce the left- and right-handed u, d-quark fields,
quR =
1 + γ5
2
qu, quL =
1− γ5
2
qu, qdR =
1 + γ5
2
qd, qdL =
1− γ5
2
qd. (36)
Then, using Eq. (36), the chemical potential term of Eqs (1) and (4) can be presented in the following form
q¯
[
µγ0 + ντ3γ
0 + ν5τ3γ
0γ5
]
q = q¯uRγ
0quR
(
µ+ ν + ν5
)
+ q¯uLγ
0quL
(
µ+ ν − ν5
)
+ q¯dRγ
0qdR
(
µ− ν − ν5
)
+ q¯dLγ
0qdL
(
µ− ν + ν5
)
. (37)
It is clear from Eq. (37) that particle number chemical potentials of the left- and right-handed u, d-quark fields
quR, quL, qdR, qdL are the following,
µuR = µ+ ν + ν5, µuL = µ+ ν − ν5, µdR = µ− ν − ν5, µdL = µ− ν + ν5, (38)
respectively. In addition, one can present the auxiliary scalar fields of Eq. (5) in terms of left- and right-handed
u, d-quark fields,
q¯q ∼ q¯uRquL + q¯uLquR + (u↔ d), π+ ∼ q¯dLquR − q¯dRquL, ... (39)
Here we are going to present two qualitative quark-antiquark pairing mechanisms, leading to the isospin UI3(1)
symmetry breaking and to the charged PC phenomenon in dense quark matter described by massless Lagrangian (1).
Our consideration is a generalization to the case of several chemical potentials of the approach of the paper [29], where
a qualitative analysis of possible condensed phenomena in a dense quark medium was carried out. For simplicity, we
suppose that isospin asymmetry of dense (µ 6= 0) weakly interacting quark matter is very small, ν ≪ µ, ν5 and, in
addition, µ & ν5.
In the first mechanism of isospin symmetry breaking only the excitations around the Fermi surfaces (chemical
potentials) of the quL and qdR quarks are involved. By assumption, we see that µuL ≈ µdR ≈ µ − ν5 ≈ 0 (see Eq.
(38)). (But the chemical potentials of the quR and qdL quarks, i.e. µuR ≈ µdL ≈ µ + ν5, are rather large in this
case.) Then under the influence of external weak effects, the quL and qdR quarks with momentum ~p can appear just
above the Fermi surface, which corresponds to the Fermi energy ǫF = µ − ν5. In this case below this Fermi surface
two holes appear, which are the antiparticles q¯uL and q¯dR with momenta −~p. 6 The relative momentum between
the quark quL and the hole q¯dR is a rather small quantity (since |~p| ≈ 0), so they can easily form, due to the weak
attractive interaction in the particle-hole pair having the same quantum numbers with those of pions, q¯dRquL ∼ π+
(see Eq. (39)), with zero net momentum. The condensation of these π+ pairs rearranges initial ground state of the
system in favor of the new ground state in which both isospin UI3(1) symmetry (see Eq. (2)) and spatial parity P are
spontaneously broken. Moreover, this condensate is a spatially homogeneous one. Since the quark number chemical
potential µ is a rather large quantity corresponding to nonzero quark number density, we obtain in this case the
realization of the charged PC phase in dense quark matter.
Similar arguments can help us to establish that a condensation of the q¯q pairs is forbidden in this case (i.e. at
ν ≪ µ, ν5 and µ & ν5) by kinematic reason. Indeed, the right-handed quR quark can also be born just above its Fermi
surface µuR ≈ µ + ν5 with some momentum ~p ′ such that |~p ′| ≈ µ + ν5. However, the relative momentum ~p ′ + ~p
between this quR quark and the corresponding left-handed q¯uL-quark excitation with momentum −~p has a rather
6 Since in our consideration all quL- and qdR-quark excitations are massless and their energies are near the Fermi surface ǫF by assumption,
we have |~p| = ǫF = µ − ν5 ≈ 0 for all such quL and qdR excitations.
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large absolute value, |~p ′ + ~p| ∼ µuR − µuL ≈ 2µ5 ∼ µ. So the probability for creation of the q¯q ∼ q¯uLquR pair (see
Eq. (39)) is very small (due to a large relative momentum, quarks will not have enough time for pairing). Hence in
this case the appearance of the chiral condensate is suppressed.
The above qualitative arguments in favor of the charged PCd phase are well illustrated by the phase portrait of
Fig. 12, where in the region {ν ≪ µ, ν5; µ ≈ ν5} just the PCd phase is arranged. In addition, the arguments are
quite suited for a qualitative explanation of the phase diagrams Figs 1d and 2a of the Ref. [18] in the case of the
NJL2 model, as well.
Since the model under consideration is invariant under the duality transformation (21), we can use the same
qualitative arguments in order to explain why in the dually conjugated region {ν5 ≪ µ, ν; µ ≈ ν} the CSBd phase is
realized (see Fig. 10).
Let us now discuss the second way (mechanism) of the isospin symmetry breaking, in which already the excitations
around the Fermi surfaces of the quR and qdL quarks play a decisive role. As before, we suppose that ν ≪ µ, ν5 and
µ & ν5, so the Fermi surfaces (chemical potentials) of these quarks are approximately equal, µuR ≈ µdL ≈ µ+ ν5 (see
Eq. (38)). Then arbitrary small external excitements can cause the appearance of the quR quark with momentum
~p and the qdL quark with momentum −~p just above the Fermi surface εF = µ + ν5. In this case below the Fermi
surface εF two holes appear, which are the antiparticles q¯uR and q¯dL with momenta −~p and ~p, respectively. Since the
relative momentum between the quR quark and q¯dL antiquark is zero, they can easily form, due to a weak attractive
interaction in the quark-antiquark channel, the π+ ∼ q¯dLquR pair (see Eq. (39)). The condensation of these π+
pairs also results in the spontaneous isospin UI3(1) symmetry breaking and appearing of the PC phase in dense quark
matter. However, because of the nonzero net momentum 2~p of this π+ ∼ q¯dLquR pair, where |~p| ∼ µ + µ5, the π+
condensation is a spatially inhomogeneous in this case (for details see Ref. [29]).
Recall, in the present paper we investigate the phase structure of the initial NJL model, supposing that all conden-
sates are spatially homogeneous, i.e. we ignore the second (inhomogeneous) way for quark pairing. However, in future
we are going to study the competition of these mechanisms and take into account the possibility of inhomogeneous
both CSB and PC condensates in the framework of this model.
At the end of this section we would like, based on the latest both theoretical and experimental studies, to discuss in
more details the modern status of the charged PCd phase. Earlier, in the Introduction we have already noticed that
this phase is not predicted in electrically neutral dense quark matter within the framework of ordinary NJL4 model
(with nonzero bare quark mass) without chiral imbalance [15]. This conclusion is also supported by Ref. [30], where
it was shown that s-wave (i.e. homogeneous) charged pion condensation is suppressed in neutron stars with hyperons.
7 On the other hand, if an external magnetic field as well as the rotation of a dense medium are taken into account,
then the charged PC phase can be observed both in neutron stars and in heavy-ion collisions [32]. Our present results
are not directly applicable to neutron stars (since in our consideration the condition of the electric neutrality of the
medium is absent and quarks have zero bare mass), but predict the possibility of the parity P- or CP-breaking phase
(in our case it is the PCd phase) of the quark-matter fireball in heavy-ion collision. The similar conclusion is obtained
in some recent papers (see, e.g., in Ref. [33]), when chiral imbalance of quark matter is taken into account.
V. SUMMARY AND CONCLUSIONS
In this paper the influence of isotopic and chiral imbalance on phase structure of dense quark matter has been
investigated in the framework of the (3+1)-dimensional NJL model with two quark flavors in the large-Nc limit (Nc is
the number of colors). Dense matter means that our consideration has been performed at nonzero baryon µB chemical
potential. Isotopic and chiral imbalance in the system were accounted for by introducing isospin µI and chiral isospin
µI5 chemical potentials (see Lagrangian (1)). All the results are obtained in the chiral limit.
Earlier, analogous phase structure was considered in the framework of massless NJL2 model in Refs [18, 19], where
it was shown that µI5 promotes charged PC phase with nonzero baryon density (in Refs [18, 19] and in the present
consideration this phase is denoted as charged PCd phase). Although the NJL2 model captures the main features of
QCD and can be used as a toy model for the qualitative description of specific properties of QCD, it is not in any
sense guaranteed that it will succeed in every case. So we study the more realistic QCD effective field theory in order
to put our NJL2 results on a more solid basis. It appears that the phase diagrams of the two models are very similar
and the main result that chiral isospin chemical potential generates charged PC phenomenon in dense quark matter
holds both in the NJL2 and NJL4 models.
Studies in the framework of NJL2 and more realistic (3+1)-dimensional NJL model in a sense complement each
other. For example, NJL4 model predicts that at rather large isotopic chemical potential (actually outside of the
scope of validity of NJL4 model) there is a phase transition back to a symmetric phase. But we know that there is
no such transition in the lattice simulations of QCD. In contrast, the NJL2 model does not predict such a transition.
7 The study of the in-medium pion properties in this paper is based, in particular, on experimental observations of deeply bound atomic
states of π mesons in some isotopes [31].
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So in the region, where NJL4 is not a reliable theory and gives wrong results, one can use predictions of the NJL2
model. Or one can see that in the NJL4 model at high values of baryon chemical potential µB the charged PCd phase
shifts up to higher values of chiral isospin chemical potential µI and at some µB it goes outside of a region of validity
of NJL4 model. But a similar result has been obtained in the NJL2 model as well, where there are no constraints on
chemical potential values, i.e. one can consider the NJL2 model at arbitrary high values of chemical potentials. So
one can think that it is possible to go beyond the scope of validity of the NJL4 model and trust the result in this
case. However, as it has been said earlier, the NJL4 model is a more realistic theory for QCD and in the region of
validity its results are more trustworthy and corroborate the ones of the NJL2 model. Furthermore, in the case of zero
baryon chemical potential our results resemble the ones obtained in the lattice simulations for real QCD. Namely,
chiral imbalance promotes the chiral symmetry breaking phenomenon.
Let us summarize the most essential results of our paper obtained in the chiral limit.
1) Chiral isospin chemical potential generates charged pion condensation in dense quark matter in the framework
of (3+1)-dimensional NJL model. So this phenomenon is predicted in two models, in NJL4 and NJL2, and might be
the property of real QCD.
2) It has been also demonstrated that in the framework of the NJL4 model duality correspondence between CSB
and charged PC phenomena takes place in the leading order of the large-Nc approximation as in NJL2 model.
3) In contrast to NJL2 model, where the generation of the PCd phase occurs even at very small values of isospin
chemical potential ν, the generation of the PCd phase in NJL4 model requires not very large but nonzero isospin
chemical potential. So charged pion condensation phenomenon cannot occur in the absence of isotopic imbalance in
the system and in order to generate PCd phase one needs to have both nonzero isospin µI and chiral isospin µI5
chemical potentials.
As we discussed in the Introduction the dualities akin to ours were obtained in the framework of universality
principle (large Nc orbifold equivalence) of phase diagrams in QCD and QCD-like theories in the limit of large Nc
[22–26]. So several methods (NJL model considerations and orbifold equivalence) point to the similar dualities of the
phase portrait of QCD. Are there such dualities in the lattice QCD? It has been mentioned earlier that introducing
isotopic chemical potential or chiral chemical potential does not lead to the sign problem. And we believe that our
results can be supported by lattice QCD investigations at least in the case of a zero baryon chemical potential (and
nonzero isotopic or chiral isotopic chemical potential). Moreover, we hope that our results might shed new light
on phase structure of dense quark matter with isotopic and chiral imbalance and hence could be of importance for
describing physics in the heavy ion collision experiments. Since dense quark matter with isotopic and chiral imbalance
can be created in the fireball after a collision of heavy nuclei.
Appendix A: Calculation of roots of P±(η)
In this appendix it will be shown how to get roots of the following quartic equation (general quartic equation could
be reduced to the one of this form)
P+(η) ≡ η4 − 2aη2 + bη + c = 0. (A1)
The coefficients a, b, c in Eq. (A1) are given by the relations (20). First, we represent the polynomial on the left-hand
side of this equation as the product of two quadratic polynomials,
(η2 + rη + q)(η2 − rη + s) = 0, (A2)
where
−r2 + q + s = −2a, qs = c, rs− rq = b.
It follows from these relations that
q =
1
2
(
−2a+ r2 − b
r
)
, s =
1
2
(
−2a+ r2 + b
r
)
. (A3)
Substituting Eq. (A3) into Eq. (A2), one gets that r =
√
R, where R is one of the solutions of the following cubic
equation
X3 + AX = BX2 + C, (A4)
where we used notations A,B,C that are given by
A = 16(∆2ν5
2 + ν2ν5
2 + ν2M2 + p2
(
ν2 + ν5
2
)
), B = 4a, C = b2.
All three solutions of the cubic equation (A4) are
R1,2,3 =
1
3
(
4a+
L
3
√
J
+
3
√
J
)
, (A5)
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where
J =
1
2
(K + i
√
4L3 −K2), K = 128a3 − 36aA+ 27b2, L = −3A+ 16a2,
and 3
√
J in Eq. (A5) means each of three possible complex valued roots. There is a determinant D ≡ 4L3 −K2 > 0
of the equation (A4) that can tell us the structure of roots R1,2,3. Namely, if D > 0 then all roots Ri are real and
different, if D = 0 all roots are real and at least two are equal. Finally, if D < 0 then one root is real and two are
complex conjugate. So, there is always a real solution of Eq. (A4). In numerical simulations it is more handy to
work with real solution and it is always possible to choose one. There is a procedure that, depending on values of
parameters, chooses a real solution, but it is quite lengthy so we will not present it here.
And when one has found r, the roots of Eq. (A1) has the following form
η1 =
1
2
(
−
√
r2 − 4q − r
)
, η2 =
1
2
(√
r2 − 4q − r
)
, η3 =
1
2
(
r −
√
r2 − 4s
)
, η4 =
1
2
(
r +
√
r2 − 4s
)
. (A6)
The roots η5,6,7,8 of the equation P− ≡ η4 − 2aη2 − bη + c = 0 can be obtained by changing b→ −b in Eq. (A1) (or
q ↔ s in Eq. (A6) with r unchanged). So, we have
η5 = −η4, η6 = −η3, η7 = −η2, η8 = −η1.
[1] Y. Nambu and G. Jona-Lasinio, Phys. Rev. 124, 246 (1961); Phys. Rev. 122, 345 (1961).
[2] S. P. Klevansky, Rev. Mod. Phys. 64, 649 (1992).
[3] T. Hatsuda and T. Kunihiro, Phys. Rept. 247, 221 (1994).
[4] M. Buballa, Phys. Rept. 407, 205 (2005).
[5] K. Fukushima, D. E. Kharzeev and H. J. Warringa, Phys.Rev. D 78, 074033 (2008).
[6] A. A. Andrianov, D. Espriu and X. Planells, Eur. Phys. J. C 73, 2294 (2013); Eur. Phys. J. C 74, 2776 (2014); R. Gatto and
M. Ruggieri, Phys. Rev. D 85, 054013 (2012); L. Yu, H. Liu and M. Huang, Phys. Rev. D 90, 074009 (2014); L. Yu, H. Liu
and M. Huang, Phys. Rev. D 94, 014026 (2016); G. Cao and P. Zhuang, Phys. Rev. D 92, 105030 (2015); M. Ruggieri and
G. X. Peng, J. Phys. G 43, no. 12, 125101 (2016).
[7] V. A. Miransky and I. A. Shovkovy, Phys. Rept. 576, 1 (2015).
[8] V. V. Braguta, V. A. Goy, E.-M. Ilgenfritz, A. Y. Kotov, A. V. Molochkov, M. Muller-Preussker and B. Petersson, JHEP
1506, 094 (2015);V. V. Braguta, E. M. Ilgenfritz, A. Y. Kotov, B. Petersson and S. A. Skinderev, Phys. Rev. D 93, 034509
(2016);V. V. Braguta and A. Y. Kotov, Phys. Rev. D 93, no. 10, 105025 (2016).
[9] A. B. Migdal, Nucl. Phys. A 210, 421 (1973); A. B. Migdal, Rev. Mod. Phys. 50, 107 (1978).
[10] T. Tatsumi, Progr.Theor. Phys. 68, 1231 (1992).
[11] D. T. Son and M. A. Stephanov, Phys. Atom. Nucl. 64, 834 (2001); J. B. Kogut and D. Toublan, Phys. Rev. D 64, 034007
(2001); M. Loewe and C. Villavicencio, Phys. Rev. D 67, 074034 (2003); L. He, M. Jin, and P. Zhuang, Phys. Rev. D
71, 116001 (2005); D. Ebert, K. G. Klimenko, A. V. Tyukov and V. C. Zhukovsky, Eur. Phys. J. C 58, 57 (2008); D.
C. Duarte, R. L. S. Farias and R. O. Ramos, Phys. Rev. D 84, 083525 (2011).
[12] D. Ebert and K. G. Klimenko, J. Phys. G 32, 599 (2006); Eur. Phys. J. C 46, 771 (2006).
[13] J. O. Andersen and T. Brauner, Phys. Rev. D 78, 014030 (2008); J. O. Andersen and L. Kyllingstad, J. Phys. G 37,
015003 (2009); Y. Jiang, K. Ren, T. Xia and P. Zhuang, Eur. Phys. J. C 71, 1822 (2011).
[14] C.f. Mu, L.y. He and Y.x. Liu, Phys. Rev. D 82, 056006 (2010).
[15] H. Abuki, R. Anglani, R. Gatto, G. Nardulli and M. Ruggieri, Phys. Rev. D 78, 034034 (2008); H. Abuki, R. Anglani,
R. Gatto, M. Pellicoro and M. Ruggieri, Phys. Rev. D 79, 034032 (2009); R. Anglani, Acta Phys. Polon. Supp. 3, 735
(2010).
[16] D. Ebert, T. G. Khunjua, K. G. Klimenko and V. C. Zhukovsky, Int. J. Mod. Phys. A 27, 1250162 (2012); Phys. Atom.
Nucl. 77, 795 (2014) [Yad. Fiz. 77, 839 (2014)].
[17] N. V. Gubina, K. G. Klimenko, S. G. Kurbanov and V. C. Zhukovsky, Phys. Rev. D 86, 085011 (2012).
[18] D. Ebert, T. G. Khunjua and K. G. Klimenko, Phys. Rev. D 94, 116016 (2016).
[19] T. G. Khunjua, K. G. Klimenko, R. N. Zhokhov and V. C. Zhukovsky, Phys. Rev. D 95, no.10, 105010 (2017).
[20] D. Ebert, T. G. Khunjua, K. G. Klimenko and V. C. Zhukovsky, Phys. Rev. D 90, 045021 (2014); Phys. Rev. D 93, 105022
(2016).
[21] J. M. Maldacena, Int. J. Theor. Phys. 38, 1113 (1999) [Adv. Theor. Math. Phys. 2 (1998) 231].
[22] A. Cherman, M. Hanada and D. Robles-Llana, Phys. Rev. Lett. 106, 091603 (2011).
[23] M. Hanada and N. Yamamoto, PoS LATTICE 2011, 221 (2011) [arXiv:1111.3391].
[24] M. Hanada and N. Yamamoto, JHEP 1202, 138 (2012).
[25] K. Kashiwa and A. Ohnishi, Phys. Lett. B 772, 669 (2017).
[26] J. Han and M. A. Stephanov, Phys. Rev. D 78, 054507 (2008).
[27] B. B. Brandt and G. Endrodi, PoS LATTICE 2016, 039 (2016) [arXiv:1611.06758 [hep-lat]].
[28] D. T. Son and M. A. Stephanov, Phys. Rev. Lett. 86, 592 (2001).
[29] T. Kojo, Y. Hidaka, L. McLerran and R. D. Pisarski, Nucl. Phys. A 843, 37 (2010).
16
[30] A. Ohnishi, D. Jido, T. Sekihara and K. Tsubakihara, Phys. Rev. C 80, 038202 (2009).
[31] K. Suzuki et al., Phys. Rev. Lett. 92, 072302 (2004).
[32] Y. Liu and I. Zahed, “Pion Condensation by Rotation in a Magnetic field,” arXiv:1711.08354 [hep-ph].
[33] M. Kawaguchi, M. Harada, S. Matsuzaki and R. Ouyang, Phys. Rev. C 95, no. 6, 065204 (2017).
