Abstract. The notion of silting mutation was introduced by Iyama and the author. In this paper we mainly study silting mutation for self-injective algebras and prove that any representation-finite symmetric algebra is tilting-connected. Moreover we give some sufficient conditions for a Bongartz-type Lemma to hold for silting objects.
Introduction
The study of derived categories is important in many branches of mathematics, for example representation theory and algebraic geometry. Derived categories include much of the information of an abelian category. The study of equivalences of derived categories is a major subject. In representation theory, it is important that derived equivalences preserve many homological properties, e.g. an algebra being symmetric, self-injective or Iwanaga-Gorenstein. Moreover representation-finiteness of self-injective algebras is also derived invariant.
From a Morita theoretic viewpoint [R1] , tilting complexes are crucial. Moreover tilting mutation of a tilting complex often plays an important role for Broué's abelian defect group conjecture and Brauer tree algebras. In the study of Broué's conjecture, Okuyama's method is often employed to show that the conjecture holds in several cases [O, R2] . This is nothing but taking iterated tilting mutation of tilting complexes. On the other hand, the author introduced mutation of Brauer trees and proved that it is compatible with tilting mutation for Brauer tree algebras [A] .
In this paper we mainly consider symmetric algebras. Then tilting mutation acts on the set of basic tilting complexes. We say that a symmetric algebra is tilting-connected if the action of iterated irreducible tilting mutation on the set of basic tilting complexes is transitive: see Definition 3.1. We pose the following natural question: see Question 3.2.
Question 1.1. When is a symmetric algebra tilting-connected?
It was shown in [AI] that a local symmetric algebra is tilting-connected: see Theorem 3.3. On the other hand, there is a symmetric algebra which is not tilting-connected [AGI] .
A main result of this paper is the following.
Theorem 1.2. Any representation-finite symmetric algebra is tilting-connected.
As another theme of this paper, we consider a Bongartz-type Lemma. We recall the definition of a (classical) tilting module. Let A be a finite dimensional algebra over a field. An A-module T is called a tilting module if it satisfies (i) Ext 1 A (T, T ) = 0, (ii) the projective dimension of T is at most one, and (iii) there exists an exact sequence 0 → A → T 0 → T 1 → 0 with T 0 , T 1 in addT .
Bongartz proved the result [B] .
Theorem 1.3 (Bongartz). Any A-module satisfying (i) and (ii) above is a direct summand of a tilting module.
It is natural to consider a Bongartz-type Lemma for complexes over a finite dimensional algebra A. We say that a complex T in K b (proj A) is pretilting if it satisfies Hom K b (proj A) (T, T [i]) = 0 for any non-negative integer i, and partial tilting if it is a direct summand of a tilting complex. Cleary any partial tilting complex is pretilting, but the converse is not true in general (e.g. [R1] ). It is natural to ask when the converse is true. We pose the following question: see Question 2.14. Question 1.4. Let A be a symmetric algebra. Is any pretilting complex partial tilting?
Abe and Hoshino proved that Question 1.4 has a positive answer if A is a representation-finite symmetric algebra [AH] . We give a simple proof of their result by applying our theory of tilting mutation: see Corollary 5.7. This paper is organized as follows:
In Section 2, we study silting mutation of silting objects and a partial order on the set of basic silting objects, which have been introduced by Iyama and the author [AI] . We give two different Bongartz-type Lemmas (Proposition 2.16 and Theorem 2.17). They play an important role in later sections.
In Section 3, we consider silting transitivity of silting objects. We give a sufficient condition for two silting objects to be iterated irreducible silting mutation of each other (Theorem 3.5). This is the first main step in the proof of our main theorem.
In Section 4, we show that any covariantly finite torsion class gives rise to a silting object (Theorem 4.10). This is the second main step in the proof of our main theorem. Our construction is generalization of that of Okuyama-Rickard complexes (cf. [AI, O] ): see Example 4.8.
In Section 5, we prove our main theorem: that any representation-finite symmetric algebra is tilting-connected (Theorem 5.2). The important result (Proposition 5.1) seems to be very interesting by itself. Moreover we give some examples of the behavior of silting mutation.
Notation Let T be an additive category. For an object X of T , we denote by addX the smallest full subcategory of T containing X which is closed under finite direct sums, summands and isomorphisms.
Let A be a finite dimensional algebra over a field. We denote by mod A (proj A) the category of finitely generated (projective) right A-modules and by K b (mod A) and K b (proj A) the bounded homotopy category of mod A and proj A, respectively. For an integer i, we denote by H i : K b (mod A) → mod A the i-th cohomological functor. An A-module means a finitely generated right A-module. We always assume that an algebra is basic.
(a) We say that T is presilting if Hom T (T, T [i]) = 0 for any positive integer i > 0. (b) We say that T is silting if it is presilting and satisfies T = thickT . We denote by silt T the isomorphism classes of basic silting objects in T . (c) We say that T is partial silting if it is a direct summand of a silting object.
We say that a morphism f : X → Y is left minimal if any morphism g : Y → Y satisfying gf = f is an isomorphism. Dually we define a right minimal morphism.
Let M be a full subcategory of T . We say that a morphism f :
We say that M is covariantly finite if any object in T has a left M-approximation. Dually, we define a right M-approximation and a contravariantly finite subcategory. We say that M is functorially finite if it is covariantly and contravariantly finite.
Assumption 2.1 implies that addM is a functorially finite subcategory for any object M in T . To see this, let X be an object of T and {f 1 , · · · , f n } a k-basis of the k-vector space Hom T (X, M ). Then the morphism
is a left addM -approximation of X, which implies that addM is covariantly finite in T . By a similar argument, we see that addM is contravariantly finite in T . Now we define silting mutation.
Definition-Theorem 2.3. [AI] Let T be a basic silting object in T . For a composition T = X ⊕ M , we take a triangle
with a minimal left addM -approximation f : X → M ′ of X. Then µ + X (T ) := Y ⊕ M is again a basic silting object, and we call it a left mutation of T with respect to X.
Dually we define a right mutation µ − X (T ) of T with respect to X. We will say that (Silting) mutation to mean either left or right mutation. We say that mutation is irreducible if X is indecomposable.
The following definition is very useful. Remark 2.5. Note that the relation ≥ on objects of T is far from being a partial order. Nevertheless we use the notation ≥ since it is very simple and moreover ≥ is a partial order on the set silt T by the following result. We observe the relation ≥ on objects of K b (proj A). For a finite dimensional algebra A over a field k, we denote by D := Hom k (−, k) : mod A ↔ mod A op the k-duality, where A op is the opposite algebra of A. We denote by ν := DHom A (−, A) : mod A → mod A the Nakayama functor of A and put ν −1 := Hom A (DA, −).
The following result is useful to calculate k-vector spaces Hom
Lemma 2.7. [H, HK] Let A be a finite dimensional algebra over a field. Let X be an object of K b (mod A) and P an object of K b (proj A). Then we have a bifunctorial isomorphism 
Let X be a non-zero complex in K b (proj A) for a finite dimensional algebra A. We define the length of X as length(X) = b − a + 1 whenever X i = 0 for i < a ≤ b < i and X a = 0, X b = 0.
The observation below shows that ≥ is closely related to the length of a complex.
Proposition 2.9. Let A be a finite dimensional algebra over a field and T := K b (proj A). Let X be an object of T and ℓ > 0. Then the following are equivalent:
Proof. We show the implication (1)⇒(2). Since length(X) ≤ ℓ, we can write
We show the implication (2)⇒(1). Applying shifts, we can assume n = 0. As A ≥ X, we observe H i (X) = 0 for any i > 0. Since any term of X is a projective module, we see that
Since any term of νX is an injective module, we obtain that νX is isomorphic to a complex (
Hence the assertion holds.
The following results play an important role later.
for some ℓ ≥ 0 such that f i is a minimal right addT -approximation and g i+1 belongs to J T for any 0 ≤ i ≤ ℓ where J T is the Jacobson radical of T .
we take ℓ ≥ 0 and so obtain triangles as in Proposition 2.10. Also for U ′ 0 , we get triangles
Proposition 2.12. Let T be in silt T and let U be a presilting object of T which does not belong to addT . If T ≥ U , then there exists an irreducible left mutation P of T such that T > P ≥ U .
Proof. This is a simple modification of the proof of [AI, Proposition 2.36 ], but for the convenience of the reader we give full details here. Since U ∈ addT and T ≥ U , we obtain triangles as in Proposition 2.10 with ℓ > 0. Now take an indecomposable object X of T ℓ and put P := µ + X (T ). By Theorem 2.6, we have T > P . To show P ≥ U , we consider the triangle as in Definition-
Since we have an exact sequence
we find that Hom T (P, U [i]) = 0 for any i > 1. Thus it remains to prove Hom T (P, U [1]) = 0. Since we have an exact sequence
we only need to show that Hom
where the lower triangle is given in Lemma 2.11 as
Thus we see that a = (f ′ 0 c)f and the assertion holds. 2.2. A Bongartz-type Lemma for silting objects. In this subsection we consider a Bongartztype Lemma in a triangulated category T .
Let us start with the following observation. In general a Bongartz-type Lemma does not hold for tilting objects in T , but we can hope that the question below has a positive answer.
Question 2.14. Is any presilting object in T partial silting?
If A is a symmetric algebra and T := K b (proj A), then Question 1.4 is nothing but Question 2.14: see Example 2.8.
When A is an algebra presented by a quiver Q with relations, for any vertex i of Q we denote by S i and P i a simple A-module and an indecomposable projective A-module corresponding to i, respectively.
Example 2.15. Let A be the path algebra of the quiver 1 → 2 → 3. Then for any integer n, T := P 3 ⊕ S 1 [n] is a pretilting object in K b (proj A) but not a partial tilting object (see [R1, Section 8] ). On the other hand, we see that T is a partial silting object. For each choise of n ∈ Z, {M ℓ | ℓ ∈ Z} gives a complete lists of complements to T , where (1) if n ≥ 0, then
Here, we have denoted an A-module by its Loewy series.
The following result is natural generalization of Bongartz's result [B] (cf. [AH, Lemma 3.1]), which plays an important role in Section 4.
Since T is a silting object, we can check T = thickW easily.
(i) We show Hom T (U, V [i]) = 0 for any i > 0. Since we have an exact sequence
Since there is an exact sequence The theorem below shows that finiteness of the number of basic silting objects up to shift implies a positive answer for Question 2.14.
Theorem 2.17. Let T be in silt T and U be a presilting object of T with T ≥ U . If there exist only finitely many V ∈ silt T satisfying T ≥ V ≥ U , then U is a partial silting object.
Proof. We shall find a silting object T ′ such that U is isomorphic to a direct summand of T ′ . Assume that U is not a partial silting object. By Proposition 2.12, we have an infinite sequence
of irreducible left mutations satisfying T i ≥ U for any i ≥ 0. It is a contradiction since there exist only finitely many V ∈ silt T satisfying T ≥ V ≥ U . Hence U is isomorphic to a direct summand of a silting object T ′ := T i for some i ≥ 0.
Silting transitivity
In this section we will discuss silting transitivity, i.e., the transitivity of irreducible silting mutation on silt T .
The following definition is very useful.
Definition 3.1.
(1) Let T, U be basic silting objects in T . We say that U is connected (respectively, left-connected) to T if U can be obtained from T by iterated irreducible mutation (respectively, left mutation) on silt T . (2) A triangulated category T is called silting-connected if all basic silting objects in T are connected to each other. We say that T is strongly silting-connected if for any silting objects T, U of T with T ≥ U , U is left-connected to T . When any silting object in T is tilting, T is sometimes called tilting-connected if it is silting-connected.
We pose the following natural question (cf. [AI] ).
Question 3.2. When is a triangulated category T silting-connected?
If A is a symmetric algebra and T := K b (proj A), then Question 1.1 is nothing but Question 3.2: see Example 2.8.
Iyama and the author gave some answers to Question 3.2.
Example 3.3. [AI, Corollary 2.43, Theorem 3.1] Let A be a finite dimensional algebra over a field. Then the following hold:
The following example says that there is a silting-connected triangulated category T which is not strong.
Example 3.4. [AI, Example 2.46] Let A be the path algebra of the quiver 1 / / / / 2 and T := K b (proj A). Then T is silting-connected (Example 3.3). We observe that T := S 1 ⊕ P 2 [1] is a silting object in T satisfying A ≥ T . T is left-connected to the irreducible right mutation µ − P 1 (A) of A with respect to P 1 , and so it is connected to A. However T is not left-connected to A. Indeed, the AR-quiver of T contains the connected component:
We see that there exists a unique infinite sequence
of iterated irreducible left mutations of A such that each silting object is greater than T . Thus T is connected to A but not left-connected to A.
The theorem below plays an important role in Section 5.
Theorem 3.5. Let T, U be basic silting objects T with T ≥ U . If there exist only finitely many P ∈ silt T satisfying T ≥ P ≥ U , then U is left-connected to T .
Proof. By the proof of Theorem 2.17, we observe that U is a direct summand of a silting object T ′ which is left-connected to T . Hence it follows from Theorem 2.6 that U is isomorphic to T ′ , which implies that U is left-connected to T .
In the rest of this section, we give an application.
Definition 3.6. We say that a triangulated category T is silting-discrete if for any silting objects T, U in T with T ≥ U , there exist only finitely many P ∈ silt T satisfying T ≥ P ≥ U .
Example 3.7. If T = add{M [i] | i ∈ Z} for some object M of T , then T is silting-discrete. For example let A be a piecewise hereditary algebra of Dynkin type. Then putting M equal to a direct sum of non-isomorphic indecomposable A-modules, we obtain
We have the following observation.
Proposition 3.8. The following are equivalent: (i) T is silting-discrete; (ii) For any basic silting object T in T and any non-negative integer ℓ, there exist only finitely many P ∈ silt T satisfying T ≥ P ≥ T [ℓ]. (iii) T has a basic silting object M such that for any non-negative integer ℓ, there exist only finitely many
P ∈ silt T satisfying M ≥ P ≥ M [ℓ].
Proof. The implications (i)⇒(ii)⇒(iii) are obvious. We show the implication (iii)⇒(i). Let T, U
be basic silting objects in T satisfying T ≥ U . Since M is a silting object, applying shifts, we can assume M ≥ T . Since U is a silting object, there is an integer n such that
. Hence the assertion holds since there exist only finitely many
The corollary below is an immediate consequence of Theorem 3.5.
Corollary 3.9. If T is silting-discrete, then it is strongly silting-connected.
Silting objects induced by torsion classes
In this section we show that any covariantly finite torsion class gives rise to a silting object. The last result of this section plays an important role in proving our main result.
Throughout this section let A be a finite dimensional algebra over a field and T := K b (proj A). For any full subcategory E of mod A, we define full subcategories of mod A by
For any A-module X, we simply write ⊥ X (respectively, X ⊥ ) instead of ⊥ (addX) (respectively, (addX) ⊥ ). We recall the definition of a torsion class.
Definition-Theorem 4.1.
[ASS] Let C be a full subcategory of mod A. We say that C is a torsion class in mod A if C is closed under extensions and taking factor modules. Let C be a torsion class in mod A. For any A-module X, there exists an exact sequence 0 → X ′ → X → X ′′ → 0 with X ′ ∈ C and X ′′ ∈ C ⊥ . We call X ′ a torsion part of X and denote it by tor(X). Moreover the exact sequence above implies that there is an equality C = ⊥ (C ⊥ ).
There is a fundamental example of a torsion class in mod A.
Example 4.2. [ASS, Example VI.1.2(a)] For any A-module X, the full subcategory ⊥ X of mod A is a torsion class. Definition 4.3. Let E be a full subcategory of mod A which is closed under extensions and X be an A-module in E. We say that X is Ext-projective (respectively, Ext-injective) in E if Ext 1 A (X, E) = 0 (respectively, Ext 1 A (E, X) = 0) for any A-module E in E. We denote by τ the Auslander-Reiten translation of A.
The following result gives a characterization of Ext-projective and Ext-injective modules.
Lemma 4.4. [AH, Lemma 2.6, 2.12] Let C be a torsion class in mod A and X be in C.
(i) X is Ext-injective in C if and only if it is isomorphic to tor(I) for some I ∈ addDA;
(ii) X is Ext-projective in C if and only if τ X belongs to C ⊥ .
For a full subcategory E of mod A, we define the annihilator of E to be the ideal annE = {a ∈ A | Ea = 0 for any E ∈ E}.
Let C be a torsion class in mod A and let B be the factor algebra A/annC of A by annC. Then it is easy to see that any A-module in C can be naturally regarded as a right B-module, and tor(DA) is isomorphic to DB as a right B-module (cf. [S] ).
It is well-known that a tilting module induces a torsion class. Moreover such a torsion class is characterized by covariantly finiteness.
Lemma 4.5. [S] Let C be a torsion class in mod A and X be a direct sum of non-isomorphic indecomposable Ext-projective modules in C. Then the following are equivalent:
(1) X is a tilting module as a right A/annC-module; (2) C is covariantly finite in mod A. Definition 4.7. Let C be a torsion class in mod A. Let X be a direct sum of non-isomorphic indecomposable Ext-projective modules in C, and V a direct sum of non-isomorphic indecomposable injective modules in C ⊥ . We define a complex T in K b (proj A) as
Example 4.8. Let e be an idempotent of A and I := ν(1 − e)A. We see that T⊥ I is isomorphic to the complex:
where p e gives a projective cover of the submodule eA(1 − e)A of eA. Actually, we observe that any injective A-module in ( ⊥ I) ⊥ belongs to addI and see that M := eA/eA(1 − e)A is an Ext-projective module in ⊥ I. We shall show that any Ext-projective module in ⊥ I belongs to addM . Note that all composition factors of any A-module in ⊥ I belong to add(top eA). Let X be in ⊥ I. We take a minimal right addM -approximation f : M ′ → X. Since M is an Extprojective module in ⊥ I, we obtain Hom A (M, coker f ) = 0. This implies coker f = 0, so f is an epimorphism. Thus we have an exact sequence 0 → Y → M ′ f − → X → 0 with Y ∈ ⊥ I and M ′ ∈ addM . In particular if X is an Ext-projective module in ⊥ I, then it belongs to addM .
As the first step toward the main result of this section, we show the lemma below.
Lemma 4.9. Let C be a torsion class in mod A. Then T C is a partial silting object in T .
Proof. We use the notation of Definition 4.7. By Lemma 4.4, we have that H 0 (νT ) ≃ τ X ⊕ V belongs to C ⊥ . Hence by Lemma 2.7 we obtain isomorphisms
Proposition 2.16 that T is a partial silting object.
We now state the main result of this section. Proof. Let X and V be as in Definition 4.7. For an object M of mod A or T , we denote by |M | the number of non-isomorphic indecomposable direct summands of M . Since C is covariantly finite in mod A, X is a tilting A/annC-module by Lemma 4.5. Hence we obtain equalities |X| = |A/annC| = | tor(DA)| = |DA/V |, which imply |T | = |X| + |V | = |DA| = |A|. Since T is a partial silting object by Lemma 4.9, it follows from Proposition 2.13 that T has to be a silting object.
Assume C ⊇ νC. Then we also have C ⊥ ⊇ ν −1 (C ⊥ ). Since τ X is in C ⊥ by Lemma 4.4, we observe that H 0 (T ) ≃ ν −1 τ X ⊕ ν −1 V belongs to C ⊥ . Hence we get an isomorphism
Thus the last assertion holds.
Tilting-connectedness for representation-finite symmetric algebras
In this section we consider silting-connectedness of K b (proj A). In particular, we prove the main result of this paper (Theorem 5.2). The assumption that A is not only self-injective, but is symmetric, finally plays a role.
Throughout this section let A be a finite dimensional algebra over an algebraically closed field and T := K b (proj A).
The proposition below has the key to prove our main result.
Proposition 5.1. T is silting-connected if, for any algebra Λ which is derived equivalent to A, the following conditions are satisfied:
Then there exists a basic tilting object
, there exists a basic tilting object which is connected to T .
Proof. By (A3), we shall show that any basic tilting object is connected to A. Let P be a basic tilting object in K b (proj A). Note that all shifts of A are connected to A by (A1). Therefore we can assume
we observe that T is connected to A by (A1). Since T is a tilting object, we obtain an equivalence F :
) of triangulated categories which sends T to End T (T ). Applying (A2) to End T (T ), we have a basic tilting object
, we obtain that T 2 is connected to T 1 by (A1). This implies that T 2 is connected to A. Continuing the argument above, we see that P is connected to A.
The aim of this section is to prove the following result.
Theorem 5.2. K b (proj A) is tilting-connected if A is a representation-finite symmetric algebra.
To prove this theorem, we check that the three conditions in Proposition 5.1 are satisfied. Let us start with an observation on satisfying the condition (A1). Proof. Note first that every complex of length 2 in T is a shift of a projective presentation of an A-module up to projective direct summand. Since A is representation-finite, there exist only finitely many T ∈ silt T satisfying A[−1] ≥ T ≥ A by Proposition 2.9. Hence it follows from Theorem 3.5 that T is left-connected to A[−1] and A is left-connected to T . Thus the condition (A1) holds.
Next we show that a good algebra meets the condition (A2).
Lemma 5.4. The condition (A2) holds if A is a representation-finite self-injective algebra.
To prove this lemma, we need the following important result. Proof. Note that P is isomorphic to a complex (· · · → 0 → P 0 → · · · → P ℓ → 0 → · · · ) by Proposition 2.9. Put X := H 0 (νP ) and C := ⊥ X. By Example 4.2, the full subcategory C is a torsion class in mod A. Since C is covariantly finite in mod A, T := T C is a silting object by Theorem 4.10.
(i) We show P ≥ T . It is enough to prove Hom T (P, T [1]) = 0. Since H 1 (T ) belongs to C, by Lemma 2.7 we obtain isomorphisms
(ii) We show T [−ℓ + 1] ≥ P . We only have to prove Hom T (T, P [ℓ]) = 0. Since by Lemma 2.7 we obtain isomorphisms
we see that H ℓ (P ) belongs to C. By Lemma 4.4, we observe that H 0 (νT ) is in C ⊥ . By Lemma 2.7, we get isomorphisms
Thus the first assertion holds. Assume that A is a self-injective algebra and addP = addνP . Then ν and ν −1 commute with H 0 . Since addP = addνP , we have addX = addν −1 X. This implies C ⊇ νC. Hence the last assertion follows from Theorem 4.10. We now show the following statement, which is stronger than Theorem 5.2.
Proof. Note that any silting object in T is tilting, since A is symmetric. Let ℓ > 0. We prove that there exist only finitely many P ∈ silt T satisfying A[−ℓ] ≥ P ≥ A by induction on ℓ. If ℓ = 1, then it is evident by Lemma 5.3. Assume ℓ > 1. It follows from Lemma 5.4 that for any basic tilting object P in T with A[−ℓ] ≥ P ≥ A, there exists a basic tilting object T P satisfying A[−ℓ] ≥ T P [−ℓ + 1] ≥ P ≥ T P ≥ A. By Lemma 5.3, the set {T P ∈ silt T | A[−ℓ] ≥ P ≥ A} is finite. Hence by the induction hypothesis, the assertion holds.
As a consequence, we obtain a Bongartz-type Lemma for representation-finite symmetric algebras.
Corollary 5.7. [AH, Theorem 3.6] If A is a representation-finite symmetric algebra, then any pretilting object T in T is partial tilting.
Proof. Since A is symmetric, we clearly have an isomorphism T ≃ νT . So we can apply Lemma 5.5. By the same argument as in the proof of Proposition 5.1, we have a tilting object U satisfying U [−1] ≥ T ≥ U . Hence it follows from Proposition 2.16 that T is a partial tilting object.
Example 5.8. Let A be the algebra presented by the quiver 1
with relations
x 1 x 2 x 3 x 1 = x 2 x 3 x 1 x 2 = x 3 x 1 x 2 x 3 = 0. Then A is a representation-finite symmetric algebra.
Define an object T of T as a complex
We can easily check that T is a tilting object. We observe ⊥ H 0 (T ) = add S 1 ⊕ S 3 ⊕ 3 1 .
By Lemma 4.4, it is obvious that S 1 and 3 1 are Ext-projective modules in ⊥ H 0 (T ). Hence we take a tilting object T 1 := T C as a complex
We see that T 1 is an irreducible left mutation of T . Moreover, we have an isomorphism A ≃ µ
The silting quiver, which we will now define, is very useful for observing the behavior of silting objects under iterated irreducible silting mutation.
Definition 5.9. The silting quiver of T is defined as follows:
• The set of vertices is silt T ;
• We draw an arrow T → U if U is an irreducible left mutation of T .
To simplify the notation, we identify each basic silting object T with T [i] for all integers i and use arrows
Note that the silting quiver of T is connected if and only if T is silting-connected. with relations (ab) ℓ a = 0 = (ba) ℓ b (ℓ ≥ 1). Then A is a representation-finite symmetric algebra. 
[1] g g g a a g g g g [1] g g g a a g g g g g
Proof. We show the implication (2)⇒(1). As T ≃ νT , by Lemma 2.7 we have isomorphisms
This immediately implies that Hom T (T, T [i]) = 0 for any i < 0.
We show the implication (1)⇒(2). Since ν j T is tilting for any j ∈ Z, by Lemma A.1 we have a sequence T ≥ νT ≥ ν 2 T ≥ · · · of basic tilting objects. By Lemma A.3, we obtain T ≃ ν n T for some n > 0. Hence the assertion follows from Theorem 2.6.
Corollary A.5. [AR, Theorem 2.1] Self-injectivity of algebras is derived invariance.
Proof. Let T be a basic tilting object in T = K b (proj A) and put B := End T (T ). We will show that there exists an isomorphism DB ≃ Hom T (T, νT ) of right B-modules. By Lemma 2.7, we have a functorial isomorphism S : DHom T (T, −) ∼ − → Hom T (−, νT ). This implies that S T : DB → Hom T (T, νT ) is an isomorphism of k-vector spaces. Since S is functorial, for any f : X → Y in T we obtain a commutative diagram
Hom T (Y, νT )
Putting X = Y = T , by the commutative diagram above we find an equality S T (α·f ) = S T (α)·f for any α ∈ DB. Hence we see that S T is an isomorphism of right B-modules.
On the other hand, by Theorem A.4 we have an isomorphism ϕ : T ∼ − → νT . Therefore Hom T (T, ϕ) : B → Hom T (T, νT ) is an isomorphism as a right B-module. Thus we obtain B ≃ DB as a right B-module, which says that B is a self-injective algebra. Thus the k-vector space M := Hom T (T, νT ) has two kinds of structure as a left B-module. By a similar argument in the proof of Corollary A.5, regarding M as a left B-module through the algebra isomorphism (A.6 .1), we see that S T is an isomorphism as a (B, B)-bimodule. On the other hand, regarding M as a left B-module through the algebra isomorphism (A.6 .2), we observe that Hom T (T, ϕ) is an isomorphism as a (B, B)-bimodule. However DB is not isomorphic to B as a (B, B) -bimodule unless A is a symmetric algebra, since the algebra isomorphisms (A.6.1) and (A.6 .2) are different.
We close this paper by giving an application of Lemma 2.11. Let {P 1 , · · · , P n } be the set of non-isomorphic projective indecomposable A-modules. Then there exists a permutation ρ of the set I := {1, · · · , n}, called the Nakayama permutation of A, such that νP i ≃ P ρ(i) for any integer i in I.
We denote by tilt T the isomorphism classes of basic tilting objects in T . We have the following result, which was proved by Abe and Hoshino. 
