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Bulk water supply systems are usually designed according to deterministic design guidelines. 
In South Africa, design guidelines specify that a bulk storage reservoir should have a storage 
capacity of 48 hours of annual average daily demand (AADD), and the feeder pipe a capacity 
of 1.5 times AADD (CSIR, 2000). Nel & Haarhoff (1996) proposed a stochastic analysis 
method that allowed the reliability of a reservoir to be estimated based on a Monte Carlo 
analysis of consumer demand, fire water demand and pipe failures. Van Zyl et al. (2008) 
developed this method further and proposed a design criterion of one failure in ten years 
under seasonal peak conditions. 
In this study, a method for the optimal design of bulk water supply systems is proposed with 
the design variables being the configuration of the feeder pipe system, the feeder pipe 
diameters (i.e. capacity), and the size of the bulk storage reservoir. The stochastic analysis 
method is applied to determine a trade-off curve between system cost and reliability, from 
which the designer can select a suitable solution. 
Optimisation of the bulk system was performed using the multi-objective genetic algorithm, 
NSGA-II. As Monte Carlo sampling can be computationally expensive, especially when large 
numbers of simulations are required in an optimisation exercise, a compression heuristic was 
implemented and refined to reduce the computational effort required of the stochastic 
simulation. Use of the compression heuristic instead of full Monte Carlo simulation in the 
reliability analysis achieved computational time savings of around 75% for the optimisation 
of a typical system. 
Application of the optimisation model showed that it was able to successfully produce a set 
of Pareto-optimal solutions ranging from low reliability, low cost solutions to high reliability, 
high cost solutions. The proposed method was first applied to a typical system, resulting in an 
optimal reservoir size of approximately 22 h AADD and feeder pipe capacity of 2 times 
AADD. This solution achieved 9% savings in total system cost compared to the South 
African design guidelines. In addition, the optimal solution proved to have better reliability 
that one designed according to South African guidelines. 
A sensitivity analysis demonstrated the effects of changing various system and stochastic 
parameters from typical to low and high values. The sensitivity results revealed that the 
length of the feeder pipe system has the greatest impact on both the cost and reliability of the 
bulk system. It was also found that a single feeder pipe is optimal in most cases, and that 
parallel feeder pipes are only optimal for short feeder pipe lengths. 
The optimisation model is capable of narrowing down the search region to a handful of 
possible design solutions, and can thus be used by the engineer as a tool to assist with the 
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1.1 Background and motivation for research 
The design of water distribution systems usually involves the optimisation of pipe diameters 
in a network to find the least-cost design. A least-cost design does not always guarantee the 
best solution as the system may not be reliable; therefore reliability needs to be considered as 
an objective in water distribution system optimisation to ensure customer satisfaction. Water 
distribution systems must be both reliable and cost-effective as pipe networks form a major 
part of urban infrastructure. Thus, the aim of water distribution system design optimisation 
involves a trade-off between the conflicting objectives of minimisation of cost and 
maximisation of reliability. 
A significant amount of research has been done on the design and optimisation of water 
distribution systems, focusing mainly on pipe networks, but also including pump scheduling, 
and storage reservoir design. In contrast, there is little literature on the optimisation of bulk 
water supply systems. Bulk systems are usually designed according to deterministic 
guidelines. For example, South African design guidelines specify that the storage reservoir 
should have a storage capacity of 48 hours of annual average daily demand (AADD), while 
the capacity of the supply mains to the reservoir should not be less than 1.5 times AADD for 
the area served by the reservoir (CSIR, 2000). These guidelines are likely to be conservative 
and may lead to oversized storage reservoirs which would have a high reliability, but also a 
high cost. It is necessary to strike a balance between these two objectives: cost and reliability. 
Hence, a niche exists for developing a model to optimise the design of a bulk supply system 
so that a pre-specified reliability can be attained at minimum cost. 
The reliability of a bulk supply system can be defined in terms of the reliability of its storage 
reservoir, as consumers will only notice a service interruption if the storage reservoir has 
failed, i.e. run dry. Work on a stochastic model for the reliability analysis of bulk systems 
was first started by Nel & Haarhoff (1996). Since then, research on the model has been 
ongoing (van Zyl & Haarhoff, 1999; Haarhoff & van Zyl, 2002; van Zyl et al., 2008). An 
advantage of stochastic simulation is that it is more realistic since it is able to include 
uncertainty and randomness of factors (Yang et al., 1996). On the other hand, stochastic 
simulation has the drawback of requiring excessive computational resources. However, with 
current advances in technology, this is becoming less of a problem and stochastic simulation 
is steadily gaining feasibility as a modelling technique. Nevertheless, an attempt has been 
made to reduce the computational effort required by the stochastic analysis model developed 
by van Zyl et al. (2008) through the use of a compression heuristic (Chang & van Zyl, 2010). 
It is recognised that the compression heuristic could be further developed and refined, which 
is one of the research objectives in this study. 
Engineers have traditionally designed water distribution systems by trial-and-error using 
engineering judgment. In doing so, the main concern has been minimising the cost of the 










system, while superficial thought was given to reliability considerations. Using a multi-
objective optimisation model can rectify this practice and provide engineers with a range of 
design options that are based on reliability analysis as well as cost. The solutions that are 
produced from this optimisation model can be used to assist with the selection of the supply 
pipe configuration, pipe diameter, and reservoir capacity in the final design of the bulk 
system. The engineer can then decide how much reliability he is willing to sacrifice for the 
sake of a cheaper system, that is, he can decide how much more money he is willing to spend 
to produce a more reliable system. 
1.2 Research scope, limitations and assumptions 
The aim of this project was to develop a method to find the optimal design of a reliable and 
cost-effective bulk water supply system by the optimal selection of its pipe configuration, 
pipe diameter and reservoir size. A multi-objective genetic algorithm was used to determine 
the optimal values for the design variables such that the system reliability is maximised and 
cost is minimised. Throughout this study, the reliability of the bulk system was defined in 
terms of the failure frequency of its storage reservoir. Therefore, the objective of maximising 
reliability was equated to minimising failure frequency. The cost for the system was 
calculated using existing cost functions for each component, while a stochastic analysis 
model (van Zyl et al., 2008) was used to determine the failure frequency of the system. To 
ensure that it would be practical to use the stochastic analysis method within the optimisation 
run, a compression heuristic was implemented. 
The proposed design method was applied to a simple, yet typical, bulk water supply system, 
shown in the network layout in Figure 1.1. A supply pipe system provides water to the 






Figure 1.1 Example network layout 
The bulk water supply system investigated was a gravity system; therefore it was assumed 
that the source is at a higher elevation than the reservoir, which is at a fixed hydraulic head. 
Since a pump system was not considered in this study, no pumps were required to transport 










water from the source to the reservoir. This eliminated the need for inclusion of pump 
reliability, as well as operational and energy costs from the optimisation model. As a result, 
only capital costs were considered in the analysis. 
It was assumed that the location of the source, the storage reservoir and thus the supply 
system was fixed, and only the pipe configuration and diameter of the supply system were 
varied, in addition to the size of the reservoir. The optimisation model was limited to seven 
different pipe configurations, ranging from a single pipeline to three pipes in parallel, with 
zero to two interconnections. The pipe diameter was selected from a discrete range of 
commercially available pipe sizes, while parallel pipes were assumed to have the same 
diameter. Parallel pipes were considered as being laid in separate trenches in this study, thus 
the cost of a supply system with two pipes in parallel is double that of a system with a single 
pipeline. 
Reliability of the bulk system was defined in terms of the failure frequency of the storage 
reservoir, and not the duration of the reservoir failures. The stochastic model analyses the 
system for seasonal peak conditions. Hence, it models the behaviour at the most critical time 
in a year and estimates the minimum reliability of the system, instead of the annual average. 
A seasonal peak factor of 1.49 was estimated based on analyses, i.e. the seasonal peak 
demand is 1.49 (say 1.5) times the annual average daily demand. For the demand side of the 
storage reservoir, a known and stable demand pattern was assumed (i.e. no long term growth), 
whereas the reservoir was assumed to be supplied at a constant flow rate. 
The stochastic analysis model is comprised of three components: consumer demand, fire 
events and pipe failure events. The consumer demand model consists of average demand, 
cyclic patterns, persistence and randomness (van Zyl et al., 2008). Fire events are generated 
using an exponential distribution, while the fire flow and fire duration are modelled with a 
lognormal distribution. Similarly, pipe failure events and pipe failure duration are modelled 
with an exponential distribution and lognormal distribution respectively. 
The reliability of the supply pipe system, which also influences the reliability of the storage 
reservoir, can be defined in terms of its ability to provide a constant and uninterrupted supply 
(van Zyl et al., 2008). Failures of the water source, purification tanks, pumps and pipes can 
all cause the interruption of the supply inflow to the reservoir. In this study, it was assumed 
that the supply was limited only by the capacity of the pipes and source failures were not 
considered; while purification tanks, pumps and other storage reservoirs were ignored. Only 
pipe failures in the feeder pipe system supplying water into the storage reservoir were 
considered as they are most commonly dealt with in the literature. In the stochastic model, 
the supply system experiences only one pipe failure at a time, i.e. no pipe failures happen 
simultaneously. In addition, the effects of material, diameter and age on the pipe failure rate 
were not included. Modelling of pipe failures was limited to the pipe system supplying the 
inflow into the storage reservoir. It was considered conservative to not include the effect of 
pipe failures on the pipe system linking the storage reservoir to the consumers as a pipe 










failure would only reduce or discontinue the demand from the reservoir for the duration of 
the failure (van Zyl et al., 2008). 
Van Zyl et al. (2008) recognise that two possible extreme values for the combination of 
supply and reservoir capacities can be estimated. No balancing storage would be required if 
the supply capacity matches the maximum demand of the system. In contrast, no reservoir 
would be large enough to provide a sustained service if the supply capacity is less than the 
average demand. The optimisation model aims to find intermediate solutions for the design 
problem. 
1.3 Research goal and objectives 
The goal of this study was to develop an optimisation model that will produce a trade-off 
curve of Pareto-optimal solutions for the design of a bulk water supply system based on cost 
and reliability analyses. The optimisation model used a multi-objective genetic algorithm, 
which incorporated cost modelling and stochastic analysis techniques to evaluate the 
respective cost and reliability objectives. 
To achieve this research goal, a number of objectives are set out as follows: 
• To compile a literature review on the state of knowledge regarding water distribution 
system design and optimisation, stochastic analysis of water supply systems, storage 
reservoir design and optimisation techniques, reliability and cost considerations for 
water distribution systems, specifically bulk water supply systems. 
• To reduce the computational effort of the stochastic model developed by van Zyl et al. 
(2008) for the reliability analysis of municipal storage reservoirs, through additional 
work on the compression heuristic (Chang & van Zyl, 2010) to refine the model so 
that it ensures that accurate and reliable results are obtained quickly. Applying the 
compression heuristic will allow the practical use of the stochastic analysis model 
within the optimisation run. 
• To test and verify the refined compression heuristic by comparing it to the original 
stochastic model which uses full Monte Carlo sampling, based on the correlation of 
the results and improvement in simulation times. 
• To incorporate the stochastic model into an existing multi-objective genetic algorithm. 
Application of the stochastic model within the optimisation run was not an attempt to 
refine or improve the relationships defined by others (van Zyl & Haarhoff, 1999; 
Haarhoff & van Zyl, 2002), but rather to find optimal combinations of the design 
variables, based on both cost and reliability considerations. 
• To apply the optimisation model to a typical system and analyse the resulting set of 
design solutions. 
• To compare the optimisation results to deterministic design guidelines, without any 
intention of improving or replacing these existing guidelines. 








• To investigate the effect of different parameters on the optimisation model through a 
sensitivity analysis, and comparison to a previous study on risk-based optimal design 
(Vlok, 2010). 
• To draw conclusions based on the observations of the typical system and the 
sensitivity analysis. 
• To propose recommendations for improvements to the method and provide 
suggestions for further extensions of the model. 
1.4 Dissertation layout 
A brief description of the chapters in this dissertation is provided: 
• Chapter 2 consists of a literature study of relevant research topics, namely water 
distribution system design and optimisation, cost and reliability considerations, and 
stochastic analysis. These research topics provide a background and understanding of 
the current state-of-art in these fields. 
• The research methodology is described in Chapters 3 to 6. Chapter 3 provides a basic 
overview of the methodology used in the study. This includes a brief description and 
motivation for the compression heuristic method (Chang & van Zyl, 2010), and an 
investigation of Latin Hypercube sampling. Chapter 4 and Chapter 5 deal with the two 
components of the compression heuristic, which are the pre-run and events run 
respectively. The optimisation model is described in Chapter 6. 
• Following the methodology, the test results and discussion from the application ofthe 
reliability-based optimisation model can be found in Chapter 7. The results from a 
sensitivity analysis are also provided. 
• In Chapter 8, the study is summarised and conclusions are drawn from the results and 
discussion in the pr vious chapter. Finally, proposals for improvements and 
expansions to both the stochastic method and optimisation model are suggested. 










2 Literature Review 
As previously mentioned, the aim of this project was to optimise the design of bulk water 
supply systems based on cost and reliability considerations. Before the proposed method to 
achieve this aim is described, it is necessary to first gain an understanding of the relevant 
research topics to this project. In this chapter, a review of the current state-of-knowledge on 
water distribution system design and optimisation, cost and reliability considerations, 
stochastic analysis, and bulk supply system and storage reservoir design is provided. In this 
review, established and recent work on each topic is discussed, research gaps are identified, 
and possible tools for use in this study are explored. 
2.1 Water distribution system design and optimisation 
Traditionally, water distribution systems have been designed by trial-a d-error using basic 
hydraulic equations. Within the last few decades, many researchers have developed 
optimisation models as alternative tools for finding the optimal design of water distribution 
systems. Although a water distribution system design involves the design of components such 
as storage reservoirs and pumps, Walski (1995) notes that in many cases, optimisation 
models have equated pipe sizing to water distribution system design. This suggests that the 
objective of water distribution system design is to find pipe diameter sizes subject to 
hydraulic constraints. Basic pipe network optimisation considers the pipe layout to be fixed 
because it is usually constrained by the layout of roads. 
An early definition of the optimal design of water distribution systems is provided as that 
which meets demands at least cost (Goulter, 1992). This definition has been used frequently 
in early literature as shown by Lansey & Mays (1989) who report that several optimisation 
models have been developed with cost minimisation as the single objective of water 
distribution system design. 
In contrast, Walski (2001) states that there are a range of different objectives for water 
distribution system design. These objectives could include reliability and water quality. An 
alternative definition which more accurately reflects the aim of water distribution engineers is 
that optimal design is equivalent to the maximisation of the net benefits (benefits minus costs) 
of water distribution systems (Walski, 2001). 
The main challenge of optimisation models is to move away from cost minimisation towards 
methods that maximise net benefits (Walski, 2001). Over the last decade and a half, this 
challenge has been addressed by many researchers who are moving away from single 
objective least-cost optimisation towards multi-objective optimisation. 










2.1.1 Single objective versus multi-objective optimisation 
In many previous studies, cost minimisation was the main objective in water distribution 
design. However, there is a problem with this single objective as modellers become too 
fixated with finding the least cost solution, resulting in the elimination of system capacity 
(and reduction of project benefits) to minimise cost (Walski, 2001). Farmani et aI. (2005) 
agree that optimisation is inclined to reduce costs by decreasing the diameter of, or 
eliminating, some pipes, resulting in insufficient system capacity to deal with pipe breaks or 
demands that are greater than design values without violating required performance levels. 
It is clear that water distribution system optimisation based only on cost minimisation is 
limited in value for practical design problems. Therefore multi-objective optimisation, which 
involves a trade-off between costs and benefits, should be used instead. Numerous objectives 
can be considered, such as capital and operational costs, reliability and water quality. Multi-
objective optimal design of water distribution systems typically involves finding the 
maximum reliability at minimum cost. 
2.1.2 Optimisation techniques 
Various techniques have been applied to the problem of water distribution system 
optimisation. In this section, some of the past studies related to optimal design of water 
distribution systems are presented. 
Some of the earlier studies on water distribution system design optimisation used linear 
programming (Alperovits & Shamir, 1977; Quindry et aI., 1981). The linear programming 
method takes a nonlinear problem and converts it into a linear one by taking pipe lengths as 
decision variables. However, stretches of pipe between adjacent nodes are divided into 
different segments and then the lengths of the segments are optimised to minimise the cost. 
A nonlinear programming method (Su et al., 1987; Duan et al., 1990) has also been used for 
finding the optimal pipe diameter combinations. Constraints can be included explicitly in the 
model and costs can be expressed as any nonlinear function of pipe diameter and length. 
However, nonlinear programming has several limitations. In the method, the pipe diameters 
are continuous variables which are replaced with the nearest commercially available pipe 
sizes. This requires rounding off of the solution, which leads to a suboptimal solution. 
Nonlinear programming is only able to identify the local optimum. In addition, there is a 
limitation on the number of constraints used in the model, and thus the size of the network 
that can be handled (Simpson et al., 1994). 
Much work has been done in the literature on the application of genetic algorithms to the 
problem of optimal design of water distribution systems (Simpson et al., 1994; Savic & 
Walters, 1997; Prasad & Park, 2004; Kadu et al., 2008). Genetic algorithms have several 
advantages over other mathematical optimisation techniques (Goldberg, 1989). In the field of 










water distribution system optimisation, genetic algorithms have been shown to overcome the 
limitations of traditional optimisation methods such as linear and nonlinear programming. 
Genetic algorithms are conceptually simple to understand. They have the advantage of 
working directly with discrete pipe sizes, and therefore no rounding of solutions is required. 
Another advantage is that they have global sampling capability. Therefore, the possibility of 
trial solutions becoming entrapped in local minima is reduced and dependency on a starting 
point is avoided (Savic & Walters, 1997). Finally, genetic algorithms have the benefit of 
being able to identify a set of near-optimal solutions, e.g. close to the minimum cost. These 
solutions may have different designs that can be compared in terms of other important 
objectives such as redundancy or reliability (Simpson et aI., 1994). 
A benchmark problem that is often used to compare different optimisation techniques is the 
New York City water supply tunnels, which was first used in case study by Schaake & Lai 
(1969). Numerous studies have been conducted on the pipe optimisation problem, with each 
optimisation technique trying to improve on others to find the minimum cost. The 
optimisation techniques use different diameter design methods. Continuous diameter design 
was used by Schaake & Lai (1969), Quindry et al. (1981), Bhave (1985) and Fujiwara & 
Khang (1990). It was previously mentioned that continuous diameters require rounding off 
which leads to suboptimal solutions in the final design. Kessler (1988) used a split pipe 
design, which divides a continuous diameter into two partial lengths of adjacent discrete 
diameters to create a hydraulically equivalent pipe. The split pipe design is problematic as it 
is not realistic or practicable. 
In contrast, Savic & Walters (1997) stated that for a more realistic and practical design, a 
single discrete pipe diameter between the adjacent nodes is required. Dandy et al. (1996) 
have shown that a genetic algorithm achieves a feasible discrete pipe solution with the lowest 
cost of $38.80 million. Similarly, other studies have shown the efficiency of genetic 
algorithms applied to other benchmark problems, such as the Hanoi network and Two-loop 
network problem (Savic & Walters, 1997). A genetic algorithm is clearly an effective 
technique which can be used to solve optimisation problems. 
2.1.3 Genetic algorithms 
A genetic algorithm is a heuristic optimisation technique based on the mechanics of natural 
selection and genetics (Holland, 1975; Goldberg, 1989). It selects, combines and manipulates 
possible solutions in the same way that nature permits survival, reproduction and the 
combination of chromosomes in search of the best adaptation (Murphy & Simpson, 1992). 
The first step in a genetic algorithm involves the generation of an initial population or set of 
solutions. The population consists of individuals or solutions which are randomly generated. 
Each solution to the problem is represented by a chromosome, which is a set of decision 
variables for a particular combination of decision variables, such as pipe sizes. The 
individuals in the population are allowed to evolve over a number of generations. In each 










generation, the fitness of each individual is evaluated, i.e. each individual is measured to 
determine how good it is. Fitness evaluation is done by computing the value of the objective 
function. Based on the fitness value, individuals are selected and recombined to produce 
offspring for a new generation. Individuals with a high fitness value have a higher probability 
of being selected. The recombination of individuals is known as crossover. The final operator 
is mutation, which randomly alters a bit (or gene) in an individual with a small probability. 
The mutation operator is used to maintain diversity of the individuals, as it ensures that 
potentially useful genetic material is not lost. Once a new population has been generated, the 
fitness is evaluated. Generation of new populations continues until a stopping criterion has 
been met. 
As previously discussed, WDS optimisation is a multi-objective problem, where several 
objectives such as cost, reliability, redundancy and water quality can be considered. In a 
multi-objective optimisation problem, a set of solutions called Pareto-optimal solutions exist. 
Each solution in the Pareto-optimal set is not dominated by any other solution. This means 
that it is not possible to improve one criterion without making another criterion worse. A 
solution A is thus nondominated if there is no other solution B in the set that optimises all 
criteria better than solution A. 
Many single objective algorithms (e.g. linear programming and nonlinear programming) have 
been applied to solve these multi-objective water distribution systems problems. However, 
these algorithms have several limitations. Atiquzzaman et aI. (2006) state that a problem with 
single objective algorithms is that they must change a multi-objective formulation into a 
single objective one using penalty factors. The choice of the penalty term is critical as it can 
distort the objective function. More precisely, a very big penalty coefficient causes the search 
to drift towards regions of local optima, whereas a very small penalty coefficient results in 
inferior solutions (Liong et aI., 2004). Another problem with the use of single objective 
algorithms is that they do not produce the required trade-off curve between costs and benefits 
to help the water engineer in better decision making (Atiquzzaman et aI., 2006). 
In contrast, multi-objective genetic algorithms are able to deal with several objectives and 
both linear and nonlinear constraints. In addition, no penalty coefficients are required 
(Farmani et aI., 2004). Multi-objective genetic algorithms produce a Pareto front of the 
Pareto-optimal solutions. Prasad & Park (2004) emphasise that optimisation can only assist 
the engineer in the decision-making process, and that engineering judgment and experience 
are needed to provide a practicable solution. The Pareto front provides the engineer with 
more flexibility in the selection of a practicable solution (Prasad & Park 2004). 
Several multi-objective genetic algorithms have been proposed in the literature (Goldberg, 
1989; Fonseca & Fleming, 1993; Srinivas & Deb, 1995; Halhal et al., 1997). Single objective 
and multi-objective genetic algorithms are similar, except for the allocation of fitness and the 
representation of the set of Pareto solutions (Dandy & Engelhardt, 2006). 










There have been several applications of multi-objective genetic algorithms to WDS problems. 
Prasad & Park (2004) applied the nondominated sorting genetic algorithm (NSGA) (Srinivas 
& Deb, 1994) in the design of a water distribution network with minimisation of cost and 
maximization of reliability. Khu & Keedwell (2004) found an optimal rehabilitation 
alternative using NSGA-II. Atiquzzaman et ai. (2006) also used the NSGA-II to find the 
optimal solution for a 2-100ped network. 
The goals of Pareto multi-objective optimisation are: (1) closeness to the Pareto front; and (2) 
diversity among solutions in each front. Farmani et aI. (2003) compared the application of 
multi-objective genetic algorithm techniques in water distribution systems, which showed 
that NSGA-II performed better than other techniques in reaching the optimisation goals. 
NSGA-II was shown to outperform two other contemporary multi-objective evolutionary 
algorithms (Deb et aI., 2002), the Pareto-archived evolution strategy (PAES) (Knowles & 
Come, 1999) and the strength-Pareto evolutionary algorithm (SPEA) (Zitzler & Thiele, 1998). 
An important concept in NSGA-II is that of domination (Liong et ai., 2004). Consider 2 
feasible solutions: x(l) & X(2), 
1. x(l) is better than X(2) if x(l) is no worse than X(2) in all objectives & at least one 
objective is better; 
2. X(2) is better than x(l) if X(2) is no worse than x(l) in all objectives & at least one 
objective is better; 
3. Otherwise, x(l) & X(2) are equally good. 
Farmani et ai. (2005) provides a comprehensive description of the NSGA-II (Deb et ai., 2002) 
approach. NSGA-II is a fast, non-dominated sorting approach. It randomly generates an 
initial population. Offspring solutions are created by selection, crossover and mutation 
operators. A selection operator creates a mating pool by combining parent and offspring 
popUlations and selecting the best solutions by considering fitness and spread. The next 
generation is populated starting with the best nondominated front, moving through the rest of 
the solutions until the population size is reached. If in the final stage there are more 
individuals in the nondominated front than there is available space, the individuals of the 
front are chosen based on the crowded distance-based niching strategy. The procedures are 
repeated until the maximum number of generations is reached. The final solution set is the 
Pareto optimal set. 
2.2 Cost considerations 
Water distribution system design cannot be based purely on functional requirements such as 
minimum pressure. Even more than half a century ago, Chilton (1949), as cited in Clark & 
Dorsey (1982), recognised that economic assessments are necessary so that alternatives that 
are not cost-effective can be eliminated, and research and engineering studies can be focussed 
on the designs that show the most potential. Hence, besides considering functional 










requirements, the solution for the design of a water distribution system should be based on 
least-cost considerations (Swamee & Sharma, 2008) .. 
A water distribution system consists of many components, which include pipes, pumps and 
pumping stations, storage reservoirs, and residential connections. Each of these components 
has its own capital costs. Apart from capital costs, the system components also have recurring 
operation and maintenance costs, for example, pumping stations have energy costs. It is 
advisable to calculate the life-cycle cost (overall cost) of the system over its lifespan so that a 
proper estimate of all the contributing expenses can be obtained. Since the capital and 
recurring cannot be added together, they can be combined through methods such as the 
capitalisation, annuity or net present value methods. Life-cycle cost analysis has not always 
been used in the optimisation of water distribution systems, and often only capital costs are 
considered, e.g. the Hanoi network (Fujiwara & Khang, 1990), and the New York Tunnels 
system (Schaake & Lai, 1969). 
Various types of cost estimates exist; each of which is chosen based on the purpose and 
accuracy required at each stage of a project. Clark & Dorsey (1982) identified the following 
types of cost estimates: 
• Order-oj-magnitude estimates are used early in the study to provide a quick but rough 
estimate. Later estimates obtained from more comprehensive methods can be verified 
using this ballpark estimate. 
• Study estimates are based on known costs relative to the capacity of the component or 
production quality. This can be estimated through a variety of models depending on 
the cost data. 
• Preliminary estimates are obtained from the estimate of each individual item, and are 
therefore more accurate in comparison to study estimates. They are also used when 
cost data is unavailable to create a model for the study estimate. 
• Definitive estimates need detailed information from engineering designs. These are 
highly accurate and therefore the preparation of this estimate is costly. 
• Detailed estimates are similar to definitive estimates except they are site-specific. 
They require complete details of specifications and drawings. They can be used to 
control specific installations. 
Costing of water distribution system designs requires a study estimate, since unit cost models 
are often used when evaluating and considering the feasibility of engineering designs. 
2.2.1 Cost modelling 
A large number of studies on cost modelling and analysis have been done over the years. 
Dickson (1972) produced cost curves based on actual construction costs of projects, while 
Lindsay & Walski (1982) and Walski (1985) calculated costs estimates for comparison of 










facilities such as dams, pump stations, and open channels. Clark & Dorsey (1982) developed 
a cost model for treating drinking water. 
In the field of water distribution, Clark & Males (1985) calculated the trade-offs between cost 
and quality of water in distribution systems, and Kim & Clark (1987, 1988) studied the 
general economics of water distribution systems. In particular, in South Africa a spreadsheet 
model of all the components of Rand Water's distribution network was developed (Fowler et 
al., 1997), as well as a comprehensive econo-mathematical model of a water supply system 
(Barta & Rowse, 1998). 
In addition, Swamee & Sharma (2008) developed practical cost functions specifically to 
model the unit costs of pumping stations, pipelines, storage reservoirs and residential 
connections. More detail on each cost function is provided in Section 6.4. 
VI ok (2010) noted by examining the cost functions by Swamee & Sharma (2008) that unit 
cost models had not been developed for chambers that allowed interconnections between 
parallel pipes. Consequently, cost functions were developed for chambers that contain the 
necessary pipe work and valves required to connect two and three pipes in parallel (VI ok, 
2010). These functions are also described in Section 6.4. 
2.2.2 Reliability of cost data and estimates 
Even though cost models can be developed based on cost data, it is necessary to consider how 
reliable the data is, and in tum how accurate the cost estimates produced from the cost 
models are. The reliability and accuracy of the cost estimates can be attributed to basic data 
availability, stage of the project development, experience of the analyst, and time spent on 
analysis (Clark & Dorsey, 1982). Although there may be thousands of possible solutions that 
vary by one or two percent, the costs of these solutions are accurate to approximately 20% 
(Haestad Methods, 2003). In design optimisation, it is important that the relative costs 
between these solutions are consistent so that the effects of this error are not severe. 
2.3 Reliability considerations 
While optimisation has focused predominantly on finding a least-cost design, researchers 
have gradually recognised the importance of including reliability considerations in the design 
of water distribution systems. The concept of reliability of a water distribution system is 
complex and multi-faceted; as a result, there is no universally accepted definition of 
reliability. For engineering systems, reliability is generally defined as the probability that a 
system performs its mission within specified limits for a given period of time in a specified 
environment (Bazovski, 1961, as cited in Cullinane et aI., 1992). With respect to water 
distribution systems, Farmani et al. (2005) suggests that reliability is the ability of the 
network to provide consumers with adequate and high-quality supply even under abnormal 
conditions. 










An alternative definition is to define reliability in terms of network 'failure', which is an 
event in which the network is not able to provide adequate flow or pressure to meet demand 
(Goulter, 1992). This indicates that failures can represent a lack of reliability. Failures 
usually correlate to abnormal conditions such as extremely high demands or component 
failures. There are two types of failure: mechanical and hydraulic failure. Mechanical failure 
refers to the failure of system components, while hydraulic failure occurs when actual 
demands exceed design demand values for the system (Goulter, 1992). 
The answer to the question 'what level of reliability is acceptable?' is as elusive as the 
definition of reliability. Goulter (1995) recognises that the specification of an acceptable level 
of reliability is dependent on the actual reliability measure used, and that it may be different 
for each scenario. Similar to the lack of an universal definition of water distribution system 
reliability, it was identified that there was no universal measure of reliability. Farmani et al. 
(2005) cites a paper by Walski et al. (1987) which suggests that a reliability measure should 
reflect the way in which water users are affected, such as the number of users with limited or 
no service and the length of time for which the event occurs. In addition, Goulter (1995) 
proposes that the reliability measure should include both the probability of the event causing 
failure or loss of service, as well as the magnitude of impact of the failure. This proposal 
relates to the basic principle of risk, which is often represented as the product of the 
likelihood and impact of an event. 
In the literature, researchers have proposed a multitude of reliability measures and methods 
for quantifying reliability. Ostfeld (2004) provides a comprehensive review of these 
reliability assessment methods by categorising them into (1) connectivity/topological, (2) 
hydraulic, and (3) entropy as a surrogate measure. 
Connectivity/topological reliability is associated with the probability of a given network 
remaining physically connected, keeping in mind the reliabilities of its components (Ostfeld, 
2004). Examples of connectivity/topological reliability measures are connectivity and 
reachability (Wagner et al., 1988a), and node pair reliability (Quimpo & Shamsi, 1991). 
These connectivity/topological measures fail to consider reliability from the consumers' point 
of view. 
In contrast, hydraulic reliability is the probability of supplying the consumers' demands 
(Ostfeld, 2004). Measures of hydraulic reliability were investigated by Su et al. (1987), 
Wagner et al. (1988b), Bao & Mays (1990) and Cullinane et al. (1992). Xu & Goulter (1998) 
calculated the probability of meeting nodal demands at or above a minimum prescribed 
pressure, while Ostfeld (2001) calculated the probability of annual zero shortage. Since the 
system is vulnerable to random failures, the probability and impact of failure of each 
individual component must be considered to obtain the reliability of the entire system. 
Calculating this hydraulic reliability is a computationally impractical task, therefore it is 
predominantly evaluated using stochastic simulation (Ostfeld, 2004). 










The third category is entropy, which is used as a surrogate measure of reliability. The basic 
principle is to measure the inherent redundancy of the network by using entropy measures of 
uncertainty to quantify the amount of information provided by a finite probability distribution 
(Ostfeld, 2004). Several researchers have made use of entropy as a reliability measures 
(Awumah et ai., 1990, 1991; Tanyimboh & Templeman, 1993,2000). Within the last decade, 
a number of other reliability surrogate measures have been developed, such as the resilience 
index (Todini, 2000) and network resilience (Prasad & Park, 2004). 
While three categories of reliability measures are identified by Ostfeld (2004), the methods 
used to quantify or evaluate these measures can be broadly classified into: analytical and 
simulation techniques. Analytical methods are based on deterministic modelling. These 
include heuristic approaches (Jacobs & Goulter, 1989), graph theory algorithms (Wagner et 
at., 1988a), and minimum cut-set approaches (Quimpo & Shamsi, 1991; Su et ai., 1987). 
Simulation techniques typically involve the stochastic analysis of uncertainty, i.e. 
probabilistic modelling. Monte Carlo simulation is commonly used in these simulation 
methods (Wagner et ai., 1988b; Bao & Mays, 1990; Yang et ai., 1996). Analytical methods 
have the advantage of requiring less computational effort compared to stochastic simulation 
methods. However, simulation methods can consider a more extensive range of reliability 
measures, while providing a more realistic depiction of reliability. 
2.4 Stochastic analysis 
A water distribution system is a stochastic system as the failure of its components is random. 
According to Quimpo & Shamsi (1987), each component is either operative or it has failed. 
For example, a pipe is operative when it carries water and has failed when there is a pipe 
breakage. 
Stochastic analysis is a technique whereby the deterministic and probabilistic parameters of a 
system are simulated to model the system's behaviour more accurately. This technique is 
relatively new to water distribution systems, even though it has long been used in fields like 
hydrology (Schultz, 1987 (cited by Haarhoff & van Zyl, 2002); Thomson et ai., 1997; Cui & 
Kuczera, 2003). Recently, residential water demand has been simulated with a stochastic end-
use model by Blokker et ai. (2010). Stochastic modelling is often used to analyse complex 
systems in which risk and uncertainty are significant, and where components are subject to 
stochastic failures (Yang et ai., 1996). Work on the application of stochastic analysis to water 
distribution systems has been done by Wagner et ai. (1988b), Yang et ai. (1996), and Ostfeld 
et ai. (2001). In addition, Nel (2009) states that stochastic simulation is highly suitable for 
reliability assessment of bulk water distribution, because many of its variables have 
probabilistic characteristics. 










2.4.1 Monte Carlo simulation for reliability analysis 
As previously discussed, there are many ways of obtaining estimates of the reliability of 
water supply networks. Techniques used to estimate the reliability of water supply and 
distribution systems can be categorised into analytical methods, heuristic methods and Monte 
Carlo simulation (Xu & Powell, 1991). However, the use of simulation over an extended 
period of time or the use of stochastic techniques, such as Monte Carlo simulation, has been 
shown to be the most realistic of these measures of reliability. 
Stochastic simulation, like the Monte Carlo technique, is useful because of the advantages 
that it provides in reliability analysis. The advantages are that the simulation results can be 
used to calculate the desired reliability factor; and the randomness of factors such as demand 
and failures can be easily included (Yang et al., 1996). In fact, Zio (2009) suggests that 
Monte Carlo simulation 'may be the only method that can yield solutions to complex multi-
dimensional stochastic modelling problems such as those typically involved in reliability and 
availability analysis.' On the other hand, a major disadvantage of stochastic simulation is that 
it is computationally expensive and lacks computing power; therefore its practical 
applications are limited. Nevertheless, Monte Carlo simulation is gaining feasibility as a 
technique for reliability analysis, as technological advances are made with the availability of 
faster computers. Its usefulness in reliability assessment has recently been demonstrated by 
van Zyl et al. (2008). 
Van Zyl et al. (2008) developed a stochastic model for the reliability analysis of storage 
reservoirs. The initial work on the stochastic model was done by N el (1993), summarised and 
published later by Nel & Haarhoff (1996). Haarhoff & van Zyl (2002) describe how this 
probabilistic modelling was applied to the sizing of bulk water supply systems. The stochastic 
model described in the study by van Zyl et al. (2008) consists of three unit models for 
consumer demand, fire demand and pipe failure. The stochastic model determines the failure 
characteristics of the reservoir. The failure characteristics are used to assess the reliability, 
which can then be used as a sizing criterion for the design of the storage reservoir. This 
model was then used to explore the effect of varying the user demand parameters on storage 
reservoirs (van Zyl et al., 2010). VI ok (2010) applied this stochastic model to a bulk water 
supply system to investigate the financial implications associated with the use of risk-based 
analysis techniques. Since the stochastic model uses Monte Carlo simulation which is 
computationally intensive, it is worth investigating ways to increase its computational 
efficiency. 
2.4.2 Compression heuristic 
One way of speeding up the stochastic analysis of storage reservOlrs is by using a 
compression heuristic proposed by Chang & van Zyl (2010). In the stochastic model (van Zyl 
et al., 2008), the entire duration of the study period is simulated in full using the Monte Carlo 
method. This can be repetitive and time-consuming. In contrast, the compression heuristic 










fully simulates the critical periods, when fire or pipe failure events occur, while using a 
heuristic meta-model to simulate the intermediate periods. The meta-model simulates the 
demand-only behaviour and determines the reservoir failure characteristics (Chang & van Zyl, 
2010). 
It was found in the study (Chang & van Zyl, 2010) that the compression heuristic achieved 
significant improvements in computation speed. It produced results to an accuracy of 95% 
with simulation times that were approximately 3 to 8.8 times faster than the full Monte Carlo 
method. The number of demand-only failures and the number of events that occurred affected 
the efficiency of the method. Best results were obtained for systems that are highly reliable 
with few occurrences of events, i.e. few demand-only failures, and low fire and pipe failure 
rates. Thus, the compression heuristic can bring about significant savings in the 
computational time required for the reliability analysis of storage tanks. 
Similar work was done on a simple heuristic called replicate compression to improve Monte 
Carlo efficiency by Cui & Kuczera (2009). The replicate compression was applied to the 
optimisation of urban water supply headworks. It also takes advantage of the concept of a 
critical period and restricts simulation to these periods to reduce the computational effort. 
2.4.3 Sampling techniques 
The basic Monte Carlo sampling technique is computationally intensive. It involves the 
repeated calculation of the performance of the system, each time with a different combination 
of input parameters, which are randomly selected from probability distribution functions. The 
problem with this is that it requires long runs to produce precise estimates of reliability 
(Haarhoff & van Zyl, 2002). There are, however, sampling techniques that are potentially 
faster and more efficient than Monte Carlo sampling, i.e. they require fewer iterations and 
shorter simulation runtimes. Sampling techniques that are suggested are Latin Hypercube 
sampling, descriptive sampling and importance sampling. 
Latin Hypercube Sampling 
Latin Hypercube sampling is a stratified sampling technique that ensures that all portions of a 
sampling distribution are sampled (McKay et al., 1979). Latin Hypercube sampling has been 
used in several applications, such as in the calculation of the probability of dam failure and 
flood risks (Thompson et al., 1997), and in risk calculations for culverts (Lian & Yen, 2003). 
The key to Latin Hypercube sampling lies in the stratification of input probability 
distributions. The range of the input variable is divided into N strata of equal marginal 
probability liN. A sample is randomly drawn from each interval. Since the sampling is forced 
to represent values from each interval, it is forced to recreate the input probability distribution. 
A random value is then drawn from within the selected interval. 










Latin Hypercube sampling has a number of advantages over the Monte Carlo method. The 
main difference between Latin Hypercube sampling and Monte Carlo sampling is in the 
number of iterations required until the sampled values approximate the input distributions. 
Several researchers in the literature agree that Latin Hypercube sampling has improved 
computational efficiency. It has the flexibility of Monte Carlo sampling with less 
computational effort (Manache & Melching, 2004). It reduces the number of computer runs 
to achieve the same precision as the conventional Monte Carlo method, i.e. it provides a more 
accurate estimate of the mean value of the function (Giunta et al., 2003) This is because Latin 
Hypercube sampling forces sampling to select values over the whole range of the model 
parameter, thus reducing the total number of samples required to preserve the probability 
distribution (Khan et al., 2008). Another advantage of Latin Hypercube sampling is that it 
ensures that the entire range is sampled (Lian & Yen, 2003). 
A challenge for Latin Hypercube sampling is that generated values for each variable are not 
independently distributed, as they are considered to be drawn from different subranges. As a 
result the traditional methods for estimating sampling error are not applicable (Thompson et 
al., 2003). Thompson et al. (2003) indicates that the primary difficulty with Latin Hypercube 
sampling is that most of the sampled values do not reflect large events, which are often the 
most critical events for simulation. However, it was found that if the number of strata N is 
large enough then the extreme events will be sampled (Thompson et al., 2003). Therefore, 
extreme events can be accurately represented in the simulation outputs. Another drawback is 
that there is more than one possible arrangement of bins and samples that meet the criteria for 
Latin Hypercube sampling. If these samples are poorly arranged and are nearly co-linear, 
then the system will be ill-conditioned (Giunta et al., 2003). 
Descriptive Sampling 
Saliby (1997) proposed the use of descriptive sampling as an improvement over Latin 
Hypercube sampling and an alternative to Monte Carlo sampling. Descriptive sampling is 
based on deterministic selection of input sample values and random permutations (Saliby, 
1990). Saliby (1990) argues that descriptive sampling achieves the closest fit with the 
represented distribution and it yields, in general, much more precise estimators. However, the 
use of descriptive sampling is controversial as it proposes the abandonment of the concept 
that a random selection of sample values is necessary to describe random behaviour. 
Two kinds of variation exist in a randomly generated sample in a Monte Carlo or simple 
random sampling approach, namely set and sequence variability. Set variability consists of 
the deviations between actual sample parameters and corresponding assumed parameters for 
the input design variables, whereas sequence variability is the randomness of the sample 
values. Saliby (1997) argues that sequence variability is inevitable, while set variability is 
unnecessary. Descriptive sampling tries to remove or reduce set variability. 
The two sampling methods can be represented symbolically (Saliby 1997): 










& Zhang, 2003). The outputs from simulations are then weighted so as to preserve the mean 
of the quantity being estimated. Importance sampling will not be effective unless the 
appropriate importance density function is known. 
2.5 Bulk water supply system and storage reservoir design 
Bulk supply pipelines and bulk storage reservoirs are some of the elements of a water 
distribution and storage system. The bulk water supply system must be designed so that it can 
provide adequate supply to the distribution network, and it is usually designed according to 
deterministic design guidelines. South African design guidelines suggest that the reservoir 
should have a storage capacity of 48 hours of annual average daily demand and that the 
supply mains should have a capacity capable of providing an inflow rate to the reservoir 
greater than or equal to 1.5 times the annual average daily demand for the area (CSIR, 2000). 
There is limited work on the design of bulk water supply systems in the literature. Haarhoff 
& van Zyl (2002) describe work done on an alternative approach to guidelines-based design 
of bulk water supply systems, based on stochastic modelling, which was first proposed by 
Nel & Haarhoff (1996). This stochastic analysis method was further developed by van Zyl et 
al. (2008) and applied to a simple system consisting of a source feeding a reservoir via a 
single pipeline, and a separate pipe connecting the users to the reservoir. 
Bulk supply system design includes the sizing of storage reservoirs. The purpose of a 
municipal storage reservoir is to balance supply and demand of water distribution systems, 
and provide additional storage for fire fighting and emergency purposes. Like pipe networks, 
there are various methods that can be used to design storage reservoirs in a water distribution 
system. A number of variables can be considered when designing reservoirs. These include 
the type of reservoir (ground or elevated), the location, the bottom elevation, the minimum 
and maximum operating levels, and the shape and size of the reservoir. Design methods for 
storage reservoirs can be broadly categorised into guidelines-based designs and optimisation 
models. 
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Note: Requirements represent van Zyl et al.'s (2008) interpretation of the 
guidelines for a typical low-density residential area. Where more than one 
option is given, the most stringent was usually selected. Where no fire 
duration was specified a value of 2 h was used. 










3 Method Overview 
In this study, a method is proposed to obtain a set of solutions for the design of a bulk water 
supply system. These Pareto-optimal solutions will assist the designer in selecting the 
configuration and diameter of the feeder pipe system, and the size of the bulk storage 
reservoir. These design variables can be selected according to a desired reliability, while 
concurrently bearing in mind the cost of the system. 
One of the main objectives of any engineering design is ensuring that the system is as cost 
effective as possible. Water distribution system design, and likewise the design of bulk water 
supply systems, is the same in that the system is often optimised so that the cost can be 
minimised. To be able to achieve this objective, a cost model is required so that cost analysis 
can be performed on the bulk supply system. Since there is no point in reinventing the wheel, 
existing cost models (Swamee & Sharma, 2008; Vlok, 2010) were used in developing this 
method. The details for these cost models are presented later in Section 6.4. 
Although for many years water distribution system design optimisation was regarded and 
modelled as a single-objective least-cost problem, engineers and decision makers have come 
to realise that it is in fact better represented as a multi-objective problem (Walski, 2001; 
Farmani et al., 2005). Additionally, the importance of including objectives such as water 
quality, resilience, risk and reliability is recognised. Following this trend, the reliability of the 
bulk supply system was included as the second objective in this multi-objective optimisation 
problem. In this project, a stochastic analysis model (van Zyl et aI., 2008) was the chosen 
method for analysing the reliability of the system, as stochastic techniques such as Monte 
Carlo simulation have been declared to be one of the most realistic measures of reliability 
(Xu & Powell, 1996). Furthermore, the randomness of factors such as demand and failures 
can be included without difficulty (Yang et al., 1996). 
Even though stochastic techniques have the advantages of being realistic and have the ability 
to encompass the randomness and uncertainty of factors, they have a major drawback of 
being computationally expensive, given that they are time-consuming and memory-intensive. 
As a result, Chang & van Zyl (2010) proposed the use of a compression heuristic to reduce 
the computational effort of the stochastic model by van Zyl et aI. (2008). The compression 
heuristic was shown to be an improvement of the original stochastic model in terms of 
computational time. However, it was felt to be deficient as each simulation was terminated 
according to fixed conditions based on several trials of the method and the judgment of the 
authors. Thus, one of the major objectives in this study was to further develop and refine the 
compression heuristic, so that the stochastic simulations terminate according to conditions 
which ensure that the produced results are reliable and accurate. 
As a secondary objective, further reduction in the computational time of the stochastic model 
is desired. Alternative sampling techniques, such as Latin Hypercube sampling and 
importance sampling have been shown to be an improvement over Monte Carlo simple 










random sampling. Section 3.2 provides a discussion of a brief investigation of Latin 
Hypercube sampling in the stochastic model. From the investigation, it was found that Latin 
Hypercube sampling did not produce the desired results, and thus further work in this area 
was disregarded in this study. 
The cost model and stochastic model were both included in the optimisation procedure to 
analyse the cost and reliability for each bulk supply system. The optimisation technique 
selected for the proposed method is the well-known multi-objective genetic algorithm 
NSGA-II (Deb et al., 2(02). Although there are other multi-objective evolutionary algorithms, 
Deb et al. (2002) have shown that NSGA-II is able to perform better than other existing 
algorithms such as the Pareto-archived evolution strategy (PAES) and strength-Pareto 
evolutionary algorithm (SPEA). However, in a recent study by Raad (2010), the AMALGAM 
hyperheuristic was developed and shown to outperform NSGA-II for some water distribution 
system benchmarks. Yet for other benchmarks, the AMALGAM hyperheuristic was inferior 
to NSGA-II. Owing to its popularity in literature and easy implementation, NSGA-II was 
used as a tool in this method to produce the solutions for the optimal design of bulk water 
supply systems, based on cost and reliability analyses. A flowchart of the proposed method is 
shown in Figure 3.1 
Cost model 
Stochastic model 
Input variables for: 
• Stochastic model 
• Optimisation model 
Pre-processing of stochastic model 
(Chapter 4: Pre-run) 
Run optimisation model 
(Chapter 6: Optimisation) 
(Chapter 5: Events Run) rvL-------r---------' 
Output solutions 
Figure 3.1 Flowchart of proposed method 










3.1 The compression heuristic 
This section describes the purpose of the compression heuristic, as well as the motivation 
behind it. The need for further development and refinement of the compression heuristic is 
also discussed. 
3.1.1 Purpose and motivation for developing the compression 
heuristic 
The full stochastic analysis method using Monte Carlo sampling simulates each individual 
time step (one hour) for the entire run duration. In each time step, the hourly consumer 
demand is calculated. In addition to the hourly demand, the fire demand and supply pipe 
inflow rate are determined in the same time step. If no fire event is happening, the fire 
demand is zero; and if no pipe failure has occurred, then the maximum inflow into the storage 
reservoir is supplied. It is evident that calculating the consumer demand, fire demand and 
inflow rate for each individual time step is computationally expensive and therefore highly 
time consuming. In order to reduce the computational effort required for the full stochastic 
analysis, a compression heuristic method was proposed by Chang & van Zyl (2010). 
From previous work (van Zyl et al., 2008; Chang & van Zyl, 2010), it was found that 
reservoir failures were generally more likely to coincide with the occurrence of fire and/or 
pipe failure events. Time steps where the reservoir is only affected by consumer demand have 
fewer failures, in comparison to those where there is an added fire demand or reduced supply 
inflow. Therefore, the time steps which are affected by fire or pipe failure events are the 
critical periods. It is important that these critical periods are simulated fully using the full 
Monte Carlo simulation so as to ensure that the effects of the events on the reservoir are 
accurately recorded. The events run (Chapter 5) is the main run of the compression heuristic 
responsible for simulating these critical periods. 
Between the critical periods, the storage reservoir often experiences long periods of demands-
only behaviour. In these intermediate periods, the reservoir repeatedly fills up completely and 
there are few failures. However, the consumer demand must still be considered, especially 
when high consumer demand coincides with fire or pipe failure events, which will increase 
the likelihood of a reservoir failure occurring. Thus, a heuristic meta-model referred to as the 
pre-run (Chapter 4), is used to simulate the system behaviour under consumer demands only. 
3.1.2 Further development of the compression heuristic 
In the original work on the compression heuristic, the pre-run simulation was run for a static 
length of time, which was chosen to be 1000 years (1.75 million hourly time steps). This was 
an arbitrary simulation period as it was selected based on obtaining 2000 reservoir failures for 
a bulk system with peak demand of 80 lis, a supply mains capacity of 1.2 times the peak 
demand (i.e. supply ratio of 1.2), a reservoir size of 12 h storage capacity, a fire rate of 6 










3.2 Investigation of latin Hypercube sampling 
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By plotting this graph, it can be determined for which strata sizes, the LHS is able to provide 
estimates of the failure frequency for which are reasonably close to that produced by Monte 
Carlo sampling. From the graph, it can be seen that with N = 1000, the results are completely 
out of bounds. This indicates that a strata size of 1000 intervals is too small to produce 
accurate results, and underestimates the failure frequency of the storage reservoir. N = 10,000 
falls within the boundary lines; however it appears to tend towards the lower 5% boundary. In 
contrast, N = 100,000 and N = 1,000,000 appear to be fairly stable, and provide failure 
frequency results which are close to the full MC average value. 
3.2.2 Convergence criterion for the simulation 
The convergence criterion used for the stochastic simulation using either Latin Hypercube or 
Monte Carlo sampling is based on the confidence interval method, which is fully described in 
Section 4.5. In summary, the simulation failure results converge once 
1.965/_ < 50L rn Y - 70 (3.1) 
where y is the mean time-to-failure, S is the time-to-failure standard deviation and n is the 
number of failures. 
Using this convergence criterion ensures that the simulation stops when there is a 95% 
certainty that the mean time-to-failure is within 5% of its true value. 
3.2.3 Comparison of Latin Hypercube sampling to Monte Carlo 
sampling 
Once Latin Hypercube sampling was incorporated into the stochastic analysis method, the 
next step was to determ ne whether it would be feasible to use it as a replacement for Monte 
Carlo sampling. This was investigated by comparing the accuracy of the stochastic results for 
both simulations. It was also necessary to compare the simulation times required for both 
sampling techniques as it would be pointless to use Latin Hypercube sampling if it failed to 
reduce the computational effort of the Monte sampling for this application. 
Table 3.1 shows the results for Latin Hypercube sampling with varying number of strata sizes, 
and they are compared to the results for the Monte Carlo sampling. For each sampling 
technique, the results for three different random seeds were obtained. The fire results, pipe 
failure results, and overall total reservoir failure results for the simulations using Latin 
Hypercube sampling are very close to those obtained for the simulations using Monte Carlo 
sampling. This indicates that Latin Hypercube sampling can be used instead of Monte Carlo 
sampling in the stochastic analysis. 










Table 3.1 Comparison of results for Latin Hypercube and full Monte Carlo sampling 
Sampling Fires Pipe failures Total reservoir failures 
Method Seed per annum Ave dur (h) Sd dur (h) per annum Ave dur (h) Sd dur (h) per annum Ave dur (h) Sd dur (h) 
0 6.0206 0.8429 0.6110 1.9312 5.0311 2.5714 1.8641 3.0741 2.3012 
Full MC 1 5.9889 0.837 0.6277 1.998 5.0087 2.5975 1.9028 3.1285 2.4345 
2 6.0514 0.8431 0.6168 1.9362 5.1151 2.5731 1.8463 3.1711 2.4067 
..................................................... _ ............ _ .... _.M ... _ ... _ ....... ..................... M ...................... ............................................ . ........................ ....................................... ........................................ .. ........ , ............................ • ................ H ••••• H .... H ............................ 
0 5.9155 0.8475 0.6312 1.942 4.9653 2.554 1.8838 3.1617 2.4063 
LHS, 
1 5.9772 0.8379 0.6037 2.0389 4.9071 2.4006 1.902 3.107 2.3416 
N = 104 
2 5.9912 0.8291 0.6165 1.9043 5.0499 2.5175 1.854 3.1352 2.3371 
• •• • •••••••••••••••• M ••• _ ......... •••••••• ................................... ..................... _ ••• _, •••••• _ ................... _ •••• H .................... H •••• " ..... H ................................ H ...................................................... ~ ....................... ...... .......... .... .................................. .......................................... ~ ............................................ .. •• M .............................. 
0 6.0309 0.8466 0.6267 2.0059 4.9792 2.5494 1.9151 3.1557 2.4504 
LHS, 
1 5.9763 0.8391 0.6056 1.9599 4.8966 2.3933 1.8948 3.1239 2.332 N = 105 
2 5.9786 0.8289 0.6182 2.0037 5.0598 2.5212 1.8903 3.1966 2.4521 
............................................. _ ....... ........................................................... _ ......... _ ... - . ..................... _ ......... ........................................................... ~ ....... ................................................................................. _ ....... 
0 6.0282 0.8467 0.629 1.9662 4.9783 2.561 1.8598 3.1696 2.4107 
LHS, 
1 6.0691 0.8386 0.6043 1.9452 4.9031 2.395 1.9392 3.1098 2.2992 
N = 106 
2 5.9348 0.8291 0.6183 2.0144 5.0643 2.5233 1.9297 3.1657 2.4195 










Besides comparing the reproducibility of the results, the simulation time required for Latin 
Hypercube sampling was compared to that for Monte Carlo sampling. Two times were 
recorded: the number of time steps (hours) simulated by the program, and the actual real time 
taken to complete the simulation. In Table 3.2, it is clear that Latin Hypercube sampling 
generally simulates fewer hourly time steps than the Monte Carlo sampling for the three 
random seeds tested. However, Monte Carlo sampling is actually faster than Latin Hypercube 
sampling in real time, as the Monte Carlo simulation takes approximately 450 seconds while 
the Latin Hypercube simulation takes approximately 500 seconds. A possible reason for the 
longer real simulation time of Latin Hypercube sampling is that it requires extra 
computational effort to generate each Latin Hypercube sample. Another reason is that Latin 
Hypercube sampling is generally used in problems where multi-dimensional Latin Hypercube 
samples are generated, whereas only one-dimensional Latin Hypercube samples are needed in 
this problem. Consequently, the benefit that can be gained from using Latin Hypercube 
sampling is not maximised. 
Table 3.2 Comparison of simulation times for Latin Hypercube sampling and full Monte Carlo sampling 
Sampling Time 
Method Seed Simulated (h) Actual (s) 
° 10,832,293 432.2 Full MC 1 12,057,164 480.5 
2 11,401,293 449.6 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••• , •••• " ........ m •••••••••••••••••••••••••••••••••• M ..... M._ .................... _ ••• _ ••• _ •••• _ ..... __ ................. _ ••••••••••••• _ ..... H ............. _ 
LHS, 
N = 104 
LHS, 
N = 105 
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From this investigation, it can be concluded that Latin Hypercube sampling does not provide 
a suitable alternative to Monte Carlo sampling for the stochastic analysis in this study. Even 
though it is able to produce similar results to Monte Carlo sampling, Latin Hypercube 
sampling does not appear to produce the required increase in computational speed. As a result, 
further work on Latin Hypercube sampling for this application of stochastic simulation was 
abandoned. 












In this chapter, a detailed description of the methodology used in the demands-only pre-run is 
provided. The chapter also focuses on any problems that were encountered and solved while 
developing the method. 
The demands-only pre-run serves two purposes. First of all, it determines the reservoir failure 
results due to consumer demands. The pre-run function computes the demands failure 
frequency for the storage reservoir, while the events run calculates the events failure 
frequency. In the events run, the demands failure frequency is extracted from the pre-run 
simulation and combined with the events failure frequency to give the total failure frequency 
for the bulk supply system. 
In addition to computing the demand failure results, the pre-run function is responsible for 
generating a lookup table of the reservoir level distribution at the start of each week (Sunday 
04hOO) in the simulation. The events run will use this lookup table to set the initial reservoir 
level at the start of each fire or pipe failure event. 
4.1.1 Description of the pre-run algorithm 
A flowchart of the algorithm for the demands pre-run is provided in Figure 4.1. At the start of 
the pre-run, the reservoir data structure is initialised by taking a range of supply ratios and 
reservoir capacities as input variables. 
Following the initialisation, for each supply ratio, the pre-run loops through each of the 
reservoir capacities, and performs the stochastic analysis using Monte Carlo sampling. In the 
stochastic analysis model, the system parameters for the supply inflow and the reservoir 
volume are initialised, and the time of day is set to zero. The consumer demand is calculated 
and the reservoir level is updated for each hourly time step. If a failure occurs, then it is 
recorded, and the demand failure results are updated. The storage level in the reservoir is also 
recorded every Sunday 04hOO. When the stochastic analysis is completed for the current set 
of supply ratio and reservoir capacity, the lookup table for the reservoir level distribution 
curve is generated. 
Once the demand failure results for all the supply ratios and reservoir capacities have been 
obtained, an exponential curve is fitted to the demands failure results. The coefficients for the 
exponential equations are saved for use in the events run. 
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Generate reservoir level curve 
Fit exponential curves to failure frequencies 
Figure 4.1 Flowchart for the demands-only pre-run 










4.2 Representing the system variables 
The purpose of the pre-run is to obtain the failure results and obtain curves of initial storage 
reservoir levels for a series of supply ratios and reservoir sizes. In this section, the required 
input variables for the pre-run function are discussed. Following this, a description of the 
output variables will be provided with an explanation of the data structures used. 
4.2.1 Input variables 
The pre-run takes in the stochastic demand parameters as input variables. These input 
variables are the seasonal peak demand (Dpeak ), the daily and hourly autocorrelation 
coefficients (CPD and CPH), and the daily and hourly standard deviations (aD and aH)' Besides 
the stochastic parameters, the range of supply ratios and reservoir capacities to be analysed 
are also included as input variables. 
Determining the range of supply ratios 
Each bulk supply system will have its own pipe configuration and diameter. In this design 
model, seven different configuration options are available, ranging from a single pipe, to two 
and three pipes in parallel, to two and three pipes in parallel with a varying number of 
interconnection pipes. The pipe diameter options depend on the number of commercially 
manufactured pipe sizes that are available. Each pair of pipe configuration and pipe diameter 
options will have an associated total supply inflow into the storage reservoir, and thus an 
associated supply ratio. 
Prior to the commencement of the pre-run, the designer is requested to input a total system 
head H, total pipe length for the system to be analysed L, and Hazen-Williams coefficient CH . 
An illustration example of designer input values into the model is shown in Table 4.1. 
Table 4.1 Example of designer input values 
User Input: 
Seasonal peak demand, Dpeak (Ljs) : 80 
Total system head, H (m) : 30 
Pipe length, L (m) : 1000 
Hazen-Williams coefficient, CH : 120 
For the range of commercially available pipe diameters D, the pipe flow Q through a single 
pipe can be calculated, using the Hazen-Williams headloss formula: 
(
H)O.S4 
Q = O.0885nCH D 2.63 L 












The pipe flow Q calculated is for a single pipe; therefore, for two pipes in parallel it is 
multiplied by two, and for three pipes in parallel it is multiplied by three. This is applicable 
for pipes in parallel both with and without interconnections. 
The corresponding supply ratios for each pipe diameter and the different number of pipes in 
parallel can be calculated by dividing each inflow rate by the average demand. The range of 
supply ratios obtained for each combination of configuration and diameter can be highly 
varied. At this stage, it is necessary to eliminate the pipe diameters which will provide 
infeasible supply ratios. There are two extremes of supply ratios which are infeasible to use in 
the stochastic analysis. The first extreme is a very small supply ratio, typically less than one. 
If the supply into the reservoir is less than the demand out of the system, then the supply 
inflow will never be able to fill the reservoir and it will often be empty. The other extreme is 
when the supply ratio is very large, thereby ensuring that the supply capacity is greater than 
or equal to the maximum system demand. In this case, no balancing storage is necessary. 
Deterministic design guidelines often use a fixed supply ratio in the sizing of the feeder pipe. 
As noted by N el & Haarhoff (1996), feeder capacity is generally taken as 1.5 times the annual 
average daily demand (AADD) in South Africa, equivalent to one times the seasonal peak 
demand. In the sensitivity analysis of a recent stochastic study, van Zyl et al. (2010) 
suggested the use of a typical supply ratio of 1.5 under seasonal peak conditions, with a lower 
bound value of 1.1 and an upper bound of 2. The lower and upper bound supply ratios were 
used as a guide to determine which pipe diameters would be feasible and retained for 
selection in the optimization run. This resulted in the use of the following two conditions 
where a diameter was eliminated if: (1) the supply ratio for a single pipeline was greater than 
the upper bound; or (2) the supply ratio is less than one for three parallel pipes. Condition (2) 
ensures that a small pipe size is included even if its supply ratio for a single pipeline is less 
than one, because of the possibility of a configuration with three parallel pipes being selected 
in the optimization. The pipe diameters that are not eliminated in the illustration example 
(with input values shown in Table 4.1) are highlighted in Table 4.2. For the illustration 
example, the range of supply ratios arranged in ascending order would be SR = {0.51, 0.91, 
1.02, 1.52, 1.64, 1.83,2.74,3.28, 4.92}. 
Table 4.2 Supply inflow rate and supply ratios calculated for the illustration example, indicating which 
diameters are eliminated 
Program Calculates: 
D (mm) Qi (Ljs) Q2 (Ljs) Q3 (Ljs) SRi SR2 SR3 Eliminate? 
90 8.94 17.88 26.82 0.11 0.22 0.34 Y 
110 15.15 30.3 45.45 0.19 0.38 0.57 Y 
160 40.6 81.2 121.8 0.51 1.02 1.52 N 
200 73.02 146.04 219.06 0.91 1.83 2.74 N 
250 131.31 262.62 393.93 1.64 3.28 4.92 N 
300 212.11 424.22 636.33 2.65 5.30 7.95 Y 
350 318.16 636.32 954.48 3.98 7.95 11.93 Y 
400 452.03 904.06 1356.09 5.65 11.30 16.95 Y 










Choosing the range of reservoir storage capacities 
Unlike the range for the supply ratios, the range for the reservoir sizes can be selected by the 
designer. The designer is requested to input a minimum and maximum reservoir capacity in 
hours of storage, and a step size for the intermediate reservoir capacities. If the designer 
inputs the minimum as 3 hours of storage and the maximum as 12 hours of storage, with a 
step size of 3 hours, then the range of storage capacities is: RC = {3, 6, 9, 12} h. 
Pre-run input grid 
After they are selected, the range of supply ratios and reservoir capacities are entered as input 
variables into the demands pre-run function. The range of supply ratios and reservoir 
capacities provide the structure for the reservoir data output. 
4.2.2 Output variables 
For the range of supply ratios and reservoir capacities, the pre-run function produces matrices 
for the demand failure results and the reservoir level values. A typical grid is shown in Figure 
4.2. 
RC 
3h I 6h I 9h I 12 h 
0.51 
0.91 
1.02 • Number of failures 
1.52 • Simulated hours 
SR 1.64 • Failure frequency 
1.83 • Convergence ratio 
2.74 • Full reservoir fraction 
3.28 
4.92 
Figure 4.2 Typical grid of SR-RC matrix for failure results 
In each cell of the grid, there is a demand failure result corresponding to each row (supply 
ratio) and each column (reservoir capacity). The demand failure results that are recorded in 
this two-dimensional matrix structure are the number of demand failures that occur, the 
number of simulated hours, the failure frequency and the convergence ratio. How each of 
these failure results is obtained is described later in this chapter. The full reservoir fraction 
results also follow this structure. 
Two three-dimensional matrices are created for the reservoir level results (Figure 4.3), one 
for the top of bin (i.e. the set of upper limits for each reservoir level category) for each pair 
of supply ratio and reservoir capacity, and one for the relative cumulative frequency (or 
probability of nonexceedance) of the reservoir levels. The top of bin and relative cumulative 










frequency variables consist of a vector with ten elements. Therefore for a range of nine 
supply ratios and a range of four reservoir capacities, the three-dimensional matrix will 
contain 9 x 4 x 10 elements. 
Outputs: 
• Top of Bin 





Figure 4.3 Matrix for reservoir level results 
The output results obtained from the pre-run function will be entered as input variables into 
the main events function, keeping the same data structure. This data structure allows a simple 
and uniform format for easy referencing in the events function. 
4.3 Recording demand failures 
Reliability in this study is expressed in terms of the failure frequency of the storage reservoir, 
where high reliability corresponds to low failure frequency. The demands failure frequency 
from the pre-run and the events failure frequency from the events run are combined to give 
the total failure frequency for the compression heuristic. This section describes how demand 
failures are recorded and how the demands failure frequency is computed. 
In the pre-run function, only demand failures are recorded and analysed. No fire or pipe 
failure events are simulated, therefore there are no failures caused by events in the pre-run. 
Only the consumer demand model is used for the pre-run simulation. In the consumer 
demand model, the daily demand is calculated at the start of each day. In each time step 
(hour), the hourly demand is then determined and used to update the volume of the reservoir. 
If the volume is less than zero, i.e. the reservoir is empty, then it has failed. When a failure 
occurs, the following quantities are recorded: the number of failures, the time-to-failure 
(TIF), the mean time-to-failure (MTIF) and the time-to-failure standard deviation (STTF). 
These quantities are used to determine when the failure results have converged and the pre-
run is terminated. The failure ends once there is a net inflow into the reservoir. 
The MTTF represents the average of the TTF between each system failure (i.e. years between 
the beginning of one failure and beginning of the next). The reciprocal of the MTTF is thus 
taken to convert the MTTF to the annual average number of failures or failure frequency, 
represented by failures per annum. This is expressed in the following equation: 










failure frequency = _1_ 
MTTF 
(4.2) 
It is necessary to note here that while the failure frequency could be directly obtained from 
the simulation, the mean time-to-failure is used instead. The reason for using mean time-to-
failure is discussed in Section 5.8. 
4.3.1 Exclusion of failure duration as a sizing parameter 
It is worthwhile to note that in previous studies on storage reservoir sizing using stochastic 
analysis (van Zyl et al. 2008; Chang & van Zyl, 2010), both the failure frequency (average 
annual number of failures) and the average failure duration were computed and recorded. In 
this study, however, it was felt that failure duration should be excluded as a parameter. 
Van Zyl et al. (2008) referred to work done on formulating reliability requirements for water 
supply systems by Kwietniewski & Roman (1997). Kwietniewski & Roman (1997) identified 
three reliability criteria based on data analysis of consumers' feelings on threats to sanitary 
health, comfort and good living conditions. These reliability criteria were failure frequency, 
mean repair time, and proportion of time for which water is available. They surveyed 100 
families to find that 74% of consumers considered a 24 h interruption to supply once a year 
'tolerable'; while only 55% of consumers found two 12 h failures tolerable. This suggests 
that from the consumer's point of view, the number of failures is more significant than the 
failure duration. 
In their own work, van Zyl et al. (2008) provide further motivation for why it is adequate to 
use failure frequency as the only reservoir sizing parameter. Their results indicated that the 
average annual number of failures is very sensitive to the reservoir capacity. In contrast, they 
found that the average failure duration does not vary much with storage capacity, and is not a 
suitable parameter for determining the required reservoir capacity. Following this reasoning, 
failure duration was therefore not included in the reliability analysis. By excluding the failure 
duration, the extra computational effort and time to calculate it can be eliminated. 
4.4 Generating the reservoir level curve lookup table 
Apart from simulating the reservoir failure behaviour caused by consumer demand 
parameters only, the pre-run function is also responsible for creating a distribution curve of 
the storage reservoir level at the beginning of the week, which is produced in the form of a 
lookup table. This distribution curve will be needed in the events run. When a fire or pipe 
failure event occurs, the events run proceeds to the beginning of that week in which the event 
takes place and extracts the initial reservoir level from the distribution curve or lookup table. 
Once the initial reservoir level has been determined, the events run continues to simulate the 
critical period in full. 
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Schuyler (1997) suggests the use of the standard error o/the mean (SEM) statistic as a Monte 
Carlo stopping rule: 
SEM=.!.... ..;n (4.3) 
where s is the standard deviation of the variable of interest, and n is the number of trials in 
the simulation. Schuyler (1997) recommends that a good rule-of-thumb stopping rule is to run 
the simulation until the standard error of the mean is less than 1 % of the mean. Although this 
method seems like a good starting point, it is not commonly used in the literature. It also fails 
to provide an estimate of the confidence level of the results. 
In a number of texts on probability (Snedecor & Cochran, 1989; Ott & Longnecker, 2008), it 
is stated that to find the sample size for a variable, the following equation can be used: 
(4.4) 
where n is the sample size, E is the allowable error, z is the z-value corresponding to the 
selected level of confidence and s is the standard deviation. This confidence interval method 
appeared to be worth investigating further as it allows the user to select an allowable error, as 
well as select the level of confidence for the estim te. 
4.5.2 Convergence criteria used in previous stochastic models 
In the stochastic analysis model by van Zyl et al. (2008), it was found that the reservoir 
failure properties were consistently within 5% of the ultimate values when the number of 
reservoir failures exceeds 2000; and consequently, all results were based on a minimum of 
2000 reservoir failure events. Similarly, Chang & van Zyl (2010) terminated the stochastic 
analysis model in their study when 2000 failure results were obtained or the run duration was 
reached. Van Zyl et al. (2008) investigated the failure results further to find that the data 
followed a Weibull distribution which could be used to formulate an expression for the 
minimum number of reservoir failures required to ensure reliable results. This expression was, 
however, based on failure duration, which has been excluded from this study. Therefore, the 
expression was not considered for use in the simulation. Instead, an alternative expression 
based on the confidence interval method was used. 
4.5.3 Termination criteria for this study 
As previously discussed, it is necessary to determine how accurate or precise the estimate 
should be, and therefore a decision must be made on how large an error can be tolerated. This 
requires careful thinking about how the estimate will be used and also the consequences of a 
significant error. In most applications an allowable error of 5% is used. 










The allowable error must then be expressed in terms of confidence limits. For 95% 
confidence limits computed from a sample mean, assumed normally distributed: 
_ + 1.96S 
y - ..fii 
where y is the sample mean and S is the standard deviation. 
(4.5) 
For the purposes of this study, it was decided to reformulate the above expression so that it 
could be used as a convergence criterion for the simulation. Assuming that a 5% error would 
be allowed, the new convergence criterion is defined as follows: 
1.96S/_ < 50L ..fii Y - 70 (4.6) 
This expression ensures that the simulation is terminated when the estimated failure 
frequency falls within 5% of its true value. 
The above expression cannot be used as the sole criterion for termination of the simulation. 
This convergence criterion works effectively for bulk water supply systems with low 
reliability, and thus reservoirs with a large number of failures. In the case of a highly reliable 
system, the storage reservoir may seldom fail or not fail at all, and the failure result may take 
an extremely long time to converge to within 5% of its true value or it might never converge. 
As a result, additional termination criteria must be used. 
The next termination criterion that was used depends on the maximum desired reliability of 
the system. The maximum desired reliability is a limit set by the designer, and ensures 
termination of the pre-run or events run for systems with high reliability. The termination 
criterion makes use of the upper confidence limit. If the upper confidence limit is greater than 
the maximum time-to-failure set by the designer, then the run is forced to stop. This criterion 
is expressed as: 
- + 1.96S > TTF Y ..fii max (4.7) 
where y is the mean time-to-failure, S is the time-to-failure standard deviation, n is the 
number of failures, and max TT F is the maximum time-to-failure. 
In the study by van Zyl et al. (2008), a design criterion of one failure in 10 years under 
seasonal peak conditions was proposed. If this design criterion is used then the designer is 
interested in a level of reliability of 10 years between each failure. It is recommended then 
that the designer sets the maximum time-to-failure to be larger than the interested level of 
reliability, such as max TTF equal to 100 years (i.e. one failure in 100 years). 










The designer is also given the option of directly dictating the simulation duration of the pre-
run and events run. This run duration is entered in terms of the number of days of simulation. 
The designer is allowed this option so that a fixed period of interest can be analysed. 
However, allowing the designer to dictate the simulation duration also ensures that if neither 
of the above expressions causes the simulation to end, then it will when the duration selected 
by the designer is reached. This was the final condition for termination. 
4.5.4 Exclusion of reservoir level convergence as a termination 
criterion 
In the pre-run, two outputs are generated, namely the demands failure frequency and the 
reservoir level distribution curve. To ensure that the demands failure frequency result is 
reliable, an expression was developed to ensure that it converges. The same expression can be 
used to obtain convergence of the reservoir level distribution. Thus, if the termination criteria 
for the pre-run were to include convergence of the reservoir level distribution, then the 
program would only end once both the demands failure frequency and reservoir level 
distribution converge. 
In this subsection, the feasibility of using the convergence of the reservoir level distribution 
as a termination condition for the pre-run is investigated. This investigation is necessary to 
determine whether the accuracy and reliability required for the reservoir level distribution 
curve outweighs the extra computational resources needed to achieve this accuracy. 
For this investigation, the failure frequencies and the reservoir level distribution lookup tables 
were compared for the pre-run (i) when both the failure frequency and the reservoir level 
distribution curve converge, and (ii) when only the failure frequency converges. These 
comparisons were made for a set of supply ratios, SR = {0.8; 0.9; 1.0; 1.1; 1.2; 1.3; 1.4}, and 
a set of reservoir capacities, RC = {4; 6; 8; 10; 12; 14; 16} h. Also noted, were the times 
taken for the pre-run to converge under both instances. 
It was found that for moderate supply ratio values (SR between 1 and 1.4), either the failure 
results take longer to converge than the reservoir level, or both values do not converge by the 
time the period of analysis is completed. This means that both convergence scenarios (i) and 
(ii) will have the same demands failure frequency and the same reservoir level lookup table. 
For large supply ratios (SR approximately greater than 1.4), the reservoir is never not full, 
that is, it is always full on Sunday 04hOO. As a result, no reservoir level can be measured for 
the distribution curve. When examining the results for very small supply ratio values (SR less 
than 1.0), it was found that the failure results converge before those of the reservoir level. It is 
for these small supply ratios that reservoir level convergence is relevant. The systems where 
the supply ratios are less than one are not feasible solutions; nevertheless they are 
investigated because they may appear in the pre-run grid for single pipe systems that have a 
small diameter. 










The question that must be answered is whether using convergence of failure results only is 
sufficient, without allowing the reservoir level distribution curve to converge. In Table 4.3, 
the percentage difference of the failure frequencies between the two convergence scenarios is 
presented. For the systems tested, the percentage difference between results is less than 5%, 
with the maximum difference between the two convergence scenarios being 2.91 % (when 
SR = 0.9 and RC = 16 h). This indicates that the demands failure frequency is not highly 
affected by the convergence of the reservoir level distribution. 
Table 4.3 Percentage difference of failure frequencies 
RC (h of storage) 
SR 4 6 S 10 12 14 16 
O.S 1.04 0.91 1.49 1.17 1.99 1.S7 1.69 
0.9 0.S3 0.31 0.15 0.07 1.17 1.99 2.91 
1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
1.1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
1.2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
1.3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
A comparison of the lookup tables obtained shows that for a couple of the bins in some of the 
systems the percentage difference is quite large. For example, for a system with a supply ratio 
of 0.8 and reservoir capacity of 8 h, the difference between convergence scenario (i) and (ii) 
is 44.55% in bin 1 (Table 4.4). However, for the rest of the bins, the percentage difference is 
less than 5%. The percentage difference does not exceed 5% in other systems, as in the case 
for a system with supply ratio of 0.9 and reservoir capacity of 16 h (Table 4.5). Note that the 
large percentage difference of 44.55% in Table 4.4 actually corresponds to an absolute 
difference of 0.0495, which is fairly insignificant. Thus it appears that it is not necessary that 
the reservoir level has to converge, and that the reservoir level lookup table obtained from the 
pre-run just after the failure results converge is satisfactory. A full set of reservoir level 
distribution comparisons is available in Appendix A. 
Table 4.4 Percentage difference - reservoir level lookup table (SR = O.S & RC = Sh) 
Bin (i) (ii) % 
1 0.0616 0.1111 44.55 
2 0.7773 0.7407 4.94 
3 0.9905 0.9630 2.S6 
4 0.9953 0.9630 3.35 
5 0.9953 0.9630 3.35 
6 0.9953 0.9630 3.35 
7 0.9953 0.9630 3.35 
S 0.9953 0.9630 3.35 
9 1.0000 1.0000 0.00 
10 1.0000 1.0000 0.00 











Table 4.5 Percentage difference - reservoir level lookup table (SR = 0.9 & RC = 16h) 
Bin (i) (ii) % 
1 0.2971 0.3082 3.60 
2 0.9710 0.9686 0.25 
3 0.9964 0.9937 0.27 
4 0.9964 0.9937 0.27 
5 0.9964 0.9937 0.27 
6 0.9964 0.9937 0.27 
7 0.9964 0.9937 0.27 
8 1.0000 1.0000 0.00 
9 1.0000 1.0000 0.00 
10 1.0000 1.0000 0.00 
From this investigation, it can be concluded that convergence of failure results is the most 
important factor to consider when determining the termination criteria of the pre-run 
simulation. It is not necessary to have the convergence of the reservoir level distribution as a 
termination criterion. To include it as such, might result in the pre-run taking longer to run 
under some circumstances, such as for larger supply ratio values. 
4.5.5 Summary of termination conditions 
The investigation of convergence theorems and Monte Carlo stopping rules assisted in 
determining how long each simulation should be. Through research into the use of confidence 
limits and sample sizes in statistical methods, and the testing of possible conditions for 
termination, the conditions for termination of simulations in this study were established. In 
summary, a simulation is terminated if one of the following conditions is met: 
1 1.96S/_ < SOL. . rn Y - 70, 
2 - 1.96S TTF . Y + rn > max ; or 
3. Time t > duration chosen by the designer. 
These termination conditions are used in the demands pre-run, as well as the main events run. 
4.6 Curve fitting to demands failure frequency data 
As part of the pre-run, failure frequency results were generated for a matrix of supply ratios 
and reservoir sizes. The program is then required to produce a failure frequency equation for 
each of these supply ratios, such that the equation's input variable will be the reservoir size 
and the output variable will be the demands failure frequency. These equations are obtained 
by fitting a curve to the demands failure results for reservoir sizes with the same supply ratio. 










A couple of curve fitting methods were explored to determine which would be best for this 
application. From the study by van Zyl et al. (2008), it was found that an exponential curve 
could be fitted to the number of failures per annum versus the reservoir capacity. Therefore, it 
was decided that the use of an exponential model, which is a nonlinear model with the form 
y = C e AX , would be explored. Initially, the in-built curve fitting tools in Matlab were used to 
fit an equation to the failure data. To verify the equations produced by Matlab, the Excel 
curve fitting tool was also used to fit an equation. It was surprising to find that different 
equations were given as solutions to this problem. After further investigation, it was 
discovered that Excel and Matlab make use of different curve fitting methods for nonlinear 
models. 
Excel uses the data linearisation method. This involves using a log transform and fitting a 
linear fit on the log scale. So an exponential curve of the form y = C e Ax is transformed into a 
linear equation Y = AX + B, where Y = In y, X = x, B = In C. On the other hand, Matlab 
fits using a nonlinear fit on the original scale, but with the linear fit as an initial estimation. 
This curve fitting technique is known as the nonlinear least squares method. 
This section investigates which of the two methods is most appropriate for the application of 
fitting an exponential equation to the demands failure frequency. 
4.6.1 Argument against using a linear fit 
One of the flaws of fitting nonlinear models by transforming to linearity is that it can be 
highly affected by outliers. In some cases, an observation might not be an outlier in the 
original data, but once it undergoes a log transform, the y-value of that observation may be 
'stretched out' more than the neighbouring points. This is because the log is a very nonlinear 
transform. As a result symmetric measurement errors on the original scale become more 
asymmetric on the log scale (MathWorks, 2011). A linear fit on the log scale will thus be 
affected greatly by that outlier. 
This discussion provides an explanation for why the two fits are different. However, a 
question which follows naturally from this discussion is: which fit is 'correct'? MathWorks' 
(2011) answer is that in the log transform, the y-values of the observations are affected by 
multiplicative errors which are not symmetric, and therefore least squares on the original 
scale would not be appropriate. However, if a log transform was used, the errors would be 
symmetric on the log scale, and the linear least squares fit on the log scale is appropriate 
(MathWorks, 2011). Accordingly, the 'correct' method then depends on the assumptions 
made about the data. If the noise term (error) is small in comparison to the trend, the log 
transform is 'locally linear' insofar as the y-values near the same x-values will not be 
stretched out too asymmetrically, which means that the two methods would basically give the 
same would fit. However, if the noise term is significant, sensible assumptions must be made 
and a suitable fitting method must be chosen (MathWorks, 2011). 
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Besides seeing how closely the predicted values related to the observed values for the failure 
frequency, the actual exponential equations that were generated were studied. These were 
examined so that a confirmation could be made whether the nonlinear least squares method 
would be more appropriate or not. In addition, it would be used for further confirmation of 
whether the data used for curve fitting needs to have converged or not. 
The exponential equations for curves fitted to all the available data are: 
Linear fit: y = 816.0783e-0.5364x (4.8) 
Nonlinear fit: y = 582.2837e-o.4494x (4.9) 
The exponential equations for curves fitted to the converged data only are: 
Linear fit: y = 661.7805e-O.4986x (4.10) 
Nonlinear fit: y = 582.1811e-o.4493x (4.11) 
As can be seen above, the linear fit with the log transform method provides two very different 
exponential equations for curves fitted to the available data (Equation 4.8) and converged 
data (Equation 4.10). This is a marked contrast to the exponential equations produced by the 
nonlinear least squares method (Equations 4.9 and 4.11), as the coefficients in both nonlinear 
fit equations are very similar. This result indicates that the nonlinear least squares technique 
provides a more stable and accurate fit, and that it is not as volatile as the log transform 
method. This result is also an indication that even if all the failure results have not converged 
fully, they can still be used for the purposes of curve fitting if the nonlinear fit is used. 
However, it is recommended that, where possible, only converged data is used for curve 
fitting purposes. It is concluded that the most appropriate curve fitting technique for this 
application is the nonlinear least squares method. 










5 Events Run 
This chapter gives an overview of the events run. It provides a brief description of the 
methodology used to find the events failure frequency. The sections in this chapter present a 
more detailed understanding of the method, as well as a report of the issues encountered 
during the development of the events function. 
5.1 Introduction 
The compression heuristic model consists of an events run in addition to the pre-run. The 
premise behind the compression heuristic is that the computational effort taken to find the 
reliability of a bulk water supply system using full stochastic analysis can be reduced. It aims 
to achieve this by using the main events run to fully simulate the critical time periods in 
which there is a fire or pipe breakage affecting the operation of the storage reservoir. It is 
assumed that most reservoir failures happen in these periods because of the combined effect 
of high consumer demand, and demand for fire-fighting purposes r loss of supply due to a 
pipe break. These critical periods form only a fraction of the simulation duration for the full 
stochastic analysis, therefore it is expected that the computational effort and time taken to run 
a full simulation can be diminished. 
Since only the critical periods are simulated, it means that the intermediate time between 
events is not simulated in the events run. The output of the events run is thus the events 
failure frequency. Even though the events run does not simulate the time between events, this 
intermediate time, when only consumer demand affects the reservoir operation, cannot be 
disregarded. Therefore, a pre-run function, which was discussed in length in Chapter 4, is 
used to determine the demands failure frequency for the system. To measure the bulk supply 
system's total reliability in terms of failure frequency, the demands failure frequency is 
combined with the events failure frequency obtained from the events run. The development 
of the events run is presented in this chapter. 
5.1.1 Description of the events algorithm 
Figure 5.1 shows a flowchart of the algorithm for the events run. Unlike the demands pre-run 
which simulates the system behaviour for a matrix of supply ratios and reservoir capacities, 
the events run finds the events failure results for a single supply ratio and reservoir capacity. 
The first step in the events run consists of the initialisation of system parameters related to the 
results obtained from the pre-run function. The demands failure frequency for the current 
system is calculated from the exponential curves fitted to the pre-run demand failures. In 
addition, the full fraction for the reservoir and the lookup table of the reservoir level 
distribution are obtained. The supply inflow into the storage reservoir and the reservoir 
volume are also initialised. 










After initialisation, the first event is generated. The events run goes to the first event and the 
time t is set to the hour of the beginning of the event. At this point, the initial reservoir level 
at the start of the event (Sunday 04hOO = day 1, hour 4) is retrieved. The hourly consumer 
demand, fire demand and supply inflow into the reservoir are then calculated. The reservoir 
level is updated and any system failures are recorded. A check is made to see if the event has 
ended. If the conditions for ending the current event are met, then the stochastic model 
continues with the next event. 
Once the events run meets the conditions for terminating the simulation, then the events 
failure frequency and the demands failure frequency are combined to give the total failure 
frequency for the system. 











Initialise system parameters: 
- Calculate demand failure results from pre-run 
- Obtain full fraction for reservoir 
- Obtain reservoir level distribution curve 
- Initialise supply pipe inflow 
- Initialise tank volume 
- Initial time t = start of first event 
Go to next event 
Generate initial tank level at day 1, hour 4 
For next time step: 
- Calculate demands & inflow 
- Update tank levels 




Combine demands and events failure frequency 
Stop 
Figure 5.1 Flowchart for the events run 










5.2 Input variables and initialisation 
The events run is different to the demands-only pre-run in that it does not perform reliability 
analysis on a grid of systems. It analyses the reliability of a single system with an individual 
supply ratio and reservoir capacity as input values instead. However, the pre-run output 
results for the grid of systems are needed as input variables in the events run. These input 
variables are the tables for the demands failure frequency, the full reservoir fraction and the 
reservoir level distribution curve. 
The demands failure frequency, full reservoir fraction and lookup table for the reservoir level 
distribution must be initialised for the system that is to be analysed. The system will have a 
given supply ratio and reservoir capacity that lies in the range of values evaluated in the pre-
run. The range of supply ratios and reservoir capacities analysed in the pre-run are discrete, 
therefore the results are also discrete. It is possible that the system analysed in the events run 
has supply ratio and reservoir capacity values that do not lie precisely on one of the discrete 
values in the pre-selected range. Consequently, the events run must find the demands failure 
frequency, full reservoir fraction and reservoir level lookup table f r the given supply ratio 
and reservoir capacity. 
For the given supply ratio, two scenarios were identified: 
• The given supply ratio is equal to a discrete value in the pre-run grid; or 
• The given supply ratio lies between two discrete values in the pre-run grid. 
Similarly, two scenarios were identified for the given reservoir capacity: 
• The given reservoir capacity is equal to a discrete value in the pre-run grid; 
• The given reservoir capacity lies between two discrete values in the pre-run grid. 
Depending on which scenario is applicable for the supply ratio and reservoir capacity, 
different methods were used to find the demands failure frequency, full fraction and reservoir 
level lookup table. 
There are four possible combinations of the different scenarios described above: 
1) Both the given supply ratio and reservoir capacity are equal to discrete values in the 
pre-run grid; 
2) Only the supply ratio is equal to a discrete value in the pre-run grid; 
3) Only the reservoir capacity is equal to a discrete value in the pre-run grid; 
4) Both the given supply ratio and reservoir capacity lie between two discrete values in 
the pre-run grid. 
As an example to explain the parameter initialisation in the events run, suppose the pre-run 
grid has the supply ratios, SR = {1.1; 1.2}, and the reservoir capacities, RC = {4; 8} h. The 










pre-run computes the exponential equations for the demands failure frequency as the 
following: 
• For SR = 1.1: 
• For SR = 1.2: 
y = 603.833e-O.3311X 
y = 726.193ge-O.5092x 
(5.1) 
(5.2) 
The full reservoir fraction for each pair of supply ratio and reservoir capacity is shown in 
Table 5.1. 
Table 5.1 Full reservoir fraction for example 
RC [h) 
4 ! 8 
I SR I 
1.1 0.2890 0.1621 ...................... 
1.2 0.5725 0.5012 
The reservoir level distribution lookup table for each pair is shown in Table 5.2 to Table 5.5. 
Table 5.2 Reservoir level distribution for example, SR = 1.1 and RC = 4 h 
Bin 
Probability of Initial level 
nonexceedance (h of storage) 
1 0.4 0 
2 0.8 0 
3 1.2 0.0036 
4 1.6 0.0036 
5 2.0 0.0468 
6 2.4 0.1906 
7 2.8 0.4496 
8 3.2 0.7590 
9 3.6 0.9209 
10 4.0 1 
Table 5.3 Reservoir level distribution for example, SR = 1.1 and RC = 8 h 
Bin 
Probability of Initial level 
nonexceedance (h of sto rage ) 
1 0.8 0 
2 1.6 0.0014 
3 2.4 0.0637 
4 3.2 0.3029 
5 4.0 0.4523 
6 4.8 0.5742 
7 5.6 0.6939 
8 6.4 0.7997 
9 7.2 0.9148 
10 8.0 1 










Table 5.4 Reservoir level distribution for example, SR = 1.2 and RC = 4 h 
Bin 
Probability of Initial level 
nonexceedance (h of storage) 
1 0.4 0 
2 0.8 0 
3 1.2 0 
4 1.6 0 
5 2.0 0.0056 
6 2.4 0.0280 
7 2.8 0.0924 
8 3.2 0.3221 
9 3.6 0.6692 
10 4.0 1 
Table 5.5 Reservoir level distribution for example, SR = 1.2 and RC = 8 h 
Bin 
Probability of Initial level 
nonexceedance (h of storage) 
1 0.8 0 
2 1.6 0 
3 2.4 0.0086 
4 3.2 0.0805 
5 4.0 0.2019 
6 4.8 0.3050 
7 5.6 0.4430 
8 6.4 0.6001 
9 7.2 0.7835 
10 8.0 1 
To illustrate what would happen for combination (1), assume that the given supply ratio is 1.2 
and the given reservoir capacity is 8 h. The exponential equation for SR = 1.2 (Equation 5.2) 
is retrieved from the pre-run and the reservoir capacity is substituted into the equation to give 
the demands failure frequency of 12.3569. The full reservoir fraction and reservoir level 
lookup table are both the same as that produced in the pre-run for the given supply ratio and 
reservoir capacity. 
Now, let the given supply ratio be 1.2 and the given reservoir capacity be 6 h. This is an 
example of combination (2), where the supply ratio is equal to a discrete value in the pre-run 
grid, while the reservoir capacity lies between two discrete reservoir capacity values in the 
pre-run grid. To get the demands failure frequency for the system, the given reservoir 
capacity is substituted directly into the exponential equation for the supply ratio (SR = 1.2), 
giving a value of 34.2134. To get the full fraction for the system, the full fraction is found for 
the supply ratio and the first reservoir capacity value from the pre-run grid, in addition to the 
full fraction for the supply ratio and the second reservoir capacity. From Table 5.1, this gives 
0.5725 for SR = 1.2 and RC = 4 h, and 0.5012 for SR = 1.2 and RC = 8 h. The final full 
fraction is obtained through linear interpolation between these two full fractions, giving 
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A = 1/ (fireSperAnnUm) 
365X24 
(5.4) 
The number of fires per annum (firesPerAnnum) can be varied. For the base example in this 
study, firesPerAnnum is taken to be six, which results in a rate parameter A of 1460. 
For each fire event, the fire duration is determined by the function calc_fireDuration. It 
uses a log normal distribution with probability density function: 
(5.5) 
where T is the duration of the event, f1 is the mean of the natural logarithms of the duration, 
and a is the standard deviation of the natural logarithms of the duration. In this project, the 
same statistical parameters are used as the study by van Zyl et al. (2008), where f1 = -0.393 
and a = 0.66. 
The fire flow for each fire event is also modelled with a log normal distribution in the 
function calc_fireFlow. The statistical parameters for the fire flow function are f1 = 1.31 
and a = 1.31, as determined by van Zyl et ai. (2008). 
5.3.2 Generating pipe failure events 
A pipe failure event occurs when a pipe breakage happens in the feeder pipe system 
supplying water into the storage reservoir. When there is a pipe failure, the supply inflow into 
the storage reservoir is either partially reduced to a fraction of its full flow rate or completely 
reduced to zero, depending on the pipe configuration. As a result, even if the water demand 
remains constant, the storage reservoir will still be unable to provide adequate supply to the 
users. 
In the stochastic model, the time between successive pipe failures is determined by the 
function calc_timeToNextFailure, which is also based on an exponential distribution 
(Equation 5.3). Resembling the expression for the fire event, the rate parameter A can be 
determined with the formula: 
A = 1/ (failUresperAnnUm) 
365x24 
(5.6) 
where failuresPerAnnum = 2, for the base example, which gives a rate parameter A of 4380. 
calc_failureDuration is the function that calculates the duration of each pipe failure event 
using a lognormal distribution (Equation 5.5). The statistical parameters in this function are 
f1 = 1.49 and a = 0.48 for the base example (van Zyl et ai., 2008). 










5.3.3 Determining the next event 
After both the next fire event and next pipe failure event have been generated, it is necessary 
to decide which of the two happens first, that is, which event is the first to be simulated in the 
stochastic analysis model (or nextEvent). The next event in the model is the fire event if its 
start time is earlier than the start time of the pipe failure event, otherwise the next event is the 
pipe failure event. The beginning of the next event (beginEvent) is then set to the beginning 
ofthat hour. Thereafter, the end of the event (endEvent) must be determined. 
Events generated by the fire event functions and the pipe failure event functions may overlap. 
For instance, it is possible that the pipe failure event may begin before the end of the fire 
event. If so, then the end of the next event is not the end of the fire event, but rather the end 
of the pipe failure event. 
The three variables nextEvent, beginEvent and endEvent are included in the stochastic 
analysis model for the computation of the events failure frequency. These variables are 
updated each time a new fire or pipe failure event is generated. 
5.3.4 Event simulation 
It is worth emphasising again that the purpose of the compression heuristic is to reduce the 
computational effort and simulation time required to analyse the reliability of a system. The 
compression heuristic intends to achieve this by only performing the full stochastic analysis 
on the critical periods of fire or pipe failure events. This means that the events run in the 
compression heuristic 'jumps' over the intermediate periods between the events. 
In the events run, after the next event has been generated, the model jumps to the start of the 
week of beginEvent at Sunday 04hOO. At this point the initial volume in the storage 
reservoir is found using the full reservoir fraction and the reservoir level lookup table 
(explained in the next section). For each time step until the end of the current event 
simulation, the consumer demand, fire demand and supply inflow are calculated; after which 
the reservoir volume is updated and any reservoir failures are recorded. Once the current 
event simulation is complete, the next event is generated, and a new event simulation is 
performed. 
5.3.5 Conditions for ending the event simulation 
Termination conditions are required for each event simulation to ensure that the event 
simulation does not run indefinitely. Three conditions were identified. All of the conditions, 
stated below, must be met before the events run can continue to the next event simulation: 










1. The event simulation must end at Sunday 04hOO, i.e. a complete number of weeks 
must be simulated; ,. 
2. There must be no events in the current time step, i.e. the event must have ended; 
3. The reservoir is full again. 
Each of these conditions is explained individually in more detail below. 
The first condition stipulates that the event simulation must end at Sunday 04hOO. Since each 
event simulation starts at Sunday 04hOO, it is necessary that the current event simulation ends 
at the same time of the potential start time for the next event. This condition guarantees that if 
the next event starts in the same week as the current event, then the event simulation will just 
continue until after the end of the next event. It ensures that the start time of the next event 
does not overlap with the current event, so that no hours are simulated for a second time. 
The second condition stipulates that the current time step does not have any fire or pipe 
failure event. The event must end before the simulation can be completed. If a new fire or 
pipe failure event occurs before the end of the current event, then the end of that new fire or 
pipe failure event is assigned to be the new endEvent. 
When an event simulation starts, it is possible that the storage reservoir is no longer full, if a 
supply pipe has failed or the combined consumer and fire demand exceeds the supply. A 
Boolean variable reservoirFull is set to zero (false). Condition 3 stipulates that the event 
simulation can only be complete provided that the storage reservoir has filled up after the end 
of the last event. This condition ensures that the indirect impact of an event on the reservoir 
behaviour due to a reduced reservoir level at the end of the event is modelled. Only once the 
storage level is back to the maximum level is the Boolean variable reservoirFull set to 
one (true). 
In each time step of the event simulation, a check is performed to assess whether all the 
conditions have been met. If the conditions are met, then the current event simulation is 
complete and the model proceeds to simulate the next event. Otherwise, if any of the three 
conditions is not satisfied, then the simulation continues to the next time step. 
5.4 Obtaining the initial reservoir level 
Each event simulation in the events run requires an initial reservoir level as a starting point. 
Section 5.2 already explained how the events run obtains the full reservoir fraction and 
lookup table of the reservoir level distribution curve for the current system. This section 
describes how those values are used to find the initial reservoir level at the beginning of each 
~~. 
An event simulation starts at Sunday 04hOO in the week of the start of the current event under 
analysis. It is at this point that the initial reservoir level of the simulation is required. The 
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5.5 Effect of pipe configuration 
When designing a bulk water supply system, the designer may want to optimise the 
configuration of the feeder pipe system into the storage reservoir. Since only the effect of 
consumer demand on the storage reservoir is examined in the pre-run, the pre-run is not 
affected by any change in the pipe configuration. In contrast, the supply pipe configuration 
may have a large impact on the reliability behaviour of the reservoir in the events run. This 
section explains how the pipe configuration is modelled in the events simulation. It also 
explores how the reliability of the system is affected by different configurations. 
5.5.1 Pipe configuration and reliability 
In practice, the pipe layout of a water supply system is usually constrained by the topography 
of the site, such as the layout plan of roads and streets. A supply pipe connecting a supply 
source to a storage reservoir in a bulk water supply system may be restricted by similar 
constraints. In this study, the pipe layout refers to the physical location of the pipe system, 
while the pipe configuration refers to whether there are parallel pipes or interconnections 
between parallel pipes. 
Depending on the layout of the area, a distribution network may have different configurations, 
namely looped or branched. Like a distribution network, the pipeline system connecting a 
supply source to a bulk storage reservoir may have a fixed layout, but its configuration can be 
varied. Bulk supply pipe systems can consist of single pipes, pipes in parallel, or 
interconnected parallel pipes. Van Zyl & Haarhoff (1999) researched the effect of feeder pipe 
configuration on the reliability of bulk water supply systems. They found that the reliability 
of bulk water supply systems can be significantly improved by increasing the number of 
parallel pipes, or by increasing the number of interconnections between two or more pipes. 
This investigation revealed that the increase in the number of interconnecting pipes resulted 
in a similar improvement in order of magnitude in the system reliability as an increase in the 
number of parallel pipes; however the option of increasing the number of interconnecting 
pipes was much cheaper than increasing the number of parallel feeder pipes (van Zyl & 
Haarhoff, 1999). 
5.5.2 Investigation of the effect of pipe configuration 
In this study, the effect of different supply pipe configurations on the reliability of the bulk 
supply system will be examined. The pipe configuration of the system will be varied 
according to number of parallel feeder pipes and number of interconnections, as suggested by 
van Zyl & Haarhoff (1999). Seven pipe configurations, illustrated in Figure 5.6 to Figure 5.12, 
will be explored. The base configuration (1) consists of a single pipeline connecting the 
supply source to the storage reservoir. Configurations (2) and (3) show two and three pipes in 
parallel respectively. Configurations (4) and (5) have two and three pipes in parallel with one 
interconnection dividing each pipe into two equal lengths, while configurations (6) and (7) 










have two and three parallel pipes respectively, with two interconnections dividing each pipe 
into three equal lengths. 
Source 
Reservoir 
Figure 5.6 Configuration (1) - Single pipe connecting the source to the storage reservoir 
Source 
Reservoir 
Figure 5.7 Configuration (2) - Two parallel pipes connecting the source to the storage reservoir 
Source 
Reservoir 
Figure 5.8 Configuration (3) - Three parallel pipes connecting the source to the storage reservoir 
Source 
Reservoir 
Figure 5.9 Configuration (4) - Two parallel pipes connecting the source to the storage reservoir, with one 
interconnection dividing the pipes into two equal lengths 












Figure 5.10 Configuration (5) - Three parallel pipes connecting the source to the storage reservoir, with 
one interconnection dividing the pipes into two equal lengths 
Source 
Reservoir 
Figure 5.11 Configuration (6) - Two parallel pipes connecting the source to the storage reservoir, with 
two interconnections dividing the pipes into three equal lengths 
Source 
Reservoir 
Figure 5.12 Configuration (7) - Thr e parallel pipes connecting the source to the storage reservoir, with 
two interconnections dividing the pipes into three equal lengths 
It is assumed that the probability of two or more pipe failures occurring at the same time to be 
negligibly small, thus only one pipe break was allowed at a time. This assumption can be 
shown to be reasonable. If a 10 km long pipe has a failure rate of five failures per annum with 
each failure having an average duration of five hours, then the probability of a pipe failure 
occurring in a single hour is 0.00285. The probability of two failures happening at the same 
time in a single hour is then 0.000008144, which is equivalent to 0.01426 failures/annum. 
The probability of two pipe failures happening at the same time in a system with 
interconnecting pipes between pipes in parallel is negligibly small, and will therefore be 
disregarded in the simulation. Using this assumption, for each of the configurations it is 
possible to calculate the total supply inflow into the storage reservoir should a pipe failure 
happen. The method used to determine the total inflow rate (Qin) will be described in this 
section. 










Fi l"'-II) . one o r Ihe ,>~' \"en .:onfigural ion option" \\ ill IlC ~lc(" lcj l fo r cadi C\ cnl ' imullli ion. For 
each ,uppl) "ptelll, the H~ loclI ~ (V) for a ~ingle pipeline bct\\een Iht' ltOurce Hnd rc:.cP olr IS 
(" :lk ulml!"<! from the HlIzen· Wilhams headlOS!> fomlUla: 
(S.7) 
\\ hcr\.' V i, vclOCII ) (nl/3). CH i~ 11K' H:lIcn·\Villi:U Il ' 1.:ocl fici\'01 dependent On surface 
roughnc.,.,. I) ., Ihe pipe di:unl"lcr em). hf i). th~ fnClion 1o,,, (Ill). and L I). Ihe length o f pipl' 
(m}. The suppl) ;nl1o\\ r::h.' (",III Iht'll he calcu lulcd from the t.."(lIl1lOuil y l'CIU;\lion: 
"" Q'11 .:. V x It = V x - , (5.8] 
\\hcre Qm i~ lhe supply iull ol\ rate (111 1/S). and It is Ihe cross·"ecli ou:11 area of the pipc (m2). 
AI the begin ning of Ihe simu lation. thc user inpUTS the head di ffcrenw between the source :10<1 
r~n oi r (l'Clui vHicm 10 till' headlo<;,). hr).!b Ild l a ... the ll a/en·WiIIi :m'3 cocffk icrn CH • the 
length o f pi re L, and <liaOll.!lct" of ri p.:' D. The ... e inpul lul ul" Will ~ UM,'<I to calculale th ... 
m110\\ rate QUI A, ;.IIl c,,:.ullplc. If hf = 30 m, CH = 120, I. = 1000 III and D = 0.207 rn, then 
f./,n = 80 I/~ rillS meUtl3 \hJt for ;j pi pe configurJ lion (I) ~'ons i ~ llIlg of iI 'Hlg lc pi pdinc 
l.."onnc":ling the M)ur~'(' to the I)!..<;enoir. the inl1nw rale tnlO the rc<;enolr \I ill he KO 1/<;. If :I 
r ipe failure oc.:ur... Ih~n (her.: i3 LCro !>uppl y into the rC3Cl'\oir .m~1 Q,n :; n II~ cFigun.: 5. 13) . 
\011 1"('(' 
Reservoir 
Q,,,'" 00 I. / s 
SOIlI' ('(' 
Resen'oir 
Hgure S. I :I Hft'rl of,) pip.' failure 10 configurdtlOn (1) with hi = 10 m. ell " 120. L.IE 1000 m. lJ= 1).2U7 m 
For pqx: .. in r;lr:l.lId , II 1<;' as.<;,umcd Ih.:!1 all of the pipe, hale the <;,3mc chara\.."l..:n~llc<; . l J-. ing 
the ~amc Iflpul value~ ;." ahmc, I \~(\ rip ... ·s in parJlld \.\.iII ,urrl) \.\.;l I.::r al h\l l 'C the mnO\\ 










rale o f the '> lOglc PI(X' linc 31 Q/n = 16(} 1I~. If a ripe fail ure .-,cl' UI' .Iod the other PI('IC I" !illll 
opcr • .IIing. then the IOla l ,uppl) intlo\\ r..lIe \\i l1 bc h:!!.lvcd fO Q,,., = SO 1/ .. (Fi!!u:-c 5. 141. 
Similllrl).lhrcl.' plflC."1Il pamllcl \.\111 ~uppl) al lh: ee lime" fhc IIlllo\\ r,Jlc ofa 'Ingle pipch lll:. 
prQ\ idll1g Qfn = 1.«11/ ... When .. pipe fi.lilure (lCCUTX. there :l.re ' lIi1I"-O p lPC~ (~r.Jling and Iht· 
total ,uPI'! " mthl\\ ratc \.\ ill be reduced by a third 10 Q,n :- J 60 lIs (Fi~urc :"i . I :"il. 
Fi~lI re 5 .14 Hlect 01.1 I"ite IJl lure '" cOllfil:llrallUli (2) ..... Ith h. '" ]0 m. ell" 121!. /. "" I \l(1iI nl. fJ- Y.107 III 
for e.lch pipt. 
~mlfCC 
Qt. - t bO l Is 
Figurc 5. 15 Erfc[1 uf J piP<' I,ulli re 11\ configur .. liull (3) wITh h, ,,'m MI, (:., - I !O. ~ - IOtHIIII, 0- U.107 In 
iOf l:J.ch piJX: 










The effect of 1I pipe f .. ilu rc in a Sy"-lcm wlIh p:.l ... Ud pipe:, !la, heen IlI u1<l lraleu. Hen'. the 
ctfect 01 :l pipe fm lure in ..:y!'tc ms with IWO and thn:e pipes In pnrallel With Interconnecting 
pipe.. .. j..: dcmon:,trotted. An) interconnecling plpe<; addl,.'d 10 the "y..:lcm arc model leu "tu;h Illal 
LI dL\ idt: ... the parallel pLpe:, iL lh) equal Icn~lh~. wilh Idenl!Cal Pl\'le char:H.:leri~tk) Once :1gain. 
LI is a."umeu that III ~>' I C'IOS \ .. jth In!erconneCllon~ hclwl,.ocn pamlld PLpt':,. ollly one pipe' 
failure OC'::UK :11 :my one lime. 
I-i..V configul':!llon (I) anti (51. llnc mtcn:onnet' l ion pipe £11\ u.le:. the p.m.ll le! pipe~ 111 10 1\\0 
equal hah e~. J:.nch pLpe in the :.y"tem h:L<; the sarn~' t'hMat'leri, lic': CH = 120. L = 5hO III anti 
D = 0.207 m. TIle lotil l pipe length is ... till L::. 1000 III :lnd tOla l ~) ... tcm he;Jd L"i ;\0 m. The 
~upply inl"lo\\ intn the rescn ·oir for wnllgur.tlion (.4 ) j<, the :.:1111C :I' l'or C(}LlrlgurulLon (2). 
Qfn = [6f111~. when all plpe ~ are fully o~rmiollaL U~ing E]l:tL\cl (I) model a fai lure in Ortl' of 
the pipe~. it wa~ found Ihat Ihe inllow rate into the rc~(~n()ir is reJu(:ed to 102 !I~, which is 
63.7% of Ihe total su ppl y lntlow (Figure 5.16). When l'onfigur<l ti oll (5) i ~ fully opermional. it 
II:L\ :J \L1ppl)' inll0v. ni'24f) I /~. the ~ame configuration (3). In Ih(: even l of 011(: pipe failufl:. Ihl' 
mtlo\\ !'<lle Ln!(ll il l.' rc,ervoi r L, !;Ilt down to IR9 lIs (Figure 5.17). "l'hl !, mea n" tlLat 7H.7% of 




HO 1oI.' .... rvoir 
80 




102 Il('S('I"\' ,\i l' 
51 
Q/" • t 02 I./s 
FlgUL'C 5. 16 cfT('~t of ,I pIlle failure In cunfLgur<1tion (4) wllh Cit - 120,1. - :iO(J m. 0- U.Ztl7 m fur ~J.ch pif}t' 












80 80 -::::::-4 RP.~_t'I'Voir 
80 ---;;::j 
Qin = 240 Lis 
Source 
Rese rvoir 
Q,,, '" lB9 Lis 
Figure :;.17 Efff'ct of ~ pip,· faiillrl' In configuration (S J witb c" - 120, L - 500 nl. D- 0.207 m fur e~ch pipe 
Two shon interconnect ing pipcs divide the parallel pip .. :~ in configurations (6) and (7 ) into 
three equal ~ectiom . The ~y~tcm head is 10 OJ and the total pipe length remain ~ L = 1000 In . 
The individual pipe ~ections ha\e the same characlerisli<.·s: ell = 120. L = 333 m and D = 
0.207 tn. Figure S.18 and Figure 5.19 show what harpen~ \\·hen a pipe fa ilure occurs in the 
~ystem for two and three parallel pipes respectivel y. Again. with the u"e nf Epanet to model 
the pipes failure. It is found that the innow rate i~ reduced from 160 lis 10 [14 lIs (71.J%) for 
<.·onriguration l6). and from 240 lis to 202 lI~ (iI-U%) in configuration (7). 
~"U'_'_',.. .... 8" 
~ ~I R,,,~oj 




Q,,, '" 114 Lis 
Figure 5.18 Effect of a pipe bilnrc lTI contlgur~non (6) wltb C" '" t20, r" 333 m. D- 0.207 [!I for cCl ~h pipe 
















Q,,, '" 21 0 Lis 
67.3""iiiJ 101 ~.3 
101 ~ ·67 .• ,~..:l. _ _ _ 
67.3 
Q ... '" 202 lo i s 
Fillure 5. 19 Effcct ufa pipe fJllufC ill configural lon ( 7) wIth l:u= 120. 1. '" 333 m, ~ 0,20 7 III for each I)ll}e 
T:lbk 5.6 ~ lInm]:Jri~" the abo"e discus<; ion. 11 mdicate:. hi}" much in now Int O the storage 
n:l>C.'nolr remuin .. aftl." .J pip~' r .. il ure cyem. II 1:- ck.Jr Ihat 1O.:rt'll~ tng Ihe numlx'r of pIPl'~ 10 
pllr.Jlle l incn:ll~I.'~ Ihe rcliabl lll), or the hulk wmer supply ~}''' Iem, as ror '" 0 pipes 10 parallel 
there i~ 3h' a)~ 5{Vk of the flow R'maining. whde for three plPC~ In paC".ukl then: tS ;J lways 
t\.\o thin" of th~· to t al .. uppl) l."uP'ldl) entenng the storage rc~enolr. I f only the sy~lems wilh 
t\\O p:1r.lUel feeder pipc.\ arc t:um iJcrcd. namely coofigur.ualns (2). ( .. n und (6). II is evident 
that hy tncn:a\lIlg the number of i n l('r":0nncct i t,) n ~ between the par3l1d PIlle", the rcm:3 in ing 
I11 I10w rult' IIll'rC3\C" trOlll 50% (0 6.\.7% (olle 1Illcrcnn ncClion) anti fmm 50t'} 10 71_Jcf (two 
tntcl'ronneetioll!»). There \lo :3 :-imi lar inCfCaM: In rcli:.bilil) (or mter('onnc(tmn\ bc' .... etn thr~'c 
p'II'~ lld (ceder pi{X'''. Th~':-e Obloer\'~t ions confirm lIie I'es ult ~ flbl<l med b) ,nn Zyl &: 1-laarhoIT 
(I \)\)9). 










SUlg:lc p ip e. flU in terCOntll'CIJfJ lh 
2 par,jUel pIpes. no inlerconnectJO lb 
3 parallel PIP"';, fin mlerconnt.'Cttons 
l. pdralle] pIpeS, I interconfleCiIOI. 
j par.lllel pIpes. 1 mtcrcoflnC<'hon 
~ pdr,jllel pIpes, 2 Interconnections 








In Ihe e\en!s n tn . tI pipe \"\"lltlic:unltiofl for the s)"'tcm l~ ",elected ;I~ Ol Tllllitial inpUi \ :lluc. The 
lulal \)\Iem head. tuta! length uf pip:..·. ;!lid ! tuell-William' coeff lClcnt" ror the !ceder pip,-,!!> 
<irc ah o inplll \uri:.bles. :.!) wel l as Ihe pipe djt.n1( .. t l~r ( th(' loumc for al l th\: plJX'!) III til l' \ystem), 










from which the total supply capacity can be calculated. The percentage of total supply 
capacity remaining during a pipe failure event is incorporated into the events run used to 
calculate the system reliability. This percentage will be determined from Table 5.6, according 
to the pipe configuration selected by the designer. 
5.6 Events failure frequency 
This section describes how events failures are recorded, as well as the impact of the different 
events on the system. 
5.6.1 Recording events failures 
Events failures are recorded in a similar fashion to demands failures in the pre-run. For each 
event simulation, the hourly demand, fire demand and supply inflow are calculated in each 
time step. These values are used to update the reservoir volume. If the reservoir is empty, 
then a reservoir failure has occurred. 
When a reservoir failure takes place, the number of failures, the time-to-failure (TIF), mean 
time-to-failure (MTTF) and time-to-failure standard deviation (STTF) are recorded as it was 
done before in the pre-run. The way in which the time-to-failure is computed for the events 
run is different to that of the pre-run. To calculate the time-to-failure for the current reservoir 
failure, two values must be recorded: (1) the time between the hours of the start of the 
previous and current failure, which is the difference between the hour in which the current 
failure occurs (hour) and the hour in which the previous failure occurred (prevTimeFail); 
and (2) the time omitted or 'jumped over' between the previous and current failure, i.e. the 
difference between the total number of hours jumped over thus far (j umpCoun t) and the total 
number of hours omitted when the previous failure occurred (prevJumpCount). The time-to-
failure (in years between failures) is then calculated using the equation: 
TT F = (hour-preTimeFail)-Uumpcount-prev jumpCount) 
24x365 
(5.9) 
The mean time-to-failure for the events failures can also be used to find the events failure 
frequency for the system, by taking its reciprocal. Once the mean time-to-failure and time-to-
failure standard deviation have been found, they are used in the terminating conditions for the 
main events run. 
5.6.2 Effect of events on the system 
The events run simulates the critical periods in which system failures are more likely to exist 
because of the occurrence of fire and pipe failure events. Changing the rate of events will 
obviously affect the number of system failures that occur. The effect of doing so will be 
examined later in the sensitivity analysis. It is important to note, however, that the effect of 










an individual fire event on a bulk supply system is different to that of a pipe failure event, in 
terms of severity. The severity of impact of each type of event on the system is discussed here. 
It is clear that the severity of a fire event depends on the duration and fire flow, as these 
factors determine the fire demand. If one time step of the event duration is observed, 
equivalent to one hour in the stochastic simulation, then the fire flow will be the only factor 
deciding the severity of the event. In each hour of the simulation, the change in volume for 
the reservoir is computed by: 
(5.10) 
where LlVolume is the change in volume, Qin is the supply inflow rate, Dh is the hourly 
consumer demand and Dfire is the fire demand. 
If a high fire demand coincides with a high consumer demand, then it is likely that the total 
demand will exceed the supply into the reservoir, which will result in a net negative change 
in volume. On the other hand, if the fire demand is low, and the total demand is less than the 
supply, then there will be a net positive change in volume. Thus the severity of a fire event 
will depend predominantly on the fire flow generated from the lognormal distribution. 
A pipe failure event will have a significant impact on the behaviour of the storage reservoir. 
Referring to the above equation for change in volume, a pipe failure will reduce the supply 
inflow. For a supply pipe system consisting of a single pipeline, there is no supply into the 
reservoir when a pipe fails. The change in volume will undoubtedly be negative, and it will 
increase the chance of a reservoir failure occurring. It is clear that in the case of a single 
supply pipe, a pipe failure event will have a greater impact than a fire event. However, if 
there are two pipes in parallel, then when a pipe fails, half of the supply will remain. The 
severity of the pipe failure compared to a fire event in this case will vary depending on what 
change in volume it causes. A pipe failure in a system with two parallel pipes will be less 
severe than a system with single pipeline only. From this discussion, it can be seen that the 
pipe configuration will determine the severity of the impact of a pipe failure event on the 
storage reservoir. 
5.7 Terminating conditions for the events run 
Since the events run involves stochastic analysis using Monte Carlo simulation, it is also 
necessary to establish an appropriate sample size and thus suitable terminating conditions. 
The stochastic analysis in the events run is the same as that in the pre-run except that fire and 
pipe failure events are considered and included in the analysis. Reservoir failures happen for 
the same reason in both cases, and the failures are recorded in a similar fashion in both runs. 
Therefore, it was logical to use the same terminating conditions as the pre-run for the events 
run. 











As a reminder, the terminating conditions, which are also applied in the events run are: 
1 1.965/_ < 50L. . ..;n Y - ro, 
2 - 1.965 TTF . Y + ..;n > max ; 
3. t > user inputted duration; or 
where n is the number of reservoir failures, y is the mean time-to-failure, S is the time-to-
failure standard deviation, and t is the time. 
These conditions ensure that the events run will be concluded when one of the following 
occurs: 
1. The events failure frequency is accurate to within 5% of its actual value with a 95% 
confidence level; 
2. The system has a greater reliability than desired by the designer; or 
3. The system is analysed for the period of time required by the designer. 
In the events run, the number of failures, time-to-failure, mean time-to-failure and time-to-
failure standard deviation are updated each time there is a reservoir failure. These are used to 
calculate the events failure frequency, in addition to determining when the events run should 
be terminated. 
5.8 Calculating total failure frequency for the system 
After the events failure frequency has been calculated, it must be combined with the demands 
failure frequency to obtain the total failure frequency of the system. The total failure 
frequency can be used to describe the bulk system's reliability. 
5.8.1 Use of mean time-to-failure to determine failure frequency 
Failure frequency can also be referred to as the annual average number of failures or failures 
per annum. In the pre-run and events run, the demands and events failure frequencies are not 
directly recorded, and mean time-to-failure is recorded in its place in the simulation. Time-to-
failure analysis is used in reliability analysis when the performance of a system is analysed 
over time. Mean time-to-failure is a commonly used reliability measure of system 
performance (Tung et a!., 2006). Mean time-to-failure is used in this study to determine the 
failure frequency of the storage reservoir and thus the reliability of the bulk system. 
The time-to-failure is defined as the length of time during which a component or system 
under consideration remains operational (Tung et ai., 2006). In this case, it is the length of 
time during which the storage reservoir is not empty. 
The mean time-to-failure (MTTF) would then be the expected value of time-to-failure (Mays 
& Tung, 1992), expressed mathematically as 










MTTF = fooo tfT(t) dt (5.11) 
which has a unit of time (e.g. hours, minutes, etc.). 
The time-to-failure between each failure is recorded (in years) in order to calculate the mean 
and standard deviation of the time-to-failure, which can be used to determine convergence of 
the failure results. The demands failure frequency and the events failure frequency can then 
be calculated by taking the reciprocal of the demands mean time-to-failure and events mean 
time-to-failure respectively. 
5.8.2 Calculating the total failure frequency 
Once both the demands and events failure frequencies have been calculated, they must be 
combined to obtain the total failure frequency of the bulk supply system. Once again, note 
that the failure frequency represents the average number of failures per annum. During the 
events run, the fraction of the total simulation time that consisted of consumer demand only 
and was not simulated fully was recorded, i.e. the time 'jumped over'. Using the fractions for 
the demands-only periods and the fully simulated critical periods, as well as the demands 
mean time-to-failure and the events mean time-to-failure; the total failure frequency can be 
calculated as follows: 
Total MTTF = Demands fraction + Events fraction 
Demands MTTF Events MTTF (5.12) 
In the above expression, Demands fraction is the simulation time consisting of consumer 
demands as a proportion of the total simulation period; and Events fraction is the 
proportion of the total simulation time during which fire and pipe failure events are simulated. 












The goal of this project is to use multi-objective optimisation to find Pareto-optimal solutions 
that can be used in the design of bulk water supply systems. These solutions will be presented 
in the form of trade-off curves of cost against failure frequency (or lack of reliability), where 
the cost is determined using cost models developed for the bulk system, and the failure 
frequency is assessed through a stochastic analysis model. It is assumed that the supply is 
only limited by the capacity of the pipes, and source failures are not considered in addition to 
pipe failures. Consumer demand, fire and pipe failure events are outside the control of the 
designer. What the designer can control when designing a bulk system is the pipe 
configuration and pipe diameter for the supply pipe system, as well as the size of the storage 
reservoir. 
A nondomination-based genetic algorithm, called the Nondominated Sorting Genetic 
Algorithm II (NSGA-II), was developed by Deb et al. (2002) for use in multi-objective 
optimisation. Figure 6.1 shows a flowchart of the optimisation process using NSGA-II. In 
NSGA-II, the initial population is generated, followed by an evaluation of the objective 
functions using the simulation models. Until the stopping criteria have been met (e.g. the 
number of generations are complete), the algorithm continues to loop through the process of 
generating a global (or parent) population, ranking the population, performing comparison 
and selection, and finally generating a child population. The Pareto-optimal solutions consist 
of the child population produced in the final generation of the algorithm. 
Crossover 
I q Mutation 
Constraint 




I q distance 
Figure 6.1 Optimisation process using multi-objective genetic algorithm NSGA-II (WU et aI., 2010) 










Seshadri (2009) programmed the NSGA-JI code in Matlab to work for real-coded problems 
and continuous variables. Seshadri's code was adapted to suit the objectives in this 
optimisation problem. Most of the original code by Seshadri remained unchanged as the 
decision variables also consisted of real-coded numbers. Changes were made in the functions 
for the initialisation of the population, the evaluation of the objective function, and in the 
genetic operator function. The functions used to initialise the population and evaluate the 
objective functions obviously required modification for each specific problem. In contrast, 
the function containing the genetic operators had to be adapted, not just because it is a 
different problem, but because two of the decision variables consist of discrete values. 
In this chapter, each step of the NSGA-JI is examined to see how each of the functions fulfil 
their purpose, and how they work together to perform the optimisation. Where Seshadri's 
Matlab code was modified, the functions are described in more detail to provide a greater 
understanding of why and how the changes were made. 
6.2 Defining the problem range 
Before the population is initialised, the program requires the number of objective functions, 
the number of decision variables and the range of the decision variables to be defined. In this 
optimisation problem, there are two objectives: (1) cost minimisation and (2) minimisation of 
failure frequency (or maximisation of reliability). The cost of a system is found using a cost 
model, while its reliability is determined using the stochastic analysis model. For this system, 
there are three decision variables, namely (1) pipe configuration, (2) pipe diameter, and (3) 
reservoir size. 
The range of each decision variable must be defined to prevent its limits from being exceeded. 
This is because some system components, such as pipe diameters, are limited by what is 
commercially available; or only certain options are offered to the user, for example, set pipe 
configuration patterns. 
6.2.1 Range for the pipe configuration 
There are seven pipe configuration options for the system. These were described in Section 
5.5. Each of the pipe configurations is given a number from one to seven. During the 
optimisation process, the selection, crossover and mutation operators are modified to deal 
with this discrete variable. These configurations were included in the optimisation because it 
was felt that the selection provided an adequate variety of options as well as a fair 
representation of typical configurations. If the designer wishes to include additional pipe 
configuration options, the decision variable can easily be modified to do so. 










6.2.2 Range for the pipe diameter 
The range for decision variable two, the pipe diameter, depends on what commercially 
produced pipe sizes are available. Before the optimisation, the user is required to input a set 
of commercially available pipe sizes. Depending on the total system head, the length of the 
pipe system and the Hazen-Williams coefficient, the supply ratio for each available pipe 
diameter is obtained. The pipe diameters which give impractical supply ratios (eliminating 
conditions in Section 4.2) are disregarded. The remaining pipe diameters are ranked from 
smallest to largest, and they are each given an index number starting from one. The pipe 
index numbers are integers and therefore decision variable two also consists of discrete 
values. 
6.2.3 Range for the storage reservoir size 
The size of the storage reservoir is the only decision variable whose range is directly 
controlled by the designer. The designer is required to input a minimum and maximum 
reservoir size in terms of hours of storage capacity, which is then converted to volume in 
cubic metres. These upper and lower reservoir size limits are used in the analysis of demands 
failures in the pre-run. This decision variable is also the only one whose value is selected 
from a continuous range. 
6.3 Population Initialisation 
The initial population is randomly generated. This population is initialised based on the 
problem range. Each solution in the population is structured such that it has seven elements 
(or substrings) as shown in Figure 6.2. The first three elements contain the decision variables: 
pipe configuration, diameter, and reservoir size. Elements four and five contain the objective 
function values: cost and reliability. These five elements are initialised in the function 
initializeyopulation. The last two elements in the solution are the rank and crowding 
distance which are obtained through the nondomination sorting. 
I Configuration I Pipe diameter I Reservoir size I Cost Reliability Rank Crowding distance 
\.. / '------. ,..-----) V Y 
Decision variables Objective function values 
Figure 6.2 Structure of each solution 
For each solution in the initial population, the pipe configuration is initialised by randomly 
selecting an integer from the range one to seven. This integer corresponds to one of the pipe 
configuration options set previously. Following this, the pipe diameter for the solution is 
initialised by randomly selecting an integer from the range for the discrete pipe index number, 










which starts from one and ends at the total number of available pipe diameters sizes. This 
integer is stored as the second decision variable. Finally, a value is randomly selected from 
the continuous range between the minimum and maximum reservoir sizes. This value is the 
reservoir size stored as the third decision variable. 
As part of initialising the population, the values of the objective functions for each solution 
must be found. These values are computed using the evaluate_objective function. 
6.4 Evaluating the objective functions 
The evaluate_objective function takes in a given input solution which consists of an array 
of decision variables and outputs the values for the objective functions. In this function, the 
objective functions are defined and evaluated using simulation models. The simulation 
models used are a cost model for the cost analysis, and the stochastic model for the reliability 
analysis. 
It should be noted that the NSGA-II optimisation algorithm used in this study is structured in 
such a way that it always minimises the objective function. If it is required that the objective 
function is maximised, then it must be multiplied by negative one. For the purposes of 
optimisation in this study, both the system cost and the failure frequency need to be 
minimised. As previously mentioned, reliability (or lack thereof) of a system is defined by its 
failure frequency. Therefore minimisation of the system's failure frequency represents 
maximisation of its reliability. 
6.4.1 Cost evaluation 
The cost of a system is more often than not the main design aspect that is focussed on after 
ensuring that the system meets the performance constraints. Therefore, the goal of single-
objective optimisation is usually minimisation of cost. Over the years, designers have realised 
the value of multi-objective optimisation to include other objectives; however, cost remains a 
priority. 
It is important that costs for a water distribution system are modelled accurately. 
Unfortunately it is sometimes not possible to get exact values. However, when comparing 
costs of systems for optimisation purposes, what is important is that the accuracy of the 
relative costs between solutions. 
Early studies on water distribution system optimisation generally used capital costs in the 
cost analyses, for example in benchmark optimisation problems such as the Hanoi (Fujiwara 
& Khang, 1990) and New York Tunnels (Schaake & Lai, 1969) systems. The benefits of 
using capital costs in cost modelling are that they are easy to use and it is fairly simple to 
collect the cost data. Other studies have developed cost models based on life cycle costing 










(Lee), because it is useful to know the cost of a system over its lifetime. Lee includes fixed 
capital costs in addition to recurring costs such as the operation and maintenance costs. 
The cost model used in this optimisation process consists of capital costs only. It was felt that 
Lee was unnecessary because of the assumption that there are no pumping stations in the 
system. The system components essentially consist of the supply pipe system and the storage 
reservoir, which makes developing a cost model for the system straightforward. In the text by 
Swamee & Sharma (2008), cost functions for pipes and storage reservoirs are described based 
on an Australian dataset from Samra & Essery (2003). These cost functions were also used in 
this project. 
Cost function for pipelines 
A completed pipeline can be modelled to have a cost Cm based on the relationship between 
the pipe length L and pipe diameter D (Swamee & Sharma, 2008): 
(6.1) 
where km is a coefficient, and m is an exponent. The pipe cost parameters km and mare 
dependent on the pipe material, the monetary unit of the cost and the economy (Swamee & 
Sharma, 2008). Assuming that the pipes in this study are made of cast iron and using the cost 
data set from Samra & Essery (2003), the pipe cost parameters are km = 480 and m = 0.935. 
The cost function for the supply pipes used in the optimisation model is: 
Cm = 480LDo.
935 (6.2) 
Cost function for the storage reservoir 
Swamee & Sharma (2008) also developed a cost function for a surface concrete reservoir 
from the Australian data (Samra & Essery, 2003) in Table 6.1. 
Chapter 6: Optimisation 
Table 6.1 Service reservoir cost 




































A cost function for the surface reservoir was developed using analytical methods. This cost 
function is used as part of the cost model in the optimisation: 
C - 290VR 
R - [ 56]0.075 
1 (VR)· + 1iCi'ii 
(6.3) 
where CR is the service reservoir cost (A$), and VR is the volume of the reservoir (m\ 
Cost function for chambers 
Various pipe configurations were considered, which included interconnections between pipes 
in parallel. Chambers are required to house the necessary valves and pipe work. Swamee & 
Sharma (2008) did not consider the use of parallel pipes or interconnections in their study, 
and thus did not develop a cost function for the costs of the chambers. As a result, Vlok (2010) 
developed an equation to represent the chamber costs, which were de-escalated so that it 
could be used in conjunction with the unit cost models for the pipelines and storage reservoir 
that are based on 2003 Australian monetary terms. 
Unit cost models were developed for four types of chambers (Vlok, 2010): 
• 2 x split chamber - Chamber with pipe work and valves to aid the transition of one 
pipe to two pipes in parallel; 
• 3 x split chamber - Chamber with pipe work and valves to aid the transition of one 
pipe to three pipes in parallel; 
• 2 pipe interconnection - Chamber with pipe work and valves to aid the 
interconnection of two parallel pipes; 
• 3 pipe interconnection - Chamber with pipe work and valves to aid the 
interconnection of three parallel pipes. 
Transitions from one pipe to two or three pipes in parallel are excluded from the pipe 
configuration options. Only parallel pipes and parallel pipes with interconnections are 
considered, and consequently only the unit cost models for the last two chamber types are 
used. For the interconnection of two pipes, the cost function of the chamber is: 
Cc = 0.0457D
2 + 16.519D + 2624.1 (6.4) 
and the cost function of the chamber for the interconnection of three pipes is: 
Cc = 0.07D2 + 24.898D + 2790.2 (6.5) 
where Cc is the cost of the chamber (A$), and D is the pipe diameter (mm). 










Using the cost model in the optimisation process 
After the decision variables for each solution have been established, they must be converted 
to the correct units for input into the cost functions. The required input variables for the total 
cost function are the pipe configuration, pipe length and diameter, and storage reservoir 
volume. 
The first decision variable, that is, the system's pipe configuration, will clearly have an effect 
on how expensive the system is. If the system has two parallel pipes then the pipeline cost 
will be twice as much as a single pipe, assuming that the pipes are laid in separate trenches. 
Similarly a system with three parallel pipes will be three times as expensive as a single pipe. 
Besides affecting the pipeline cost, the pipe configuration also increases the total cost with 
additional chamber costs when there are interconnections. 
The pipe diameter of the supply system also affects the pipeline cost. Since decision variable 
two is in the form of a diameter index number, it must be converted to a pipe diameter in 
metres, from the range of commercially available pipes sizes. The pipe length, in metres, is 
the final input for the cost of the pipeline component of the system. 
The last input variable for the cost function is the reservoir volume. The reservoir size in 
hours of storage capacity must be converted to a volume in cubic metres, so that the storage 
reservoir cost can be calculated, and added to the pipeline cost and the chamber cost. 
Once the individual cost components are calculated using the above cost functions, the total 
cost CT (A$) is obtained by adding up the individual components: 
(6.6) 
The total cost is then stored as the first objective function value for the solution. 
6.4.2 Reliability evaluation 
A multi-objective optimisation consists of a minimum of two objectives. A number of 
objectives other than cost could be evaluated. Possible objectives include inter alia reliability, 
resilience, water quality and security. The focus of this study is to find the optimal design of a 
bulk water supply system based on reliability, which is the second objective function value 
that must be found for each solution. 
Reliability of the system is expressed in terms of the failure frequency of its storage reservoir, 
which is evaluated by a simulation model using stochastic analysis. The stochastic analysis 
model consists of both a demands pre-run and main events run. This compression heuristic 
has been fully described in Chapter 4: Pre-run and Chapter 5: Events Run. 










The total failure frequency for the solution is found using the events run function, whose 
input variables were described in Section 5.2. The input values that need special mention are 
the configuration and the current solution's supply ratio. Previously in Section 4.2, the 
method used to determine the range of practical pipe diameters for the system was described. 
Included in the description were the supply ratio values for each combination of pipe 
diameter and number of pipes. Before the events run can be evaluated, the current supply 
ratio must be determined. This is done by finding the supply ratio that is associated with the 
number of pipes, and the pipe diameter. 
Once the events run is complete, the total failure frequency computed is stored as the second 
objective function value for the solution. 
6.5 Sorting the population 
The population is sorted based on the fast nondominated sorting algorithm and the crowding 
distance assignment algorithm (Deb et al., 2002). The standard algorithms were used in the 
optimisation without any changes. These algorithms are described below. 
6.5.1 Nondomination sorting 
The initialised population is sorted based on nondomination (Deb et al., 2002), using the fast 
sorting algorithm. For each solution p in the main population P, two values are calculated: (1) 
a set Sp of solutions which are dominated by solution p, and (2) a non domination count np ' 
which is the number of solutions that dominate p. If solution p's nondomination count np is 
zero, no solutions dominate p, then p belongs in the first nondominated front. This process is 
carried out for all the solutions in the main population P. The front counter is then initialised 
to one, i = 1. 
While the ith front is nonempty, Q is initialised as an empty set that stores the solutions for 
the (i + l)th front. For each solution p in the ith front with np = 0, the domination count of 
each member q in its set Sp is decreased by one. If the domination count of any member q is 
reduced to zero, then it is put in the set Q. Members in set Q belong to the (i + l)th front. 
The front counter is increased by one. This process continues until all the fronts are identified. 
6.5.2 Crowding distance 
Aside from desiring convergence to a Pareto-optimal set, there should also be a good spread 
of solutions. After completion of the nondominated sorting, the crowding distance is assigned. 
The crowding distance is a measure of the diversity of the solutions in a population. Large 
average crowding distance will result in better diversity in a population (Seshadri, 2009). 










Solutions in the population are selected based firstly on rank, and then crowding distance. 
Crowding distance between solutions in different fronts cannot be compared as it would be 
pointless to do so, since crowding distance is assigned according to each front. 
The distance of each solution in each front Fi is set to be zero, i.e. Fi ( dj ) = 0, where j is the 
jth individual in front Fi . This distance represents an estimate of the perimeter of the cuboid 
(Figure 6.3) formed by using the nearest neighbours as vertices (referred to as the crowding 









Figure 6.3 Crowding distance calculation - points marked in filled circles are solutions of the same 
nondominated front (Deb et aI., 2002) 
The solutions in front Fi are sorted from smallest to largest for each objective function value, 
and stored as set I. The boundary solutions are then assigned an infinite distance value, i.e. 
I(d l ) = 00 and I(dn ) = 00. All the other intermediate solutions are assigned a distance value 
calculated with the following equation: 
I(d ) = I(d ) + I(k+l).m-I(k~l).m 
k k t;:ax _ t;:m (6.7) 
where I(k). m is the value of the mth objective function of the kth individual in I, and f~ax 
and f~in are maximum & minimum values of mth objective function. The individual 
distance values corresponding to each objective are summed up to give the overall crowding 
distance value. 
6.6 The evolution process 
Each generation undergoes the following process: 
• Selection of the parents for reproduction; 
• Crossover and mutation are performed on the selected parents; 
• Selection is performed from the parents and the children; 
• Replacement of the unfit solutions with the fit solutions to maintain a constant 
population size. 











Once each solution in the population has been assigned a nondomination rank irank and 
crowding distance idistance, a parent population is selected, from which a child population 
can be generated. The solutions of the parent population are selected for reproduction using 
tournament selection based on a crowded-comparison operator. 
The original NSGA-II used a binary tournament selection, which means that the fitness of 
two solutions is compared and the better one is selected as the parent. Tournament selection 
is performed until the pool size, equal to half the population size, is filled. 
The NSGA-II optimisation algorithm uses a crowded-comparison operator -<n (Deb et al., 
2002) to direct the selection process towards a uniformly spread out Pareto-optimal front. It 
does so by using the nondomination rank irank and crowding distance idistance to indicate 
which solution is preferred. 
A partial order -<n is defined as 
if 
or 
This means that if the two solutions belong to different fronts, then the solution with lower 
rank is preferred. Otherwise, if both solutions belong to the same front, then the solution that 
is less crowded is preferred. 
6.6.2 Crossover 
NSGA-II follows the scheme whereby each variable (either discrete or continuous) 
undergoing crossover is changed. For this problem, crossover is performed with 90% 
probability, the variables are coded directly and a real-coded simulated binary crossover 
(SBX) operator (Deb & Agrawal, 1995) is used. SBX was developed such that it simulates 
single-point binary crossover and respects interval schema processing. 
In simulated binary crossover, children solutions X;1.t+l) and x;Z,t+l) are computed from the 
parent solutions x?,t) and x;Z,t) using the following polynomial probability distribution: 
{ 
O.5(7]c + l)P1Jc, if 0 ~ p ~ 1 
PCP) = _1_ 
0.5(7]c + 1)p1Jc+2 , if P > 1 
(6.8) 










where {3 is the spread factor and TJc is the distribution index. 
The spread factor {3 is defined as the ratio of the absolute difference in the children values to 
that of the parent values (Deb & Goyal, 1996): 
I
X~2,t+1) _X~l,t+1) I 
{3 - I I - x~2,t) _X~1,t) 
I I 
(6.9) 
To create the children solutions using crossover of the parent solutions, a random number u 
between 0 and 1 is chosen. The spread factor {3 is found by equating the area under the 
probability curve equal to u using the expression: 
{ 
(2U)1JC~1, 




if U ::;; 0.5 
ifu> 0.5 
Thereafter, the children solutions are calculated by: 
X?,t+l) = 0.5[(1 + {3)x?,t) + (1 - {3)x?,t)] 




The procedure described is for the SBX operator applied to continuous variables coded 
directly, such as the reservoir size in this optimisation problem. For crossing discrete 
variables which are coded directly, such as the pipe diameter and configuration, the discrete 
version of SBX is suggested where a discrete probability distribution function is used. Even 
though that is the recommended method, for the sake of ease of use, the continuous version of 
SBX was used for the discrete variables in this thesis, and the points obtained were simply 
rounded off to the nearest permissible value. 
Where lower and upper bounds (Xl and XU) of a variable are specified, Deb & Gulati (2001) 
describe the calculation of children solutions with: 
{ 
(au)1JC~1, 









where a = 2 - {3-(TJc+l) and {3 is calculated as follows (assuming that x?,t) < x?,t)): 
{3 1 2 . [( (l,t) l) (u (2,t))] = + X~2,t+1) _X~1,t+1) mm Xi - X , X - Xi 
I I 
(6.14) 










An alternative method of enforcing the bounds of a variable is to round off any children 
solution outside the prescribed range to the appropriate boundary value, as was done in this 
project. 
Distribution index for crossover, YJc 
The distribution index YJc can be any non-negative real number. Large YJc values cause 
children points closer to the parents to be selected. Small YJ c values mean that the children 
solutions are more likely to be distant from the parents. The simulation results using the SBX 
operator closely match those of single-point binary crossover if moderate values (YJc = 2 to 5) 
are selected (Deb & Kumar, 1995). It is recommended that this parameter is initially small 
when a broad search is desired, and later a larger YJc is selected as the solutions converge so 
that a narrower search is obtained (Deb & Kumar, 1995; Deb & Goyal, 1997). 
For the purposes of this optimisation problem, the distribution index was kept constant. A 
small value of YJc equal to 2 was chosen. Since two of the decision variables are discrete, the 
selection of a large YJcvalue would result in a high probability of creating children that are 
equal to the parent solutions. However, if a small YJc is selected, the children solutions at least 
have a greater chance of changing to a different value. 
To confirm that an adequate distribution index was chosen in terms of providing enough 
spread as well as ensuring convergence, various YJc values were tested and compared. The 
optimisation procedure was carried out for distribution indices YJc equal to 2, 10 and 20. The 
Pareto-optimal solution set is shown for each of these YJc values in the graph below (Figure 
6.4). A close-up of the range of olutions with cost between A$5 million and A$6 million, 
and failure frequency between zero and twenty-five failures per annum is provided in Figure 
6.5. 
It was found that the solutions for YJc = 10 and YJc = 20 are densely located in the range of 
costs between A$500,000 to A$550,000. YJc = 2 appears to provide a greater spread of 
solutions, as it is able to find the range of solutions with costs between A$425,000 and 
A$500,000. After fifty generations, all the distribution indices managed to find the same front 
for most solutions. However, for the most unreliable, but most cost-effective solution, YJc = 
20 is unable to find the cheaper and more reliable solution that both YJc = 2 and YJc = 10 were 
able to. In addition, both YJc = 2 and YJc = 10 were able to find the cheapest reliable solution at 
A$553,867, with failure frequency less than the suggested design criterion of one failure in 
ten years (see Figure 6.5). This optimal solution is superior to the equivalent solution 
produced by YJc = 20, which is 1.55% more costly at A$564,233. Thus, a distribution index of 
YJc equal to 2 was chosen for this optimisation procedure, since it was able to produce the 
necessary convergence and spread of solutions. Although the distribution index YJc was fixed 
at a value of 2 for all optimisation runs, the user has the option of experimenting with and 
changing it. 
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For a continuous variable, polynomial mutation changes its current value to a nearby value. 
Like the crossover operator, this is done with a polynomial probability distribution. The 
current value is the mean for the probability distribution, whereas the variance is a function of 
the distribution index rJm. 
The mutated (or child) value is calculated with the probability distribution 
P(8) = O.5(n + 1)(1- 181)17m 






In the above expression, Llmax represents the maximum allowable perturbance in the parent 
(or current) value p, and c is the child (or mutated) value. 
To create the child value, a random number u between 0 and 1 is generated, which is used to 
determine the perturbance factor 8: 
8 = (2U)1Jm+l - 1, ifu < 0.5 
{ 
1 
1 - [2(1- u)]1J~+l, ifu ~ 0.5 
(6.17) 
The child value is then created with the expression: 
c = p + 8Llmax (6.18) 
This procedure is followed when applying the polynomial mutation operator to the reservoir 
size. 
For discrete variables directly coded, the discrete version of the above probability 
distribution P(8) is usually used. However, for the pipe configuration and diameter variables 
in this project, the continuous version was used, and obtained mutated values were just 
rounded off to the nearest permissible value. 
Like the SBX operator, lower and upper bounds (Xl and XU) may be specified for variables. 
The above equation would then be altered such that: 
1 
{ 
[2u + (1- 2u)(1- 8)17m+1 ] 1Jm+l_1, 
/j = 1 - [2(1- u) + 2eu - 0.5)(1 - 6)"m+11'':., . 
ifu < 0.5 
(6.19) 
ifu ~ 0.5 











8 = min[(x-xl).(xu-x)] 
(xu_xl) 
and .1max would be set to 
(6.20) 
(6.21) 
Once again, these equations are not used in this study. Instead, if the mutated value falls 
outside of the range [xl,XU ], then it is rounded off to the corresponding boundary value. 
Distribution index for crossover, TIm 
The distribution index TIm for the mutation operator has an equivalent definition to what is 
outlined for the crossover distribution index. It defines the shape of the mutation operator's 
probability distribution. A small TIm value means that there is a high likelihood that the child 
value is far away from the original parent value. While a large value means that it is probable 
that the child value will be closer to the parent value. 
In this optimisation, a small mutation distribution index was selected (TIm = 2), for similar 
reasons as why a small crossover distribution index was used. 
6.6.4 Recombination and selection 
After crossover and mutation have been performed, the parent and child population of the 
current generation are combined. Including both the previous and current generation's best 
individuals in the popUlation ensures elitism. The population is once again sorted based on 
nondomination. Thereafter the best solutions are selected based on rank and crowding 
distance until the popUlation size is reached. The evolution process repeats to generate the 
subsequent generations until the maximum number of generations is reached. 
6.7 Setting the population size and number of generations 
6.7.1 Population sizing 
Part of setting up the multi-objective genetic algorithm is selecting the population size. 
Careful consideration must be given to this selection because a large popUlation will produce 
better quality of solutions but the downside of it is that it will be slower to converge and 
waste computational resources. The opposite is true for a small population size, which will 
converge faster, but may become trapped in localised regions of the search space, as stated by 
Lobo & Lima (cited in Raad, 2010). 










Traditionally no rule is followed to select the population size for multi-objective evolutionary 
algorithms (MOEAs), and it is usually informally selected. Although there are now studies 
that have explored adaptive population sizing, a review of which was done by Lobo & Lima 
(2005), most current MOEAs use a fixed population size. Lobo & Goldberg's study (as cited 
in Raad, 2010) recognised that population sizing in the region of 50-100 solutions are most 
commonly used. In the original study on NSGA-II, Deb et ai. (2002) tested the algorithm on 
a number of problems using a population size of 100. For the purposes of this optimisation 
problem, a population size of 50 solutions is selected. The reason for this is that the 
evaluation of the reliability objective function takes a substantial amount of time for each 
solution. A smaller population size will ensure faster convergence towards the optimal 
solution. 
Since the population size affects the performance of a particular algorithm, the sensitivity 
analysis should be conducted with respect to the population size used (Raad, 2010). 
Therefore, a static population size of 50 solutions is used for all the simulations in this study. 
6.7.2 Number of generations 
Genetic algorithms also require stopping criteria to be defined. The number of generations is 
often used as a stopping condition, but other criteria such as the fitness of the best solution or 
population convergence can be used. 
The final result is often improved by increasing the number of generations. In the simulation 
results from Deb et ai. (2002), NSGA-II was run for a maximum of 500 generations, which 
was recognised as a rather large number. They found, however, that a reasonably good spread 
of solutions is generated by 200 generations. Balakrishnan & Jacob (1996) argue, however, 
that using the number of generations as the sole stopping criterion is insufficient. If few 
generations are specified then the algorithm may be not given enough opportunity to generate 
the optimal solutions. In contrast, if the algorithm converges too quickly to a set of solutions, 
then additional generations will be executed with no improvement in the solutions, thereby 
wasting valuable computational resources. 
Another possible stopping criterion for the genetic algorithm is convergence of the population. 
Seeing as the true Pareto-set is not available, convergence is defined with respect to a static 
population, which may take an extremely long time (Raad, 2010). In his dissertation, Raad 
(2010) chose to specify a threshold of 0.05% change in hypervolume per generation, which 
must have occurred for 200 consecutive generations for the algorithm to have 'converged'. If 
this convergence criterion was used in this study, it would most likely take an excessive 
length of time to converge considering the computational effort required when performing the 
stochastic analysis. Also, the number of different combinations of pipe configuration and pipe 
diameter for the bulk system is fairly small in comparison with a water distribution network. 
Once these two decision variables converge, the genetic algorithm will essentially just be 
testing various reservoir sizes; therefore it is expected that convergence to the Pareto-front 
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7 Results and Discussion 
In this chapter, results and simulation times for the compression heuristic and full stochastic 
method are compared and discussed. Following the confirmation of the practical usability of 
the compression heuristic, the reliability-based optimisation model is applied to an example 
bulk supply system, with the same system parameters as those used by van Zyl et al. (2008). 
A sensitivity analysis is then performed using the example system as the typical system. 
7.1 Comparison of stochastic simulation results 
This section investigates the accuracy of the compression heuristic failure results. Both the 
pre-run and the events run are run until convergence. Their individual failure results are 
combined to give the total system failure frequency for the compression heuristic. Likewise, 
the full stochastic analysis method (full Monte Carlo method) is used to determine the 
reliability of the same bulk system in terms of failure frequency. The same convergence 
criterion is applied. The failure frequencies obtained by these two methods are then compared. 
The compression heuristic and the full Monte Carlo method were each run for ten simulations 
using different random seeds. The average and standard deviation of the failure frequency for 
both methods were calculated and evaluated. An important determinant of how successful the 
compression heuristic was in providing accurate and reproducible results was whether the 
failure frequency for each simulation fell within the 5% bounds of the average for the full 
Monte Carlo stochastic analysis. 
It was recognised that investigating just one system would be inadequate to provide a fair 
representation of how accurately the compression heuristic performs. Four systems were thus 
analysed to investigate the range of possible bulk water supply systems that could be used. 
These systems were varied in terms of small or large supply ratio, and small or large reservoir 
capacity. The following systems were analysed: 
1. Small supply ratio (1.2) and small reservoir capacity (3 h); 
2. Small supply ratio (1.2) and large reservoir capacity (12 h); 
3. Large supply ratio (1.5) and small reservoir capacity (3 h); 
4. Large supply ratio (1.5) and large reservoir capacity (12 h). 
An analysis and discussion of the results for each bulk water supply system is provided. This 
is followed by a summary of the investigation and conclusion on the performance of the 
compression heuristic. 
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7.2 Comparison of stochastic simulation times 
7.2.1 Single stochastic simulation 
In addition to comparing the failure results for both methods, a comparison of the simulations 
times for each of the above systems was performed. Each simulation was run until the 
stopping criteria discussed in Section 4.5 were met, where the designer selected duration is 
2 million days. The average simulation times of ten different seeds for each system are 
highlighted in Table 7.1. 
Table 7.1 Average simulation times and simulated hours for each system 
SR 
RC Simulation time (s) Simulated hours (h) 
(h) Pre-run Events Total CH Full MC Pre-run Events Full MC 
1.2 3 1.3 1.4 2.6 1.8 84541 519658 83573 
1.2 12 192 96 288 95 48000000 32574477 10711889 
1.5 3 86 8 94 15 5678773 3178571 660606 
1.5 12 712 127 839 425 48000000 48001355 48000000 
For all four systems tested individually, the total simulation time of the compression heuristic 
(combined times for the pre-run and the events run) is longer than the full Monte Carlo 
method. This result can be explained by the number of hours simulated in each run. Since the 
fire and pipe failure events are simulated separately in the events run, more time steps must 
be simulated so as to generate enough failures for the results to converge. This increased 
computational effort is exacerbated by the fact that both the pre-run and events run have to 
converge or meet the termination criteria separately, whereas only one run is required for the 
full Monte Carlo method. This comparison of simulation times and simulated hours 
demonstrates that the compression heuristic does not provide the desired increase in 
computational speed over the full Monte Carlo method for an individual simulation. 
7.2.2 Stochastic simulation ofa large number of systems together 
Although it was at first discouraging that the compression heuristic took longer than the full 
Monte Carlo method for a single system, it was hypothesised that an improvement in 
computational speed could be achieved by the compression heuristic if it was applied to a 
large number of systems at the same time. This means that the pre-run is simulated only once 
at the beginning of the analysis, and the events run is then run for each individual system. In 
order to examine the improvement of speed achieved by the compression heuristic over the 
full Monte Carlo method, both stochastic methods were applied to an increasing number of 
systems from 10 up to 100 systems. These systems were randomly selected for analysis. The 
supply ratio was selected from the range 1.0 to 2.0, while the reservoir capacity was selected 
from the range of 4 h to 24 h of storage capacity. 










The pre-run in the compression heuri~tic was simulated for a set of ~upply ratios, SR '" (1 .0; 
1.2: lA: 1.6: 1 X 2.0 I and a set of reservoir capacities, RC = {4: H: 12; 16: 20: 24} h. The full 
simulation lime for the pre-run was 9411 seconds. This is the total time for 36 ~ys(ems. and 
not just the time for one stochastic si mulation as reported in the previous subsection . ;-.J"o 
m,rttcr how many sy~tems are anaJy~ed in tllC CVC ll b run, the pre-run ~imulation time always 
remains the same a<; it is on ly pCI'fo nned once, The simulation time for the events run is then 
added (0 the pre-run time to get the total simulation time for the compression heuristic, \vhich 
is then compared to the simulation (ime for the full Monte Carlo method. The simulation 
times are shown in Table 7.2. 
Table 7.2 Cumpdri,on of simuliltion tim es for a large number of simldatiOlls 
CH Time (sJ Full MC 
"'0. simuIJtiollS Pre-nm Events rUIl TotClI n m Time (5) CH/FMC 
10 ')41 L fl 7.'! 10286 4'Jsn 2.1 
20 9411 H132 11243 9256 1.2 
50 '1411 41 51 13562 19411 0.7 
100 9411 3845 18256 3<J455 (l .5 
For the analysis of 10 system ~, the compression heuristic \<lkes <lpproximately twice as long 
a~ the full Monte Carlo method to cumplete the sirnulalioll~. ror 20 system~, the tolal 
simulation time for the compression heuristic is about 1.2 times longer than the full Monte 
Carlo method. AI 50 and 100 systems. the benefit of using the compres~ion heuristic become~ 
apparent, as it takes about 0.7 and 0 . .5 times the length of simulation time required for the full 
~lonte Carlo method. Figure 7.5 sho\v~ that for this set of system parameters tested. the 
compression heuristic start~ to be faster than the full Monte Carlo method after approximatel y 
30 simulalions. A fullli~t of simulation times for :t11 100 systems can be found in Appendix B. 
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Monte Carlo method, if each system evaluation takes approximately 380 seconds, then the 
reliability evaluations would take 269 hours to complete. If the compression heuristic was 
used, assuming that the pre-run takes 9411 seconds and each events run takes 90 seconds on 
average, then the reliability evaluations would take 66 hours to complete. The compression 
heuristic would thus provide a 75% saving in computation time. 
This investigation shows that the compression heuristic is capable of reducing the 
computational time required for the full Monte Carlo method for a large number of 
evaluations. For a fixed pre-run simulation, the more reliability evaluations carried out, the 
greater the computational savings in time. 
7.3 Application of the reliability-based optimisation model 
In this section, the optimisation model is tested for a single bulk water supply system and the 
resulting solution set is analysed. The system input values are as follows: the seasonal peak 
demand Dpeak is 80 Us, the system head H is 60 m, the length L of the feeder pipe system is 
10 km and the Hazen-Williams coefficient is 120. The stochastic demand parameters are the 
same as described in the study by van Zyl et at. (2008), and the fire rate is 6 fires/annum, 
while the pipe failure rate is 0.2 failureslkmlannum. 
To recap, the aim of the optimisation procedure is to determine possible design solutions for 
the bulk water supply system, in terms of the supply pipe configuration, the pipe diameter 
and the size of the reservoir. Anyone of the seven pipe configurations as described in 
Section 5.5 may be selected, whereas the possible pipe diameters are determined from the 
range of commercially available pipe sizes. The available pipe sizes used in this project were 
extracted from Raad (2010) and are shown in Table 7.3. The range for the reservoir size is 
determined by the user, which for the test system ranges from 4 h to 16 h of storage capacity. 
Table 7.3 Range of available pipe diameters 
Diameter (m) 
0.127 0.428 0.777 1.366 
0.145 0.479 0.828 1.568 
0.182 0.530 0.878 1.773 
0.227 0.574 0.929 1.970 
0.286 0.626 0.976 2.174 
0.322 0.675 1.074 
0.363 0.726 1.176 
The optImIsation model immediately starts by eliminating the pipe diameters that are 
impractical (i.e. too small or too large) for the test system, leaving the remaining pipes with 
diameters: 0.227 m, 0.286 m, 0.322 m and 0.363 m. The resulting supply ratios for each 
combination of pipe configuration and pipe diameter are summarised in Table 7.4. 










Table 7.4 Supply ratios for different combinations of pipe configuration and diameter 
Diameter Configuration 
(m) 1 pipe 2 pipes 3 pipes 
0.227 0.5330 1.0660 1.5990 
0.286 0.9787 1.9573 2.9360 
0.322 1.3367 2.6735 4.0102 
0.363 1.8321 3.6641 5.4962 
The demands-only pre-run is executed, and the results from the pre-run are stored for use in 
the main events run, namely, the demands failure frequency (Table 7.5), the full reservoir 
fraction (Table 7.6), and the lookup table for the reservoir level distribution curve. 
Table 7.5 Demands failure frequency results from the pre-run 
Supply Ratio 
Reservoir Capacity (h) 
4 8 12 16 
0.5330 373.7425 362.8012 369.1505 375.7111 
0.9787 254.7129 171.3845 151.1635 141.8123 
1.0660 189.0312 67.5519 24.7372 9.8882 
1.3367 39.4290 2.7690 0.1304 0.0025 
1.5990 5.0717 0.1464 0.0032 0 
1.8321 0.5959 0.0106 0 0 
1.9573 0.1619 0.0059 0 0 
2.6735 0.0003 0 0 0 
2.9360 0 0 0 0 
3.6641 0 0 0 0 
4.0102 0 0 0 0 
5.4962 0 0 0 0 
Table 7.6 Full reservoir fraction results from the pre-run 
Supply Ratio 
Reservoir Capacity (h) 
4 8 12 16 
0.5330 0 0 0 0 
0.9787 0.0809 0.0073 0.0022 0 
1.0660 0.1754 0.0805 0.0791 0.0791 
1.3367 0.9159 0.8558 0.8526 0.8535 
1.5990 0.9999 0.9956 0.9958 0.9956 
1.8321 1 0.9999 0.9999 0.9999 
1.9573 1 1 1 1 
2.6735 1 1 1 1 
2.9360 1 1 1 1 
3.6641 1 1 1 1 
4.0102 1 1 1 1 
5.4962 1 1 1 1 
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7.3.1 General observations 
The Pareto front shows the optimal set of solutions obtained, ranging from cheap but 
unreliable solutions on one end of the curve to reliable but costly solutions on the other end. 
It clearly illustrates that there is a trade-off between cost and failure frequency. If the designer 
desires a more affordable solution, then a cheaper solution can be selected, but at the risk of a 
lower reliability. On the other hand, the designer may be willing to spend more money on a 
system so that a greater reliability can be obtained. 
The red solution indicated in the trade-off curve in Figure 7.6 is the cheapest solution. To be 
able to achieve such a low cost, the supply ratio was minimised to 0.53 through the selection 
of a single 0.227 m diameter pipeline. The smallest reservoir capacity of 4 h of seasonal peak 
demand was also selected. This cost of A$ 1,513,744 was obtained to the detriment of the 
reliability of the solution, as it has a high failure frequency of 357 failures/annum, which is 
nearly equivalent to one failure per day. 
The cost of a pipeline is a function of its diameter and length. Looking at the single pipelines 
in Table 7.8, a clear trend of increasing cost is observed with increasing pipe diameter. In 
addition, the cost of pipelines increases with length, and so two parallel pipes are double the 
cost of a single pipeline with the same diameter, assuming that the pipes are laid in separate 
trenches. Thus, there is a very distinct gap between solutions with a single pipeline and 
solutions with two parallel pipes. The majority of solutions in the Pareto front consist of 
systems with single pipelines. This configuration is a 'popular' option because of its low cost. 
Systems with single pipelines generally have a high failure frequency, especially if the 
selected pipe configuration and diameter provide a supply ratio less than one under seasonal 
peak conditions. A bulk system with supply ratio less than one would not be able to meet the 
design criterion of one failure in ten years under seasonal peak flow conditions, as the supply 
inflow would struggle to fill the storage reservoir; therefore this option is not a viable 
solution, even though it is more affordable. 
In some instances, systems with single pipelines are able to meet the desired reliability design 
criterion, as illustrated by the green and light blue solutions in Figure 7.7. For example, the 
solution with a single pipeline of diameter 0.322 m and reservoir capacity of 14.5 h of 
seasonal peak demand has a failure frequency of 0.1048 failures/annum, which is nearest to 
the desired reliability of 0.1 failures/annum under seasonal peak conditions. For any other 
system with a single pipeline, the system should either have a reservoir capacity greater than 
14.5 h or pipe diameter of 0.363 m. 
Keep in mind that the selection of practical pipe diameters was based on the elimination of a 
diameter if a single pipeline provided a supply ratio greater than 2 times seasonal peak 
demand. For this typical system, the largest diameter allowed was 0.363 m, thus for a single 
pipe configuration the supply ratio is 1.83. It is recognised that a Pareto-optimal solution 










consisting of a single pipeline with the next commercially available pipe size of 0.428 m, and 
a smaller reservoir capacity could exist. This solution would have a supply ratio of 2.83 times 
seasonal peak demand. In this project, however, the maximum allowable supply ratio was 
limited to 2 times seasonal peak demand for all applications of the optimisation model. It is 
recommended that the maximum allowable supply ratio should be investigated further in 
future studies. 
There are other solutions (dark blue) which are able to meet the desired reliability. These 
consist of systems with pipe configurations consisting of two pipes in parallel. Pipes in 
parallel provide additional reliability to the system, as at least half the supply into the 
reservoir remains when there is a pipe outage. It was observed that the reservoir sizes for 
these solutions are notably smaller than for systems with single pipeline configurations. For 
this application to a typical system, it was found that parallel pipe systems are more reliable, 
yet more expensive than single pipe systems. This once again emphasises that cost and 
reliability of a system are conflicting objectives. 
The purple solution in Figure 7.6 and Figure 7.7 represents the most reliable, yet most 
expensive system at A$ 4.037 million (Table 7.8). It consists of two pipes in parallel and no 
interconnections, with the largest available pipe diameter of 0.363 m, but with the smallest 
allowable reservoir capacity of 4 h of seasonal peak demand. Since the inflow capacity is 
3.66 times greater than the seasonal peak, the storage reservoir experiences a negligibly small 
number of failures. The high cost of the system can be attributed to the fact that the supply 
pipe consists of two 0.363 m diameter pipes in parallel, which contributes to 92% of the total 
system cost. It is nearly twelve time the cost of the bulk storage reservoir. 
For bulk systems with a feeder pipe length of 10 km between its source and the storage 
reservoir, the supply pipe system contributes between approximately 70% to 90% of the total 
cost of the bulk system. The size of the reservoir appears to be of little consequence in 
comparison to the pipe system with regards to cost considerations. From Table 7.8, it can also 
be seen that the costs of the chambers for the interconnection of parallel pipes are 
insignificant as they make a marginal difference to the total cost. 
It is also interesting to note that for solutions where the pipe cost is at a mmlmum, at 
approximately 70% of the total cost, these solutions also correspond to the region of solutions 
that would be examined more closely by the engineer, i.e. cheapest solution meeting the 
desired reliability criterion. 
Gaps between solutions in the Pareto front 
The solutions in Figure 7.6 and Table 7.7 are highlighted according to their supply ratios. As 
can be seen in Figure 7.6, there are large gaps between solutions caused by the discrete nature 
of the optimisation problem, as both the pipe configuration and pipe diameter are discrete 
variables. Only the reservoir capacity is a continuous variable. The gaps represent the change 
in supply ratio, which is determined by the solutions' pipe configuration and pipe diameter. 










The supply ratios of the solutions have a direct impact on the system reliability. The gaps are 
also linked to changes in the system cost. 
Working from left to right ofthe Pareto front in Figure 7.6, each gap in the front is explained. 
The red, orange, green and light blue solutions all have systems with single pipe 
configurations. The gaps between the red and orange solutions, the orange and green 
solutions, and the green and light blue solutions are caused by increases in the pipe diameter. 
In contrast, the significant gap between the light blue to the dark blue solutions is explained 
by the change in pipe configuration from a single pipeline to two pipes in parallel. Although 
both pipe configurations are capable of producing systems with similar reliability, the 
additional pipe has a large impact on the cost of the system. The gap represents a 33.5% 
increase in cost. Lastly, the gap between the dark blue and purple solutions is explained by an 
increase in the pipe diameter from 0.286 m to 0.322 m for two pipes in parallel, which 
represents an increase in the supply ratio from 1.96 to 3.66. 
Using the optimisation model, a Pareto front can be obtained for any set of system parameters. 
Regardless of what parameters are used, gaps will exist in all trade-off curves due to the 
discrete nature of the optimisation problem. These gaps can be explained by either a change 
in pipe diameter or pipe configuration between adjacent solutions. From the analysis of the 
solutions and the gaps between them, a trend in optimal variables is observed. Single pipe 
solutions are included in the front as they usually provide the cheapest systems, but also the 
least reliable ones. Solutions with single pipeline configurations can be reliable and meet the 
desired design criterion so long as a large enough diameter is provided to produce an 
acceptable supply ratio. From the Pareto front, it is clear that parallel pipe solutions dominate 
the right-hand end of the curve, illustrating that a change in pipe configuration from single to 
parallel pipes improves the reliability of the system, at the expense of a higher cost. 
Absence of systems with three parallel pipes 
It was at first surprising that no systems with three pipes in parallel appeared in the final 
solution set. Only solutions with single pipelines and two pipes in parallel with a varying 
number of interconnections were produced. The reason for this is that some bulk systems 
with two parallel pipes have similar reliability to what systems with three pipes in parallel 
would have, but at a reduced cost. To confirm this observation, a number of systems with 
three parallel pipes and 0.227 m diameter were evaluated. These systems have a supply ratio 
of 1.599 under seasonal peak conditions. The cost and failure frequency for each system is 
shown in Table 7.9, and compared to the most expensive and reliable system obtained 
through the optimisation procedure. 
Table 7.9 illustrates that systems with three pipes in parallel are generally more costly than 
the most expensive solution in the Pareto front. Where a system with three parallel pipes is 
cheaper, it is unable to meet the reliability of the most expensive solution in the optimisation. 
The solutions with two parallel pipes consequently outperform the solutions with three 
parallel pipes in the multi-objective optimisation, as illustrated in Figure 7.8. 
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Suppose that the hulk system was designed :leeording 10 the deterministic guideJ:ne~ stated in 
the Red Book. where the ca pacilY of th e supply main is 1.5 times AAD D (i.c. one times 
seasonal peak demand) and the storage resenoir capaci ty is 4H h of AADD (i.e. 32 h of 
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and the reservoir capac ity is 24 h of AADD. These options with their associated costs are 
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(A$ 2.6 million and A$ 3.5 million) is greater than the optimised solution described above 
with a system cost of A$ 2.36 million. The large reservoir capacity of 32 h accounts for the 
increased cost. Where the reservoir capacity is 24 h of AADD, i.e. 16 h of seasonal peak 
demand, the deterministic guidelines provide one system that is slightly cheaper 
(A$ 2.2 million) than the optimised solution, but at a much higher failure rate. The other 
system is more expensive at a cost of A$ 3.1 million. This result suggests that a more 
economical system can be designed if a larger supply capacity is selected in preference to a 
bulk reservoir with large storage capacity, for this set of system parameters. 
It is stressed that the bulk systems designed according to the deterministic guidelines, shown 
in Table 7.10, actually fail to meet the design criterion of 0.1 failures/annum under seasonal 
peak flow conditions. This is because the supply ratio is either slightly less or slightly greater 
than the critical value of one. For a single pipeline, the supply ratio is 0.98, which means that 
the seasonal peak demand is greater than the supply inflow into the reservoir. This leads to an 
extremely high failure frequency of 140 failures/annum. The pipe diameter selected in this 
case is too small and a larger diameter should be selected. A pipe that is one size larger would 
have a diameter of 0.322 m, and would provide a supply ratio of 1.34 of seasonal peak 
demand or 2 times AADD. This pipe configuration and new diameter is coincidentally the 
same as the Pareto-optimal solution that the designer would be most interested in. 
For the systems with a parallel pipe configuration in Table 7.10, the supply ratio is 1.066 
times seasonal peak demand. The failure frequency is 0.3098 and 10.3485 failures/annum for 
the reservoir size of 32 hand 16 h of seasonal peak demand respectively. These systems still 
fail to meet the design criterion of 0.1 failures/annum. 
These failure results suggest that the minimum supply capacity of 1.5 times AADD as 
specified by the Red Book is inadequate. The supply capacity should be increased so that the 
design criterion can be met, like it was done for the optimised solution. The obvious question 
leading from this is: if bulk storage reservoirs are designed according to the Red Book in 
practice, then why do they not fail all the time in the field? A possible reason for this is that 
seasonal peak conditions only happen for a short period of the year, thus not as many failures 
would occur in any year. Another explanation is that the failure rate of the system is highly 
sensitive to the supply ratio (van Zyl et ai., 2010), and the lack of failures in practice can be 
attributed to the design of systems with higher supply ratios. Engineers design the bulk 
system for a 20 to 40 year design period and thus design the system using a higher AADD 
value than the current one. In addition, only discrete pipe diameters are available and so the 
supply ratio in practice is likely to be higher than the minimum Red Book specification. 
Note that the assumed seasonal demand pattern of 1.5 is not an unrealistically or 
unreasonably high value in practice. Since a supply ratio of 1.5 is clearly inadequate under 
such conditions, it is suggested that the minimum supply ratio specified by the Red Book 
should be reviewed. 











The optimisation model was applied to a test system with certain parameters. It was effective 
in excluding the impractical pipe diameters, and preserving the commercially available pipe 
diameters of 0.227 m, 0.286m, 0.322 m and 0.363 m. Once the optimisation procedure was 
completed, a final set of 50 solutions was generated, each of which has a certain pipe 
configuration, pipe diameter and reservoir size. Each of these solutions has an associated 
reliability and cost. The designer can determine which solutions are of the most interest based 
on how much reliability he is willing to sacrifice in favour of a cheaper system. Assuming 
that the designer wants the bulk system to meet the design criterion of one failure in ten years 
under seasonal peak demand conditions; the most attractive solution would be a system with 
a single 0.322 m supply pipe, giving a supply ratio of 1.34 times seasonal peak demand and 
reservoir storage capacity of 14.54 h of seasonal peak demand. 
It is evident that the optimisation model is able to assist the designer in arrowing down 
thousands of possible design options to just a handful as indicated by the findings in this 
section. From these solutions, the search can be reduced and refined so that the final system 
design can be reliable and cost-effective. 
7.4 Sensitivity analysis 
Thus far, a single bulk water supply system has been optimised and the results for the system 
were presented and discussed in the previous section. Using this system as the base system, a 
sensitivity analysis on the method is performed by investigating the effects of varying 
individual system parameters or stochastic parameters. The system parameters refer to the 
physical aspects of the system, such as the length of the feeder pipe system, and the system 
head. The stochastic parameters refer to external factors affecting the system, such as the 
consumer demand patterns, the fire occurrence rate, the pipe failure rate and the average pipe 
failure duration. 
The base system is assumed to have parameters with typical values, most of which were 
selected based predominantly on the parameters as described by van Zyl et al. (2010). Where 
necessary, these typical values were also identified based on literature and accepted values in 
practice. A similar method was followed for identifying the low and high values for each 
parameter. In the sensitivity analysis, each individual parameter is taken and the effect of 
changing it to a low and high value is analysed and compared to the typical value. The values 
selected for each sensitivity parameter are summarised in Table 7.11. 
The approach used to analyse the results from the sensitivity analysis followed two steps. 
Firstly, for each sensitivity parameter, the trade-off curves for the low, typical and high 
values were plotted on the same graph. Any shifts of the curves to the left or right of the 
typical one were observed and discussed, as well as any changes in the spread of results. 
Secondly, a comparison was made by selecting the solutions with a failure frequency closest 










to 0.1 failures/annum under seasonal peak conditions. Each solution is most likely not going 
to have an exact failure frequency of 0.1 failures/annum, therefore it is necessary to keep this 
variation in mind when comparing the results. It must also be remembered that stochastic 
simulations have an inherent variability in their results as illustrated earlier. The full set of 
solutions for each sensitivity parameter is shown in Tables C.1 to C.6 in Appendix C. 
Table 7.11 Sensitivity analysis parameters 
Sensitivity Parameter Low Typical High 
Length (km) 1 10 100 
Head (m) 30 60 120 
Hourly demand pattern: Peak factor 1.25 1.49 1.75 
Fire rate (fires/a) 0 6 24 
Pipe failure rate (failure/km/a) 0.1 0.2 0.5 
Average failure duration (h) 3 4.5 9 
In the optimisation process, the range of design variables was kept constant. The pipe 
configuration was limited to the seven different options as described before. The full 
selection of commercially available pipe sizes was allowed, but the range of practical pipe 
diameters was selected using the Hazen-Williams equation and the eliminating conditions 
described in Section 4.2. Finally, the reservoir capacity values ranged from 4 h to 16 h, as 
previously specified for the base system. During the execution of the sensitivity analysis, it 
was found that it was necessary to explore reservoir capacities greater than 16 h. The 
reliability analysis of these systems with larger reservoir capacities was performed using the 
full stochastic analysis model for each individual system. In each optimisation, 50 Pareto-
optimal solutions were produced after 50 generations. 
7.4.1 Effect of length 
Obviously the length of the feeder pipe system depends on the distance between the supply 
source and bulk storage reservoir. For the typical value, a pipe length of 10 km was assumed. 
This value seems reasonable as the Drakenstein Pipeline which conveys water from the 
Drakenstein Pump Station to the Berg River Dam in the Western Cape is 10 km long. Bulk 
supply pipelines can, however, be much longer than 10 km, for example the Western 
Aqueduct in eThekwini is 73 km long. Thus the high value for the length parameter was 
chosen as 100 km. A short pipe length of 1 km was selected as the low value. 
The length of the feeder pipe system has a direct impact on the pipe diameters selected for the 
optimisation process. The Hazen-Williams head-loss formula indicates that for a constant 
flow rate and a constant head, if the length of the pipe is increased, then the diameter must 
increase. Therefore, to obtain acceptable supply ratio values between 1.0 and 2.0, a 100 km 
long pipe system requires larger diameter pipes than a 10 km and 1 km long system. The 
allowed pipe diameters for each pipe length are shown in Table 7.12. 
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in the pipe diameter or pipe configuration, which result in a change in supply ratio. For the 
typical system, there are three distinct gaps in the Pareto front. The first two gaps are caused 
by an increase in pipe diameter for solutions with a single pipe configuration. Notice that the 
gaps are predominantly in the vertical direction thereby representing a sudden change in 
failure frequency. In contrast, the third gap lies in the horizontal direction and represents a 
sudden change in the cost of the solution which is caused by a change in pipe configuration 
from a single pipeline to two pipes in parallel. 
For the short pipe length of 1 km, the changes in the costs of the solutions are gradual, unlike 
the failure frequencies. There is a sudden jump from solutions with a high failure frequency 
of approximately 190 failures/annum down to solutions with failure frequencies less than one 
failure/annum. This jump represents a sudden increase in the supply ratio of the solutions. 
The solutions that are highly unreliable have a supply ratio less than or equal to one, which is 
accounted for by the single pipe configuration with small diameter. Over half of the Pareto-
optimal solutions have a fairly low failure frequency of less than one failure a year under 
seasonal peak conditions, which can be attributed to the supply ratio values which are greater 
than 1.8481. Most of these solutions have high supply ratios predominantly due to the parallel 
pipe configuration of the system. 
The Pareto front for the 100 km long pipe length is a stark contrast to the front for the 1 km 
long pipe. The large vertical gap that was present in the 1 km long Pareto front has been 
eliminated, and there is a gradual change in the failure frequency of solutions in this 100 km 
front. The most significant gap in this front is the one in the horizontal direction which 
represents a large increase in cost. It portrays the change from a single pipe configuration to a 
parallel pipe configuration. 
For each length, the design variables for the solutions that were able to meet the specified 
design criterion of 0.1 failures/annum were examined. From the previous discussion of the 
typical system with a 10 km pipe length, it was found that solutions that met the criterion had 
mixed pipe configurations, either having a single or parallel pipe configuration; and the 
reservoir sizes ranged from small (4 h) to large (16 h). For a pipe length of 1 km, the 
acceptable solutions consisted of configurations with two parallel pipes, both with and 
without interconnections, while most of the reservoir sizes are fairly small, with storage 
capacities less than 5 h. In contrast, all the solutions that met the design criterion for a 100 km 
system had two parallel pipes, which resulted in extremely expensive systems. No single pipe 
configurations were acceptable. However, this was due to the fact that the maximum allowed 
reservoir capacity explored was 16 h. If the reservoir range was expanded, then single 
pipeline solutions with reservoir sizes greater than 18 h would dominate and be included in 
the Pareto front. Even a solution with a single pipeline and reservoir capacity of 32 h of 
seasonal peak demand (equivalent to 48 h of AADD) would meet the design criterion at a 
more economical price than a system with two pipes in parallel. From the optimisation run, it 
was not possible to observe a clear trade-off between interconnections and extra pipes. The 
main observation is that in many cases single pipelines are more cost effective, except where 
there is a very short pipe length. 
---------------------~~. 










A comparison of one solution for each system length that has a failure frequency close to 0.1 
failures/annum was made. These solutions are summarised in Table 7.13. The solution for the 
1 km system is quite reliable as one failure in 15 years under seasonal peak conditions is 
expected, even though it has a small reservoir size of just over 4 h. Its low failure frequency 
is attributed to its high supply ratio. For the 10 km system, the cheapest solution meeting the 
desired reliability has quite a low supply ratio value of 1.34, which is compensated for by the 
reservoir capacity of 14.5 h. When the maximum reservoir capacity allowed was 16 h, the 
100 km system required two parallel pipes to achieve the desired reliability, which resulted in 
an exorbitantly priced system of A$ 44,150,300. If the range of the reservoir capacities was 
extended, then the acceptable solution would consist of a single 0.574 m pipeline (SR = 1.76) 
and an 18 h reservoir. This would be the more sensible and cost effective solution, as it would 
reduce the cost ofthe system to A$ 29,348,258, producing a 34% saving in cost. 
Table 7.13 Comparison of single solution for the different pipe lengths 
Length Configuration Diameter SR* RC* Cost Failure frequency 
(km) (Pipes/lnterconn.) (m) (h) (A$) (failures/annum) 
1 2/0 0.182 2.0673 4.0781 513710 0.0664 
10 1/0 0.322 1.3367 14.5358 2356255 0.1048 
100a 2/0 0.428 1.6297 16 44150300 0.0006 
100b 1/0 0.574 1.7633 18 29348258 0.0954 
100b 1/0 0.574 1.7633 32 29658822 0.0007 
• of seasonal peak demand 
a - solution if maximum RC is 16 h 
b - solution if maximum RC is greater than 16 h 
From the comparison of the solutions in Table 7.13, it can be concluded that for systems with 
a short pipe length, it is cheaper to have parallel pipe configurations and small reservoir sizes. 
This is because the reservoir cost outweighs that of the pipe system. As the pipe length 
increases, however, the cost of the pipe forms a greater proportion of the total cost. Therefore, 
it becomes far more economical to design the system such that it has a single pipeline and a 
reservoir with a large capacity. 
7.4.2 Effect of head 
The system head has a wide range of possible values, as it varies depending on the location of 
the system, the pipe length, the pipe velocity, the pipe diameter and the pipe roughness. To 
find an estimated typical value, a design velocity of 1 mls was assumed, with a Hazen-
Williams roughness coefficient of 120. For a 0.2 m diameter pipeline that is 10 km long, an 
expected headloss of 63 m can be calculated. From this approximation, the typical value for 
the system head in the sensitivity analysis is 60 m. The low and high values are taken to be 
half and double the typical value respectively, i.e. 30 m and 120 m. Although 30 m may not 
actually be a low value, it was selected so that the range of values can give an indication of 
how the optimisation is affected by the system head, as demonstrated in Figure 7.11. 










Similar In the pire length, the systcm head will also directly intluen.:c with pipe diameters ;trc 
selected tor the optimisation procedure. Using th e HULen-Williams !om1ulu with a constant 
fl ow rate ami a consta nt pipe length, the diameter decreases with an increasing head. Thus, a 
120 III head requ ires smaller J iamctcr pipes than ,I system with 60 III li nd 30 III head . Tablc 
7. 14 shows the a llowed pipe diameters fo r each head val m:. '\'ote [h<.lt tht.: selection of pipe: 
d iameters does not vary as much w ith the system head as it docs wilh the system pipe length . 
T3ble 7.1" Pipe diamE'ter selecti on for each system ht:!ad 
H =:H!m l! = flOm H=120111 
O.Ll7 III 0.227 m O. 182m 
0.28(; III 0.286 In U.22 7 III 
0.3 22 m 0.322 III a.286m 
0.:.Hi3 m 0.] (;3 to [1.322 m 
0.121:1 m 
Looking at the cheaper enJ of each Clirve in Figu re 7.1 1, it is observcd that the system with 
30 m head has a steeper curve than tbose with 3 60 m and 120 III hCill!. This indicates that 
systems with smaller heads have a greater increase in fai lure fr",qucncy corresponding to an 
increase ill cost. The curve for the 30 m head system has shifted to the righ t of the or iginal 
curve, indi cating that more expensive solutions are req uired be':all se of the larger pipe 
diameters. The curve fo r the 12001 head system has shi ft ed to the left. signifying that the 
solutions are \.~ heaper because of the selection or smaller diameter pipes. 
Both of the cheape.st solutions for ~yslem heads of 30 01 and 60 t1l have the s(!mc pipe 
conftguraltol), diameter, and rcscrvuir size, and thereforC' cx actl y the ~atne tosl. However, ,I 
comparison of their failure frequencies ~h(Jws thutthe lower head of 30 tlI has fewcr failures 
per annum : si nce fo r the same pipe d iameter, the system with a lower head will h(t ve a higher 
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For the three systems, the solutions that meet the design criterion of 0.1 failures/annum have 
a mixed selection of pipe configurations consisting of either one pipe or two parallel pipes 
with a varying number of interconnections. As before, the cheapest solutions closest to the 
design criterion for each system head were compared, and are summarised in Table 7.15. 
Each of these solutions requires only a single pipeline. Again, the diameter decreases with 
increasing head. With an increasing trend in the supply ratio, a smaller reservoir capacity is 
required. The solution with a 120 m system head has both a smaller diameter pipe and also a 
smaller reservoir; therefore it is cheaper than the other two solutions. 
Table 7.15 Comparison of single solution for the different system heads 
Head Configuration Diameter SR* RC* Cost Failure frequency 
(m) (Pipes /Interconnections) (m) (h) (A$) (failures/annum) 
30 1/0 0.363 1.26 16 2.593.198 0.1030 
60 1/0 0.322 1.3367 14.5358 2.356.255 0.1048 
120 1/0 0.286 1.4229 13.7064 2.158,468 0.0829 
• of seasonal peak demand 
These results show that the system head does not have as great an impact on the optimal 
solutions as the length of the system. The effect that the system head has on the cost is not as 
significant as effect of the length as the costs of the solutions are within a similar order of 
magnitude. The system head mainly has an effect on the cost, rather than the reliability, of the 
system. The designer can control the system head by choosing to construct either an elevated 
or a ground level storage reservoir. If an elevated reservoir is chosen, it must be remembered 
that additional costs will be incurred as pumping of the water into the reservoir is required. 
7.4.3 Effect of demand pattern 
For a fixed average demand, the supply ratio could be selected as a parameter for sensitivity 
analysis; however, this is not necessary, as allowing the possibility of different pipe diameters 
to be selected will inherently include the effect of the supply ratio in the optimisation. Neither 
is the daily demand pattern varied as it is generally quite flat and there is little variation in 
demand from one day to the next. Only the hourly demand pattern is investigated in this 
sensitivity analysis. Different hourly demand patterns were investigated by selecting suitable 
low and high values for the peak hourly factor. 
The low, typical and high values of the peak hourly factor for the demand pattern were 
chosen to be the same as those in a study by van Zyl et al. (2010) on user demand sensitivity 
parameters. The typical value was based on the measured demands of three small residential 
towns located in the Moselle area in the east of France, as described by van Zyl et al. (2008). 
It was found in the study of that area that the hourly factors follow a classical residential 
demand pattern and that the peak hourly factor was 1.49. Van Zyl et al. (2010) identified the 
low ~eak homl'j factor as l.15 and the high Ileak hour\)' factor as l.75. Figure 7.l2 shows the 
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f igure 7.12 Hourly dcmand patterns 
( 'hanging the peak hourl y tilclor has no effect on the system parameter),. :lIld therefore 110 
effect on tht! pract ical diameters selected for the optimisation. It dOt's, however. havl! an 
imrxici on the results for the pre-run and e\'ents rUll . In Figure 7. 13, thc drCCb o f chang ing 
the peak hourl y faclOr a ll the optim isatioll results a rc shown. For Ihe high hourly flC:lk factor 
o f 1.75, a stccp..' r curve i~ produced than for the typical alld low hourly peak f: lctOrs. Thi s 
obseryat lon can bl' explained hy the fact that a high peak hourly laclnr means thai tht' re is an 
elevated demand palte ill. If tbe system experiences grt'a l ~ r consumer dcmand, then the 
rI.'Sl.'n. OI1" i ~ more liked y to run dry and more reservoir I:,ilures occur. Thcrefore, less reliable 
systcms arc oht:llllccl al Ih~ same COst. A s imilar ex planation ic; provided lor tbe fl attc r tmde-
off cun.'c ohscrvcd for the low peak hourly fac tor. The low value of 1.25 genenHes tower 
hourly consumer d~mnnd th;\ t would. cause fewer resen'o ir Ihilures. The system would thus 
ha ve a lowcr fai lure fi ·eq u\!m~y . Varying the peak hou rly factor does not have a signifi cant 
effect on the design values to r the optimal solutions (sec Table C3, Appcndix l'). As a resu lt, 
Ihl.; ~o lutiolls ha ve ~imilar costs. 
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Figure 7.1 3 Pardo fronts for systems with differ ent peak hourly factc))·s 
1.5 
The main effect of varying th..: peak hourly fCletor is Oil the fa ilure freq uency for the system. 
This observation is illuSlr,l ted by Table 7 . [6 be low. The so lutions in Table 7.16 an: 
posi tioned where the vertical jump occur~ in lil.; trade-off curves. At thi s point in Lht! curves, 
where the gap is, the optimisation produced exactly the same design solution for all three 
peak hourly factors. Ho\\,-evcr. as the peak hourly factor jncreas,,;s, so does the system"s 
failuf(" frequency_ 
Table 7.16 Compal"ison the SJme solution with different peak huurly facto l's 
PIlF Configuration Diameter SR' ,,' Cost Fail ure frequency 
(Pipes/ Inter.) [Ill ) Ihl (AS) (f,l i lllr~~ ('~~lllm ) 
1.25 I/O 0.322 Ll:l67 4 1977642 7,769Y 
1.49 l /Il 0.322 1.3367 4 1977642 4D.44B l 
1.75 1/0 0.322 1.3367 4 1977642 136.6199 
, Dfsc~,onal p"ak JCtn""J 
Comparing the acceptable sol uti ons that meet the design criterion of 0 . 1 fa ilures/ann um , a 
trend is observed \Vllere as the peak hourly factor increases larger supp ly ratio va lues are 
required so as to maintain an acceptable reliability. i\ comparison of the cheapest sol ution 
with the clo~est adherence to the design criterion for ea.::h of the peak hourly factors IS 
provided in Table 7. 17 . .A. comparison of tile solulions with peak hourly factors of 1.25 and 
1.49 indicates that an elevated hourl y demand pauern requires the system to have a larger 
n:scrvo il' size so as to ensure thill the reliability of the system is mainwined . foor an even 
--_ .... _ ... _--------------










higher peak hourly factor of 1.75, an increased supply ratio was required and provided by a 
larger diameter of 0.363 m. 
Table 7.17 Comparison of single solution for the different hourly demand patterns 
PHF Configuration Diameter SR* RC* Cost Failure frequency 
(Pipes/Inter.) (m) (h) (A$) (failures/annum) 
1.25 1/0 0.322 1.3367 12.1437 2287628 0.0952 
1.49 1/0 0.322 1.3367 14.5358 2356255 0.1048 
1.75 1/0 0.363 1.8321 14.0259 2539344 0.0744 
* of seasonal peak demand 
The demand pattern is not a factor which can be directly controlled by the designer. As a 
result, the designer of the bulk supply system needs to be aware of would happen in the event 
of a future elevated water demand. Certain measures must be taken to respond to an increased 
demand. These measures would include either increasing the reservoir capacity of the system, 
or augmenting the supply inflow to the reservoir by replacing the supply system with a larger 
diameter pipe or adding an additional pipe in parallel. From this analysis, it has been shown 
that the optimisation model can be used for scheduling the expansion of a bulk water supply 
system. 
7.4.4 Effect of fire rate 
The study by van Zyl et al. (2008) assumed that a fire brigade will be required to extinguish a 
fire once every two months for the low-density residential area analysed. This fire rate of 
6 fires/annum is selected as the typical value. To examine the effect of no fires on the system, 
a low fire rate of zero fires/annum was used. While for a high value, it was assumed that two 
fires occur every month, i.e. at a rate of 24 fires/annum. 
The fire rate has no effect on the selection of pipe diameters used in the optimisation process. 
It also has no impact on the demands failure frequency because fires are not simulated in the 
pre-run. Looking at Figure 7.14, it can be seen that the fire rate has very little effect on the 
Pareto-optimal solutions produced, as the trade-off curves for all three fire rates lie on the 
same front. All three systems have the same cheapest solution. The most expensive solution 
for each fire rate is different in terms of cost, but insignificantly so. It was also found that the 
solutions that met the desired design criterion for each system all have similar pipe 
configurations and diameters. For these solutions, the fire rate of 24 fires/annum generally 
required a larger reservoir capacity (8 to 16 h) compared to the fire rates of zero and 6 
fires/annum (4 to 16 h) in order to provide the desired system reliability. 
One solution that has a failure frequency close to 0.1 failures/annum for each fire rate is 
shown in Table 7.18. For the different fire rates, each of the solutions has the same 
configuration and diameter, giving the same supply ratio, and very similar reservoir 
capacities. Consequently, they have a similar reliability and cost. This result confirms the 
findings from a similar study by Vlok (2010), stating that a larger reservoir size is required 
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7.4.5 Effect of pipe fa ilure rate 
The number or fail ures Ihar 11w ... upply pipe will ex perience hll~ :1 lurge im j'Xlct 011 the 
re>.er,"nl f rc li;lbi lity t van Zyl t't Ill .. 2()UH). 11 is Ihc rl: fort~ irnpnl1ant th;1I the erre..::! Ilf u ilr~' rcot 
pipe fa il urc rale' .... eXamlnl,."(i , 
The most commonly rCp',ned f .. ,tors included m pipe f3ilure prediction model, :1re pille 
r1l.1Ieriat. pipe diameter and pipt' age (Net. 10(19), TnI..' imp.:!c! of the,e faclor~ ,)11 the plpc 
failu rc rmc und !ncl'lC f:JClu rs in Ihe ripe failure mle and lhe ~)'It,m rclial'lility \\a~ nul 
in\cstig3.ll,.·d. Mn,'C Ihc :tim "f thi, "cl,tioll i~ nO! to prc<llct Ihe pip~' 1,II1urc r .. ll.'. but r.llhcr to 
gCI :tn idea of fi.·PI\!l'ICIl1:1li\c V:1\ Ue". It \\as a~50llmed Ihal di ffcren: pipe diumele~ h:'I\e Ihe 











The pipe failure rate is clearly linked to the pipe length as it is usually measured in terms of 
number of failures per kilometre per annum. An extract of a table from Nel (2009) shows the 
average value failure rate for different pipeline materials (Table 7.19). Taking an average of 
these values gives a typical pipe failure rate of 0.2 failureslkm/annum. This value is the same 
as the pipe failure rate of 2 failures/annum in the study by van Zyl et al. (2008), which is 
presumably the failure rate for a 10 km supply pipe. The low pipe failure rate is set at half of 
the typical value, i.e. 0.1 failureslkm/annum, while the high value is 0.5 failureslkm/annum. 
Once again, note that the pipe failure rate is a function of the length of the pipe. Hence, if a 
single pipeline has a failure rate of 0.2 failureslkm/annum, then the pipe failure rate for a bulk 
system with two pipes in parallel has a failure rate of 0.4 failureslkm/annum. A system with 
multiple pipes in parallel will experience more failures. 
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As with the fire rate, the pipe failure rate has no influence on the selection of pipe diameters 
used in the optimisation; and so for each of the failure rates investigated, the same pipe sizes 
with diameters 0.227 m, 0.286 m, 0.322 m, and 0.363 m are permitted. The pipe failure rate 
also does not affect the pre-run as no pipe failures are simulated. Pipe failures only affect the 
events run. 
Figure 7.15 shows the Pareto-optimal solutions in trade-off curves for each of the different 
pipe failure rates. The pipe failure rate appears to have little effect on the Pareto front 
obtained, as the trade-off curves for the high and low pipe failure rates do not shift away from 
the curve for the typical value of 0.2 failureslkm/annum, and there is a similar spread of 
solutions. All three pipe failure rates produce acceptable solutions that adhere to the design 
criterion of 0.1 failures/annum. These solutions either have single pipe configurations or 
configurations with two pipes in parallel and a varying number of interconnections. The 
solutions for each failure rate also have reservoir sizes which vary within the range selected. 
There appears to be no distinguishable trend. 
Table 7.20 shows one solution for each of the different pipe failure rates, whose failure 
frequency gives the closest value to one failure in ten years under seasonal peak conditions. 
The pipe failure rates of 0.1 and 0.2 failureslkm/annum have solutions with the same pipe 
diameter and configuration, while the reservoir capacity for the higher failure rate is larger 
than the lower failure rate. This corresponds with Vlok's (2010) finding that a larger reservoir 










,ize i<; required for a higher pire failure rate. r·or a higlwr failu re rate of U.5 
rajlure~lkl11/allllul11. the rei>enoit· experiellce~ more failures cau<;ed hy the greater freq lteTlcy 
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Tahte 7.2 0 Comp<lnson ot smgle solution for different pipe fil.illife rates 
FJilure rat~ Configuration Diameter SR' I{C' Cost FJlll\re frequency 
(no,/km/a) (Pipes/Inter.) (l\\ ) (h) (M) (fail ures/annum) 
o. , 1/0 0.322 1.]]67 13.6364 2:nl1l59 0,1068 
0.2 , /0 0.322 1.3367 14.5358 2356255 0,1048 
U.s 1/0 0.]63 unn 13.5U') 2521720 0.1026 
. nfscJwll"ll't'ak ,1~rTl .Hld 
The analysis of Ihe results obtained shows that the pipe failure rate. like the fire rate. does not 
gr~atly aff~ct th~ systell1'~ failure hehaviour. A ~il1lilar Pareto-opl imal <;et of solutions i~ 
ohtained for each pipe failure rale. An explanmiol1 for this observation could be that when .1 
pipe failure occurs. it lasts tor a fairly short period of time (average failu re duration of -1-.) 
houl·s). so it has very link im pact ron the t"Cser\'C' of water a lready sl(lred in the reservoir. 
Taking this explanation into account, it was decided Ihal a sensilivity analysis on the average 
f:tilul'c duration for the pipe failure mode l should be perfonned . 










7,4,6 t:frect offailure duration 
Thl! :<>\uuy h) \an Z)I t'1 (If. (::!0081 t':!'tim:ud the lognri :hnllc \ aiut! fo r the a\'l' ra~e pip.: 
!',lIlun! dumlilln :1' I.·N . .... hkh cnrrc"ponils lo :::n <.PPfYJ,'(im;ue pipe Ilutagl: lime (It -t 5 h, Thl'" 
\alue \Y,h l:ll..c n ,l" the Iypkal ah·r.l ~1! lailurc dUr.l{lflf) Low ;md hl£h aver.lgc f;lil urc 
durat ion" of J hand Q h w ... rc ...cl\.'('h.-d, c(\lTt'~pondi llg II.) lt~arilhmi(" vulue<: of 1.1 ,I nd 1.1 
r • ..'~pc."I,: l i \ d) . 
,\ ... ml!llli(llll"tim Ihe ~n~ i t i \lI) an:Llp i ~ for Ihe pipc l;,. illl rc lI'Cquency. nn pipe I.ulure, arc 
modelled III Ihc pn:-rU Il. and Ih ... rdo~ the dt'mamh f:.Li hu·c frl 'qlh..'U(,,} remain ... tlw ",lme fur 
tht' Ihrec ;L\er"gl' fail ure dura l ion~ in\'Cl' liga lcd. Onl y Ihe ~'\l'l1l~ 11m i~ :l ffcc leu by the pipe 
fai lLirv dunll in l1 TlIl' ~dI."Cl ill!1 uf av;L il:dJiL' pipe tliame lcr~ for the dift~' I 'crlt fui lLH·1.! d ll f(l t lnr,~ i ... 
il l ~o Ihl.! 'lI l11(': 0 .'.21."/ 111 , O.~ ;;<(i 111. (U12 III alld (I. lei.) m. 
Lik~' Ille );l'uph) fur Ihe ri rt' nile und Ihc pipe fa ilure ratc. lhl' Ihrcl' ilveragl' failurt! dUr:ltion ~ 
produ~'c \cry , imilJtr P:II''' ln fmnt".;I" :-:hp\\n in l-igurc 7.16 TIll' only nrollccahlL- diffcn.:llcc 
OCI\\'l'cn Ihl' trade on (,'un e:- I ' thl': ::- l ight .. hifting of the Indi\ ldul1 l "'[ llu l iIIOS II ln l1!, Ihl: fmnl "_ 
A~ it il> diflk ull 10 ~c Ihl.' -.olutiulI ' ckarl) . a close-up uf :hc 1I(.· ... l.!pl::thlc "'nlutlOIl:-' Ihlll mcl.!! 
Ilw tlc ... ign L.: nlerlon of I). J fa i lur~s/allllulll i:o. pro\ ided ill Figure 7.17. The 1(.,\\ :LIIt! l)pkOl I 
fai lure dumlil~ lb prm i.ll" vcry ... imilar rt!<OLl ll <. in Ih'" region. whl'rc II IL' low f,l ilure dunllion of 
:1 h hll' :-uIUlwll' \\hkh ,In: <:hifted .J1;; hl l~' to the left ortht' ... ()l lIljllll ~ (lOr Ilw l)pk.,1 f:ulun: 
dur:lIlon of ·1.5 h '1'111 , I) (''<peeled as J more npt::IlS1\e ....,lull(lJl h I'l'qulrcd II) :h.:hlCII.! Ihe 
~mc "Y ... h!m rd labll il} \\ hen the :l.\erage bilurc d ur.Jlion j, lLllIgt't, 1lle!'c j" a more 
pronoulltl'<i di flcrl"IlI,:c ... hifl of ... u lull(IIIS to Ihe right for Ihe hig h fJllure duration of <) h. \\ hk h 
;... double Ihe- l }plI,:at \ :L lut' of -45 h. The:" .... 'lOiUliOlh n:prc,ctll ~)'Icm.' Ihlll IUI\ e p;n'allcl pipe 
c\)!liigumIIOlh . \~ hid c;( pl:lin the increased cost of Ihe syMt'ml>. 
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Fi j,turc 7. 17 Solutiolls Illcenu/: Ihc dcsl)!" ("ntenoll for the differcnt pipe l,lihu'c du r.nicms 
The IIldl\ idual \nIU II(IIl'" for each !1n,'r..lge pipe fail ure dura1inll that "';lli ... f~ [he dC'''!l 1l Crilerliln 
of 0. 1 f::ail un.:.Jaullulll::at Tlullltll::al (:""1 arc ~ho"n in Tabk 7.21. C\lInpanng thc ,ulutioll ' lor 
the 10" and the lypical \alue,. \\hieh arc not \"er~ different . the t)picnl ~y'tcm m:tkc~ up for 
the larger fail ure dur.l1ion by increasi ng the system'" rescnoir ,·upaciIY. thereby cau\ing a 
,l lghl i'lCtCa'c In ells!. E~umilHng Ihc high u\'c.r.lge fa ilure duralion :-h()\h Ih:11 I" ~Iu[ion 
require, a pJrJlld piPl' '}" Icm 10 he implemenlcd '>0 as 10 be ubI!: It) lIleel Ihe dc,ign cnlcnoll. 
Con~eljucnll~, it hl':t much higher C\J'.I of AS 3.5::!:7,7.J2. C\'c ll lhuugh I" re,cnuir l":3p::II.: it} 
is -1 .69 h. If Ihe range of a1l0\\ .. '(1 rescr.oir size5 \\US incre:l!->Cd :-uc h Ihat the «:olul ion ha ... a 
re~e(\ oir SI1C o f 21 .5 h and a .. illgle 0.363 m diil llleler pipe. then a <1 lg lUliCJnl t'O:-1 :-<1\ IIlg fl f 
A$ 622.M3 c~lUld Ix' :Ichk \cd ( IR.Mf). 
Tab le 7.2 1 Cump<'Iri)un ut" ~inglc sulutioll for diIT~n:l\ t pipe t".tilu l"c uurallnll~ 
f'" ~il dUI".ltlull (on fi I:u 1':\1 \011 Il i.1I11 (' 1(~r Sf{' KV C:11~t r.li lu rc Ir r qll(~n~y 
Ihl (F'ipes / lntH.j 1m) Ihl lAS) (r.1 iI II r ~~/':ll1nu rn 1 , I/O 0.322 1.3367 13.1723 23263UG ().O'l 15 
4.!> I/U 0322 13367 14.SJSlI 2J56L55 O. tU4U 
.' 2/' lI.10 6 1.9573 4.694 5 JJ~l74L 0.1 [(,8 . I/ O 0.363 UBZl 21.5 273007') O.O'JUO 
• 01 ~Ul<>n." pc~k 1lo.·:nAnd 
A - ur,!!I"~I"'''Ulion In P~,ct" front 
~ - .,.1(ln " ' 11;>1 ",hn,t)n In '·'·~"lP!.-.l 
The iO\c ... lIgalilln of the :l\'cmgl' f:lilu rc dur<ltion uf a pipe dl'lnon"trJtc, Ih.ll II h3~ a greatcr 
effeci on Ihe (lpllmi~a l ion rc:-ulh lImn the pipe f<li lure frequenc~ . Thl~ I' IlIu~ l r.lIe<l b) Iht' 
ChC:lPC<11 ;;.olu l ioJl ~ satbf) illg Ilw dC"lreJ rc liabilil)' for each of Ihl' .;cn,ili \ il ~ par-uncle i"' . For 











(Table 7.2 1), which is R h l.lrg .... r than th .. : 13.5 h stor.lgc capacity for the high pipt: fa ilure 
frcqucm."y v<l lue (Tablt' 7.20). This obS\!r\'at ion i nJ ic;I I t'~ th at j f the supply pipe s)'stt'1Il 
cx pcriellct'~ ~hon but frequent pipe ouwge;;. then the re~er~oir rna> nO( actuall y run dry 
bc';<iu.~ il IIlll)! hav.; a Ill r~c cl1l 'ugh n...~rvc of waler ~' I H.;d . In C(1l1n'3~'. If ,he pipe failures 
are 1(11'11;. but l es~ fn:tjuel1!. the re!>crVOl! is able to store ooly a hmited :.I mount o f waH:r, which 
m,IY nnl be able In lasl for Ihe dUr:luon of Ihe ?ipe OUla!!c. The slorage re:.er\'oir h therefore 
more likely to fai l "hen Ihi.' :.lvcrage faill!re d l!f'.llion is longer Ihun ",hen the pipe fuilur .... s arc 
mor .... (I'-"{llIc n!. 
7 ,4, 7 Compa rison of sensi tivity resul ts 
The abovc SCll )l.i livi lY an:l l y~ i s identified six. paramctcr~ thaI h:lVC impac l ~ on 111e opr im:ll 
solutions sci er.:h: (\ : 
• Ll'nglh (If the fl'cdl'r pipe ~ys1t'm: 
• Sysll'lll h .... ad : 
• P .... "k hnurly fal'lor: 
• Fire occum::nl'c rme: 
• Pipe fail ure rme: 
• Aver.agc pip.: failufC durllJ ion. 
In thi~ study, a design t:ritl'lion of one fai lure in Ie!! year::. l.looer <,(."a~oo:d peak t:Qndi tions was 
used. For .... a .... h of the ~cn-.: i thi ly parJ.meters analy-.:ed, th.: optimal :.olut ion lhal provided the: 
dose'" f:li lurr: frequcnry 10 Ihc design .,-iterion at min imum CO",I wa .. Identified. The~e 
solutioll" :.I n." "uml11ari~cd in T:lhll' 7,22. It .. h(luld he nOted thai caeh faih .. rc frequ .... llcy is nOI 
cxal~ lly 0.1 fa ilures/annum. ThIS i, because of (he diSl.·n!le n:.lure of the .. uppl y milO. ::md Ihe 
inher .... 111 varillbi lity uf lhe stochaslic result!>. The imp<1ct o f th .... se factors on Ihe syJ: I ~' 1l1 cost is 






__ LptnlOl h ....... Hpt .. d ....... PHF _ Fin' -- Pip~ l.n l ure" _ FaJure"durat lOn 
















RC Cost Failure frequency 
Comment (m) (h) (A$) (failures/annum) # 
Base 1/0 0.322 1.34 14.54 2,356,255 0.1048 Typical system and stochastic parameters 
Length -low 2/0 0.182 2.07 4.08 513,710 0.0664 L=lkm 
Length - high 1/0 0.574 1.76 18 29,347,258 0.0954 L = 100km* 
Head-low 1/0 0.363 1.26 16 2,593,198 0.1030 H=30m 
Head - high 1/0 0.286 1.42 13.71 2,158,468 0.0829 H = 120 m 
Demand -low 1/0 0.322 1.34 12.14 2,287,628 0.0952 PHF = 1.25 
Demand - high 1/0 0.363 1.83 14.03 2,539,344 0.0744 PHF = 1.75 
Fire rate - low 1/0 0.322 1.34 14.45 2,353,949 0.1056 Fire rate = 0 fires/annum 
Fire rate - high 1/0 0.322 1.34 14 2,395,910 0.1079 Fire rate = 24 fires/annum 
Pipe failure rate - low 1/0 0.322 1.34 13.64 2,331.059 0.1068 Failure rate = 0.1 failures/km/annum 
Pipe failure rate - high 1/0 0.363 1.83 13.51 2,524,720 0.1026 Failure rate = 0.5 failures/km/annum 
Failure duration - low 1/0 0.322 1.34 13.47 2,326,386 0.0945 Ave. failure duration = 3 h 
Failure duration - high 1/0 0.363 1.83 21.5 2,730,079 0.0980 Ave. failure duration = 9 h* 
Red Book 1/0 0.286 0.9787 32 2,583,671 140.0671 SR"" 1.5 x AADD, RC = 48 h AADD 
• allowed RC greater than 16 h 
# the solutions listed are those with reliability closest to one failure in 10 years 










It l~ d t:ilr thai I h~ length IS 11ll' d\llll i n~mt factor and h;J.~ :l I<lrS~ unpact on thc l'arelO-llplUlla\ 
\nlutil)n, pr..wJuced. The k nglh d lr~ctl ) arkc" .. the r.mge of pr.ll"llcaJ pipe diarnt:ler\ sclcl'ted 
lo r u-.c 1II th\.' optllni .. atlon. \~hkh in turn afleets the pre-run und t:\~nh run ;\ longer pipe 
length rC'iOul h in a higher ,y~lern l'ost. 
The otho:r factors h:nc k~~ of an im[X!ct on the opti mal "ulultvn<; thun lh~' pipe lengt h. A 
cnmran -..on of Ihe-.e faC10r~ i~ .. hown in Figure 7.19 II can be ~en lhal the efrcn that they 
h:. \'!.! on tim \y1'lh.' m l'O \t i1'l in the s;.lIIk.". oruer of mag nitude. 01 Ihe:-.c factorl'>, the mo.'>1 
.. ig ni tka nl Oil!.!" are the hl';!i.I antlr h(' ;J.\emg<:: pipe lililurt' t.l urUlIOIl . while Ihe l ire nile. pipe 
f:ulu rc r:lIe and pe:l1-. ho urly fac lOr ha\'e in ,ignit'i"am impm:I\ . The ),y~lclll head. I. I--.c the 
length . ;l l ~o ,In"'·ct .. the I) ip(' d iam('\en; se1ecled for Optlrll i ~1.l ion bUi the r:tngl' of diamete .... is 
nUl a~ dr .... !it. Fro1l1 !he analy~is (If I.he pipe ra ilure dur:Jlion. it W:Jt- founu that it i~ a lll or~ 
impol1:tllt fuc!ur tha l1 !he pipe f:l1 lurc mIl:. Long. infrcqut:nt pipe outuge~ cau'c more rC:o;e!'\'oir 
fuil w'cs thun ~ hon , Ih 'qllCllt Oll[agc~: thus. more rdi ::tblc ~ys tC t1l.., ~U 'C reqlLired 10 maimain a 












Low Base Iligh 
FiKurc 7. 19 hll l':tn 01 s t' ll~itIVlty paralllt'tl'rs O: I l>y~h!1tI l u ~t [e'l'dudlllH hmgth) 
Fig urc 7.2u prov ide:. a qU:l liwli\e comparison of the opu mal .. olutioll \ "UllHllan'-Cd in T lible 
721 hy pl/1tting Ih;: t·omhlOati. 1O o f suppl} mlill and rc .. cnmr cup.aCII) lor cach v pumal 
!'OIUl ion. 111(' ' lIIgk pitX' "'01111 1011 wll h supply mil .... of appI!l,(ll1l:Jlcl), 1 5 limc .. AADn and 
r..:-.enoir "'17C ot 48 h \If A(\ DD. as designed according 10 the Red nook. i .. marked o n the 
l'it:urc. It can b<- :.C'Cll thaI the oplUllised solutIOn:. Ulal meet ttl~' dCMgll critcnon all h.1\c .I 
larger I'>upply r.ltm .. nd smalkr re....c1\oir ~dt)' Ihan the Red Bnok \Ol illion. 1111:--
l'ompanSHIi Onl'!: again ... mpha .. i.;:c ... fh:ll il is prefcmhle t tl ha\c a larg.: .. \upply r.lIio lh.m 
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Figure 7.20 Trade-off of supply ratio a)l;ainsl reservoir capacity for optimil l solutJon~ 
The solution with a short pipe length consists of a small reservoir size and a very high supply 
ratio hecause il hOlS ;J parallel p ipe configuration. Thi s solution rei terates the fi nding that a 
parallel pipe system with small reservoir ~i7.e IS prefclTerJ for short pipe len gth ~. whereas a 
single pipel ine with large reservoir size is more econom ical for a long pipe kngth . 
The system he<ld produces <l sirmlar pattern in the trade-off hel\~een supply ratio and 
reservoir capacily a& the length, although the di fference s between the low and 11Ig h value~ are 
not as prolloulH.:ed , 
A change in the peak hourly facto r_ from a low to high value, results in <l large increase in 
supply ratio fro m 1.34 to 1.83 limes seasonal rc.>,ak demand and m inor i nc rea~e in reservoir 
size from 12.14 h to 14.03 h of season al peak demanu. Thi s illustrates thai a hi gh peak hourl y 
facto r place s more stress on the reliability of a system therefore a larger supply ratio and 
reservoir size is requi red 10 meet the desired design criterion . 
The fire rate has minimal impact on lhe optimal soJution~, T hc so lutions for the low and hig h 
values have the same co nfiguration. There is o nly a minor variation in the reservoir size. In 
contrast. different pipe failure rates result in SoluTions which have a similar reservoir capacity. 










but h~\'c {Ill IOc rC,I"C rn , uppl )' r.lIio fo r a high failu r~ ratc. The lugh number of faillm.'" c3.u ~ed 
b) the hi gh prJX' failure role i ~ counlt'"r.lcled b} increasing the ~uppl y muo. 
It was ob:ocncd that the oplim:!1 ,njmions chosen arc !-c'bill\"c to the dunlti(ln of the pipe 
fallurc~ . j\ .. thc (l\cragc fail urt dur.ttion increa<;e. ... a I,lrgcr re"-Cnoir cupaelly I:. rl!(luirl!u 10 
:.\0,,: a grcall.::r amouni of'" aler when there r:. no flo" into Ihe rC/'oCHor r. ::rnd a largcr ~upply 
ratio i:. requucJ to fi ll up thc TC)(!l"\oi r more qUickly. 
Fig ure 721 rlhr, lr'Ule .. thc prOj">()nion .. ennlrihuled by thc rnd l\' rdual com pone nl, 10 the 10lal 
CO:.I for each 0pwlIal M)fUl ion. Changi ng Ihe s~" lcm and !-l och;r ~ l ic par:rnrctcr" dt)(::. not h<l ve 
a Jarg~ impaci o n Ihe n'Jall \'t' eO,IS, The pipe s)'''lcm co" .. i .. lcoll)' lll ;Jke~ up appro ~itnntcl )' 
701M of the tnl ") en" Hnd Ihe remaill(kr of the co,t i<; al1ribllted 10 I)IC ~toragc reservoi r, The 
onl y cxcc ptil.lll i ~ tIJf lh.: lWO solut io ns where the pi[1\.: k'lIgth is vali ed, For u .. Il(lrt pipe length . 
UlC rc~crvoir .::o"t (62% of lhe toWI ) ou tweigh~ the pipe cost (381/): whil e the .::u!-t of the pip.: 
~y!- t e rrr fo nn~ nCll rl y nil of llw total system cost (97(!,i) . Thi ~ In<iiClJ\e, lhal pipe length is the 
mo~t 'ig nl fk mll faclOr whe n considering the CO~I of the ~y" IC III . 
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Figure 7,2 1 Rdat ivl' ro~ I S of imlivid~"ll mmpnnenls lo r \.';l(h ulltimal ~ntutUln 
A :. jmilur ' Iudy on r;,k-b;.J)l.~d ..:<.." t anal }~ i s of bulk waler "upl'l y .,y .. h ..'m .. \\3." p..: rfl'nn..:d h) 
Vlnk (20101. Where po ..... rhlc. Ihe re.ulb obtarnel.! in Ihr .. :.celrOIl v,l! rc compared to the 
finding' from Vlok (2010). Thi~ pro\'cd to be ,Iighll ) d1111..:ul l a!- Ihe ,upply rJlio '''i-. kept 
constant In Ihal qud). \, hile in Ihis modeL bolh thesuppJ~ rJlioand rc'cnoircapaci t) c..'Ould 
be \ aricd In order 10 produ":L' a reliable yet co~t-effl"'i:livc solUllon. For c'tampk. Vlok (20) 0) 
fQund that Ihe capital ,o~ 1 of a "y .. lcm wrth a :.inglc pipe cnnfigur.tllon " tb ah\ay~ the lea,1 
cxpcn, j\,c. Ho\\c\cr. in lh b. !-lUd) il was found thai lhi .. I ~ nOI lruc for .. hon prpe le ngth\>. 










where a cheaper system can be obtained by selecting a parallel pipe configuration. This 
difference in the results can be attributed to the fact that the diameter of the pipe can be 
varied in the optimisation model, so that a larger supply ratio can be provided, leading to a 
more reliable solution at a cheaper cost. 
7.4.8 Computational time savings 
Simulation times for the design optimisation model will vary according to the system and 
stochastic parameters selected. For the thirteen systems analysed in the sensitivity analysis, 
the approximate simulation times for the optimisation of 50 solutions over 50 generations 
ranged from 20 h to 100 h. 
The time taken by the model to complete the optimisation and produce a set of results 
depends on a number of factors, such as the reliability of the reservoir and the number of 
event generated. The more failures that are generated for a particular system, the faster the 
stochastic simulation will converge. If only a few failures are generated, then the stochastic 
model might need to run for the full simulation duration specified by the designer. On top of 
that if the system has a higher fire / pipe failure rate or longer pipe failure duration, more or 
longer critical periods must be fully simulated in the events simulation, resulting in a longer 
simulation time. 
The optimisation of the typical system took an estimated time of 40.5 hours using the 
compression heuristic. If the optimisation was performed using the full Monte Carlo method 
instead, then it would take approximately 262 hours, as estimated using the trend shown in 
Figure 7.5 (Section 7.2). This shows the compression heuristic is capable of providing an 
85% savings in computation time for the optimisation procedure. All the other systems 
analysed will be likely to produce computational savings in the same order of magnitude. 











This project dealt with the design optimisation of bulk water supply systems using a well-
known multi-objective genetic algorithm. The optimisation was aimed at minimising the cost 
and minimising the failure frequency (maximising the reliability) of the bulk systems, by 
selecting the optimal combinations of supply pipe configuration, diameter and reservoir size. 
In this chapter, a summary of the dissertation contents and methodology used in the research 
is provided. This chapter presents the conclusions drawn from the analysis and discussion of 
the results, the main contributions of this research, as well as proposals for future work. 
8.1 Summary of work 
A fair amount of work has been done in the field of water distribution system design 
optimisation. Through a literature survey it was found that the amount of research on 
optimisation of bulk water supply systems pales in comparison. Recognising the niche for 
work in this area, this study aimed to develop a model that can find a range of Pareto-optimal 
solutions for a bulk system, which has as its design variables: pipe configuration, pipe 
diameter and reservoir size. 
Cost and reliability were chosen as the objectives for the multi-objective optimisation 
problem. Existing unit cost models that were simple and easy to incorporate into the 
optimisation were used to evaluate the system cost. It was a slightly more difficult task to 
measure the reliability of the system. From the literature, it was established that while there is 
no universally accepted definition for the reliability of a water distribution system, the 
reliability (or lack thereof) of a storage reservoir can be defined in terms of its failure. In this 
study, the reliability of the storage reservoir is used synonymously to measure the reliability 
of the bulk water supply system. The reliability of the reservoir is measured specifically in 
terms of its failure frequency, which is evaluated using a stochastic analysis model based on 
the work by van Zyl et al. (2008). 
Stochastic analysis, although able to provide a realistic measure of reliability and account for 
the randomness of variables, is computationally intensive. It was thus necessary to use a 
compression heuristic (Chang & van Zyl, 2010) to increase the computational speed of the 
simulation. The aim of the compression heuristic is to produce statistically similar results as 
the full stochastic model using Monte Carlo sampling, but to do so over a shorter time span. 
The premise leading to the development of the compression heuristic was that most of the 
time steps in the full stochastic model simulate only consumer demand, while a minor 
proportion of the time steps experience a fire or pipe failure or both. It was deduced that time 
could be saved by fully simulating only these events in an events run. However, it would be 
foolish to ignore the time steps between these critical periods, thus the intermediate periods 
were simulated in a demands-only metaheuristic, referred to as the pre-run. 










To test the practicality of using the compression heuristic, its performance was compared to 
the full stochastic model. Once satisfied with compression heuristic's ability to produce 
accurate and reproducible results, in a shorter period of time, the reliability-based 
optimisation model was applied to a typical test system and its results were analysed with 
reference to deterministic design guidelines. Following this application, a sensitivity analysis 
was performed to determine which parameters have the greatest effect on the design solutions 
produced. The results from the model application to the test system and the sensitivity 
analysis were discussed. Conclusions were made from these discussions and these are 
presented in the following section. 
8.2 Main findings 
Several conclusions can be drawn from the results obtained in this study. This section 
presents the conclusions based on the development of the compression heuristic, followed by 
a summary of the main findings from the application of the optimisation model to a typical 
system as well as the sensitivity analysis performed. 
8.2.1 Compression heuristic 
From a comparison of the compression heuristic with the full stochastic model, it was 
concluded that the compression heuristic is capable of accurately and reliably reproducing the 
failure results obtained by the full stochastic simulation. For the systems tested with ten 
different random seeds, the failure frequency results for the compression heuristic 
consistently fell within 5% of the average of the failure frequency produced by the full Monte 
Carlo method. In most cases, the compression heuristic provided more conservative estimates 
of the failure frequency with a lower variability. 
The compression heuristic was implemented with the purpose of improving the 
computational speed of the stochastic analysis. It was found that this was not possible for a 
single simulation, because two runs (pre-run and events run) instead of one run (full 
stochastic simulation) are required to achieve convergence. The convergence criterion 
depends on the number of failures generated in the simulation. The compression heuristic 
takes longer to converge because fewer failures are generated in each run when the fire and 
pipe failure events are simulated separately in the events run. 
For a larger number of systems, the true potential of the compression heuristic to reduce the 
simulation time was displayed. The required simulation time of the pre-run remains constant, 
even as the number of reliability evaluations increases. Thus, the greater the number of 
reliability evaluations performed by the compression heuristic, the greater the potential time 
savings. As an example, for a pre-run simulation with grid values SR = {1.0; 1.2; 1.4; 1.6; 1.8; 
2.0} and RC = {4; 8; 12; 16; 20; 24} h, the compression heuristic has a similar simulation 
time as the full stochastic method after approximately 30 simulations. For more than 30 
simulations, the compression heuristic becomes noticeably faster than the full stochastic 










method. For the typical optimisation problem in this study, 2550 reliability evaluations are 
required. By using the compression heuristic, the total simulation time required for these 
evaluations can be reduced to 85% of the time for the full stochastic model. 
8.2.2 Optimisation model 
The optimisation model developed in this study successfully generated a set of Pareto-
optimal solutions for a number of systems tested. The solution set ranges from extremely 
unreliable, but cheap systems to highly reliable, but expensive systems. The model allows the 
engineer to choose the most economical design for a bulk water supply system while 
conforming to a pre-selected level of reliability. Of course the solution chosen is not 
guaranteed to be the best one, as all optimisation models are inevitably limited by the 
uncertainties of variables and assumptions made during the model development. Nevertheless, 
the model is able to narrow down the innumerable selection of possible design solutions to 
just a handful. These solutions are then to be used in conjunction with the experience and 
judgment of the engineer to design the final system. 
The application of the optimisation model to a typical system illustrated that it is capable of 
finding cheaper solutions than conservative deterministic design guidelines, while satisfying 
the design criterion of one failure in ten years under seasonal peak conditions. South African 
design guidelines specify that the bulk system should have a reservoir capacity of 48 h of 
AADD and a supply mains capacity of at least 1.5 times AADD (CSIR, 2000). From the 
optimisation, the cheapest system that met the design criterion had a reservoir capacity of 
21.8 h AADD, and a supply capacity of 2 times AADD. A comparison of the costs of both 
systems showed that the cost was could be reduced by at least 9%. From this comparison, it 
was concluded that it is more economical to have a larger capacity for the supply system 
rather than a larger reservoir size for the system tested. Further evaluation of the reliability of 
a guidelines-based design solution showed that it was in fact unable to meet the specified 
design criterion, and therefore a review of the design guidelines specified in the Red Book 
was suggested. 
The sensitivity analysis involved an investigation of the effects of varying the pipe length, the 
system head, the peak hourly factor, the fire and pipe failure rates, and the average pipe 
failure duration. It was found that the length of the supply pipe system had the greatest 
impact on the design optimisation of the system, followed by the system head and pipe failure 
duration. The pipe length affects the reliability of the system because a longer pipe 
experiences more failures per annum; in addition to the cost of the system since the pipe .cost 
is a function of its length. It was interesting to note that for a system with a short pipe length, 
two parallel pipes are preferred over a single pipeline; while for longer pipes, a single 
pipeline is always cheaper. 
The peak hourly factor dictates the impact of the hourly consumer demand on the model. A 
higher peak factor results in an elevated demand pattern which increases the number of 










failures experienced by a system, compared to when a lower peak factor is used. The fire and 
pipe failure rates have comparatively little effect on the trade-off curves compared to the peak 
hourly factor, length, and head of the system. The relative lack of impact of the increased fire 
rate was attributed to the fact that fire volumes are small compared to consumer demand 
volumes. The pipe failure rate also seemed to have insignificant effect compared to the 
average pipe failure duration. It was found that long, infrequent pipe outages tended to cause 
more storage reservoir failures than short, frequent pipe outages. 
In conclusion, the optimisation model is useful for identifying the impacts of changing certain 
system and stochastic parameters, in addition to narrowing the search region for a reliable 
and cost-effective bulk water supply system design. 
8.3 Contributions to research 
An effort is made to define the contributions made to the field of bulk water supply system 
design and optimisation through the development of the reliability-based optimisation 
methodology developed in this study. This section first describes some of the research 
contributions made by the refinement of the stochastic analysis model. It then presents the 
contributions of the optimisation model. 
Practical stopping rules were formulated for the termination of a stochastic model, 
specifically the compression heuristic. These stopping rules included a convergence criterion 
for the pre-run and events run, which ensure that the simulation stops when there is a 95% 
confidence that the failure result falls within 5% of its true value. The benefit of using this 
convergence criterion is that for low reliability reservoirs, no failures are simulated more than 
necessary. In addition, highly reliable reservoirs are not simulated for an indefinite period of 
time if not enough reservoir failures are generated. 
The original compression heuristic (Chang & van Zyl, 2010) considered only one pipe 
configuration with a single pipeline. It was further developed in this study so that it was 
expanded to include reliability analyses of different pipe configurations, such as multiple 
pipes in parallel, both with and without interconnections. 
Traditionally engineers use engineering judgment and follow deterministic guidelines to 
design bulk systems. These deterministic guidelines often contribute to the design of 
conservative and oversized systems. Although numerous studies on multi-objective 
optimisation have been carried out on water distribution systems, there is a lack of research in 
the design optimisation of bulk water supply systems. The optimisation model developed in 
this study can be used to assist engineers with selecting the design variables of a bulk water 
supply system such that they are optimised based on both cost and reliability considerations. 
This method allows engineers to weigh up different design options, while taking into account 
the cost and failure frequency of the system. 










The reliability-based optimIsation model also provides engineers with a method of 
investigating the effects of changing various system parameters and stochastic variables, 
which mayor may not be within the engineer's control. 
8.4 Recommendations for future work 
There are a number of possible avenues for future work on both the stochastic analysis model 
and proposed optimisation method. First of all, the stochastic model can be improved by 
further reduction of the computational effort required by the compression heuristic. The 
compression heuristic can also be expanded to include other water supply system components. 
With respect to the optimisation model, its capabilities can be investigated and explored 
further, while it can be expanded to include other objectives. 
8.4.1 Speeding up the stochastic model 
Part of this project involved further development of the compression heuristic with the aim of 
speeding up the original stochastic analysis model by van Zyl et al. (2008). Elements of the 
compression heuristic that could be improved to achieve further reduction in computational 
effort were identified. 
To begin with, the pre-run could be set to run for small reservoirs only, seeing as it takes less 
time for the simulations to converge than for large reservoir capacities. To obtain the 
demands failure frequency for large reservoirs, the results from the pre-run would just be 
extrapolated. This method of extrapolation would be adequate for the demands failure 
frequency as the results follow an exponential equation. However, it would be problematic to 
extrapolate the reservoir level distribution curve, as it does not follow any observable trend. 
Nevertheless, this idea is worth exploring further. 
In the pre-run, each pair of values for the supply ratio and reservoir capacity is simulated one 
at a time. Another approach that could be explored is to run the pre-run simulation for each 
supply ratio, and the whole set of reservoir capacities at the same time. This means that for 
each supply ratio, the stochastic simulation would be performed and the failures and reservoir 
levels would be logged for the range of reservoir capacity values all at once. The smaller 
reservoir capacities would converge first. As the results for each reservoir capacity converge, 
the logging of the results is discontinued. The stochastic simulation would only be stopped 
for the current supply ratio, when results for all the reservoir sizes converge. 
It was shown earlier in the sensitivity analysis that the fire demand has very little effect on 
the reliability of the storage reservoir. It is reasonable to consider simulating the fire demand 
along with the consumer demand in the pre-run simulation. This would make a marginal 
difference to the performance time of the pre-run, seeing as it already simulates every time 
step. It is possible that by combining the two demands in the pre-run, more failures would be 
generated within a shorter span of time, and the pre-run simulation would converge faster. 










The computational speed of the compression heuristic would also be increased as only the 
pipe failure events would be simulated as critical periods in the events run. 
Looking at the events run, the possibility of jumping to the start of the day of each event 
instead of the beginning of the week is considered. This approach would require a reservoir 
level distribution curve for each day of the week, which would result in a longer pre-run 
simulation time. The feasibility of this approach must be investigated. 
Finally, while the use of Latin Hypercube sampling has been investigated and disregarded for 
use in the stochastic simulation, it is worthwhile investigating other sampling techniques in 
more detail. Importance sampling and descriptive sampling have been shown to be effective 
variation reduction techniques. 
8.4.2 Expansion of the stochastic model 
The stochastic model currently considers seven different pipe configurations in this project. It 
could be expanded to include other pipe configurations, such as an increased number of 
interconnections, or transitions from single pipelines to pipes in parallel. 
There are a number of factors that affect the failure rate of pipes. To make the model more 
realistic, the effect of the pipe diameter and pipe material, etc. on the pipe failure rate can be 
included. 
In addition, the stochastic model should be expanded to include more complex systems. 
These could include systems with more than one storage reservoir, or a system with a pipe 
network. Pumps and pumping stations were omitted from the stochastic analysis in this study. 
These should be built into the stochastic model so that the associated energy costs and 
reliability considerations of the pumps can be modelled and analysed. 
8.4.3 Additional optimisation model capabilities 
Thus far, the optimisation model has only been tested for a base system and several 
sensitivity analyses. The solutions in the trade-off curves range from very cheap, highly 
unreliable to very expensive, highly reliable systems. Most of these solutions would 
immediately be discarded by the designer, and only a very small selection of solutions would 
be acceptable. At this point, the optimisation model could be used again to narrow the search 
to the feasible region of solutions and explore them in more detail. This could be done 
through a hybrid optimisation technique where a local search is used in addition to the Monte 
Carlo simulation. Basically, once the optimisation has detected the possible pipe 
configuration and size that the designer will be interested in, the local search will be used to 
optimise the reservoir capacity. 










The reliability-based optimisation model also provides engineers with a method of 
investigating the effects of changing various system parameters and stochastic variables, 
which mayor may not be within the engineer's control. 
8.4 Recommendations for future work 
There are a number of possible avenues for future work on both the stochastic analysis model 
and proposed optimisation method. First of all, the stochastic model can be improved by 
further reduction of the computational effort required by the compression heuristic. The 
compression heuristic can also be expanded to include other water supply system components. 
With respect to the optimisation model, its capabilities can be investigated and explored 
further, while it can be expanded to include other objectives. 
8.4.1 Speeding up the stochastic model 
Part of this project involved further development of the compression heuristic with the aim of 
speeding up the original stochastic analysis model by van Zyl et al. (2008). Elements of the 
compression heuristic that could be improved to achieve further reduction in computational 
effort were identified. 
To begin with, the pre-run could be set to run for small reservoirs only, seeing as it takes less 
time for the simulations to converge than for large reservoir capacities. To obtain the 
demands failure frequency for large reservoirs, the results from the pre-run would just be 
extrapolated. This method of extrapolation would be adequate for the demands failure 
frequency as the results follow an exponential equation. However, it would be problematic to 
extrapolate the reservoir level distribution curve, as it does not follow any observable trend. 
Nevertheless, this idea is worth exploring further. 
In the pre-run, each pair of values for the supply ratio and reservoir capacity is simulated one 
at a time. Another approach that could be explored is to run the pre-run simulation for each 
supply ratio, and the whole set of reservoir capacities at the same time. This means that for 
each supply ratio, the stochastic simulation would be performed and the failures and reservoir 
levels would be logged for the range of reservoir capacity values all at once. The smaller 
reservoir capacities would converge first. As the results for each reservoir capacity converge, 
the logging of the results is discontinued. The stochastic simulation would only be stopped 
for the current supply ratio, when results for all the reservoir sizes converge. 
It was shown earlier in the sensitivity analysis that the fire demand has very little effect on 
the reliability of the storage reservoir. It is reasonable to consider simulating the fire demand 
along with the consumer demand in the pre-run simulation. This would make a marginal 
difference to the performance time of the pre-run, seeing as it already simulates every time 
step. It is possible that by combining the two demands in the pre-run, more failures would be 
generated within a shorter span of time, and the pre-run simulation would converge faster. 










It was assumed earlier in this study that pipes in parallel are laid in separate trenches, thus the 
cost of two parallel pipes is double the cost of a single pipeline. The optimisation model 
could be modified to include the cost impact of installing parallel pipes in the same trench. 
The model also gives rise to the possibility of scheduling the design implementation of a bulk 
water supply system over an extended length of time. Future researchers might want to 
consider phasing the construction so that capital is spent later in the project, thereby saving 
costs. For example, if the designer wishes to design for a scenario fifty years in the future, it 
would be more economical to only construct part of the system now, and add an additional 
pipe in parallel later on. The proposed method could be used in this instance. 
8.4.4 Additional objectives for the optimisation problem 
Currently the optimisation model deals with two objectives: cost and reliability. There are of 
course a myriad of other objectives which could be included in this multi-objective 
optimisation problem, such as water quality and system security. 
It is a logical step to include water quality as an additional objective in the optimisation 
model. This is because a larger reservoir size, while providing greater system reliability, will 
have a longer water retention time, which may have a n gative impact on the water quality of 
the system. If the water age and water mixing are not managed properly, then poor water 
quality will result in the depletion of disinfectant residual, biological problems, as well as 
problems with taste and odour of the water (National Research Council, 2006). Reliability 
and water quality are thus clearly conflicting objectives. 
To include water quality as an objective in the optimisation model, an investigation into 
which measure would best represent the water quality is required. These measures could 
include the water age and the disinfectant residual. It would be prudent to consult the 
literature to find out what work on water quality modelling has been done already. 
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Appendix A: Comparison of reservoir level 
distributions 










Table A.1 Reservoir level distribution for pre-run when (1) both failure and reservoir level results converge and (2) only failure results converge for SR = 0.8 

























RC* = 10 h 






























































RC* = 12 h 




































































































































































































Table A.2 Reservoir level distribution for pre-run when (1) both failure and reservoir level results converge and (2) only failure results converge for SR = 0.9 





















































































































































































































































































































Table A.3 Reservoir level distribution for pre-run when (1) both failure and reservoir level results converge and (2) only failure results converge for SR = 1.0 





















































































































































































































































































































Table A.4 Reservoir level distribution for pre-run when (1) both failure and reservoir level results converge and (2) only failure results converge for SR = 1.1 
SR* 1.1 
RC* = 2 h RC* = 4 h RC* = 6 h RC* = 8 h 
Fail & level Failure only % Fail & level Failure only % Fail & level Failure only % Fail & level Failure only % 
converge converges difference converge converges difference converge converges difference converge converges difference 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0.0009 0.0009 0 
0 0 0 0.0036 0.0036 0 0.0131 0.0131 0 0.0684 0.0684 0 
0 0 0 0.0036 0.0036 0 0.1062 0.1062 0 0.3056 0.3056 0 
0 0 0 0.0468 0.0468 0 0.3592 0.3592 0 0.4509 0.4509 0 
0.0526 0.1667 68.45 0.1906 0.1906 0 0.5883 0.5883 0 0.5815 0.5815 0 
0.0526 0.1667 68.45 0.4496 0.4496 0 0.6957 0.6957 0 0.7025 0.7025 0 
0.0526 0.1667 68.45 0.759 0.759 0 0.8067 0.8067 0 0.8083 0.8083 0 
0.2632 0.3333 21.03 0.9209 0.9209 0 0.9105 0.9105 0 0.9122 0.9122 0 
1 1 0 1 1 0 1 1 0 1 1 0 
RC* = 10 h RC* = 12 h RC* = 14 h RC* = 16 h 
Fail & level Failure only % Fail & level Failure only % Fail & level Failure only % Fail & level Failure only % 
converge converges difference converge converges difference converge converges difference converge converges difference 
0 0 0 0 0 0 0.0001 0.0001 0 0.0003 0.0003 0 
0.0105 0.0105 0 0.0287 0.0287 0 0.0349 0.0349 0 0.0276 0.0276 0 
0.1638 0.1638 0 0.1476 0.1476 0 0.0972 0.0972 0 0.0589 0.0589 0 
0.2924 0.2924 0 0.2214 0.2214 0 0.1624 0.1624 0 0.1081 0.1081 0 
0.4014 0.4014 0 0.3193 0.3193 0 0.2466 0.2466 0 0.1845 0.1845 0 
0.5196 0.5196 0 0.4378 0.4378 0 0.3638 0.3638 0 0.2942 0.2942 0 
0.6454 0.6454 0 0.5774 0.5774 0 0.5064 0.5064 0 0.4417 0.4417 0 
0.7718 0.7718 0 0.724 0.724 0 0.6696 0.6696 0 0.6243 0.6243 0 
0.896 0.896 0 0.8709 0.8709 0 0.8423 0.8423 0 0.822 0.822 0 
1 1 0 1 1 0 1 1 0 1 1 0 
* of seasonal peak demand 










Table A.S Reservoir level distribution for pre-run when (1) both failure and reservoir level results converge and (2) only failure results converge for SR = 1.2 
RC* = 2 h 






























































RC* = 4 h 





































Appendix A: Comparison of reservoir level distributions 

























RC* = 6 h 

















































































































































Table A.6 Reservoir level distribution for pre-run when (1) both failure and reservoir level results converge and (2) only failure results converge for SR = 1.3 
SR* = 1.3 
RC* = 2 h RC* =4 h RC*= 6 h RC* = 8 h 
Fail & level Failure only % Fail & level Failure only % Fail & level Failure only % Fail & level Failure only % 
converge converges difference converge converges difference converge converges difference converge converges difference 
0 NaN 0 0 0 0 0 0 0 0 0 
0 NaN 0 0 0 0 0 0 0 0 0 
0 NaN 0 0 0 0 0 0 0.0006 0.0006 0 
0 NaN 0 0 0 0.0016 0.0016 0 0.0198 0.0198 0 
0 NaN 0 0 0 0.0317 0.0317 0 0.0898 0.0898 0 
0 NaN 0 0 0 0.1496 0.1496 0 0.1734 0.1734 0 
0 NaN 0.0576 0.0576 0 0.3496 0.3496 0 0.2761 0.2761 0 
0 NaN 0.1975 0.1975 0 0.5398 0.5398 0 0.4361 0.4361 0 
0 NaN 0.5226 0.5226 0 0.7407 0.7407 0 0.6758 0.6758 0 
1 NaN 1 1 0 1 1 0 1 1 0 
RC* = 10 h RC* = 12 h RC* = 14 h RC* = 16 h 
Fail & level Failure only % Fail & level Failure only % Fail & level Failure only % Fail & level Failure only % 
converge converges difference converge converges difference converge converges difference converge converges difference 
0 0 0 0 0 0 0 0 0 0 0 0 
0.0001 0.0001 0 0.0001 0.0001 0 0.0002 0.0002 0 0.0002 0.0002 0 
0.0039 0.0039 0 0.0046 0.0046 0 0.0028 0.0028 0 0.001 0.001 0 
0.0265 0.0265 0 0.0159 0.0159 0 0.008 0.008 0 0.0036 0.0036 0 
0.0602 0.0602 0 0.0347 0.0347 0 0.019 0.019 0 0.0105 0.0105 0 
0.1153 0.1153 0 0.0737 0.0737 0 0.0455 0.0455 0 0.0278 0.0278 0 
0.2097 0.2097 0 0.1514 0.1514 0 0.1076 0.1076 0 0.0752 0.0752 0 
0.365 0.365 0 0.298 0.298 0 0.2408 0.2408 0 0.1928 0.1928 0 
0.6207 0.6207 0 0.5644 0.5644 0 0.5099 0.5099 0 0.4599 0.4599 0 
1 1 0 1 1 0 1 1 0 1 1 0 
* of seasonal peak demand 










Appendix B: Comparison of stochastic simulation 
times 










Table B.l List of simulation times for systems analysed with the full Monte Carlo method and the 





































































































Time to converge Hours simulated (h) 
Full MC CH (events) Full MC CH (events) 
22.84 35.36 997218 13245021 
59.78 28.37 2659917 10009269 
1074.80 130.03 48000000 48003148 
1054.12 129.19 48000000 48001636 
336.88 31.45 15350278 11918345 
191.85 129.50 8738926 48000796 
1052.39 130.57 48000000 48002980 
1.25 0.82 56755 261207 





























































































































Appendix B: Comparison of stochastic simulation times 
Total failure frequency 

























































































Table B.l List of simulation times for systems analysed with the full Monte Carlo method and the 























































































Time to converge (s) Hours simulated (h) 
Full MC CH (events) Full MC CH (events) 
92.84 15.52 4226709 5543808 

























































































































































Appendix B: Comparison of stochastic simulation times 
Total failure frequency 

























































































Table B.l List of simulation times for systems analysed with the full Monte Carlo method and the 
compression heuristic (events run only) (continued) 
No. SR* 
RC* Time to converge (s) Hours simulated (h) Total failure frequency 
(h) Full MC CH (events) Full MC CH (events) Full MC CH 
81 1.8051 20 37.25 129.85 1693974 48000001 0.0103 0.0027 
82 1.959 24 206.37 34.74 9400078 12810332 0.0019 0.0014 
83 1.5465 14 1052.53 129.87 48000000 48000292 0.0557 0.0462 
84 1.8861 22 203.76 94.51 9282019 35294686 0.0019 0.0007 
85 1.2143 7 17.19 11.36 782683 3912909 18.859 18.319 
86 1.9808 24 39.10 25.83 1779929 9427102 0.0098 0.0019 
87 1.3079 9 144.46 57.87 6580364 20227862 2.3643 2.4798 
88 1.2897 9 121.56 53.89 5540949 19176430 2.86 2.9696 
89 1.882 22 324.42 38.24 14783082 13952565 0.0012 0.0019 
90 1.7504 19 48.70 128.84 2218618 48000292 0.0079 0.0062 
91 1.1797 6 7.20 5.62 327956 1884615 41.1882 40.7972 
92 1.0612 4 1.06 0.95 48328 298957 191.2308 173.026 
93 1.8992 22 106.78 19.84 4859231 7347787 0.0036 0.0024 
94 1.2392 8 39.30 21.56 1789678 7438004 8.7028 8.7255 
95 1.3338 10 388.01 101.06 17699465 36292291 0.9587 1.0839 
96 1.6784 17 43.58 129.55 1984197 48000124 0.0088 0.013 
97 1.3202 9 160.82 63.81 7328348 22938352 2.203 2.1856 
98 1.4958 13 1052.42 130.27 48000000 48001972 0.0834 0.0893 
99 1.1115 5 2.40 2.13 109216 673334 100.4205 100.7842 
100 1.9889 24 663.17 25.95 30218606 9569755 0.0006 0.0018 
* of seasonal peak demand 










Appendix C: Sensitivity analysis results 
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