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In this paper, we present a detailed study on discrete-time Dirac quantum walks (DQWs) on
triangular and honeycomb lattices. At the continuous limit, these DQWs coincide with the Dirac
equation. Their differences in the discrete regime are analyzed through the dispersion relations, with
special emphasis on Zitterbewegung. An extension which couples these walks to arbitrary discrete
electromagnetic field is also proposed and the resulting Bloch oscillations are discussed.
I. INTRODUCTION
Quantum walks were first considered by Feynman in
studying possible discretizations for the Dirac path in-
tegral [1, 2]. They were later introduced as quantum
automata in a systematic way by Aharonov et al. [3] and
Myers et al. [4]. Quantum walks are simple models of
coherent quantum transport on discrete structures such
as graphs and lattices. They have attracted a lot of at-
tention in quantum information and algorithmic develop-
ment [5–7]. They can also be used as quantum simulators
[8–16], with the lattice now representing a discretization
of continuous space. On the other hand, in a more adven-
turous way, quantum walks may represent a potentially
realistic discrete space underlying the apparently contin-
uous physical universe [17].
It has been shown recently that several Discrete-Time
Quantum Walks defined on regular square lattices sim-
ulate the Dirac dynamics in various space-time dimen-
sions and that these walks (termed as DQWs) can be
coupled to various discrete gauge fields [18–24]. In par-
ticular, some DQWs can be coupled to discrete electric
and magnetic fields in a gauge invariant manner [19–21],
and magnetic confinement as well as Bloch oscillations
have been observed. A natural, yet unanswered question
is: Can similar results be replicated on non-square lat-
tices and, if so, which aspects depend on the choice of
lattice, and which do not? The present paper is a first
step in answering this question.
We focus on the transport properties of quantum walks
in (1 + 2)D space-time dimensions and propose four new
unitary DQWs defined on triangular and honeycomb lat-
tices. Two of these DQWs are defined on the same lattice
made out of equilateral triangles, the third DQW is de-
fined on a lattice of isosceles triangles, and the last is on
a hexagonal honeycomb lattice. At the continuous limit,
all four walks are identical and coincide with the free
Dirac equation. However, the walks greatly differ out-
side this limit and the differences are analyzed through
the dispersion relations [25–27], with special emphasis on
Zitterbewegung [28–30]. We also discuss how these walks
can be extended to include a gauge-invariant coupling to
arbitrary electromagnetic fields. The extension is built
in full for the simplest walk defined on the equilateral
triangle lattice, for which Bloch oscillations [31, 32] are
also addressed. These results show that DQWs defined
on more general lattices than the square lattice can be
used to study the free Dirac dynamics and that coupling
the walks to arbitrary electromagnetic fields in a gauge
invariant manner is also possible.
II. FOUR FREE QUANTUM WALKS ON
NON-SQUARE LATTICES
1. Six step walk on the equilateral triangular lattice
An arbitrary element U of U(2) can be parametrized
by four angles:
U(α, ξ, ζ, θ) = eiα
(
eiξ cos θ eiζ sin θ
−e−iζ sin θ e−iξ cos θ
)
. (1)
Let (x, y) be orthonormal coordinates on the plane and
focus first on the regular lattice made of equilateral tri-
angles of side . Choose one site S at position X =
(x, y) and let its six neighbours N1(X), N2(X), N3(X),
N4(X), N5(X) and N6(X) have the respective coordi-
nates X1 = (x + , y), X2 = (x + /2, y +
√
3/2),
X3 = (x − /2, y +
√
3/2), X4 = (x − , y), X5 =
(x − /2, y − √3/2), X6 = (x + /2, y −
√
3/2). The
six corresponding translation operators Sj are defined by
(SjΨ)(X) = (ψ
L(Nj(X)), ψ
R(Nj+1(X)))
>, where N7 =
N1. Consider the DQW defined by Ψ(t+ ∆t) = W0Ψ(t)
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2with W0 = Π
6
j=1Wj where
Wj = R
−1
j UjSjRj ,
Rj = U(0, pi/2, 0, pi/12 + (j − 1)pi/6),
R−1j = U(0,−pi/2, 0,−pi/12− (j − 1)pi/6),
Uj = U(0, 0, 0, 0) = 1. (2)
Introducing the operators Uj seems useless because, at
this stage, they all coincide with the unit operator. This
is so because, as explained in Section IV below, these op-
erators actually code for an electromagnetic field acting
on the walk and we are considering only free walks in the
present section. The more general case is described in
Section IV.
Set now ∆t = 3/2 and let  tend to zero. The formal
limit of this DQW exists and coincides then with the
mass-less Dirac equation γµ∂µΨ = 0 with x
0 = t, x1 = x,
x2 = y and
γ0 = σ1 =
(
0 1
1 0
)
,
γ1 = −iσ3 =
(−i 0
0 i
)
,
γ2 = −iσ2 =
(
0 −1
1 0
)
. (3)
A non-vanishing mass m can be added by replacing W0
by Wm = UmW0 with Um = U(0, 0,−pi/2, 3m/2).
2. Three step walk on the equilateral triangular
lattice
The walk just presented approximates the Dirac equa-
tion in six steps. It is possible to approximate the Dirac
equation by a three-step walk defined on the same equi-
lateral lattice. Consider indeed the DQW defined on the
same regular triangular lattice by Ψ(t + ∆t) = W˜0Ψ(t)
where
W˜0 = R˜
−1
2 U3S˜3R˜2R˜
−1
1 U2S˜2R˜1U1S˜1,
R˜j = U(0, pi/2, 0, jpi/6),
R˜−1j = U(0,−pi/2, 0,−jpi/6),
(S˜jΨ)(X) = (ψ
L(Nj(X)), ψ
R(Nj+3(X)))
>, (4)
and Uj = U(0, 0, 0, 0) as before. This walk with ∆t =
3/2, and letting  tend to zero has a formal limit that
coincides with the same mass-less Dirac equation as be-
fore, except with the gamma matrices this time being
γ0 = σ1 =
(
0 1
1 0
)
,
γ1 = iσ2 =
(
0 1
−1 0
)
,
γ2 = −iσ3 =
(−i 0
0 i
)
. (5)
A mass m can be added the same way as the other tri-
angular lattice walk above.
3. Three step walk on the triangular isosceles lattice
We introduce a closely related walk, which approxi-
mates the Dirac equation also in three steps, but is de-
fined on an isosceles triangular lattice. Consider a lattice
of isosceles triangles of base  and perpendicular height
/2. Each point X = (x, y) now has six neighbours de-
fined with the respective coordinates X1 = (x + , y),
X2 = (x + /2, y + /2), X3 = (x − /2, y + /2), X4 =
(x−, y), X5 = (x−/2, y−/2), X6 = (x+/2, y−/2).
The corresponding translation operators Sˆi are defined
similar to the 3-step walk above. That is, (SˆjΨ)(X) =
(ψL(Nj(X)), ψ
R(Nj+3(X)))
>. The DQW is then defined
as Ψ(t+ ∆t) = Wˆ0Ψ(t) where Wˆ0 = Wˆ3Wˆ2Wˆ1 with
Wˆj = UˆjSˆj ,
Uˆj = U(0, 0,−pi/2, (j − 2)pi/4). (6)
With the choice ∆t = , this DQW tends to the Dirac
equation with the gamma matrices now being γ0 = σ1,
γ1 = iσ2 and γ
2 = iσ3. To add a non-vanishing
mass m, one can for example replace Uˆ1 with Uˆm =
U(0, 0,−pi/2,−pi/4 +m).
4. Three step walk on the hexagonal honeycomb
lattice
Let (x, y) be orthonormal coordinates on the plane and
consider a regular hexagonal honeycomb lattice of sides
. Choose one site S at position X = (x, y) and focus
on the three neighbours N1(X), N2(X) and N3(X) with
respective coordinates X1 = (x+, y), X2 = (x−/2, y+√
3/2), X3 = (x− /2, y −
√
3/2). Let Ψ = (ψL, ψR)>
be a two-component spinor defined on the lattice and
define three translation operators by
(S1Ψ)(X) = (ψ
L(N1(X)), ψ
R(N2(X)))
>,
(S2Ψ)(X) = (ψ
L(N2(X)), ψ
R(N3(X)))
>,
(S3Ψ)(X) = (ψ
L(N3(X)), ψ
R(N1(X)))
>. (7)
Consider now the DQW defined by Ψ(t+ ∆t) = W0Ψ(t)
with W0 = Π
3
j=1Wj where
Wj = U
−1
j SjUj ,
Uj = U(0, pi/2, 0, pi/6 + (j − 1)pi/3),
U−1j = U(0,−pi/2, 0,−pi/6− (j − 1)pi/3). (8)
This DQW couples sites which are close neighbours on a
honeycomb lattice.
Set now ∆t = 3
√
3/4 and let  tend to zero. The
formal limit of this DQW exists and coincides then with
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FIG. 1. Dispersion Relations ω(k) for six-step DQW on the equilateral triangular lattice
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FIG. 2. Dispersion Relations ω(k) for three-step DQW on the equilateral triangular lattice
the mass-less Dirac equation γµ∂µΨ = 0 with x
0 = t,
x1 = x, x2 = y and
γ0 = σ1 =
(
0 1
1 0
)
,
γ1 = −iσ3 =
(−i 0
0 i
)
,
γ2 = −iσ2 =
(
0 −1
1 0
)
. (9)
A mass m can be added to the DQW by replacing W0 by
Wm = UmW0 with Um = U(0, 0,−pi/2, 3
√
3m/4).
III. DISPERSION RELATIONS AND
ZITTERBEWEGUNG
Expanding the discrete equations defining the DQWs
furnishes an explicit expression for the value taken by
the wave function at time t + ∆t and point X in terms
of the values taken by the wave function at time t
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FIG. 3. Dispersion Relations ω(k) for the DQW on the isosceles triangular lattice
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FIG. 4. Dispersion Relations ω(k) for the DQW on the hexagonal honeycomb lattice
and various neighbouring points. Searching for linearly
polarized plane wave solutions of the form Ψ(t,X) =
A(ω,k) exp
(
i (ωt− k ·X)) delivers a homogeneous lin-
ear system for the components of the polarization spinor
A(ω,k). This system has a non-vanishing solution only if
its determinant vanishes. The coefficients in this system
are linear functions of Ω = exp (iω), Kx = exp (ikx) and
Ky = exp
(
iky
)
. The determinant is thus a quadratic
function of Ω and equating this determinant to zero thus
furnishes a quadratic equation for Ω, which can be solved
exactly, delivering two solutions Ω± as functions of Kx
and Ky. Because the walks are unitary, both solutions
have unit modulus and they are also complex conjugate
to each other because the walks are time-reversible. One
thus obtains exact expressions ±ω(k) for the two energy
branches of each walk.
The contours of the negative energy branch are plotted
in Figs. 1, 2, 3 and 4 for different values of the mass for
each of the four walks considered in this article respec-
tively. For each walk, the Brillouin zone in k space is
5(−pi,+pi) × (−pi/√3,+pi/√3). The dispersion relations
are also periodic in the mass m, with period 4pi/3 for
the two walks on the equilateral triangle lattice and 2pi
for the walk on the isosceles triangle lattice. The mass
periodicity on the honeycomb lattice is 8pi/3
√
3.
Various conclusions can be drawn from the figures.
First, one sees that, for each walk, varying the mass
greatly influences the dispersion relation, changing for
example the number and positions of the maxima and
minima. As for the two walks defined on the equilat-
eral triangle lattice, their symmetries are apparent on
the dispersion relations, and both sets of contours there-
fore look very different (though both walks admit the
same continuous limit). In particular, even the contours
for vanishing mass are very different. The walk defined
on the isosceles triangle lattice, whose continuous limit is
also the flat space-time Dirac equation, gives rise to yet
another set of contours whose evolution with the mass m
does not mirror the evolution obtained for the other two
walks.
These contours have a direct consequence about the
Zitterbewegung exhibited by the three walks. Let us re-
call that Zitterbewegung happens because of the inter-
ference of positive and negative energy solutions. For
the Dirac equation, the two energy branches are ω± =
±√k2 +m2. Zitterbewegung thus happens at frequen-
cies larger than the minimal energy gap 2m, which is
reached for k = 0. Figs. 1, 2 and 3 clearly show that,
for non-vanishing values of m, the minimal energy gap
of three walks considered in this article is inferior to 2m
and is reached for non-vanishing values of the wave-vector
k. Thus, for non-vanishing mass, Ziterbewegung of fre-
quency lower than 2m can be observed on wave-packets
centered on non-vanishing values of k. For vanishing
mass, the six-step walk on the equilateral triangle lat-
tice behaves exactly as solutions of the massless Dirac
equation i.e. there is no minimal frequency for Zitterbe-
wegung, and the energy gap vanished only at k = 0. At
vanishing mass, the other two walks exhibit a slightly dif-
ferent behaviour. There is still is minimal frequency for
Zitterbewegung, but the energy gap vanishes, not only
at k = 0, but also on the four corners of the Brillouin
zone. The minimal Zitterbewegung frequencies for the
three triangular DQWs for various values of the mass
are given in Tables I, II and III.
IV. GAUGE INVARIANT COUPLING TO
ELECTROMAGNETIC FIELDS
1. Introducing the fields
The above DQWs are invariant by a global change of
phase of the spinor Ψ, but they are not invariant under
a local change of phase. However, they can all be trans-
formed into locally U(1) gauge invariant. We will now
m ωm 2ωm (kx, ky)
0 0 0
(0, 0)
(3.14159, 1.8138)
(3.14159,−1.8138)
(−3.14159, 1.8138)
(−3.14159,−1.8138)
pi
3
0.451188 0.902377
(−2.35619,−0.6046)
(2.35619, 0.6046)
(−0.785398,−1.2092)
(0.785398, 1.2092)
pi
2
0.225893 0.451789
(−2.34159,−0.383799)
(2.34159, 0.383799)
(−0.831593,−1.4238)
(0.831593, 1.4238)
2pi
3
0.812756 1.62551
(−2.0944, 0)
(2.0944, 0)
(−1.0472, 1.8138)
(−1.0472,−1.8138)
(1.0472, 1.8138)
(1.0472,−1.8138)
pi 0.523599 1.0472
(−1.5708, 0.9069)
(1.5708,−0.9069)
4pi
3
0 0
(0, 0)
(3.14159, 1.8138)
(3.14159,−1.8138)
(−3.14159, 1.8138)
(−3.14159,−1.8138)
TABLE I. Minimal frequencies for the equilateral triangle
three-step DQW
m ωm 2ωm (kx, ky)
0 0 0 (0, 0)
pi
3
1.10603 2.21205
(1.37445, 0)
(−1.37445, 0))
pi
2
0.565516 1.13103
(1.8326, 0)
(−1.8326, 0))
2pi
3
0.505361 1.0172
(−1.23095, 1.8138)
(−1.23095,−1.8138)
(1.23095, 1.8138)
(1.23095,−1.8138)
pi 0.523599 1.0472
(3.14159, ky)
(−3.14159, ky)
4pi
3
0 0 (0, 0)
TABLE II. Minimal frequencies for the equilateral triangle
six-step DQW
present in detail the principle behind this generalization
on the three-step DQW defined on the equilateral lattice.
Adding an electromagnetic field to the other three walks
can be done in a similar way.
To achieve local U(1) gauge invariance, we define each
Ui operator entering the definition of the walk by
(UiΨ) (t,X) = U
(
αi(t,X), ξi(t,X), ζi(t,X), 0
)
Ψ(t,X),
(10)
where the αi’s, ξi’s and ζi’s are arbitrary functions of
t and X. Note that the choice θi = 0 make the walk
actually independent of ζi.
Let us break down the definition of the walk in three
6m ωm 2ωm (kx, ky)
0 0 0
(0, 0)
(3.14159, 1.8138)
(3.14159,−1.8138)
(−3.14159, 1.8138)
(−3.14159,−1.8138)
pi
3
0.523599 1.0472
(−1.5708, 0.9069)
(1.5708,−0.9069)
pi
2
0 0
(−1.5708, 0.9069)
(1.5708,−0.9069)
2pi
3
0.523599 1.0472
(−1.5708, 0.9069)
(1.5708,−0.9069)
pi 0 0
(−3.14159, 0)
(3.14159, 0)
(0,−1.8138)
(0, 1.8138)
4pi
3
0.523599 1.0472
(−1.5708,−0.9069)
(1.5708, 0.9069)
TABLE III. Minimal frequencies for the isosceles triangle
DQW
time sub-steps and write
Ψ(t+ ∆t/3) = U1(t)S˜1Ψ(t),
Ψ(t+ 2∆t/3) = R˜−11 U2(t)S˜2R˜1Ψ(t+ ∆t/3),
Ψ(t+ ∆t) = R˜−12 U3(t)S˜3R˜2Ψ(t+ 2∆t/3). (11)
Let φ be the phase of the spinor Ψ and consider an ar-
bitrary local change of phase φ′(t + r∆t/3,X) = φ(t +
r∆t/3,X)+δφ(t+r∆t/3,X) for all (t,X) and r = 0, 1, 2.
Note that one thus allows for an arbitrary change of
phase, not only at all integer time steps, but also at all
intermediate time sub-steps. We accompany this arbi-
trary change of phase by a change in the functions αi, ξi
and ζi, introducing α
′
i(t,X) = αi(t,X) + δαi(t,X) etc.
Focus now on the first intermediate evolution equation
between time t and time t+ ∆t/3. A direct computation
identical to the one already presented for DQWs in 2D
space-times reveals that this equation is identical for the
primed and the unprimed walk provided
δα1(t,X) = δφ(t+ ∆t/3,X)− σ1(t,X),
δξ1(t,X) = −δ1(t,X), (12)
where σ1(t,X) = (δφ(t,X1)+δφ(t,X4))/2 and δ1(t,X) =
(δφ(t,X1) − δφ(t,X4))/2. There is no constraint on ζ ′i
because it actually does not enter the definition of the
walk.
Let us now proceed to the second time sub-step. It
seems like the situation is more complex but it is actu-
ally identical, because a local change of phase affects both
components of the spinor identically and, thus, commute
with the operator R1. One thus obtains local gauge in-
variance at this time sub-step if
δα2(t,X) = δφ(t+ 2∆t/3,X)− σ2(t,X),
δξ2(t,X) = −δ2(t,X), (13)
where σ2(t,X) = (δφ(t+∆t/3,X2)+δφ(t+∆t/3,X5))/2
and δ2(t,X) = (δφ(t+ ∆t/3,X2)− δφ(t+ ∆t/3,X5))/2.
The same reasoning goes for the third and final time sub-
step and gauge invariance at this sub-step is provided if
δα3(t,X) = δφ(t+ ∆t,X)− σ3(t,X),
δξ3(t,X) = −δ3(t,X), (14)
where σ3(t,X) = (δφ(t + 2∆t/3,X3) + δφ(t +
2∆t/3,X6))/2 and δ3(t,X) = (δφ(t+2∆t/3,X3)−δφ(t+
2∆t/3,X6))/2.
One way to acknowledge that sub-steps are just sub-
steps, and not full time-steps, is to consider phase
changes such that δφ(t,X) = δφ(t + ∆t/3,X) = δφ(t +
2∆t/3,X) (compare in particular with the definition of
the αi’s, ξi’s and ζi’s, which are indexed by t, though all
describe what happens between intermediate sub-steps).
For these phase changes, the above equations simplify
into
δα3(t,X) = δφ(t+ ∆t,X)− σ3(t,X),
δα2(t,X) = δφ(t,X)− σ2(t,X),
δα1(t,X) = δφ(t,X)− σ1(t,X),
δξi(t,X) = −δi(t,X), (15)
where σi(t,X) = (δφ(t,Xi) + δφ(t,Xi+3))/2, δi(t,X) =
(δφ(t,Xi)− δφ(t,Xi+3))/2 for i = 1, 2, 3.
Another natural classes of phase changes is defined by
the relations
δφ(t+ ∆t/3,X) − δφ(t,X)
=
1
3
(
δφ(t+ ∆t,X)− δφ(t,X)) ,
δφ(t+ 2∆t/3,X) − δφ(t+ ∆t/3,X)
=
1
3
(
δφ(t+ ∆t,X)− δφ(t,X)) .
(16)
For these phase changes, the gauge transformation of the
αi’s and ξi’s simplifies into
δαi(t,X) = −1
3
(
δφ(t,X)
)− σi(t,X),
δξi(t,X) = −δi(t,X), (17)
for i = 1, 2, 3.
To perform the continuous limit, we write αi = α¯i,
ξi = ξ¯i, ζi = ζ¯i and let  tend to zero, keeping all
bar angles finite. The DQW dynamics then delivers the
Dirac equation with electromagnetic potential
A0 =
2
3
(α¯1 + α¯2 + α¯3),
A1 = −2
3
(
ξ¯1 +
1
2
(
ξ¯2 − ξ¯3
))
,
A2 = − 1√
3
(
ξ¯2 + ξ¯3
)
. (18)
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FIG. 5. Density plots of (a) no electric field (free space), and (b-c) electric field in the x-direction
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FIG. 6. Density plot of electric field in the y-direction: Ey =
0.1
2. Motion in a uniform constant electric field
Based on the above relations between (A0, A1, A2) and
the phase variables αi and ξi a simple way to couple the
DQW to a constant homogeneous electric field of carte-
sian components E1 and E2 is to choose identically van-
ishing αi’s and to impose ξ1 = 0 together with
ξ2 =
1
2
(
−3Ex +
√
3Ey
)
,
ξ3 =
1
2
(
+3Ex +
√
3Ey
)
. (19)
Consider first the case Ey = 0. Figure 5 presents contour
plots of the walk projected unto the (t, x) for various
values of Ex and for the symmetric initial condition Ψ =
(1/
√
2, 1/
√
2)>. Note that this initial condition probes
the walk dynamics outside the continuous limit.
In the presence of a non-vanishing electric field, the
spreading characteristic of the free walk is replaced by
apparent oscillations. These can be understood qualita-
tively by recalling that, in one spatial dimension, a quan-
tum particle moving in continuous space-time submitted
to the action of a uniform homogeneous electric field E
combined with a periodic potential undergo oscillations
[33]. The period TB of these oscillations is called the
Bloch period and TB = 2pi/E as the Brillouin zone is of
length 2pi. Without getting into detailed computations,
the periodicity of the potential generates a finite-sized
Brillouin zone in momentum space and the period of the
oscillations correspond to the time necessary for the par-
ticle to cross the Brillouin zone. In the case presented
in Figure 5, there is evidently no periodic potential, but
the quantum walk admits a finite-sized Brillouin zone
of length 2pi along the x-axis. The apparent period co-
incides exactly with the Bloch period, if one takes into
account the 3/2 proportionality factor between the time
t used to parametrise the walk and the standard choice
of continuous time in the Dirac equation (see above).
This interpretation of the observed oscillations can be
confirmed by two numerical experiments. First choose
now an electric field in the y direction. The length of the
Brillouin zone in the y-direction is 2pi/
√
3, so the Bloch
period is now T yB = TB/
√
3. Oscillations at this period
are indeed observed on Figure 6. Choose now an electric
field with equal components in the x and y direction.
Since the lengths of the x- and y- the Brillouin zones
differ by a multiplicative factor
√
3, their ratio is not
a rational number and there is no reason to expect any
periodicity in the walk. This is indeed displayed in Figure
7, which is obtained for E = (1, 1).
V. CONCLUSION
We have proposed four different DQWs on two regular
triangular lattices and one hexagonal honeycomb lattice,
8(a) (b)
FIG. 7. Density plots of (a) electric field in both x-direction and y-direction: Ex = 0.1 and Ey = 0.1 and (b) electric field only
in x-direction of equivalent magnitude (Ex =
√
2
10
)
and proved that they all admit the free Dirac equation
as continuous limits. We have analyzed in depth the
qualitative difference between the four walks, and their
consequences for Zitterbewegung. We have also shown
that these walks can be extended to incorporate a gauge-
invariant coupling to discrete electromagnetic fields and
addressed Bloch oscillations. These results show that
DQWs defined on more general lattices than the square
lattice can be used to study the free Dirac dynamics
and that coupling the walks to arbitrary electromagnetic
fields in a gauge invariant manner is also possible.
Many interesting questions still remain open. The first
class of extensions addresses questions on triangular lat-
tices. For example, can one incorporate other Yang-Mills
fields and gravity on triangular lattices? And can one
define gauge invariant field strengths for the Yang-Mills
fields and gravity? Also, what about irregular triangu-
lar lattices, for example with defects? The second set of
questions addresses other lattices and more general dis-
crete structures. Can the results presented in this work
be extended to arbitrary regular and non-regular lattices
on the 2D plane and in spaces of higher dimensions? Do
they also translate on graphs, at least regular ones? And
can one couple DQWs on graphs with Yang-Mills fields
and gravity? Such questions will be addressed in our
future work.
Note added: Another research team from France and
Spain has worked independently of us on DQWs on
triangle and honeycomb lattices and we exchanged our
manuscripts after both were completed. The other
team’s manuscript offers a very clear and constructive
presentation of two quantum walks which converge to
the Dirac equation as the space-time step goes to zero.
These two walks are particularly elegant because they are
built out of identical sub-steps. We feel both manuscripts
complement each other nicely and therefore recommend
the other manuscript to the reader’s attention.
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