Abstract
Introduction and main results
Let l 2 denote the usual Hilbert space of -valued sequences with inner product ·, · l 2 , σ : d → d × l 2 and b : d → d be measurable functions. W = (W 1 , W 2 , . . .) is an infinite sequence of independent standard Brownian motions on a complete filtered probability space (Ω, F, {F t } t∈ [0, 1] , P) satisfying the usual conditions. Consider the following stochastic differential equations (abbreviated as SDEs)
(1.1)
In this paper we make the following assumptions on coefficients of SDEs (1.1):
There exist constants C 0 > 0, C 1 > 0 and η ∈ (0, can be unbounded at infinity. The main purpose of the paper is to study spatial asymptotic behavior of the homeomorphic flow φ st when the spatial variable nears infinity.
The first result of this paper provides some estimates of modulus of continuity for the flow {φ s,t (·)}. We now state the result as follows. 
Our second result states that the growth rate of the flow φ st at infinity can be at most exp{γ √ ln ln |x|} for some γ > 0. The result is the following. 
and
Recall that Imkeller and Scheutzow [9] proved similar results under strong Lipschitz and regularity conditions imposed on coefficients of SDEs (1.1). The main aim of this paper is to remove the regularity conditions and weaken Lipschitz condition. Example 5.1 in Section 5 will state that this work is interesting. We will use the line of [9] to prove Theorems 1.1-1.2, but the price to pay is that we have to overcome obstacles in doing moment estimates for one-and two-point motions, choosing metric d(x, y) for using GRR lemma etc. because of non-Lipschitz conditions. We will use Gronwall-Bellman-Bihari inequalities, precise B-D-G inequalities for semimartingales improved by Barlow and Yor [3] and approaches used in [8, 9] to arrive at our conclusions. Our results also seem to show that the globally bounded condition on coefficients in [15] can be dropped in our setting. We expect our results would be of interest for theory of stochastic homeomorphic flow associated to non-Lipschitz SDEs.
This paper is organized as follows. Section 2 is to present some fundamental tools which will be used later. In Section 3 we will provide some moments estimates for one-and two-point motions of {φ 0,t (·)} and { |x| 2 1+|φ 0,t (x)| }. Sections 4 and 5 devote to proving Theorems 1.1 and 1.2, respectively. In Section 6 we will establish a stochastic flow produced by non-Lipschitz SDE and the flow will tend to infinity when the spatial variable nears infinity.
Preliminaries
Let (X, d) and (M, ρ) be two separable metric spaces, m a locally finite Borel measure on (X, B(X)). Let Φ : + → + be increasing, right continuous and Φ(0) = 0. For any measurable function g : X → M we define measurable functiong bỹ 
Secondly, we present precise B-D-G inequalities for semimartingales improved by Barlow 
where
Finally, we give the following three lemmas. 
for t ∈ + , where k is a nonnegative constant, then for 0 t t 1
, for all t ∈ + , lying in the interval 0 t t 1 .
Lemma 2.4. Assume that f is a concave and increasing function on [0, ∞) with ρ(0) = 0, X is a random variable and belongs to L p (Ω, F, P). Then
for any p 1.
Proof. Let g(x)
= f p (x 1/p ) for any p 1. Obviously g(0) = 0 and g is an increasing continuous function on [0, +∞). The right derivative of g defined by g
Let ρ η be the concave function defined by (1.2). It is easy to see that the function has the following properties.
In the end of this section we define an exponential function on [0, +∞) by
for δ > 0. Then we have the following estimates on Φ δ and its inverse. 
.
Then for t 0 we have
(a) Φ −1 δ (t) K exp 4δ ln + t , (2.7) (b) Φ δ (t) π δ exp (ln t) 2 4δ . (2.8)
Moment estimates for one-and two-point motions
In this section we will give moments estimates for one-and two-point motions of {φ 0,t (·)} and { |x| 2 1+|φ 0,t (x)| } for proving Theorems 1.1-1.2. We assume that flow {φ s,t (·)} satisfies the flowing SDEs,
The first result of this section deals with the flow {φ 0,t (·)}. 
Proof. It suffices to prove Theorem 3.1 for p 2 because of Hölder's inequality. By (H1) and (H2) there exists a nonnegative constant
is a continuous martingale and its stochastic contraction can be defined by
by (3.4), the following inequality holds for all 
Consequently,
Squaring both sides of (3.8) and using Hölder's inequality, we have
It follows immediately from (3.9) that
(3.10)
Using Gronwall's lemma,
The (3.12) yields the assertion (3.2).
We now turn to proving the inequality (3.3).
Using (H1), (H2), Lemmas 2.2, 2.4 and 2.5, we have
Similarly,
14)
The inequalities (3.13), (3.14) and
is also an increasing concave function on + by Lemma 2.2 in [12] .
Squaring both sides of (3.16), we have
By Lemma 2.3, 
T (x, y) (G)
If 3|x − y| 2 η, then since for sufficiently small η and t η G(t) = log log η log t , 0 < t η (3.20) and where
where a = η and h = log 1 η − 1,
The inequalities (3.19) and (3.23) yield
for 3|x − y| 2 > η. Therefore from (3.22) and (3.24) it follows that for any 
Applying Itô's formula to stochastic process X and function f , we have 2 (1 + |B(s)| 2 ) 3 ds We deduce from (3.30) to (3.34) that
B i (s)B j (s) σ i (B(s)), σ j (B(s)) l
By the same arguments as in (3.11):
The proof of (3.27) is complete.
Next we prove (3.28). Since for x, y ∈ d with |y| > |x| and 0 t T 
The inequalities (3.35), (3.36) and (3.37) imply that
The proof of Theorem 3.1 has been done. 2
Proof of Theorem 1.1
The purpose of this section is to prove Theorem 1.1. Through this and the next section we choose the measure m in GRR Lemma as follows:
where λ denotes Lebesgue measure on d and
Proof of Theorem 1.1. Fix T > 0 we define
where α(p) = exp{−3C 2 1 T 2 − 3c 2 C 2 0 p}, p ∈ [1, ∞); δ will be specified later. Using Theorem 3.1 and Fubini Theorem, we have (1) for x ∈ [0, +∞), by Lemma 2.1 and (2.7), we have for x, y ∈ d with |x| > |y|
where f −1 denotes the inverse of f . Noting that there exists constant C 5 > 0 such that 
where C 6 = exp{ 4δ ln
Therefore the proof of Theorem 1.1 follows from (4.8) and (4.9). 2
Proof of Theorem 1.2
The main purpose of this section is to prove Theorem 1.2. Since the proof is similar to that of Theorem 2.1 in [9] , we only give a sketch of the proof here for reader's convenience. )} is Φ δ -integrable for sufficiently large δ > 0, the proof of (1.6) follows from (5.11). Thus we complete the proof of Theorem 1.2. 2
Example
In this section we will use Theorem 2.2 in [1] or Theorem 5.1 in [4] to establish an example satisfying Theorem 1.2 to state that our results are optimal. Here C denotes a universal positive constants and may change from place to place. Since for sufficient small η > 0 and |x − y| η x exp −|x| sin(kx) − y exp −|y| sin(ky) 2 2 sin(kx) − sin(ky) 
