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This thesis addresses the topic of control of flexible demand to provide sup-
port to the operation of the electric power system. We focus on the indirect
control approach, a framework that enables demand response by means of a
consumption incentive signal.
Initially, the concept of flexibility is defined and a classification of flexible electric
loads is presented. In order to evaluate the potential of flexible demand, the
storage capacity associated with the operation of a number domestic electric
loads is quantified by means of simulations.
Subsequently, the topic of indirect control of flexible demand is addressed. We
investigate the subject considering both how to achieve a shift in the consump-
tion of the single DSRs, and how to generate the indirect control signal for a
population of DSRs in order to support the operation of the grid. In the former
case, we develop algorithms that achieve a shift in the consumption according
to an indirect control signal. We present from simple control algorithms with a
few requirements up to model predictive control strategies. The performance of
the indirect control algorithms are compared by means of hardware-in-the-loop
simulations using Power Flexhouse, a facility of DTU Elektro for testing demand
side management strategies, as experimental site. In the latter case, we develop
four applications where flexible demand is required to support power system op-
erations. The applications are: integration of the operation of flexible demand
and conventional generating units by means of unit commitment, mitigation of
congestions in radial distribution networks, photo-voltaic self consumption and
consumption peak shaving by means of a distributed optimization strategy.
Finally, motivated by the perspective of the interplay between flexible demand
and storage in the operation of the future power system, we develop a model
predictive control strategy for a smart building with the objective of supplying
iii
space heating and providing regulating power to the grid according to a dynamic
electricity price. We named this application energy replacement to indicate that
the predictive control is able to switch among several energy sources to supply
space heating according to the electricity cost.
In the process of developing this work, we propose novel validated mathematical
models for a domestic refrigeration unit and a fuel cell. Models are realized
applying a state-of-the-art grey-box methodology, using measurements from the
following experimental devices: the freezer of Power Flexhouse and the 15 kW
PEM fuel cell of the EPFL Distributed Electrical Systems Laboratory (EPFL-
DESL).
Resumé (in danish)
Denne afhandling behandler indirekte kontrolleret fleksibelt elforbrug til effek-
tregulering.
Først formuleres et forslag til en klassifikation af bygningers energifleksibilitet,
og fleksibiliteten kvantificeres for en specifik klasse af forbrug.
Emnet indirekte kontrolleret fleksibelt forbrug er undersø gt dels i forhold til
hvordan de enkelte enheder styres og dels i forhold til det aggregerede forbrug
fra et stort antal enheder (demand side resources – DSR).
I første tilfælde er kontrolalgoritmer for prisstyret fleksibelt forbrug klassificeret
i forhold til om de anvender prisforudsigelser eller ej. Forskellige kontrolalgorit-
mer er udviklet for begge klasser, og deres evner er sammenlignet i forhold til
hhv brugerservice og energiændring.
I andet tilfælde er det aggregerede dynamiske respons fra mange enheder af en
given klasse af indirekte kontrollerede DSR analyseret, og det fremgår, at der er
dynamiske effekter, der ikke kan ses bort fra, hvis fleksibelt forbrug skal levere
elsystemsydelser. En metode baseret på leveringsaftaler er udviklet med det
formål at integrere fleksibelt forbrug i elsystemet, hvor de dynamiske egenskaber
netop tages i regning.
Afhandlingen præsenterer to eksempler på brug af fleksibelt forbrug til andre
formål end at levere effektregulering. Det første handler om tilskyndelse til
lokalt forbrug af vedvarende energiproduktion, realiseret ved hjælp af model-
prædiktion-kontrol (MPC). Det andet handler om brug af fleksibelt forbrug til
at afhjælpe overbelastning i distributionsnettet ved hjælp af adaptiv lukket-
sløjfe styring på netstation-niveau.
Et eksempel på optimerings-baseret styring af en samling frysere er udviklet med
vdet formål at tilskynde eget-forbrug af PV produktion og samtidig begrænse
spidsbelastninger af nettet. En sådan anvendelse, løst gennem dobbelt dekom-
positionsalgoritme, er et eksempel på et optimeringsproblem hvor vilkår for både
forbruger og elsystem tages i betragtning i optimeringsprocessen. Dette er en
udvidelse og forbedring i forhold til traditionel økonomisk model-prædiktion-
kontrol af DSR, hvor omkostningsfunktionen af det underliggende optimer-
ingsproblem kun medtager forbrugervilkår.
Endelig er en substitutionsstrategi for en kraft-varme-enhed (CHP) præsenteret.
Substitution er her defineret som forbrugerens mulighed for at vælge mellem to
varmekilder til rumvarmen, hvilket viser sig at øge fleksibiliteten af forbruget.
I dette tilfælde er anvendt en kombination af brændselscelle, elektrolysator,
reaktanstanke og elektriske varmepaneler til levering af varme til en bygning.
Denne afhandling og tilhørende artikler indeholder desuden formuleringer af
matematiske modeller for elektriske husholdningsvandvarmer, brændselscelle
(med tilhørende hjælpekomponenter) og fryser. Modellerne er udviklet ved
hjælp af grey-box metode med målinger på fysiske enheder. For vandvarmeren
og fryseren er der målt påenheder i DTU PowerFlexHouse. For brændselscellen
er der anvendt en 15 kW PEMFC i EPFL’s Distributed Electrical System Lab-
oratory (EPFL-DESL).
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Chapter 1
Introduction
The increasing cost of traditional methods of electricity generation and the
move towards a reduction in the impact of human activities on planet Earth are
driving the need to integrate more renewable energy into the power grid. The
Fukushima accident, as with the Chernobyl disaster in 1986, raised the question
of the real sustainability of producing energy from nuclear fission. In response to
these events, several countries worldwide are considering to shut down nuclear
power plants in the long run in favor of other technologies, possibly increasing
the proportion of renewable energy. As an example in Europe, the installed
wind power capacity is expected to grow from the current 105 GW (2012) up
to 140-180 GW by 2015 [124, 125]. The photovoltaic (PV) production capacity
is also expected to increase, and at the end of 2012, in Europe, it was 69 GW
[63].
The framework on which the power system is based is that electricity generation
has to match consumption, and this is accomplished by keeping the system fre-
quency at a constant value by regulating production. Increasing the proportion
of energy generation from renewable sources decreases the amount of control-
lable generation in the power system. This same factor limits the penetration
that renewables can achieve. There are two possible ways of restoring the lack
of control capability:
1. storing the excess renewable production and using it when conditions are
not sufficient to renewable power generation;
2. controlling the consumption.
Regarding case 1, the most well-known and established energy storage technol-
ogy is hydroelectricity combined with pumped storage. However, availability of
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hydropower is mainly limited to populated mountain regions, and installation in
remote areas is not convenient due to high transmission cost. Five main energy
storage technologies exist: electrochemical (battery), chemical (hydrogen-based,
both direct used and as a source for synthesizing fuels), large scale thermal
storage, mechanical (compressed air, flywheels) and electrical (super capacitors,
magnetic energy storage). However nowadays, none of these technologies are
able to offer a solution compatible with large-scale integration that merges eco-
nomic feasibility, reliability, matureness and energy density [30, 93].
Regarding case 2, the consumption of electricity depends on consumers habits
and, because the power system is designed to satisfy the consumers demand,
consumption is not controlled. However, there exists a part of the demand for
electricity that is characterized by an intrinsic flexibility, which allows the time
at which power consumption occurs to be deferred. Flexible demand could be
hence utilized to temporarily support the power system. Although this is not
a new solution [43, 104], it has come to prominence in recent years because
the advent of the smart grid opens up the possibility (in terms of required
infrastructure) for realizing it on a large scale and in an automated way.
In order to contextualize the contribution of this thesis, an overview of both the
power system and the issues related to an increase in the proportion of renewable
energy generation is given in Section 1.1. In Section 1.2, the concept of smart
grid is introduced and flexible energy demand is discussed. Section 1.3 provides
an overview of the thesis, and states the thesis aim and main contributions.
1.1 The electric power system
The electric power system is a network of electrical components that gener-
ate and transmit electric power. Electric power is produced by thermal power
plants, gas fired plants, hydropower stations and distributed renewable genera-
tion units (e.g. wind turbines and PV plants). In conventional generation plants,
electricity production is achieved by mechanically coupling a prime mover with
a synchronous generator, whose rotating frequency is regulated to 50 Hz (in
Europe) by a droop controller. Electricity is generated and supplied in alter-
nating current (AC) form. Electricity is transmitted at high voltage to reduce
the energy loss in transmission lines. Conventional generation constitutes the
backbone of production because it sustains the synchronism of the electric grid.
Distributed renewable energy generation is usually connected to the electric grid
by means of induction generators or power electronic interfaces. Induction gen-
erators are, for example, used in non-controlled rotational speed wind turbines
[18]. Power electronic interfaces are used for PV, where an inverter is used for
transforming the DC power supplied by the solar cells into AC, and for wind
turbines equipped with permanent magnet synchronous generator (PMSGs) and
double fed induction generators (DFIGs), where a back-to-back converter is used
to control the rotational speed of the rotor and to transform electric power in
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AC.
Power system ancillary services
Reliable operation of the electric power system is guaranteed by so-called ancil-
lary services. The term ancillary services refers to a broad class of activities that
deal with several technical aspects of power system. According the classification
in [3, 40], ancillary services are:
• Scheduling and dispatch. Scheduling refers to the assignment of generation
resources before the operation, while dispatch refers to the services for
actuating the production plans and managing the power plants.
• Regulation and frequency response. This service is responsible for keeping
the electric grid synchronized. This is achieved by adjusting the active
power generation by regulating the frequency, and in conventional power
plants is implemented by automatic control loops (droop regulators and
AGCs). This automatic regulation is also referred to as primary and
secondary frequency regulation, with the former faster than the latter
[37].
• Reactive power supply and voltage control. In transmission lines, the volt-
age along the feeders depends primarily on the reactive power in the lines
[2], which can be used for keeping the voltage inside acceptable margins.
Voltage regulation along the feeders can be achieved with different kinds
of devices, such as transformer taps and capacitors banks.
• Energy imbalance service refers to the financial settlement required for
compensating for differences between the scheduled and actual delivery of
energy during the period of operation.
• Operating reserves and spinning reserves. This service is for ensuring that
enough spinning reserve is available for supplying the system frequency
regulation service. Spinning reserve is composed of interruptible loads
and generators already synchronized with the system frequency.
• Supplemental reserve service. Supplemental reserve refers to the amount
of power that can be activated on short notice in order to restore the
correct amount of spinning reserve in the system. It will be referred to as
regulating power.
Effects of increased penetration of renewable generation
Increasing the penetration of variable generation imposes significant challenges
to the electric grid due primarily to the need to reallocate the ancillary services.
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The issues that are related to an increase in the penetration of variable renewable
generation in the system are [34, 33]:
• Thermal stability. Variability of the production provokes variations in
the power flow through transmission lines (for example in the case of a
big wind farm) thus increasing mechanical stress and the risk of breaking
components.
• Voltage stability. Feeders and distribution networks are designed for one-
way power flow. Increasing the penetration of distributed generation (DG)
causes voltage gradients in the network.
• Spinning reserve. In high penetration scenarios, an increased amount of
spinning reserve is required in order to support during sudden generation
deficits common with, for example, wind generation.
• Ramping duty. An increased penetration of renewables decreases the in-
ertia of the system, as less rotating mass is present. Hence it should be
possible for the units that are supplying frequency regulation to change
their production set-points quickly (fast reserve). Virtual inertia response
from wind turbines might be a partial solution to this problem [87, 45].
• Supplemental reserve. A minimum amount of controllable generation
should always be available in the power system. This requires an increased
amount of supplemental regulating power for use during unexpected vari-
ations in generation by renewable sources.
• Grid reinforcement: the capability of absorbing excess renewable produc-
tion requires the power system to manage variable power flow with higher
peaks. This requires the development of the current transmission and
distribution infrastructures.
1.2 The smart grid concept
Traditionally, the power grid was a vertically integrated system characterized by
single direction power flow, i.e. all electric power was produced from a few big
power plants and transported to consumers through high voltage transmission
and medium and low voltage distribution lines.
The increased penetration of plug-and-forget distributed renewable generation
changed the traditional setup, and generation is nowadays also present both at
medium and low voltage distribution levels. However, ancillary services are still
provided by conventional power systems.
The smart grid concept is a broad topic that refers to a modernization process
which the power system should undergo in the future. The first stage in the
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evolution of the present power system towards a smart grid is to facilitate com-
munication between the different components of the power system, both on the
production side (power plants and DR) and the consumption side (e.g. flexible
demand and electric vehicles), as shown in Fig. 1.1. This is necessary in order
to enable the implementation of services that can drive the transition to a more
sustainable power system, a more efficient use of energy and a greater reliability
through monitoring and responding in real time [9].
Figure 1.1: Electric and communication infrastructures of a smart grid [39].
Flexible demand
A smart grid could make it possible for ancillary services to be supported
through flexible demand. Flexible demand is defined as that part of consumption
which can be shifted in time without compromising the quality of the primary
services it is supplying to the consumers. Electric loads which exhibit this ca-
pability are referred to as Demand Side Resources, DSRs. The change in power
consumption that is achieved by consumers is referred to as Demand response
(DR) [24]. In this thesis, flexible demand associated with electricity consump-
tion in buildings is considered. According to [126], electricity consumption in
buildings accounts for 40% of global demand.
The idea on which the concept of controlling flexible demand relies is that the
contribution in terms of electric power from a single DSR is negligible while
the aggregated and coordinated contribution from a large population of flex-
ible DSRs might have significant size and, hence, a significant impact on the
operation of the electric grid. A coordinated response from a group of DSRs is
referred to as aggregate consumption.
Control strategies for flexible demand
An overview of the control strategies for flexible demand is given in [69], with
control schemes classified in three main types (direct control, transactional con-
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trol and indirect control) according to a bivariate criteria, as shown in Fig. 1.2.
Figure 1.2: Classification of control algorithms for flexible demand [69].
Other works, such as [62, 54], propose a classification according to communica-
tion requirements only. In this case two main approaches are recognized: direct
and indirect control. In the case of direct control, bidirectional communication
with the DSR is required, and the electricity that the DSR should consume is
determined by a central entity or by means of an energy handshaking process
between an aggregator and the DSR itself (respectively direct and transactional
control, as defined in [69]). Examples of direct control implementation are given
in [14], where each DSR negotiates the electricity consumption with a central
aggregator with demand weighted according to a price/energy curve, and in [27],
where an admission control strategy for optimizing the schedule of a portfolio
of domestic loads is developed, with admission dependent for example on the
maximum value of power consumption.
Indirect control relies on one-way communication only. An individual control
signal is used to induce a shift in the power consumption of a DSRs popula-
tion. The dynamic electricity price is often proposed as a possible control signal
because it gives the consumer a clear economic incentive for shifting the con-
sumption. This assumes the existence of a (real-time) market for electric energy
where DSRs can also bid. In this thesis no market considerations are given and
the control signal responsible for indirect control is sometimes referred to as the
indirect control signal.
Indirect control allows the simplification of the complex task of controlling a
big population of DSRs, as a single control signal is adopted for all of them.
Furthermore, this can be achieved by simple ICT infrastructure [92] as the only
hardware necessary are those responsible for implementing the capability of
sending and receiving a price signal. On the other hand, the response given
by indirect control is not known a priori because the response of the units to
the indirect control signal is on a spontaneous basis, according to local pref-
erences, and cannot be communicated back to the aggregator. In the case of
direct control, the aggregator knows what the consumption of flexible demand
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is. Nevertheless, the direct control approach is more complex because it requires
the definition of a multi-level aggregation infrastructure [68].
Overview on demand response programs
An overview of the global state of DR programs is provided in [61]. [119] sum-
marizes the opportunity of DR experience in Europe, where the main demand
side programs are nowadays focusing on monitoring user behaviour by installing
smart meters. Current demand side programs are concerned with load shedding
for large consumers (typically industrial loads). DR programs at consumer level
(manually operated) are operated by, for example, the Italian and French dis-
tributed system operators (DSOs) [36, 129]. In the US, DR programs have been
setup in several states [53, 130, 21], with the main objective of peak shaving the
electric power consumption. For example, the Californian energy retailer SCE
offers a wide range of DR programs, suitable for both small (on/off indirect
control) and large consumers (using real time pricing).
D. J. Hammerstrom et al. describe in [52] the implementation and results of a
demonstration test where, a wide class of DSRs are automatically controlled by
price in order to supply peak shaving services to the grid.
1.3 Thesis overview
Thesis objective and contributions
As developed above, increasing the penetration of renewables will pose severe
challenges to the power system. On the other hand, the advent of smart grid
will enable monitoring of and interaction with the demand. The objective of
the thesis is to investigate the potential of flexible demand in supporting the
operation of the grid and mitigating the effects of an increased penetration of
renewables. We focus on the indirect control approach, a simple framework
that is extensively advocated in literature for enabling demand response since
it relies on only a few ICT requirements.
We develop the topic of indirect control of flexible demand considering two as-
pects. The first addresses the concern of how to achieve a shift in the consump-
tion of a single DSR provided an indirect control signal.The second concerns
how to generate the indirect control signal for a population of DSRs according
to the service that flexible demand is meant to provide to the grid. In the latter
case, we conceive the following four applications:
• scheduling of the operation of flexible demand using unit commitment
(UC). Motivated by the need of investigating the interaction between con-
ventional generation, renewable generation and flexible demand, we out-
line a method based on the UC formulation that allows to determine the
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indirect control signal for a population of DSRs together with the opera-
tion schedule of conventional generating units;
• mitigation of congestions in radial distribution networks by means of in-
direct control of flexible demand. Although not directly connected with
renewable generation, this application has been considered because con-
gestion management is a key priority for assuring a reliable delivery of
electricity;
• PV self consumption. We propose a control strategy that shifts the con-
sumption of an electric water heater (EWH) in order to self consume the
electricity generated by a local PV plant, thus reducing transmission losses
and improving voltage stability;
• transactional control of a cluster of freezers with the objective of peak
shaving the consumption. We relax the hypothesis of one-way communi-
cation, and we show how the problem of limiting the aggregated power
consumption of a cluster of DSRs can be formulated as a distributed op-
timization problem.
Finally, in the perspective of the interplay between flexible demand, storage and
conventional generation in the operation of the future grid, we develop a control
strategy for a smart building with the objective of supplying space heating by
means of combining the operation of flexible demand, storage and combined heat
and power generation, while providing regulating power to the grid according
to a dynamic electricity cost.
In the process of developing this work, the following mathematical models have
been developed using a state of the art grey-box modelling methodology (Ap-
pendix A):
• a domestic refrigeration unit, using measurements from a freezer available
in Power Flexhouse, the experimental facility of DTU Elektro for testing
demand side strategies;
• a proton exchange membrane fuel cell (PEMFC), using measurements
from the 15 kW PEMFC of the DESL facility at EPFL, Lausanne.
Thesis outline
The thesis is organized in 6 self-contained chapters, 4 appendices and 6 attached
papers. Some of the chapters rely on the contributions of the attached papers.
When it is important for the sake of comprehension and in order to facilitate the
reader, the main contributions of the papers are summarized in the chapters.
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In Chapter 2, the concept of flexibility is defined, and a classification of DSRs
is presented. Moreover, the amount of flexibility associated to the operation of
a number of domestic DSRs is quantified by means of Monte Carlo simulations.
In Chapter 3, indirect control algorithms for DSRs are discussed . A control
algorithm is the algorithm that, provided an indirect control signal, achieves
a shift in the consumption of the associated DSR. Several control algorithms
are developed, from simple ones with a few requirements up to state-of-the-art
MPC strategies. The performance of the proposed algorithms are tested in a
hardware-in-the-loop (HIL) simulations framework using Power Flexhouse as
the experimental site.
In Chapter 4, the focus is moved on studying the aggregated power consumption
of flexible demand. It is shown by simulations that controlling a population of
thermostatically controlled loads (TCLs) by means of a consumption incentive
signal introduces dynamics in the aggregated power consumption that have to
be taken into account if flexible demand is to provide power system services.
In Chapter 5, the applications of flexible demand that have been developed in
the thesis are discussed.
In Chapter 6, a model predictive control strategy for scheduling the operation of
storage, flexible demand and combined heat and power generation is developed.
The objective of the predictive control is to provide space heating to a smart
building and regulating power to the grid according to a dynamic electricity
price. We named this application energy replacement to indicate the capabil-
ity of the control to switch among several sources for supplying space heating
according to the cost of the electricity.
Finally, in Chapter 7, conclusions are stated together with a summary of the
results, thesis contributions and future work.
Chapter 2
Identification of electric flexible demand
This chapter explores the concepts of flexible demand and demand side resources.
Two primary reasons to explain flexible consumption are discussed, and a classi-
fication of demand side resources is presented. Finally, we determine the storage
capacity associated with the operation of a number of thermostatically controlled
loads by means of Monte Carlo simulations.
2.1 Introduction
Flexible demand is that part of the electric power consumption which can be
shifted in time without compromising the quality of the primary services it is
supplying to the consumers. Electric loads that exhibit this ability are referred
to as Demand Side Resources, DSRs. In the existing literature, the utilization of
flexible demand is advocated for allowing to increase the proportion of electricity
generated from variable renewable sources [74, 100] by means of supporting the
operation of the power system [52, 127]. Before proceeding to develop control
algorithms for DSRs, it is necessary to explore the concept of flexibility, identify
those electric loads capable of flexible operation and quantify their amount of
flexibility.
In [99], Petersen et al. identify a classification for DSRs according to three
categories depending on the power requirements of the electric loads. Such
a classification is similar to the one proposed in this chapter, and it will be
discussed more into details in the next section. A qualitative assessment of
the level of demand responsiveness among domestic appliances is performed in
[51], while a method for quantifying the amount of flexibility of a population of
space heating units using observations of the baseline consumption of a city is
proposed in [131]. In [83], Mathieu et al. identify the economic revenue that
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several types of thermostatically controlled loads (TCLs) can achieve by bidding
their flexibility in electricity markets: their level of flexibility is determined by
means of bottom-up simulations, and it is described in terms of power and
energy capacities, which are defined as the power consumption of the population
of TCLs and the energy that the TCLs can store in the thermostatic range,
respectively.
In this chapter, we define the concept of flexibility, and we propose a classifica-
tion of DSRs. Finally, the amount of flexibility associated with the operation
of a number of TCLs is evaluated by means of Monte Carlo simulations. The
characterization of the storage capacity of TCLs is carried out separately for the
cases of providing up-regulating or down-regulating power to the grid, because
this leads to different results.
2.2 Classification of flexible demand
We identify two prime reasons to explain the flexibility that exists at demand
side level:
1. the availability of the consumer to reduce the power consumption in re-
sponse to a varying electricity price. For instance in [118, 38], this type of
flexibility is described by a price elasticity factor, which is defined as the
percentage change in demand resulting from a percentage change of the
electricity price. This kind of flexibility will be referred to as Type I.
2. the implicit flexibility associated with the operation of some electric loads
that allows to change the consumption pattern without affecting the ser-
vices that are provided to the consumers. For instance, the phase of the
thermostat operation of a TCL can be shifted without violating the tem-
perature thermostatic thresholds. This kind of flexibility will be referred
to as Type II.
Type I flexibility depends on consumer demand habits, and quantifying its
amount is complex because it requires to evaluate how consumer behaviour
will be affected by changing from the current consumption paradigm to a price
driven one. Type II is a technical kind of flexibility because is only related to the
operation of the DSR. Hence, in the latter case, the amount of flexibility can be
estimated without involving any assumption on the electricity demand habits of
the consumers. The topic of quantifying the amount of Type II flexibility will
be discussed in Section 2.4.
Load shifting and load shedding In the existing literature, two operating
modalities of flexible demand are usually discerned (e.g. [69, 42]): load shifting
and load shedding. The former indicates that the power consumption of an
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electric load is moved from one period to another, while the latter indicates a
reduction in the consumption.
Load shifting can be achieved by means of using either Type I flexibility, Type
II flexibility or a combination of the two. For example, the first case is when
a consumer decides to defer or anticipate the operation of a dishwasher. An
example of the second case has been given in 2. The third case is when, for
example, the temperature set-point of a TCL is changed and eventually returned
to the original reference: the transient deviation of the thermostatic set-point
might temporarily compromise the temperature comfort of the consumer (Type
I flexibility), and the associated thermal mass prevents large variations of the
temperature (Type II flexibility).
Load shedding operation is only due to Type I flexibility: in fact, decreasing the
consumption of an electric load implies that the consumer renounces, steadily,
to a part of the service that the electric load is providing.
In this thesis, we will focus on load shifting only. We will not consider load
shedding because we think that assuming that a portion of the demand is cur-
tailable at the power system convenience without investigating the consumer
behavior (which is not in the scope of this thesis) is not a realistic assumption.
2.3 Classification of DSRs
Three types of flexible electric loads are identified in the domestic and com-
mercial sectors: continuous operation TCLs, bulk loads and electric loads with
batteries, and they will be discussed in the next three sections. Petersen et al.
propose a similar taxonomy in [99], and they classify DSRs into the following
three categories:
• bucket with a leakage, a metaphor to indicate a DSR with a shiftable
comfort level and that has an energy requirement in order to maintain it;
• battery, a DSR with a comfort level that depends on the energy that is
consumed and withdrawn;
• bakery, a process with a fixed consumption pattern and a flexible operating
starting point.
As regards the industry sector, two types of flexible processes are identified [35]:
tasks which have deferrable serving time, and continuous processes with variable
production throughput.
In the following of this thesis, only household and commercial DSRs are consid-
ered.
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Continuous operation TCLs
Thermostatic control is used in applications which require, the temperature to
be regulated. The operation principle of a thermostat is based on a temper-
ature hysteresis cycle, and, considering for example heating applications, it is
described by the following relationship:
Pe,i =

Pe,nominal, if Ti < Tset-point − h
0, if Ti > Tset-point + h
Pe,i−1, otherwise
, (2.1)
where Pe,i is the electric power consumption of the TCL at time i, Pe,nominal is
the nominal power consumption of the TCL, Ti is the temperature to regulate,
h is the amplitude of the hysteresis cycle and Tset-point is the temperature set-
point.
The flexibility of a TCL is due to the associated thermal mass, which allows
to change the power consumption without this provoking a steep change of the
temperature. Continuous operation TCLs are, for example, devices for electric
space heating (radiators, heat pumps), electric water heaters (EWHs), electric
air conditioning units and cold appliances. A simple mathematical model that
describes the comfort level of a TCL is derived in Example 2.1.
Example 2.1 Given a generic TCL, let ∆T [◦C] be the temperature offset that
should be maintained with respect to environment (i.e. the difference between
the thermostatic set point and the temperature of the environment). Assuming
that the TCL temperature evolves according to a dominant time constant, the
dynamic quantity ∆T (t) can be approximated by the first order linear model
∆˙T (t) = −a∆T (t) + bPe(t), (2.2)
where Pe(t) > 0 [W] is the controllable electric power, a > 0 is a parame-
ter that depends on thermal inertia and heat losses, and b is a scale factor,
and it is negative for cooling applications and positive for heating ones. Let
∆Tmax and ∆Tmin be the thermostatic upper and lower thresholds with respect
to the temperature environment. It is assumed that |∆Tmax| > |∆Tmin| > 0 and
sgn(∆Tmax) = sgn(∆Tmin). We describe the comfort level of the TCL by means
of the SOC index (state of charge), which in this case is defined as:
SoC(t) =
∆T (t)−∆Tmin
∆Tmax −∆Tmin . (2.3)
The SOC is maintained in the interval [0, 1] by the thermostat control action.
The model in Eq. (2.3) shows that, although a certain amount of flexibility is
available, electricity is required in order to maintain a minimum SOC.
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Bulk loads
Bulk loads are those electric loads which are manually activated by the users,
e.g. appliances. In [27], Costanzo et al. proposes a modelling approach based
on the finite state machine (FSM) representation. In FSM representation, each
phase of the operation of the device is described by a state with an associated
consumption pattern. The transitions between states are described by a transi-
tion matrix, and the length of the stays in each state is defined in terms of the
duration of the operation. The structure of a FSM describing the operation of
a generic white appliance is shown in Fig. 2.1.
Figure 2.1: FSM representation of a domestic appliance [27]. The nodes and the
edges of the graph represent the states and the transition events of the
appliance, respectively.
Battery-based electric loads
Grid-connected devices equipped with electrochemical storage, and that must
satisfy an energy requirement rather than a power requirement, are flexible since
they can achieve the energy target by means of different power absorption tra-
jectories. Electric vehicles (EVs) are the most significant representative of such
a category of DSRs. If EVs charging stations are equipped with bidirectional
converters, the power flow can be reversed and the energy in the batteries can
be used to support power system operation [22]. The results from an analysis
performed in [82] show that the average charging time of the EVs is 4 hours,
and the average plug-in time is 12 hours: this suggests that two third of the
plug-in time could be used for EVs flexible operation. However, in the case of
deployment of EVs, the time frame available for flexible operation could be dras-
tically reduced by smart charging strategies, which may require to fractionate
the charging process in order to relieve congestions in the distribution grid [97].
A simple model of a battery based electric load is developed in Example 2.2
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Example 2.2 The evolution in time of the state of charge SoC(t) ∈ [0, 1] of





where Pe(t) [W] is the electric power, positive if used for charging the battery
and vice versa. By comparing Eq. (2.2), Eq. (2.3) with Eq. (2.4), it can be seen
that the model of the TCL can be seen as a generalization of the battery model.
2.4 Quantification of the amount of flexibility
In this section, the amount of flexibility associated with four domestic TCLs
is quantified by means of a statistical analysis performed with Monte Carlo
simulations. The TCLs are as follows: electric space heating, an EWH and two
refrigeration units, namely a freezer and a fridge. The flexibility of the TCLs
is evaluated using mathematical models, which are introduced in Section 2.4.1.
The flexibility that is considered is of Type II and is evaluated according to the
method described in Section 2.4.2.
2.4.1 Models of the thermostatically controlled loads
The TCLs considered in this section are those available in Power Flexhouse, the
experimental facility of DTU Elektro for testing demand side control strategies.
A description of Power Flexhouse is provided in Appendix D. The flexibility of
the TCLs is evaluated using their respective mathematical thermal models. The
thermal models, with the exception of the EWH, are obtained by means of ap-
plying the grey-box modelling methodology and are formulated using stochastic
differential equations (SDEs). Grey-box modelling allows to identify a model
incorporating its physical knowledge with information obtained from measure-
ments: a short treatise regarding the grey-box methodology is given in Ap-
pendix A, while a practical application of the grey-box method is described in
Paper [A]. The main characteristics of the experimental Power Flexhouse TCLs
are summarized in Table 2.1.
Table 2.1: Characteristics of the TCLs of Power Flexhouse. The nominal power
consumption values of the fridge and freezer are from measurements.
TCL Size Nominal power [kW]1
Space heating 120 m2 10
Water heater 30 L 1.2
Freezer 70 L 0.06
Fridge 40 L 0.08
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Power Flexhouse space heating
Power Flexhouse is a 8 rooms, 125m2 free standing building situated at DTU
Risø Campus. Space heating is supplied by 10 1 kW electric radiators. In
[96], Bacher et al. present a collection of linear dynamic thermal models for
Power Flexhouse. Each model describes the evolution of Power Flexhouse in-
door air temperature T (t) as a function of time, building characteristics and
three exogenous inputs: power consumption Pe(t) [W] of the radiators, solar
insolation φs(t) [Wm−2] and outside air temperature Tout(t) [◦C]. The applied
heat dynamics models all use the approximation that the interior of the building
is one room. In this analysis, we use the first order model, whose deterministic
skeleton is given as
T˙ (t) = − 1
ReCl







where Cl, Re, A are the lumped thermal capacity of the building, the thermal
resistance of the envelope of the building and the global surface of the windows,
respectively. The values and the units of the parameters of Eq. (2.5) are given
in Table 2.2.
In order to provide a better description of the indoor temperature dynamics, it
is usually recommended to use a second order thermal model since it allows to
account for the different thermal capacities of the building envelope and air con-
tent [76]. In this case, the choice of the first order model is motivated by the fact
that the amount of flexibility is evaluated using the steady state thermostatic
consumption pattern, which is not influenced by higher order dynamics.
Table 2.2: Parameters of the thermal model of Power Flexhouse space heating.
Name Unit Value




Power Flexhouse electric water heater
In Paper [C], we develop a first order dynamic model that describes the evolu-
tion of the temperature of the water of a domestic thermostatically controlled
EWH. The model only accounts for the global thermal energy content of the wa-
ter, and does not describe the thermal stratification of the water inside the tank
(cfr. [121, 66]). The model is described by the following first order differential




















where T (t) is the water temperature, q(t) [L s−1] is the water consumption, Pe
is the power consumption of the heating element, Troom is the temperature of
the room where the EWH is located, Tinlet is the temperature of the inlet water
and Cw and Re are the parameters of the model. The parameter Cw denotes the
thermal capacity associated with the EWH and is approximated by the thermal
capacity of the water contained in the tank. The thermal capacity of the tank
structure is neglected because the mass and the specific heat of the insolation
layer and tank complex (≈ 5 kg and 1400 J kg−1K−1, respectively, assuming
polyurethane foam as insolation material [4]) are significantly smaller than those
of the water (30 kg and 4190 J kg−1K−1, respectively). The thermal resistance
Re was found minimizing the sum of the squared output errors of the model
with the least squares method (LS, see Appendix B) and using measurements
performed with the Power Flexhouse EWH. The value of Re and Cw are given
in Table 2.3. A similar model was described in [88].
Table 2.3: Parameters of the thermal model of Power Flexhouse EWH.
Name Unit Value




In Paper [A], we present a number of dynamic models to describe the tem-
perature evolution T (t) of the Power Flexhouse freezer as a function of the
room ambient temperature Troom(t) and the power consumption Pe(t) of the
compressor of the freezer. The first order model is given as









where the parameters Cl, Re, COP are the lumped thermal capacity of the
freezer, the thermal resistance of the freezer envelope and the coefficient of
performance of the refrigeration cycle, respectively. Their values and units are
given in Table 2.4.
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Table 2.4: Parameters of the thermal model of Power Flexhouse freezer.
Name Unit Value
Cl J ◦C−1 3.0× 104
Re
◦CW−1 0.6
COP - 3.01× 10−1
Power Flexhouse fridge
In [26], Costanzo et al. present a collection of linear models for describing the
temperature evolution T (t) of the Power Flexhouse fridge as a function the
room ambient temperature Troom(t) and the power consumption Pe(t) of the
compressor of the fridge.









where the parameters have the same meaning as those of the previous model
and their values are given in Table 2.5.
Table 2.5: Parameters of the thermal model of Power Flexhouse fridge.
Name Unit Value




2.4.2 Determination of Type II flexibility
Given a generic TCL, the determination of Type II flexibility consists in analysing
the amount of energy that can be shifted with respect to a baseline consumption
without violating the thermostatic temperature limits. The baseline consump-
tion is defined as the consumption profile of the TCL during normal operation,
i.e. , without any demand response event (DRE). A DRE can be of two types:
a decrease or an increase of the consumption of flexible demand, according to
if the grid requires up-regulating or down-regulating power, respectively. In the
following analysis, these two cases will be analysed separately.
The nomenclature used in this section is graphically introduced in Fig. 2.2, which
sketches the temperature evolution during one on-off cycle of a generic TCL
for heating applications. The blue line shows the evolution of the temperature,
which is constrained by the thermostatic control action in the interval denoted
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by Tup and Tlow, which are the upper and lower thresholds of the thermostat,
respectively. The thermostatic cycle in Fig. 2.2 is composed by a warming phase
dT/dt > 0 with duration d · τ , and a cooling phase dT/dt < 0 with duration
(1−d)τ . The coefficients d and τ are the duty cycle and the period, respectively,
of the sketched thermostatic cycle. The TCL power consumption, not indicated



















Figure 2.2: The temperature of a generic TCL during an on-off cycle of the ther-
mostat. The blue line represents the temperature evolution, and the two
red lines are linear approximations of the temperature profile during the
cooling and warming phases.
Support to up-regulation In the case when the power system needs up-
regulating power, the production should increase, or alternatively, the consump-
tion should be lowered. By picking a uniformly distributed random time instant
tx on the interval [0, T ), the probability of the TCL being in on state is given
by d. Hence, the expected amount of power E[Pup] that can be curtailed by
switching off the TCL is given as
E[Pup] = P · d. (2.9)
Provided the TCL thermostat being on, i.e. tx ∈ [0, d · T ), the amount of
electricity consumption E that can be deferred by turning the consumption off
at tx, without violating the temperature lower value, is given by the nominal
power consumption P times the quantity t↓x, which, in Fig. 2.2, is defined as the
duration of the left-hand red line, and it is the time that temperature takes to go
from Tx to Tlow when the TCL is turned off. However, in absence of the DRE,
the TCL was going to switch off naturally at time d · T , whose distance from tx
is denoted by t↑x. Hence, the deviation in the consumption from a hypothetical
baseline demand profile without the DRE is given as
Eup | tx ∈ [0, d · T ) = P ·min(t↓x, t↑x), (2.10)
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where the function min(·) denotes the minimum value among the two arguments.
The durations t↓x, t↑x can be found analytically by approximating the first order
temperature profile in Fig. 2.2 with a linear function of the time. The rates of
the linearly approximated heating and cooling process are given by:
m↑ =
∆T
d · T (2.11)
m↓ = − ∆T
(1− d)T . (2.12)
Let Tx be the temperature value at the instant of time tx, then the terms t↓x









Support to down-regulation It is now considered the case that the elec-
tric grid requires down-regulating power, i.e. the production should decrease,
or alternatively the consumption should increase. By picking a uniformly dis-
tributed random time instant tz on the interval [0, T ), the expected amount of
power that can be consumed by switching on the TCL is
E[Pdown] = P (1− d). (2.15)
Provided the thermostat in off state, i.e. tz ∈ [d·T, T ), the amount of electricity
E that can be consumed by turning the consumption on at tz, without violating
the thermostat upper threshold, is given by the nominal power consumption P
times the duration t↑z, which is the time that the temperature takes to reach
the upper threshold of the thermostat when the TCL is on. Similarly to the
previous case, it is of interest evaluating the difference in the consumption from
the baseline demand, which is given as
Edown | tz ∈ [d · T, T ) = P ·min(t↑z, t↓z), (2.16)
where the quantities t↑z and t↓z can be evaluated with the same expression pre-
viously introduced for t↑x and t↓x (Eq. (2.14) and Eq. (2.13), respectively). It
is worth noting by comparing Eq. (2.10) and Eq. (2.16), that
∣∣Eup | tx∣∣ =
|Edown | tz|. This means that the amount of energy that the TCL can re-
lease for supporting power system up-regulation or down-regulation power is
the same (provided the respective event to happen). This was to expect since
the amount energy that the TCLs can temporarily provide is the one stored
in the thermostatic temperature range. However, the probability of the events
thermostat being on and thermostat being off can be different, so as the marginal
expectations of the amounts of energy that the TCL can provide.
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Populations of the TCLs For each type of TCL, a population of TCLs
is generated by means of replicating the nominal models and changing their
parameters according to statistical distributions. The nominal models are those
presented in Section 2.4. The population of space heating units is generated with
the method described in Paper [E]. In the case of the other three types of TCLs,
the populations are obtained by changing the respective thermal capacities.
The thermal capacity is assumed to vary linearly with the volume, which is
randomly generated from Gaussian distributions. The exogenous inputs of the
model are assumed constant both in time and across the TCLs populations.
User behaviour is not taken into account in this analysis. Table 2.6, Table 2.7,
Table 2.8 and Table 2.9 report the characteristics of the populations of buildings,
EWHs, fridges and freezers, respectively.
Simulation method The amounts of up-regulating power and down-regulating
power that is possible to extract from each TCL of the populations is calculated
using the simulation algorithm described in Listing 1, which uses the concepts
and equations developed above.
Algorithm 1 Monte Carlo simulation algorithm for determining the flexibility of the TCLs.
1: Generate random populations of TCLs
2: Determine temperature and consumption profiles of TCLs under normal operation
3: Generate random vector tx of uniform distributed random variables
4: for each value at index i in tx do
5: for each TCL j of the populations do
6: t↓ = calculate Eq. (2.13)
7: t↑ = calculate Eq. (2.14)
8: t = min(t↓, t↑)
9: if TCL j is on state then
10: Eup[i, j] = t · P . TCL energy contribution to up-regulation
11: Edown[i, j] = 0
12: Pup[i, j] = P . TCL power contribution to up-regulation
13: Pdown[i, j] = 0
14: else
15: Eup[i, j] = 0
16: Edown[i, j] = t · P . TCL energy contribution to down-regulation
17: Pup[i, j] = 0




22: . Determine the expected energy and power contributions
23: Eup = average Eup along the first dimension
24: Edown = average Edown along the first dimension
25: Pup = average Pup along the first dimension
26: Pdown = average Pdown along the first dimension
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Table 2.6: Characteristics of the population of space heating units.
Parameters Unit Value
Thermostat set-point ◦C ∼ N (21, .52)
Thermostat hysteresis ◦C ∼ N (±1.5, .12)
Ambient temperature ◦C 10
Solar irradiance Wm−2 0
Thermal capacity J ◦C−1 from Paper [E]
Table 2.7: Characteristics of the population of EWHs.
Parameters Unit Value
Thermostat set-point ◦C ∼ N (70, .42)
Thermostat hysteresis ◦C ∼ N (±2.0, .22)
Ambient temperature ◦C 20
Cold water temperature ◦C 8
Thermal capacity J ◦C−1 ∼ Cw
30
· N (50, 52)
Water consumption profile L s−1 from [64](scaled for 4 people)
Table 2.8: Characteristics of the population of fridges.
Parameters Unit Value
Thermostat set-point ◦C ∼ N (4, .22)
Thermostat hysteresis ◦C ∼ N (±1.5, .12)
Ambient temperature ◦C 20
Thermal capacity J ◦C−1 ∼ Cl
30
· N (60, 102)
Table 2.9: Characteristics of the population of freezers.
Parameters Unit Value
Thermostat set-point ◦C ∼ N (−17, .52)
Thermostat hysteresis ◦C ∼ N (±1.5, .12)
Ambient temperature ◦C 20
Thermal capacity J ◦C−1 ∼ Cl
70
· N (70, 102)
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2.4.3 Simulation results
Fig. 2.3 and Fig. 2.4 show the expected power and energy contributions that
the TCLs can deliver for up-regulation and down-regulation, respectively. In
the plots, the amount of support provided by flexible demand is compared with
the one provided by three different batteries: the SYSLAB 15 kW/120 kWh
vanadium battery, a 40 kW/22 kWh lithium battery pack of a Peugeot Ion and
a 12 V/60 Ah lead-acid battery for a car. In order to be congruent with the
expected values representation used for TCLs, the batteries are considered half
charged.
2.4.4 Discussion
Results in Fig. 2.3 and Fig. 2.4 show that the TCLs that can provide the largest
expected amount of energy and power are electric space heating units. This was
to expect since the larger thermal capacities of buildings with respect to the
other types of TCLs. The order of magnitude of the storage capacities of space
heating units is comparable with the one of an EV battery. It is worth to note
that the duty cycles and the periods of the thermostatic consumption patterns
of electric space heating units are strongly affected by environmental conditions
(e.g. outside temperature and insolation), hence the inherent flexibility is ex-
pected to undergo relevant changes during the time of the day and the period
of the year.
Regarding EWHs, it is interesting to observe that the expected amount of sup-
port they can provide is very different in the two analysed cases. This is due
to the fact that their thermostatic cycles are very asymmetric (d << 0.5), and
the probability of finding a unit in on state is low. This is reflected into a
reduced capacity of providing up-regulating power. In the case of providing
down-regulating power, EWHs are more effective.
Finally, the results show that the flexibility inherent the thermostatic operations
of freezers and fridges is very limited: their storage capacities are one order of
magnitude less than a lead-acid battery for a car.
Two differences between batteries and TCLs are to mention. The first differ-
ence is that if batteries are grid-connected (such as EVs during the charging
phase), their power converter may allow to charge and discharge the batter-
ies at any rate. This does not happen with TCLs since they only have two
states of consumption. The second difference is that TCLs are subject to an
energy requirement, i.e. once they have used their flexibility they must consume
electricity in order to keep the comfort of the consumer. On the contrary, the
charging process of batteries may be postponed.
Moreover, it must be mentioned that modifying the steady state consumption
of a population of TCLs leads to synchronizing their states: this introduces
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Figure 2.3: The flexibility inherent in the consumption of several TCLs in the case of
supplying up-regulating power to the grid. As a comparison, the energy
and power contributions of several batteries are indicated.
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Figure 2.4: The flexibility inherent in the consumption of several TCLs in the case
of supplying down-regulating power to the grid. As a comparison, the
energy and power contributions of several batteries are indicated.
2.5 Conclusions 25
relevant dynamics into the aggregated power consumption, as it will be shown
in Chapter 4.
2.5 Conclusions
In this chapter, we investigated the concept of flexibility and presented a classifi-
cation of DSRs. Moreover, the storage capacity associated with the operation of
four types of TCLs was evaluated by means of Monte Carlo simulations. Among
the types of TCLs that were analysed, electric space heating was the one with
the largest intrinsic flexibility, followed by EWH, freezers and fridges: this ex-
plains why, in the following of this thesis, flexible demand will mainly consist of
electric space heating units. The flexibility of fridges and freezers was very lim-
ited, and it was estimated around one order of magnitude less than a lead-acid
battery for a car: hence their use should be considered for applications which
require a limited contribution of energy, such as transient support to primary
frequency regulation.
Chapter 3
Control algorithms for indirect control of
flexible demand
In this chapter, control algorithms for indirect control of flexible demand are
developed. The term “control algorithm” refers to the algorithm that achieves
changes of the power consumption of a DSR according to a broadcasted con-
sumption incentive signal. Algorithms are divided into two classes, according to
if they use forecast in their decision-making process or not. Finally, the perfor-
mance and requirements of the algorithms are compared.
3.1 Introduction
A way that is extensively advocated in existing literature for enabling demand
response is to use dynamic electricity prices. The electricity price is sent at
regular time intervals to the DSRs subscribed to DR programs and is meant
to act as an economic incentive for the consumers to shift their consumption,
according to the intuitive mechanism that the demand should increase when the
price is low and vice versa. This approach is sometimes referred to as control by
price and, in a broader context, is indicated as indirect control for pointing out
its opposition to direct control, which requires two-way communication instead.
In the thesis, price signal is a shortened term used to indicate the dynamic
electricity price, while indirect control signal is used in a more general context
to refer to a consumption incentive signal.
In this chapter, we focus on the control algorithms for indirect control of flexi-
ble demand. A control algorithm is implemented in connection with a DSR and
can control its power consumption (or activation state) and access its operation
conditions, for example, by means of measurements. The main objective of a
control algorithm is to control the power consumption of the associated DSR
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according to the indirect control signal, while taking into account the comfort
level of the consumer, and the flexibility and the operational constraints of the
DSR. The indirect control signal is received at discrete time intervals through a
one-way communication channel, which can be used for fetching other informa-
tion, such as numerical weather predictions (NWPs). In this chapter, the way
that the indirect control signal should be generated is not of concern.
In [59, 50, 49], DSRs are controlled by load shedding mechanisms based on
the electricity price. According to [20], demand side strategies should have
imperceptible effect on the end-use performance (nondisruptive control), thus
suggesting that control algorithms should achieve load shifting rather than load
shedding. A control algorithm for TCLs that produces transient deviations of
the thermostat set-point according to a price signal is proposed in [52, 92, 28],
and it will be discussed in the next section. A methodology that is often pro-
posed in the existing literature to indirectly control a DSR is economic predictive
control (MPC). The economic MPC framework consists in an optimization prob-
lem that minimizes the operating cost of the DSR, while obeying the constraints
of the consumer and DSR. Economic MPC strategies for building space heating
have been described in [47, 132, 133, 134, 135, 136], where the price signal is
the historical Nord Pool regulating power price, whereas in [95] the price sig-
nal is the marginal production cost of conventional generating units. Economic
MPC applied to commercial refrigeration units are described in [55] and in [57].
The latter describes the formulation of a chance constraints MPC, which is
characterized by enhanced robustness properties against uncertainties. Indirect
control strategies that do not use price signals are developed in [128, 31, 32],
where flexible loads respond to variations of the system frequency (frequency
sensitive loads, FSLs). Although, this approach is envisaged to support primary
frequency regulation.
In this chapter, control algorithms are classified into two classes depending on
if the decision-making process that they implement utilizes forecast of the in-
direct control signal or not. In the latter case, algorithms are said myopic1.
In the former case, control algorithms can be developed using the economic
MPC formulation. The mathematical formulation of a number of myopic and
MPC algorithms is described in Section 3.2 and Section 3.3, respectively. The
performance and requirements of myopic and MPC algorithms are compared in
Section 3.4. Finally, the conclusions of this chapter are provided in Section 3.5.
3.2 Myopic control algorithms
The decision-making process of myopic control algorithms is based on the elab-
oration of the current and past values of the indirect control signal. The myopic
algorithms presented in this section are developed for heating loads, and they
1This term was originally used for indicating policies for inventory models.
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are meant to operate on the top of a thermostatic control loop.
3.2.1 Controller A
In [52], D. Hammerstrom et al. propose a control-by-price algorithm for TCLs
that consists in adjusting the thermostatic set-point according to the electricity
price. The thermostatic set point Tref at the discrete instant of time i is given
as
Tref,i = T
o + ∆Ti, (3.1)
where T o is the consumer optimal set-point, and ∆Ti is the temperature offset.
The latter is calculated as
∆Ti = −k pˆi, (3.2)
where k is an arbitrary coefficient that adjusts the sensitivity of the algorithm.




, σi 6= 0, (3.3)
where pi is the current price signal, p¯i and σi are the average and the standard
deviation, respectively, of the price signal history computed on a rolling window.
The standard deviation at the denominator of Eq. (3.3) serves as a normalizing
factor, and it reduces the risk of the consumer of being exposed to high volatility
of the price p. At steady state (dp/dt = 0), the relative price pˆi in Eq. (3.3)
tends to zero since the price pi tends to match its average p¯i: therefore the
user comfort is not affected, in the sense that Tref, steady state = T o. During
transients, the temperature offset ∆Ti is unbounded. This could be of concern
for the comfort of the consumer.
3.2.2 Controller B
Controller B is based on the simple principle that, when the temperature is
in thermostatic range, the TCL power consumption is turned on if the current
electricity price is smaller than the average cost of electricity, and vice versa.
The following relation holds:
Pe,i =
{
Pe,nominal, if (Ti ≤ Tmin or pi ≤ pi)
0, if (Ti > Tmax or pi > pi)
. (3.4)
The temperature of the TCL is always bounded in the range defined by Tmin
and Tmax.
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3.2.3 Controller C
Controller C changes the thermostatic set-point of a TCL according to
Tref,i = T
o + ∆Ti, (3.5)
where the offset ∆Ti is obtained high-pass filtering the indirect control signal






1− az−1 , (3.6)
where z−1 is the delay operator, and a and b are the parameters of the filter. At
steady state, the contribution of controller C is null and the thermostat set-point
matches the optimal consumer set-point T o. The controller does not implement
any mechanism for bounding the temperature deviation ∆T during transients.
This control algorithm has been used in Paper [E].
3.3 Economic model predictive control
MPC techniques have been originally developed in relation to tracking prob-
lems while controlling constrained industrial processes [1]. The economic MPC
in application to the control of the power consumption of a DSR consists in
determining the power consumption trajectory at the lowest cost over a time
horizon into the future, while respecting DSR and consumer constraints. The
MPC strategy relies on an optimization problem, and it is implemented using
the receding horizon policy, which consists in solving, at each discrete time in-
terval, the optimization over the whole time horizon, but only actuating the
first step of the optimal decision sequence. Although normally present in the
feedback loop in real life applications, in this thesis we do no not consider the
design of state estimators.
In this section, two formulations of the economic MPC problem are described.
The first one in Section 3.3.1 shows how the optimization can be solved using
the steepest gradient descent method , while the second in Section 3.3.2 is a
generic representation of the optimization problem which is suitable for convex
optimization libraries, such as CVXOPT or those in Matlab or R.
3.3.1 Model predictive control using the steepest gradient descent
method
We show how the MPC problem can be solved using the steepest gradient de-
scent method. Such a methodology utilizes the Euler-Lagrange equations, which
are derived from the calculus of variations theory and are the necessary condi-
tions for optimality [115]. This MPC formulation was implemented in Java and
was used for the experimental application with Power Flexhouse described in
Paper [B].
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Euler-Lagrange equations It is given a dynamic system described by
T˙ = f
(
T (t), Pe(t), t
)
, (3.7)










L(T (t), Pe(t), t, p(t)), (3.8)
where T is a temperature state vector of a building, f is a dynamic thermal
model, Pe(t) is the power consumption of the electric space heating and p(t) is
the dynamic electricity price. The Hamiltonian function H is defined as
H(T (t), Pe(t),λ(t), t, p(t)) = L(T (t), Pe(t), t, p(t))+ λT (t)f(T (t), Pe(t), t),
(3.9)




−∂H(T (t), Pe(t),λ(t), t, p(t))
∂T
(3.10)









∂H(T (t), Pe(t),λ(t), t, p(t))
∂u
= 0 (3.12)
and are the three necessary conditions for optimality according to calculus-of-
variations [115]. These equations are not global criteria, in the sense that they
do not preclude the existence of more than one power consumption optimizing
paths for the problem in Eq. (3.8). The condition for global optimality is given
by the convexity condition:
∂2H(T (t), Pe(t),λ(t), t, p(t))
∂u2
> 0, (3.13)
which will be verified later for the case of the MPC applied to control the space
heating of Power Flexhouse.
Gradient steepest descent algorithm The gradient steepest descent algo-
rithm allows to determine the power consumption trajectory Pe(t) that satisfies
the Euler-Lagrange equations (3.10)-(3.12). The algorithm starts from a nom-
inal power consumption profile (e.g. the thermostatic consumption profile).
At each iteration of the algorithm, the state trajectory x(t) is computed with
Eq. (3.7) and the vector λ(t) is obtained integrating back from the terminal con-
dition (3.11) using Eq. (3.10). Once these two quantities are known, the path
of the Hamiltonian function H can be determined with Eq. (3.9). If the partial
derivative of the Hamiltonian function in Eq. (3.12) is zero along the state and
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power consumption trajectories, the three conditions of optimality are satisfied.
This latter condition acts as a stop criteria for the algorithm. If the stop criteria
is not met, the control history is perturbed according to
Pe,k+1(t) = Pe,k(t)− α∂Hk(t)
∂u
, (3.14)
where k indicates the iteration step of the algorithm and α determines the
amplitude of the variation.
Power Flexhouse model predictive control In Paper [B], the gradient
descent MPC was applied to control the power consumption of the heaters of
Power Flexhouse according to a dynamic electricity price p(t). The dynamic
system f(·) in (3.7) is given by the first order Power Flexhouse thermal model
[96]:
T˙ (t) = f(·) = 1
ReCl







where the parameters Re and Cl were previously defined in Table 2.2, and T out
and φs(t) denote NWPs of the ambient temperature and insolation, respectively.




T (tf )− Tref
)2 (3.16)
L = (T (t)− Tref)2 + logPe(t) +− log (10− Pe(t))+ p(t)Pe(t). (3.17)
Eq. (3.17) is composed by a quadratic temperature term, which penalizes de-
viations from the temperature set-point, and two logarithmic barrier functions,
which implement the constraints on the minimum and maximum power con-
sumption of the heaters, i.e. 0 kW and 10 kW, respectively. The barrier func-
tions tend to infinite when the power consumption approaches the minimum
and maximum allowed values, hence favouring, in the optimization process, less
extreme values of the power consumption, while having lower impact for inter-
mediate values. The last term in Eq. (3.17) is the cost of consuming power, that
is the power consumption times the electricity price. All the functions on the
right hand side of Eq. (3.17) are convex, and since nonnegative weighted sums
preserve convexity [16], also the function L is convex.







The Power Flexhouse model (3.15) is linear in the power consumption Pe, hence
the second addend on the left-hand side of Eq. (3.18) is null. This means that the
convexity criteria in Eq. (3.18) only depends on the function L, which is convex.
Since the convexity criteria is satisfied, the Power Flexhouse MPC achieves the
global optimum.
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3.3.2 Formulation of model predictive control problems using model
state space representation
In this section, we show how the MPC problem can be formulated using the
state space representation of a dynamic model. We formulate and illustrate
the properties of MPC with a linear cost function, linear cost function and soft
constraints, and quadratic cost function.
Linear cost function MPC with hard constraints





where p and Pe are the electricity cost (or a generic consumption incentive
signal) and the power consumption of electric space heating, respectively, at the
discrete time step i. Using the matrix product, Eq. (3.19) can be expressed as
J = pTPe, (3.20)
where p,Pe ∈ Rn and are obtained stacking the respective values for i =
0, . . . , N − 1. The MPC problem is given by
P oe = arg min
Pe
J (3.21)
s.t. Tmin,i ≤ Ti ≤ Tmax,i, i = 0, . . . , n− 1 (3.22)
Pmin,i ≤ Pe,i ≤ Pmax,i, i = 0, . . . , n− 1. (3.23)
The constraints in (3.22) and (3.23) define the limits of the building temperature
and electric power consumption of the space heating, respectively.
Let A ∈ Rn×n and BP , BT , BS , CT ∈ Rn be the matrices that describe the
following state space thermal model of a building:
xi+1 = Axi +BPPe,i +BTTout,i +BSSi (3.24)
Ti = Cxi, (3.25)
where x ∈ Rn is the state vector, Tout is the outside air temperature, S is the
insolation value and T is the indoor air temperature. Developing Eq. (3.24) and
Eq. (3.25) for i = 1 and i = 2, respectively, yields
x1 = Ax0 +BPPe,0 +BTTout,0 +BSS0 (3.26)
T2 = C
(
Ax1 +BPPe,1 +BTTout,1 +BSS1
)
. (3.27)
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Replacing Eq. (3.26) into Eq. (3.27) gives
T2 =CA
[
Ax0 +BPPe,0 +BTTout,0 +BSS0
]
+
+ CBPPe,1 + CBTTout,1 + CBSS1. (3.28)
Iterating this procedure, juxtaposing the input quantities in column vectors and
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Introducing the matrices Φ ∈ Rn,Θ,Γ,∆ ∈ Rn×n, Eq. (3.29) can be written as
T = ΦT0 + ΘPe + ΓTout + ∆S, (3.30)
which is the finite impulse response (FIR) of the building thermal model plus
the bias due to the initial condition. This form can be used to express the two
inequality constraints in (3.22), which become
ΦT0 + ΘPe + ΓTout + ∆S ≤ Tmax (3.31)
ΦT0 + ΘPe + ΓTout + ∆S ≥ Tmin. (3.32)
Inequalities (3.31) and (3.32) can be rearranged as
ΘPe ≤ Tmax − ΦT0 − ΓTout −∆S (3.33)
−ΘPe ≤ −Tmin + ΦT0 + ΓTout + ∆S, (3.34)
where the right-hand sides are composed by a sum of known terms and the
left-hand sides are linear in the decision vector.
Using matrix product, constraints in (3.23) can be written as
In×nPe ≤ Pmax (3.35)
−In×nPe ≤ −Pmin. (3.36)
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The constraints (3.33)-(3.36) are in the form












Tmax − ΦT0 − ΓTout −∆S




Summarizing, the initial MPC problem (3.21)-(3.23) has been rewritten as
P oe = arg min
Pe
pTPe (3.40)
s.t. AcPe ≤ bc. (3.41)
The optimization in (3.40)-(3.41) is convex (see Appendix B). This MPC is said
linear MPC because the cost function is linear in the decision variable Pe, and
it can be solved, for example, using the function linprog in Matlab.
Model predictive control with temperature soft constraints
Temperature constraints in (3.33) and (3.34) are formulated as hard constraints,
i.e. the temperature is allowed only in the range determined by the upper and
lower constraints. Soft constraints can be implemented by adding an offset
s ∈ Rn to the temperature inequality constraints, as shown in the following:
ΦT0 + ΘPe + ΓTout + ∆S ≤ Tmax + s (3.42)
ΦT0 + ΘPe + ΓTout + ∆S ≥ Tmin − s, (3.43)
where the vector s is a slack variable and it is added in the cost function through
a vector of coefficients σ. The new formulation of the optimization problem is
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There exist two main reasons to implement temperature soft constraints rather
than hard constraints in a MPC:
• if the temperature initial condition of the thermal model does not belong to
the range defined by the hard constraints, the MPC with hard constraints
is impossible to solve. On the contrary, the MPC with soft constraints can
be solved even if the temperature initial condition is not in the allowed
range. This aspect is relevant during the receding horizon policy in real life
applications: in this case, during the update phase of the thermal model,
the temperature initial condition may drift out of the range specified by
the temperature hard constraints because, for example, of system noise or
inaccuracy of the model.
• the MPC with hard constraints does not allow the DSR to react to a
stepwise variation of the consumption incentive signal. This situation is
sketched in Fig. 3.1, which compares the behaviour of the MPC with hard
constraints (plots in the upper panel) and soft constraints (plots in the
lower panel) when a stepwise decrease of the dynamic electricity price
occurs at time t = 10 h (plots in the third column). The MPC with hard
constraints let the temperature of the building lay at the lowest allowed
temperature limit: when the price signal drops, the MPC strategy does
not alter the power consumption, since the best it can do is to minimize
the power consumption while respecting the hard constraints. In the case
of the MPC with soft constraints, the slack variables s in (3.44) allows
the trade between the amount of temperature deviation from the lower
set-point and the electricity cost: in this case, as visible in the lower panel
plots of Fig. 3.1, the space heating power consumption is decreased at time
t ≈ 10 h and increased again when the lower electricity price occurs.
Quadratic MPC
In the linear MPC, the building indoor temperature is allowed in the range
defined by Tmin and Tmax. In the MPC formulation of this section, we introduce
a penalty term in the cost function in order to penalize the deviation from a
temperature set-point, which is defined using the vector Tref ∈ Rn. We impose
that the temperature of the building T has to match the temperature set-point
plus the offset Toffset:
T = Tref + Toffset. (3.46)
Using the description introduced in Eq. (3.30), the equation above becomes
ΦT0 + ΘPe + ΓTout + ∆S = Tref + Toffset, (3.47)
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Figure 3.1: Comparison between the responses of the MPC with temperature hard
constraints (plots in the upper panel) and soft constraints (plots in the
lower panel) to a stepwise decrease of the dynamic electricity price signal
(plots in the third column). The former MPC does not react to the price
signal variation, while the latter achieves to consume a larger amount of
power when the electricity cost is lower and vice versa.
which can be rearranged and written using the matrix product notation as shown
in the following:











]T in Eq. (3.49) is the new decision vector of the op-
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Eq. (3.50) and Eq. (3.49) compose a convex optimization with quadratic cost
function in the form:
xo = arg min
x
xTQx+ cTx
s.t. Ax = b,
which can be solved, for example, using the function quadprog in Matlab. The
quadratic MPC achieves to trade between the temperature comfort (in terms of
deviation from the temperature set-point Tref) and the electricity cost.
Hard constraints to limit the temperature offset can be implemented by adding






Length of the optimization horizon
The MPC formulation requires to choose the length of the optimization horizon
tf or N . A qualitative method that is adopted to assign it consists in choosing
it large enough in order that the next set of forecast does not alter the decision
at the current time step. This criteria can be visualized if thinking about the
receding horizon formulation: it has been said that at each time step the opti-
mization problem is solved for the whole optimization horizon, but only the first
decision out of the optimized profile is actuated. If the horizon is too short, a
new step of the receding horizon policy may alter the optimal trajectory defined
at the step before, hence invalidating its actual utility. If the horizon length is
long enough, this does not happen because the decision at the current time step
has a reduced effect on the system dynamics in the far future.
3.4 A comparison between the classes of controllers
Two classes of price responsive controllers for DSRs have been presented in this
chapter. The former class was named myopic, in the sense that predictions
were not used in the decision-making process. The latter class of algorithms
uses forecast of the price signal and a prediction model of the DSR. In this
section, the performance and the requirements of the two classes of algorithms
are discussed.
3.4.1 A systematic comparison of the performance of indirect control
algorithms
A comparison of the performance of a number of control algorithms was pre-
sented in Paper [B]. In this section, we present a summary of the most rele-
vant results of the paper. Four group of buildings were simulated by means of
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thermal models, and their space heating units were controlled by controller A
(Section 3.2.1), controller B (Section 3.2.2), steepest gradient descent MPC (Sec-
tion 3.3.1) and a traditional thermostatic controller, respectively. The buildings
were subject to the same weather conditions, and for MPC controllers, NWPs
from DTU Wind Energy department were used. In the simulations, the price
signal was artificial and built in order to highlight and spot the differences
between the behaviors of the control algorithms. The forecast of the price sig-
nal were assumed known without error. Simulations were performed using a
hardware-in-the-loop (HIL) simulation strategy that is described in the next
section.
The comparison between the performance of the controllers was carried out by
means of defining metrics regarding the consumer comfort and electricity cost.
In the former case, the results of the comparison are shown in Fig. 3.2, while in
the latter case, they are shown in Fig. 3.3.
The plot in the upper panel of Fig. 3.2 shows, for each group of buildings, the
average temperature deviation from the average temperature set-point (23 ◦C).
The averages are calculated across each group of buildings. The plots in the
middle and lower panels show the evolutions of two indicators, which are defined
as follows:
• indicator 1 is the normalized cumulative absolute value of the temperature
deviation from the set-point, with the states of under temperature (T <
Tset-point) weighted 20% more than the sates that are overheated (T >
Tset-point);
• indicator 2 is the normalized cumulative value of the temperature devia-
tion when the temperature is outside the thermostatic range (23± 3◦C).
For convenience of visualization, both indicator are normalized with respect to
their respective final values.
The thermostatic and the MPC controllers are the algorithms with the better
performance in the case of the indicator 1 and indicator 2, respectively. In
the case of the thermostatically controlled group of buildings, the value of the
indicator 2 is different than zero even if, by formulation, thermostatic control
should assure the building temperature not to leave the thermostatic range. The
reason for such a behaviour is that measured weather conditions were used to
perform the simulations, and the period under consideration was characterized
by relative high values of insolation: this caused the overheating of the buildings
during the day time. This did not happen for the group of buildings controlled
by the MPC algorithms: in this case, the MPC strategy could benefit of the
weather forecast to decide in advance on opportune counteractions to avoid the
overheating (i.e. disconnect the heating before the sunrise).
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Figure 3.2: The plot in the upper panel shows the average temperature deviation
from the thermostat set-point of the four populations of buildings. The
plots in the middle and lower panels show two performance indicators,
which are described in the body of the thesis.
In Fig. 3.3, we compare the performance of the controllers in terms of electricity
costs. The plot in the upper panel shows the evolution in time of the average
electricity bill. Since, in the simulations, an artificial price signal was used, the
monetary values on the y-axis are not measured using an existing currency, and
they should be regarded to as a generic cost indicator. The plot in the lower
panel of Fig. 3.3 shows the cost savings that the control algorithms achieve
compared to the thermostatic control, which is considered as the base case.
The MPC is the controller that achieves the best performance in terms of cost
reduction.
Real-time hardware-in-the-loop simulations
Results in Paper [B] were obtained using a HIL simulation strategy that con-
sisted in carrying out the simulations of a population of buildings in parallel
to an experiment with Power Flexhouse. The operation principle of the HIL
simulation strategy is sketched and described in Fig. 3.4.
It is worth to note that using the prediction error of Power Flexhouse thermal
model to perturb the conditions of all the simulated thermal models is not fully
rigorous because the prediction error may change from building to building.
However, the main objective of the HIL strategy is to introduce into the simu-
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Figure 3.3: The plot in the upper panel shows the evolution of the electricity cost.
The plot in the lower panel shows the cost savings the control algorithms
achieve compared to the thermostatic control, which is considered as the
base case.
lations stochastic disturbances coherent with real operating conditions, such as
the cooling effect of the wind, which is not described in the thermal models. The
HIL simulation strategy is valuable when evaluating the performance of MPC
controllers (e.g. robustness against uncertainties) because the predictions of the
thermal models are not exact anymore. Moreover, the HIL simulation frame-
work allows to evaluate the performance of indirect control algorithms both in
a real-life environment (e.g. by means of measuring the temperature comfort
in Power Flexhouse) and in terms of (simulated) aggregated response of a large
population of DSRs.
3.4.2 A remark about the optimality of economic MPC controllers
MPC control strategies are formulated upon an optimization problem and, in
respect to the cost function they implement, are said to be optimal. In the
formulation proposed in Section 3.3, and more in general in [48, 29, 133, 55], the
optimization problem is formulated accounting for the interest of the consumer
(i.e. minimization of the electricity cost, while respecting comfort conditions). It
is worth noting that the economic MPC framework does not offer any guarantees
that the operation of the DSR is optimal in respect to the service that flexible
demand is meant to supply to grid: the optimality of the operation of flexible
demand in respect to the power system rather comes from a correct formulation











Figure 3.4: Diagram of the HIL real-time simulation framework. The price signal and
the NWPs required by the control algorithms are fetch from the Inter-
net. The control algorithms (one for each building) determine the power
consumption profile Pe,ji of the respective simulated buildings, which are
indicated by the circles in the top-right corner. One among the control
algorithms determines the power consumption of Power FlexhousePe,i.
This signal is applied both to Power Flexhouse and to Power Flexhouse
thermal model. This allows to determine the one-step ahead prediction
error ∆Ti of Power Flexhouse thermal model. The prediction error ∆Ti
is used as an offset for perturbing the initial conditions of the simulated
buildings. This is done with the aim of introducing into the simulations
of the buildings a stochastic components that is derived from the real
experiment with Power Flexhouse.
of the price signal and price signal forecast. Reflecting into the price signal the
need of the power system (for example, regulating power) requires the capability
of predicting the dynamic behaviour of flexible demand.
On the other hand, myopic algorithms are not optimal from the consumer per-
spective because there are no explicit guarantees on the comfort conditions and
cost saving that they achieve. The decision-making process of myopic algo-
rithms leads to an intuitive behaviour of DR since the consumption is induced
to decrease when the price increases and vice versa (cfr. Fig. 3.1). With myopic
algorithms the consumption could be, for example, forced to an immediate dis-
connection (compatibly with the indirect control time scale) in the case of an
unforeseen emergency event (e.g. sudden loss of generation).
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3.4.3 Implementation of indirect control algorithms
Myopic and MPC algorithms achieve different results in terms of amount of
regulating power they can provide by means of controlling flexible demand (see
for example Fig. 4 in Paper [B]). Hence, the use of one or another control
algorithm should be specifically addressed when determining the indirect control
signal. This also suggests that algorithms belonging to different classes might
not coexist since they require different indirect control signals.
Requirements of myopic and MPC algorithms
Fig. 3.5 and Fig. 3.6 show the input-output diagrams of myopic and MPC algo-
rithms, respectively. The main difference between the two classes of algorithms
is that MPC requires a prediction model of the DSR, forecast of the price signal
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Figure 3.5: Input output diagram of myopic algorithms.
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Figure 3.6: Input output diagram of MPC algorithms.
The optimized power consumption sequence P oe in Fig. 3.6 is a vector of real
values. If the DSRs to control are of on-off type, such as TCLs, an additional
layer to convert from the power reference P oe,0 ∈ R to binary pulses should
be implemented. This can be done, for example, by means of PWM (Pulse
Width Modulation), which is a binary signal whose energy content over a spec-
ified period is the same as the power reference. PWM do not alter the overall
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performance of MPC because:
• disregarding the power consumption binary state is of concern as it may
lead to violate the process constraints during the PWM period. However,
the time interval of the receding horizon policy can be chosen short enough
so to assure that the variations in the interval of the constrained variables
are smaller than arbitrary coefficients, which could be implemented as a
back-off terms in the respective constraints;
• said Ts the period of the receding horizon policy, from the definition of
PWM follows that the amount of electricity that the PWM signal delivers
during Ts equals the one of the continuous value of the MPC. Provided
that the price signal is constant during Ts, the electricity cost does not
change in the two cases. Thus, the PWM consumption signal achieves
the same minimum electricity cost as the MPC with continuous decision
variables.
It is worth to note that the PWM approach allows to deal with TCLs without
the requirement of formulating the optimization problem as a binary integer
programming, hence preserving the convex structure of the optimization.
When, for safety reasons, it is not possible to directly control the state or the
power consumption of the DSR, control algorithms may still achieve controllabil-
ity by changing the quantity that triggers the power consumption. For example,
in [117], the power consumption of a heat pump is controlled by means of vary-
ing the temperature of the water of the hydronic system by actuating the valves
of the radiators. It is worth to note that in such a case, a MPC policy is rec-
ommendable because there is a delay (introduced by the thermal inertia of the
water) between controlling the water flow and changing the consumption profile.
Computational power From the point of view of the computational power,
MPC-based algorithms require to solve a convex optimization problem, which is
of polynomial time complexity [16]. Myopic algorithms are less demanding than
MPC strategies, and they require to calculate a few algebraic relationships only.
Nevertheless, considering that potential DSRs need a hardware upgrade in order
to achieve the ability of communicating, and that computational power is nowa-
days cheap, the hardware requirements are not considered as a distinguishing
factor in favor of myopic algorithms.
3.5 Conclusions
In this chapter, a number of control algorithms for indirect control of flexible
demand have been presented. Control algorithms have been classified into two
macro groups, depending on if their decision-making processes use forecast of
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the price signal (MPC algorithms) or not (myopic algorithms). Myopic control
algorithms have an intuitive response behaviour, because whenever the price
rises, the DSRs are induced to consume less power and vice versa. In the case
of MPC algorithms, the behaviour is complex because the power consumption
depends on the prediction of the electricity price and system dynamics of the
DSR. The implementation of one control algorithm or another should be taken
into account while formulating the indirect control signal. Receding horizon
economic MPC algorithms allow to manage in an optimal way the flexibility
of the DSRs because the consumption is scheduled in advance. The economic
MPC strategy is optimal from a consumer point of view since it achieves the
minimization of the operating cost while obeying comfort constraints. On the
other hand, MPC strategies have more requirement than myopic algorithms,
which are based on a simple decision-making process.
Chapter 4
Aggregated response of flexible demand
In this chapter, we show that indirectly controlling a population of TCLs induces
a synchronization of the states of the units, causing the aggregated power con-
sumption to oscillate. These dynamics must be be taken into account if flexible
demand is meant to supply power system services.
4.1 Introduction
The paradigm on which the concept of controlling flexible demand relies is that,
although the power consumption of a single DSR is negligible, the aggregated
and coordinated change of consumption of a large population of DSRs may have
relevant size, and hence it can be controlled to support the operation of the grid.
This states the motivation to investigate the dynamics of the aggregated power
consumption of groups of DSRs. In Paper [E], we show by means of simulations
that shifting or shedding the consumption of a population of thermostatically
controlled space heating units induces a synchronization in the states of the
TCLs and provokes oscillations of the aggregated power consumption.
The problem of the synchronization in the consumption was originally investi-
gated in [85, 86] in connection to service restoration after power system outages
during cold periods. In [79], Malhamé and Chong developed a model based on
the coupled Fokker-Planck equations to describe the dynamics of the aggregated
power consumption of an indirectly controlled population of water heaters. The
synchronization effect due to controlling EWHs and air conditioning units has
been described in [73] and [98], respectively.
In this chapter, the main contributions from Paper [E] are summarized. Sec-
tion 4.2 describes the setup utilized to simulate the aggregated power consump-
tion of a population of TCLs. TCLs are electric space heating units, and they
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are controlled with an algorithm that achieves load shifting. In Section 4.3,
we analyse the transient response of the aggregated power consumption of the
population of TCLs when a stepwise variation of the indirect control signal is
applied. In Section 4.4, the analysis described above is repeated, but considering
load shedding instead of load shifting. In Section 4.5, the results are discussed,
and in Section 4.6, the conclusions are stated.
4.2 Simulation setup
A population of 105 buildings equipped with electric space heating is simulated
using a bottom-up approach, i.e. by aggregating the simulated power consump-
tion of the individual buildings. Each building is modelled using a first order
linear thermal model, the same discussed in Chapter 2. In order to account for
differences across the population, the floor areas of the buildings have been vari-
ated according to the gamma distribution shown in Fig. 4.1, whose parameters
are reported in Paper [E] and have been determined applying MLE on data
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Figure 4.1: Histogram of 105 realizations of the gamma distribution representative
of the floor area of the class of buildings similar to Power Flexhouse.
The space heating of each building is controlled by a thermostat. On the top
of the thermostat, controller C (see Section 3.2.3) is implemented in order to
achieve load shifting according to a consumption incentive signal. The diagram
of the indirect control configuration of each building is shown in Fig. 4.2, where
p is the indirect control signal and Hj(z) is the high-pass filter of the controller.
1Bygnings- og Boligregistret, http://www.bbr.dk/.
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The parameters of the controllers, the hysteresis values of the thermostats and
the comfort set-points T inj are distributed according to the Gaussian PDFs that
are characterized in Paper [E]. Weather conditions are constant in time and
across the population.
Hj(z)












Figure 4.2: Control layout of the electric space heating of the building j.
4.3 Step response of the aggregated power consumption
In the indirect control framework, shifting the operation of flexible demand is
achieved by means of changing the indirect control signal, e.g. by modifying
the electricity cost at discrete time intervals. In Paper [E], the step response of
the aggregated power consumption of the aforementioned population of build-
ings is studied with the objective of determining its dynamic properties. The
plots in the three panels of Fig. 4.3 show, respectively, the aggregated power
consumption of the population of space heating units, the indirect control signal
p and the average temperature offset applied to the thermostatic set-point of
the buildings. Four points of interest have been identified along the aggregated
power consumption profile, and they are indicated by the coloured marks.
Red mark (steady state) The aggregated power consumption does not show
any major variations. This is a steady state situation and, statistically, for each
thermostat turning on, there is one turning off and vice versa. The histogram in
Fig. 4.4 shows that the distribution of the distances between the temperatures of
the buildings and the respective set-points is uniform across the population. The
buildings moving rightward in the histogram are those whose space heating is in
the on state, and those which eventually pass the right threshold are switched
off by the thermostat, and vice versa.
Green mark The price signal variation is perceived by the indirect control
algorithms, which therefore decrease the temperature set-points of the respective
buildings. In Fig. 4.5, all the units that are in the on state and that have the
temperature larger that the new respective thermostatic set-points are switched
off. This provokes a drop in the power consumption. Moreover, for a certain
period of time, no units will be able to trigger the consumption on because they
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Figure 4.3: The plot in the upper panel shows the aggregated power consumption
of the population of space heating units. The plots in the middle and
lower panels show the indirect control signal p and the average of the
temperature offsets ∆Tj , j = 1, . . . , 105 applied by the indirect control
algorithms, respectively.
need to reach a new lower thermostatic threshold; the unbalance between the
number of units triggering the consumption on and off causes the aggregated
power consumption to decrease further, as shown in the top panel of Fig. 4.3
between the green and orange marks.
Orange mark The aggregated power consumption reaches the lowest value.
By comparing the histograms in Fig. 4.5 and Fig. 4.6, it is possible to notice
that there is a wave moving leftwards, indicating that a large number of build-
ings are cooling down. It is worth to note that while time passes, the indirect
control algorithms of the buildings gradually remove the temperature offsets, as
shown in the plot in the lower panel of Fig. 4.3: this contributes to redistribute
the temperature of the buildings in the middle of the thermostatic thresholds
(Fig. 4.6).
Magenta mark The aggregated power consumption assumes the same value
as during steady state. However, this situation does not result in an equilibrium
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Figure 4.4: Histogram of the distances between the temperatures of the buildings and
the respective thermostatic set-points at steady state (red mark). The
two vertical lines shows the average thermostat hysteresis value across
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Figure 4.5: Histogram of the temperature distance from the respective set-point at
the green mark in the plot in the upper panel of Fig. 4.3.
point because the flow of units trespassing the right thermostatic threshold does
not equal the flow in the opposite direction. The progressive activations of space
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Figure 4.6: Histogram of the temperature distance from the respective set-point at
the orange mark in the plot in the upper panel of Fig. 4.3.
heating units will cause the aggregated power consumption to increase, leading
to the kickback effect of flexible demand.
Black mark The black mark indicates the peak of the kickback effect of the
aggregated power consumption. After the black mark, the aggregated power
consumption undergoes to a period with damped oscillations and, finally, reaches
a new steady state at time t ≈ 15 h. The new steady state power consumption
is equal to the initial one because the DC gain of the filter Hj(z) is null (i.e. the
final thermostatic set-point matches the initial one) and the weather conditions
are constant in time.
4.4 Step response of load shedding
One might wonder if the kickback effect can be reduced by implementing a load
shedding policy instead of a load shifting one. This is shown in Fig. 4.7. In this
case, the temperature offsets applied by the indirect control algorithms are step
variations. Such a setup achieves load shedding because decreasing the tem-
perature set-points of the buildings determines a reduction of the consumption.
Also in this case, the kickback effect is well visible.
4.5 Discussion
The idea on which the indirect control framework relies is that the consumption
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Figure 4.7: The plot in the upper panel shows the aggregated power consumption
of the population of space heating units. The plots in the middle and
lower panels show the indirect control signal p and the average of the
temperature offsets ∆Tj , j = 0, . . . , N−1 applied by the indirect control
algorithms, respectively. In this case, the temperature offsets are step
signals and not anymore high-pass filtered versions of the indirect control
signal.
the response of the aggregated power consumption of a population of TCLs to a
stepwise variation of the indirect control signal was studied. It was shown that
the reaction of flexible demand, although initially congruent with the variation
of the indirect control signal, exhibits a kickback effect. In the case of load
shifting, the kickback effect is to ascribe to two causes. The first cause is implicit
in the concept of load shifting: if the flexible demand is subject to an energy
requirement, the electricity consumption over a certain period must be constant,
hence decreasing the power consumption requires a future increase, and vice
versa. The second cause is given by the fact that indirect control provokes a
synchronization in the states of the TCLs: this leads to amplify the kickback
effect because when the synchronized units are all on, the power consumption is
much larger than at the steady state condition. In the case of load shedding, only
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the latter cause subsists. In Paper [E], it has been also shown that increasing
the diversity among the TCLs reduces the kickback effect and contributes to
damp the oscillations of the aggregated power consumption.
4.6 Conclusions
In this chapter, the aggregated power consumption of a population of TCLs
equipped with an indirect control algorithm was analysed. It has been shown
by simulations that a stepwise variation of the indirect control signal causes
a consumption kickback and induces transient oscillations in the aggregated
power consumption. Clearly, these dynamics are not desirable for the grid and
they have to be taken into account if TCLs are meant to deliver power system
services.
Chapter 5
Flexible demand in power system
applications
In this chapter, four applications of flexible demand are presented. We investi-
gate how to integrate the operation of flexible demand and conventional genera-
tion by means of unit commitment, how flexible demand can be used to mitigate
congestions in radial distribution networks and how to achieve PV self consump-
tion by means of shifting the consumption of an EWH. In the last application,
we relax the requirement of one-way communication, and we show how to limit
the aggregated power consumption of a cluster of DSRs by means of a distributed
optimization algorithm.
5.1 Introduction
In the future electric grid, a large share of electricity will be produced from re-
newable energy sources. In such a scenario, flexible demand is expected to con-
tribute to support the grid since conventional generation may not have enough
capacity and flexibility to assure secure and reliable operations of the power
system.
This chapter presents four applications where flexible demand is used to support
power system services through indirect control. We call them applications, be-
cause in contrast to Chapter 3, we now determine how to generate the indirect
control signal according to the service that flexible demand is meant to deliver
to the power system.
The first application in Section 5.2 addresses the problem of how to integrate
flexible demand into the power system operation. We do this by means of formu-
lating an unit commitment (UC) problem that accounts for the system dynamics
of flexible demand. With this setup, we achieve the objective of scheduling the
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production of conventional generation together with the activation of DR.
In Section 5.3, flexible demand is used for mitigating congestions in radial LV
distribution networks. Although this application does not directly concern with
issues related to an increased penetration of renewable generation, it is con-
sidered because congestion management is a key priority to assure a reliable
delivery of electricity. Moreover, the proposed method can be used for accom-
modating the charging demand of EVs, whose diffusion is considered a major
breakthrough, not only for transportation, but also for the electricity sector
since EVs are expected to increase the flexibility at demand side level [65].
In Section 5.4, we address the topic of PV self consumption, which is a policy
recently introduced in some European countries that aims at promoting direct
utilization of PV electricity as it reduces transmission losses and voltage gradi-
ents in the grid. We propose to utilize a domestic EWH to absorb PV generation.
The control strategy is formulated using MPC and utilizing an EWH prediction
model and forecast of the PV production.
Finally, in Section 5.5, we consider a cluster of domestic refrigeration units and
we show how they can be controlled in order to self consume PV electricity, while
limiting the aggregated power consumption according to a threshold defined by
the power system. In this case, we relax the one-way communication require-
ment of indirect control and we formulate the control problem using distributed
MPC.
5.2 Scheduling flexible demand operation using unit com-
mitment
In existing literature, the performance of control algorithms for DSRs are of-
ten evaluated using historical prices from the regulating power market as in
[137, 47, 56, 135, 46, 94, 92], and as also done in the attached Paper [B] and
Paper [F]. Such an approach results in an open loop control scheme, because
the historical electricity prices do not consider demand response. In order to ac-
count for the closed loop interactions between the electricity markets and DR,
real-time pricing schemes for small consumers have to be developed. In the
Flexpower project [5], it is proposed to modify the setup of the current intra-
day electricity market allowing DSRs to bid their flexibility in an aggregated
way. In [138], Zugno et al. develop a real-time pricing schemes by means of a
bilevel optimization which maximizes the profit of an electricity retailer and a
consumer, this latter using economic MPC for controlling electric space heating.
In this section, we propose to integrate flexible demand in the operation of
the power system using a novel formulation of the UC. UC is an optimization
problem used to determine the operation schedule of conventional generating
units at a specific time interval with varying loads under different constraints and
scenarios [10, 103, 105]. The conventional UC problem is modified by including
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a dynamic model that describes the aggregated consumption of a population of
DSRs as a function of the indirect control signal. The proposed UC achieves
to schedule the activation of DR together with the operation of conventional
generating units; solving the UC problem allows to determine the production
schedules of the power plants and the indirect control signal for flexible demand.
The topic of including DR into a UC problem was presented, for example, in [11],
where flexible demand was described as a static function of the price signal. The
novelty of the proposed approach consists in using a dynamic model of flexible
demand, which allows to account for the dynamics of the aggregated power
consumption of a population of TCLs described in the previous chapter.
In the following of this section, the formulation of the proposed UC is presented.
As an application of the UC, we show how flexible demand can be used to absorb
excess wind generation in a scenario with high wind penetration.
5.2.1 Setup of the unit commitment problem
The UC problem is modelled considering a subset of the power system composed
by conventional power generation, wind generation and conventional demand.
Besides this traditional setup, the UC problem also includes flexible demand,
which is described by a linear dynamic model that expresses the aggregated
power consumption of a population of TCLs as a function of the indirect control
signal. The model of flexible demand is estimated using measurements of the
global power consumption. The setup of the UC problem is sketched in Fig. 5.1.
In a real-life application, the proposed method could be applied, for example,
in a receding horizon manner, as done with MPC algorithms. At this stage, we
do not consider implementation aspects.
5.2.2 Formulation of the unit commitment problem
The unit commitment problem consists of minimizing the following cost function
J = Jgen + Jstartup + Jcurt, (5.1)
where on the right-hand side there are the production cost of conventional gen-
eration, the startup cost of power plants and the cost associated to performing






ΦjPijTs + Ψjsij (5.2)
sij =
{
0, if Pij = 0
1, if Pij > 0,
(5.3)
where Φj and Ψj are the unitary production cost and fixed cost of the power
plant j, respectively. The conventional generation portfolio is composed by n








































Figure 5.1: Concept of the UC with flexible demand. The blue and the red blocks
denote the inputs and the outputs, respectively, of the optimization prob-
lem. The yellow blocks indicate the power system operation phase, while
the green block highlights the estimation procedure of the model of flex-
ible demand, which is carried out using observations of the aggregated
power consumption and of the indirect control signal. In comparison
with conventional UC setups, this formulation allows to determine the
indirect control signal po(t) while taking into account the aggregated
dynamic behaviour of flexible demand.
power plants, and the length of the optimization horizon isN . Ts is the duration,
in seconds, of the discrete time interval. The binary variable sij in Eq. (5.3)
defines the state (oﬄine or online) of the power plant j during the time interval











where Υj is the cost of starting the operation of the generating unit j, and
the term in the square bracket is 1 when the power plant is required to start





where α is a cost coefficient. The reason to implement in the UC the cost of
performing wind curtailment is explained in the following. Wind generation is
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cost-free and is usually prioritized ahead of conventional generating units; this
does not occur when an expensive generating unit delivers power instead of a
cheaper one, which does not meet the constraint on the minimum production
level: in such a case, a reduction in the global operating cost may be achieved
by performing wind curtailment, in order to allow the activation of the cheaper
generating unit. Implementing wind curtailment cost, as in Eq. (5.5), prevents
such a situation.
The lower generation limits of conventional generating units are given as
Pij ≥ Pmin,j , if sij = 1, i = 0, . . . , N − 1, j = 1, . . . , n (5.6)
Pij = 0, if sij = 0, i = 0, . . . , N − 1, j = 1, . . . , n, (5.7)
and the upper generation limits are:
Pij ≤ Pmax,j , i = 0, . . . , N − 1, j = 1, . . . , n. (5.8)
The ramp-up constraints of conventional generating units are:
Pi+1j − Pij ≤ Rj , i = 0, . . . , N − 1, j = 1, . . . , n. (5.9)
The condition that, during power system operation, the consumption should
match the demand is implemented as
Wi − Ci +
n∑
j=1
Pij = Di, i = 0, . . . , N − 1, (5.10)
where Wi is the wind production, Ci is the curtailment to the wind production
and Di is the demand, which is given as
Di = Ii + Fi(pi), i = 0, . . . , N − 1, (5.11)
where Ii and Fi are the inflexible demand (or conventional demand) and flexible
demand, respectively. The latter is a function of the indirect control signal pi,
and it is described by the dynamic model discussed in the next section.
Constraints not implemented Constraints usually found in UC problems
but that were not implemented in the proposed formulation are the minimum
uptime and downtime and spinning reserve requirements. The latter is of rele-
vant concern for scenarios with high wind penetration because it can be be used
as a security margin against uncertainty of wind generation forecast.
Solving the unit commitment The UC is formulated as the following op-
timization problem
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where θ = {P1, · · · ,Pn,p,C}. The optimization in Eq. (5.12) is a MILP (mixed
integer linear programming) and allows to determine the generation schedule of
the power plants P o1 , · · · ,P on , the amount of wind generation Co to curtail and
the trajectory of the indirect control signal po. The UC problem is formulated
in GAMS and solved using Couenne library.
5.2.3 Inputs of the unit commitment
Conventional generation
The mix of conventional generation is composed considering the currently avail-
able statistics on the Danish power system [6], and it is summarized in Table 5.1.
Electricity generation costs for coal and gas power plants are from [60] (EU av-
erage). Power plants characteristics are summarized in Table 5.2.
Table 5.1: Production costs and generation capacities of conventional generating
units.





Coal-fired 1 59 500
Gas CT 2 72 2 × 100
Hydro 1 150 150
Table 5.2: Characteristics of conventional generation units [120].
Kind of plant Power output rate of change
Rj [% of rated power·min−1]
Minimum power output
Pmin,j [% of rated power]
Coal-fired 2 40
Gas CT 5 50
Hydro 100 0
Although hydro power generation is not present in Denmark, it was included in
the generation mix as a flexible generation resource that represents the value
of having a strongly interconnected electric grid (by means, for example, of
HVDC, high voltage direct current). This is the case of Denmark, whose grid
is connected to those of Germany, Sweden and Norway. Such interconnections
allow to share regulating power and excess wind generation. The cost of hydro
power was chosen deliberately larger than conventional generation because it
represents the power that must be imported from or exported to another portion
of the power system.
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Wind generation
Wind generation profiles are generated from time series of the global Danish
wind production (data are from Danish TSO Energinet.dk), and are shown in
Fig. 5.2. Thirty daily wind generation profiles were randomly chosen from the
available measurements, and have been uniformly scaled in order that their
average covers the 50% of the global electricity demand, as the 2020 Danish
wind electricity production objective. In such a high wind penetration scenario,
the wind exceeds the demand during some periods, hence decreasing the actual
proportion of the demand satisfied by wind generation. The objective of the UC
simulations presented at the end of this section is to determine if flexible demand





















Figure 5.2: Daily wind generation profiles and electricity demand profile (thick blue
line). The average of the wind generation profiles covers 50% of the
electricity requirement of conventional demand. However, during some
periods, the wind production exceeds the consumption: this requires
to curtail wind production, hence decreasing the actual proportion of
demand supplied by wind. Can the consumption of flexible demand be
shifted in order to absorb the excess of wind production?
Each wind generation profile of Fig. 5.2 determines a day scenario that is simu-
lated with the UC model. Real wind generation profiles are preferred to artificial
ones (e.g. [91]) because they naturally contain a smoothing effect due to diver-
sity of wind turbines and spatial distribution of the wind resource.
5.2 Scheduling flexible demand operation using unit commitment 60
Inflexible demand
Inflexible demand (or conventional demand) is the part of the electricity con-
sumption that does not respond to variations of the indirect control signal. The
conventional demand profile is generated aggregating the daily domestic and
commercial consumption patterns specified in [19]. Domestic, commercial and
aggregated demand profiles are shown in Fig. 5.3. The domestic inflexible con-
sumption is scaled considering 105 buildings with a nominal power consumption


































Figure 5.3: Electric power demand profiles.
Flexible demand
We consider the indirect control setup presented in Chapter 4, i.e. a population
of 105 space heating units that are indirectly controlled by the myopic controller
C according to an indirect control signal p. The aggregated consumption of
flexible demand, introduced initially in Eq. (5.11), is decomposed as
Fi(pi) = Fss,i + ∆Fi(pi), (5.13)
where the first term on the right-hand side denotes the demand when the indirect
control signal does not change since long time (steady state component), and the
second term is the transient variation of the aggregated power consumption due
to a DRE, and it is a function of the indirect control signal pi. The steady state
component Fss,i is the heat required by the population of buildings, and is shown
in Fig. 5.3 with the magenta line: its profile is constant in time because weather
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conditions are assumed constant during the day. The transient component of
flexible demand is described by means of a black-box model, which is discussed
in the next paragraph.
Flexible demand dynamic model The transient variation of the aggregated





1− φ1z−1 − · · · − φpz−p + i, (5.14)
where θ = (θ1, θ2) and φ = (φ1, . . . , φp) are parameters to be estimated, and i
is an i.i.d. (independent and identically distributed) Gaussian noise term. The
model is based on the empirical property that the variations of the power con-
sumption observed during different DREs are characterized by a similar profile
when normalized with respect to the variations of the indirect control signal.
This property was observed by simulations of the DSRs population of Chapter 4
and is valid under the assumption that DREs are triggered when flexible demand
is at the steady state (in the sense defined in Section 4.3). The degree of the
denominator of the model in Eq. (5.14) is chosen using an empirical method that
consists in increasing the value of p until the output error of the fitted model
does not exhibit relevant variations. The numerator of the model is of the first
order, and its parameters are opposite, i.e. θ0 = −θ1: this because the model
describes a transient response with a null steady state value. The parameters θ
and φ are determined applying LS using observations of the detrended global
power consumption. Detrending is achieved by removing the average consump-
tion and allows to isolate the transient behaviour of flexible demand from the
global consumption, hence avoiding the use of two-way communication with the
TCLs; the approximation done in this case is that conventional consumption
does not vary during the DR transient.
Assumptions behind the proposed model of flexible demand For the
sake of clarity and for paving the way for the future development of the model,
the assumptions that were introduced while developing the model of flexible
demand are summarized. The assumptions are:
• constant weather conditions were assumed during the day. Considering
diurnal weather variations requires to formulate a model for describing
the aggregated heat demand of the buildings as a function of outside air
temperature and insolation, as done for example in [90, 12]. An alternative
approaches consist in utilizing a dynamic thermal model of a building, as
for example the one used in Chapter 2, and using a bottom up approach
to compute the aggregated power consumption;
• the linear model in Eq. (5.14) was derived using the following empirical
property: the transient variations of the aggregate power consumption
5.2 Scheduling flexible demand operation using unit commitment 62
of flexible demand during different DREs consist of damped oscillations
normalized with respect to the variations of the indirect control signal.
This property, thus the model, is valid only when DREs occur at the
steady state. This requirement is implemented in the UC by means of
adding a constraint which permits to utilize flexible demand only once
every twelve hours, that, from Chapter 4, is the time that flexible demand,
once activated, takes to reach a new steady state.
5.2.4 Results
Thirty UC scenarios are simulated. Each simulation scenario is 24 hours long
and is characterized by a different profile of the wind generation. Two cases
are considered in each scenario: in the first case (denoted as case I), flexible
demand is not activated, and in the second case (denoted as case II) flexible
demand is controlled by the indirect control signal po, which is generated by
the UC framework.
Two simulation scenarios are selected among the thirty for a detailed analysis,
and they are shown from Fig. 5.4 to Fig. 5.7. Each figure is composed by
two stacked plots. In the upper panel plot, the blue profile shows the amount
of demand not supplied by wind generation and the red profile indicates the
curtailment of wind generation. The lower panel plot shows the production
plans of conventional generating units and, in the case where flexible demand is
activated, the variation of the aggregated power consumption of flexible demand
(cyan profile).
Table 5.3 and Table 5.4 summarize the simulation results of the two scenarios,
and they indicate the amount of wind curtailment that was performed, the
proportion of electricity production from wind that was achieved, the daily cost
to produce electricity and the amount of hydroelectricity that was used (which
represents the source of fast and expensive regulating power).
5.2.5 Discussion
Scenario 1 The plot in the lower panel of Fig. 5.4 shows that, until t = 13 h,
the demand is supplied by coal generation, which is the cheapest energy resource
available in the generation mix. In the next period, wind generation increases
and, at t = 13 h, the demand not covered by wind production falls below the
minimum power production level of coal generation, requiring the activation of
gas generation. At t = 15 h, the wind production exceeds the demand and
hence is curtailed. Fig. 5.5 shows the same scenario, but with the support of
flexible demand. At t ≈ 16 h, flexible demand is activated and increases the
power consumption, allowing to decrease the wind generation curtailment. At
t = 19 h, the kickback effect of flexible demand occurs: this causes a decrease
of the amount of consumption. Numerical results in Table 5.3 show that, for
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the day in analysis, the activation of flexible demand allows to avoid 40 MWh
of wind curtailment.
Table 5.3: Summary of the simulation results of scenario 1.
unit Case I Case II
Wind Curtailment [MWh] 108 68
Wind Share [%] 60.3 61.0
Total Generation Cost [pu] 1 0.97
Hydro energy [MWh] 5.0 27.8
Scenario 2 The plot in the top panel of Fig. 5.6 shows that there is a consid-
erable amount of excess wind generation during the central part of the day. In
the case II, the plot in the lower panel of Fig. 5.7 shows that flexible demand
is induced to increase the consumption of nearly 200 MW. The DR kickback
effect occurs at time t ≈ 14 h, and it causes to increase the amount of wind
curtailment in respect to case I. The oscillations of flexible demand during the
evening hours absorb almost the whole amount of excess wind generation. The
results summarized in Table 5.4 show that the contribution of DR allows to
decrease by 190 MWh the amount of curtailment to wind generation.
Table 5.4: Summary of the simulation results of scenario 2.
unit Case I Case II
Wind Curtailment [MWh] 1079 899
Wind Share [%] 84.6 90.0
Total Generation Cost [pu] 1 0.95
Hydro energy [MWh] 100 50
5.2.6 Conclusions
In this section, we proposed the formulation of a UC problem that included a
model to describe the dynamics of the power consumption of flexible demand.
Flexible demand was represented by a population of space heating units, which
were indirectly controlled by means of a consumption incentive signal. The pro-
posed UC framework allowed to schedule the activation of DR together with the
operation of conventional generating units: solving the UC problem allowed to
determine the consumption incentive signal for flexible demand and the gener-
ation schedule of the power plants.
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Figure 5.4: Scenario 1, Case I. The plot in the upper panel shows the demand not
supplied by wind generation (blue profile) and the curtailment to wind
generation (red profile). The plot in the lower panel shows the schedules
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Figure 5.5: Scenario 1, Case II. The transient response of flexible demand, denoted
by the cyan line in the lower panel plot, allows to absorb part of the
excess wind generation.
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Figure 5.6: Scenario 2, Case I. The plot in the upper panel shows the demand not
supplied by wind generation (blue profile) and the curtailment to wind
generation (red profile). The plot in the lower panel shows the schedules
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Figure 5.7: Scenario 2, Case II. Flexible demand absorbs the excess wind generation
during late morning and evening hours.
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5.3 Grid congestion management
In this section, we investigate the topic of using flexible demand for reliev-
ing congestions in LV radial distribution networks, which is a key priority for
achieving a reliable delivery of the electricity. Congestion management has been
extensively investigated especially in connection with transmission lines connect-
ing several portions of the power system [70]. In this context, control-by-price
strategies were proposed to reschedule the production and remove congestions
from overloaded segments of the network (e.g. [44]). However, these methods
only apply to meshed networks. Congestion management in radial distribution
networks has been treated in connection with EVs smart charging algorithms in
scenarios with high penetration of EVs [58, 116]. In [53], Herter et al. investi-
gate the potential of manually activated demand response with application to
peak shaving services, and they estimate that, in average, consumers can reduce
the consumption by 5% when required to do so.
In Paper [D], we propose to mitigate congestions in radial distribution networks
by means of shifting the consumption of a population of electric space heating
units. A feedback controller, implemented at substation level, detects conges-
tions by measuring the power flow through the transformer. When a congestion
occurs, the controller discourages the consumption by broadcasting an indirect
control signal to the flexible loads of the substation. On demand side level, an
indirect control algorithm perceives the variations of the price signal and shifts
the consumption of the associated DSR. The work proposed in the paper is
loosely based on the study in [28], where a heat pump is controlled in order to
decrease congestions in a feeder. The control strategy in [28] was realized with
a closed loop controller with statically assigned gains and was simulated in a
small grid with one congested node. We extend this configuration, by imple-
menting an auto tuning procedure in order to automatically determine the gains
of the regulator according to the sensitivity of flexible demand with respect the
consumption incentive signal. We show the proof-of-concept of the proposed
congestion management strategy by simulations and using a reference network
with seven LV substations and different penetration of flexible demand.
5.3.1 Grid layout
The CIGRE’ MV European reference network is used as a case study [19].
The feeders of the reference network are three-phase and either of meshed or
radial structure. Each feeder includes a number of laterals at which MV/LV
transformers can be connected. The nominal voltage is 20 kV and the system
frequency is 50 Hz. The study has been performed in an urban feeder whose
main characteristics are:
• 11 MV buses and 11 LV buses;
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• 4590 kVA of transformer MV/LV capacity;
• 2.82 km overhead lines and 12.2 km cable lines;
• radial configuration.
The LV network in the substations is not modelled into details. Each substation
of the network is composed by 3 controllable loads that represent the aggregated
consumption of flexible demand, residential demand and commercial demand.
The power consumption of the aggregated flexible demand corresponds to the
global power consumption of a subset of a population of DSRs. The size of each
subset depends on the nominal power of the transformer of the substation to
which flexible demand is connect. The residential and commercial aggregated
demands are simulated using the daily consumption patterns described in [19].
In order to show the proof-of-concept of the proposed controller being able to
clear congestions, the consumption patterns are scaled by a factor of 1.3.
5.3.2 Flexible demand
Flexible demand is represented by a population of 346 buildings equipped with
electric radiators for space heating. The population is generated with the same
approach as discussed in Chapter 4, although the buildings are simulated with a
second order linear model for a better representation of the thermal transients.
The space heating units of the buildings are controlled by the myopic controller
A (Section 3.2.1).
5.3.3 Congestion controller
The discrete time control loop implemented in each substation of the network
is shown in Fig. 5.8.
Fig. 5.9 shows the structure of the substation controller. The core of the con-
troller is a discrete time PI regulator with gains proportional to the term sm,
which is determined by the auto tuning procedure discussed in the next section.
Determination of the regulator gain sm
The coefficient si is defined as the value of the variation of the indirect control
signal ∆pi = pi − pi−1 that induces a unitary change of the aggregated power




, ∆Pei 6= 0. (5.15)
Assuming to know si at each instant of time i, the deviation of the indirect
control signal that should be applied for changing the aggregated power con-















Figure 5.8: The feedback control loop that is implemented in the substations. When
the power flow through the substation transformer Pe,i exceeds the trans-
former nominal capacity, the substation controller disincentives con-







Figure 5.9: The substation controller is a discrete PI regulator with gains propor-
tional to the adaptive coefficient sm. The objective of the controller is
to decrease the power consumption of flexible demand when congestions
occur by means of the consumption incentive signal pi. The saturation
block on the output side prevents the controller to incentivize the power
consumption when congestions do not occur. The integral regulator is
equipped with an anti-windup configuration, which is not shown in the
diagram.
sumption of a generic amount x would be simply given as
∆pi = xsi. (5.16)
Provided to know the amount of overload x at a given substation, Eq. (5.16)
allows to determine the variation to apply to the indirect control signal in order
to reduce the consumption of flexible demand and clear the congestion. The
term si is a time varying quantity and a function of DSRs conditions; moreover,
its value is not known at time t = i. The method that is adopted in Paper [D]
consists in replacing the unknown value si with the value sm, which is computed
as
sm = min{si−1, si−2, . . . }. (5.17)
The coefficient sm is used as the gain of the PI regulator of the substation
controller. Determining sm in Eq. (5.17) requires to evaluate the expression in
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Eq. (5.15), and, hence, to access measurements of the aggregated power con-
sumption of the population of DSRs. It is of interest to determine the deviation
of the power consumption to variation of the indirect control signal: since con-
ventional demand does not react to the indirect control signal, the measurements
of the global power consumption (i.e. the power flow through the transformer)
can be used instead of the measurements of the aggregated power consump-
tion of flexible demand; hence, two-way communication with DSRs is not a
requirement of the proposed indirect control framework. The adaptive regula-
tor discussed in this section is implemented in all the substations of the network.
The controllers do not require any manual intervention for adjusting the gains.
An initial training phase is required to determine the value of the coefficient sm
through Eq. (5.17). During operation, sm is updated on-line, and it is scaled by
a forgetting factor in order to allow sm to be updated with recent values of si.
5.3.4 Results and discussion
The auto tuning congestion controller is implemented in each substation of the
CIGRE’ reference network. Simulations are performed in a co-simulation envi-
ronment composed by Matlab Simulink and a Python simulation engine. The
former is used to simulate the electric network, while the latter performs the
simulations of the thermal dynamics of buildings.
Two scenarios A and B are analyzed: scenario A is when congestion controllers
are disabled, and scenario B is when they are enabled. The profiles of the power
flows through the substations transformers are shown in Fig. 5.11 and Fig. 5.11
for scenario A and B, respectively. Fig. 5.11 shows that, when congestion con-
trollers are not activated, the consumption exceeds of up to 0.3 pu the nominal
capacities of the transformers, which, in the plot, are denoted by the black line
at 1 pu. The congestions that occur at time t ≈ 20 h are due to the evening
consumption peak of conventional demand.
Fig. 5.11 shows that, when congestions controllers are activated, the congestions
are reduced in all the substations. A closer inspection of the profiles in Fig. 5.11
during the time frame when the congestions occur shows that:
• a number of profiles oscillate around 1 pu. This case occurs when sm un-
derestimates indirect control ability of achieving a shift in the consump-
tion. Flexible demand is very sensitive to the variations of the indirect
control signal. The control action is mainly of proportional type and in-
duces the aggregated power consumption to oscillate.
• a number of profiles slowly decreases to 1 pu. The value of the coefficient
sm overestimates the sensitivity of flexible demand to variations of the
indirect control signal. In this case, the control action is mainly due to the
integral part of the regulator, which slowly disincentives the consumption
by increasing the magnitude of the indirect control signal.









































Figure 5.10: The power flows through the transformers of the substations of the net-
work in scenario A, when congestion controllers do not operate. Con-









































Figure 5.11: The power flows through the transformers of the substations of the
network in scenario B, when congestion controllers are active.
• the peak values of all the consumption profiles are reduced and there is a
wake of high consumption during night hours. This is due to the kickback
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effect of flexible demand described in Chapter 4. However, in this applica-
tion, the kickback effect does not compromise the overall performance of
the congestion controllers because it occurs at late night, when the peak
of conventional consumption is over.
Table 5.5 summarizes in numerical form a number of relevant information re-
garding the power flows through the transformers of the substations of the net-
work. In all the substations, congestion controllers are able to trim the con-
sumption peaks and to achieve consumption mean values close to the unit.
Table 5.5: Substations power transits during congestion.
Power transit Scenario S1 S2 S3 S4 S5 S6
peak value
A 1.08 1.21 1.30 1.20 1.11 1.29
B 1.08 1.09 1.11 1.16 1.07 1.23
mean
A 1.05 1.09 1.15 1.11 1.02 1.16
B 0.98 0.98 0.98 1.00 1.01 1.02
5.3.5 Conclusions
In this section, it was shown how flexible demand can be controlled by means of a
consumption incentive signal in order to mitigate congestions in LV distribution
networks. The indirect control signal was generated by a consumption feedback
regulator, which was implemented at substation level and detected congestion
by measuring the power flow through the transformer. The proposed solution
did not require two-way communication with the DSRs. The gains of the regu-
lator were assigned with an auto tuning procedure that identified the elasticity
of the demand. It was shown by simulations that the controllers achieved a
reduction of the congestion levels during the evening peak consumption period.
In the simulations, the kickback effect of flexible demand discussed in Chapter 4
occurred at late night and did not affect the performance of the congestion con-
trollers. We conclude that the dynamics of the considered flexible demand are
compatible with the requirements of peak shaving the evening peak of power
demand.
An improvement that we envisage to this setup consists in replacing the simple
space heating control algorithm with an economic MPC (as those proposed in
Chapter 3): this would allow to enhance the performance of flexible demand
since the consumption of DSRs is planned in advance. In this case, the forecast
of the indirect control signal may be generated using prediction of the consump-
tion of conventional demand. The proposed congestion management could be
considered to support the integration of EVs, whose diffusion is of concern for
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DSO since it requires reinforcement at distribution level for accommodating the
charging demand.
5.4 PV self consumption
With regard to grid connection policies for PV plants, two mainstream ap-
proaches are recognized in Europe: net-metering and self-consumption [8]. The
former consists in the opportunity for the consumer to inject into the grid the
excess PV production and to withdraw it for consumption in a different time
frame. In this case, the grid is seen as a long term storage solution, and the
consumer pays the difference between the total consumption and total produc-
tion during a billing time frame (usually one year long). The latter aims at
promoting the instantaneous consumption of the generated electricity, and it
is referred to as PV self consumption. PV self consumption policies have been
introduced in Germany and Italy since 2011 and 2013, respectively. Considering
that the PV installed capacity is expected to increase in the coming years [7],
PV self consumption is a topic that requires to be investigated since it promotes
the transition to a more efficient power system (fewer transmission losses) and
reduces voltage gradients in the distribution network, caused by an increased
penetration of DG. In the existing literature, control algorithms for achieving
PV self consumption using electrochemical storage have been described, for ex-
ample, in [17, 23]. However, before planning specialized storage devices, it is
worth to investigate the potential of flexible demand of achieving PV self con-
sumption since DSRs are normally present at demand side level.
Paper [C] presents an active demand side control strategy for shifting the power
consumption of a domestic EHW with the objective of absorbing the electricity
generated by a PV plant, hence achieving PV self consumption. The methods
and main results from the paper are summarized in the following of this section.
5.4.1 Self consumption strategy
We investigate the ability of a domestic EWH to achieve PV self consumption.
The self consumption strategy is realized by means of the following MPC





∣∣∣∣Pi, max(Ps) 6= 0 (5.18)
s.t. Ti+1 = f(Ti, Troom,i, qi, Tinlet,i, Pi), i = 0, . . . , N − 1 (5.19)
Tmin ≤ Ti ≤ Tmax, i = 0, . . . , N − 1 (5.20)
Pmin ≤ Pi ≤ Pmax, i = 0, . . . , N − 1, (5.21)
where P o is the optimized power consumption trajectory of the EWH for
i = 0, . . . , N −1, Ps is a vector composed by stacking the production forecast of
the PV plant for the time horizon i = 0, . . . , N − 1, P is the consumption of the
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EWH, T is the average temperature of the hot water in the tank, f(·) is the dy-
namic model of the EWH, Troom is the temperature of the room where the EWH
is located, q and Tinlet are the flow [L/s] and temperature of the water flowing
out and in, respectively. The inequality constraints in (5.20)-(5.21) determine
the allowed ranges of the water temperature and the power consumption, re-
spectively. The cost function in Eq. (5.18) is the sum over the optimization
horizon of the power consumption multiplied by a known coefficient, which is a
function of the PV production forecast. Such a coefficient can be regarded as a
consumption incentive signal, which is small when Psi approaches the maximum
forecasted PV production value (incentivizing the consumption) and vice versa.
The problem in (5.19)-(5.21) is a linear optimization problem and is solved
using the methodology presented in Section 3.3.2. The continuous consumption
trajectory calculated by the MPC is converted to on-off pulses as described in
Section 3.4.3.
5.4.2 Models and forecast
In Paper [C], a linear dynamic model of an EWH is formulated. The model
was realized applying a mixed white/grey-box methodology and using the ap-
proximation that the water in the tank is a mass at uniform temperature. We
assumed that the thermal capacity of the EHW is only given by the water con-
tent. The thermal resistance of the EWH model was estimated applying LS and
using measurements from the experimental 30 L 1.2 kW EWH of Power Flex-
house.
The PV production forecast are realized using a white-box PV model from the
literature [67]. The PV model is developed for one of the PV array of SYSLAB,
a 5.95 kWp poly-cristalline ground mounted plant. The PV model determines
the component of the insolation incident to the panel, which is subsequently
converted in the amount of produced power according to an empirical efficiency
factor that depends on the technology of the panels and the temperature of
the cells. The PV model requires as an input the NWPs of the insolation on
the horizontal plane. Grey-box PV models, such as those in [123, 78], could be
consider in order to generalize the control strategy to other PV layouts.
The hot water consumption profiles are from [64], and they have been scaled
considering the demand of four people.
5.4.3 Results and discussion
In order to evaluate the capability of the MPC to actuate self consumption, the
optimized power consumption trajectory calculated by the MPC is compared
with the consumption profile of a conventional thermostat. The proposed sim-
ulations refer to one step of the receding horizon policy, and they are realized
using real PV production data from SYSLAB. In the simulation, deterministic
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conditions are assumed for the model of the EWH, while the forecast of the
insolation are from DTU Wind Energy department, hence subject to forecast
errors. The other relevant information regarding the simulation scenarios are
summarized in Table 5.6.
Table 5.6: Summary of the simulation scenarios of PV self consumption.
Component Attribute Value
PV plant Nominal power 2 kWp
Water Heater Model
Nominal power 1.26 kW
Tank capacity 30 l
R (model parameter) 2 K ·W−1
Thermostatic controller Temperature set-point 55± 5◦C
MPC controller Optimization length 12 hours
Fig. 5.12 shows the PV production profile (yellow area) and the consumption
profiles of thermostatic and MPC controllers. From Fig. 5.12, it is possible to
notice that the MPC is able to shift the consumption in the central part of the



























Figure 5.12: Power consumption profiles of the thermostatic control action and the
MPC controller (red profile and blue profile, respectively). The yellow
surface denotes the PV production.
Table 5.7 summarizes in numerical form the composition of the power require-
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ments of the two controllers, and it shows that the MPC achieves to increase by
200% the amount of PV self consumption with respect to conventional thermo-
static control. The last column of Table 5.7 shows the economic revenues of the
controllers, which is computed using the Italian tariffs of electricity consump-
tion, PV feed-in and PV self consumption1. According to an estimation done
in Paper [C], such a solution could save 18 e per year.








Thermostat 11.86 1.28 0.57 2.15
MPC 10.75 0.21 1.67 2.31
5.4.4 Conclusions
Increasing the penetration of PV generation in the distribution network in-
creases transmission losses and voltage gradients along the feeders. In order to
mitigate these problems, PV self consumption policies have been introduced in
some European countries. In this section, the ability of a domestic EWH to ab-
sorb PV generation and achieve PV self consumption was shown by simulations.
The EWH control strategy was formulated by means of a MPC strategy and
considering forecast of the PV production. The MPC controller increased by
200% the amount of PV self consumption with respect to conventional thermo-
static control. Since flexible consumption is present at demand side level, the
proposed setup should be considered instead of or for supporting specialized PV
self consumption configurations, such as those based on electrochemical storage.
5.5 Transactional control of a cluster of freezers
Paper [A] describes the modelling process of a domestic refrigeration unit,
namely a freezer. Several models are proposed and, using the methodology
defined by the grey-box framework, are analysed and tested against each other
in order to determine which one gives the best representation of the relationship
between electricity consumption and freezer temperature. Models are formu-
lated using SDEs, and they are estimated using MLE and measurements from
the Power Flexhouse freezer. Both linear and nonlinear models are considered.
Nonlinear models are based on a reversed Carnot cycle representation of the
1Erratum: Paper [C] reports wrong values in the last column of Table II: the values are
inverted for the two controllers and column header should be (economic) revenue rather than
energy bill ; this error does not affect any of the conclusions stated in the paper. The correct
version of the table is Table 5.7 of this thesis.
5.5 Transactional control of a cluster of freezers 76
refrigeration cycle [84]. The single phase induction motor that drives the com-
pressor of the freezer is not described in the model, and its efficiency is assumed
lumped in the estimated value of the freezer COP. Literature review, extended
descriptions and validation results of the modelling process are discussed in the
attached paper.
As an application of the model, we propose here a transactional control strategy
for a cluster of freezers. The objective of the proposed transactional control is
to achieve PV self consumption and peak shaving the aggregated power con-
sumption of the cluster. This latter requirement is implemented by means of
constraining the power flow at the virtual point of common coupling (PCC) of
the freezers according to a threshold defined by the power system. The con-
trol strategy is realized using the MPC framework and it is solved using dual
decomposition (DD) algorithm.
In Section 5.5.1, we present the model of the freezer that we use in this appli-
cation. In Section 5.5.2, the formulation of the transactional control strategy is
presented. Section 5.5.3 is for results and discussion. Conclusions are stated in
Section 5.5.4.
5.5.1 Freezer model
According to Paper [A], the model that better describes the thermal dynamics
of the freezer is a nonlinear third order model. In the model, the nonlinearity
is introduced by modelling the refrigeration cycle COP as a function of the
reversed Carnot cycle:
COP(T ) = η
T + 273
Troom − T , (5.22)
which is nonlinear in the freezer temperature T , and where η is an efficiency
factor that describes how much the real COP differs from the theoretical one.
In the linear models of the freezer, the COP is essentially described by a zero
order Taylor expansion of Eq. (5.22), calculated at the freezer temperature set-
point. For this application, we chose the second order linear model which,
according to the statistics developed in the paper, performs a 20 minutes ahead
prediction with a mean and standard deviation error of 0.223 ◦C and 0.914 ◦C,
respectively, against −0.044 ◦C and 0.825 ◦C of the best model. In spite of the
worse performance (that could be accounted for by means of using robust MPC,
e.g. [57]), the linear model has been chosen because it is of easier implementation
in the MPC. The deterministic continuous state space representation of the
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where Ca, Ce, Rw, Re are the estimated parameters presented in the paper, T
and Ve are the temperatures of the freezer and freezer envelope, respectively,
Troom is the temperature of the room where the freezer is located and Pe is the
electric power consumption of the freezer.
5.5.2 Problem formulation
It is given the problem of determining the electric power consumption trajec-
tories of n freezers in order to promote PV self consumption and limiting the
power flow at the PCC. Initially, the optimization problem is formulated in
a centralized way. Later, it is shown how the PCC constraint can be moved
in the cost function by means of introducing a Lagrangian function, and how
the centralized optimization problem can be decomposed and solved using the
methodology of dual decomposition (DD) algorithm.
Centralized optimization The part of the optimization concerned with PV
self consumption is formulated in the same way as done in Section 5.4, i.e. by
means of introducing a consumption incentive signal that is a function of the
forecast Ps of the PV production. For each freezer j of the cluster, the PV self






Pe,ij , Psi 6= 0, (5.24)
where Pe,ij is the electric power consumption of the freezer j at the discrete in-
stant of time i, and N is the length of the optimization horizon. The centralized
optimization is formulated merging the cost functions Jj and the constraints of
each MPC problem for j = 1, . . . , n. Constraining the power flow at the virtual
PCC is achieved imposing that the sum of the power consumption trajectories
of the freezers should be lower than Pmax, as indicated in Eq. (5.28). The
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centralized linear MPC is as follows:





s.t. Freezer model, i = 0, . . . , N − 1, j = 1, . . . , n (5.26)
Freezer constraints, i = 0, . . . , N − 1, j = 1, . . . , n (5.27)
n∑
j=1









is the decision vector obtained by stacking the power consumption profiles of all
the freezers. The freezer model and freezer constraints in (5.26)-(5.27) will be
introduced later for convenience.









< 0, i = 0, . . . , N − 1. (5.30)













The equation above is obtained by moving the constraint (5.30) in the cost
function (5.25) by means of a vector of weight coefficients λ ∈ RN . The new
optimization problem is defined as
Po = arg min
P
L (5.32)
s.t. (5.26), (5.27). (5.33)
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Eq. (5.35) is the Lagrangian function of the refrigeration unit j of the cluster.
The DD algorithm [15] allows to split the optimization in (5.32)-(5.33) into n
subproblems that can be solved in parallel. The algorithm consists in iterating
Pe
k+1
j = arg min
Pekj
Lkj (Jj ,λk,Pekj )
s.t. (5.26), (5.27)
, j = 1, . . . , n (5.36)







, α > 0 (5.37)
until a stop criteria is met. In Eq. (5.37), the coefficient α determines the speed
of convergence of the algorithm, and the index k is the iteration step of the
algorithm.
Summarizing, the initial centralized optimization problem (5.25)-(5.28) has been
decomposed in n subproblems, and the PCC constraint (5.28) has been moved
into the cost function of the subproblems by means of a vector of Lagrangian
multipliers λ. The DD algorithm consists in solving, at each iteration, n op-
timizations in parallel plus carrying out the updates of the weights of the La-
grangian multipliers. This procedure is repeated until a stop criteria is verified,
that is given by meeting the PCC constraint. The pseudo code of the DD
algorithm is shown in Listing 2.
Algorithm 2 Dual decomposition algorithm.
1: Initialize λ0, α






j ≤ Pmax do
4: for j = 1, . . . , n do
5: Pek+1j = solve (5.36)
6: end for
7: λk+1 = from (5.37)
8: k = k + 1
9: end while
The interesting part of such a method is that the mathematical decomposition
matches the physical distribution of the units, i.e. (5.36) is a MPC problem
that can be solved in the same fashion as the economic MPC strategies of
Chapter 3. On the other hand, the λ update in Eq. (5.37) requires the presence
of an aggregator, i.e. a service that collects information from all the freezers
of the cluster, as shown in Fig. 5.13. The DD algorithm requires bidirectional
communication, because each freezer has to communicate its intermediate power
consumption intention Pekj to the aggregator.
The role of the Lagrangian multipliers λ is to carry the information on the state
of congestion at the PCC into the single MPC problems: when the PCC is







Figure 5.13: Layout of the transactional control strategy. The freezers and the ag-
gregator of the cluster are denoted by the blue circles and red circle,
respectively. At each step k of the DD algorithm, the information
exchanged between the freezers and the cluster are the intermediate
power consumption trajectories Pekj , j = 1, . . . n and the consumption
incentive signal λk. For convenience of visualization, only the commu-
nication between the freezer j and the aggregator is shown.
congested, the values of the weight coefficients λ increase and discourage the
consumption of the freezers. Although the problem is solved as the economic
MPC at demand side level, the DD algorithm pursues to maximize the benefit
for the community rather than achieving those of the single consumers.
5.5.3 Results and discussion
A cluster of 25 freezers is considered. Each freezer is modelled using the sec-
ond order linear model discussed above, where the thermal capacity has been
randomly variated across the population for accounting for differences among
units. User behaviour is not considered at this stage. We use the simplification
that the consumption of the freezers is continuous instead of being on-off type.
This allows to maintain a convex structure of the MPC problems and it does
not require MILP algorithms. The constraints of the local MPC problem, which
were not indicated explicitly in (5.36), are
Ti+1j = f(Tij , Caj , Pe,ij , Troom), i = 0, . . . , N − 2, j = 1, . . . , n (5.38)
0 ≤ Pe,ij ≤ Pe,max, i = 0, . . . , N − 2, j = 1, . . . , n (5.39)
Tmin ≤ Tij ≤ Tmax, i = 0, . . . , N − 2, j = 1, . . . , n, (5.40)
where f(·) in Eq. (5.38) is the discretized freezer thermal model introduced
above, and the other symbols are defined, together with the simulation condi-
tions, in Table 5.8.
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Table 5.8: Conditions for the simulation of the transactional control strategy.
Parameters Description Value
Tmax Maximum freezer temperature −15 ◦C
Tmin Minimum freezer temperature −23 ◦C
Troom Room temperature 22 ◦C
Pe,max Maximum freezer power consumption 60W






N MPC optimization horizon length 15 h
The PV production forecast used to calculate the consumption incentive signal






























Figure 5.14: PV solar production during the day considered for simulations. This
production profile is used for determining the consumption incentive
signal for incentivizing PV self consumption.
In order to appraise the performance of the transactional control strategy, we
compare the aggregated consumption profile of the same cluster of freezers when
controlled by the DD algorithm, an economic MPC and a traditional thermo-
static control. The simulation of the freezers controlled by the economic MPC
is performed using the same simulation framework as the DD algorithm in List-
ing 2, with the difference that we do not perform any iteration, i.e. for each
j = 1, . . . n the MPC cost function is given by L0j and the optimized power
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consumption trajectory of the freezer is Pe1j .
The aggregated power consumptions of the three clusters of freezers are shown in
Fig. 5.15. The magenta profile is the aggregated power consumption of the group
of thermostatically controlled freezers. In this case, the freezers consume power
according to the their needs. Since thermostatic control does not implement
any demand response ability, it does not react either to the self consumption
signal or the PCC constraint. It is worth to note that, except for evening hours,
the PCC constraint is steadily larger than the thermostatic consumption. If
this is not the case, the freezers MPC strategies may fail because not enough










































Figure 5.15: Aggregated power consumption of the cluster of freezers under three
different control strategies: DD (dual decomposition), economic MPC
and conventional thermostatic control. The red profile shows the max-
imum allowed power flow at the PCC.
The aggregated power consumption of the freezers controlled by MPC does not
react to the self consumption signal for the whole central part of the day. The
freezers are kept at the minimum consumption level and they do not have enough
flexibility to absorb the relative slow varying PV generation. At t ≈ 16 h, the
freezers manage to absorb part of the afternoon production; this allows the
freezers to reduce the consumption in the evening hours, when the constraint
on the power flow at the PCC becomes stricter.
When the cluster is controlled by the DD algorithm, the aggregated power
consumption is kept at the value of the PCC constraint during the whole central
part of the day. In this case, freezers are incentivized to consume because the
5.5 Transactional control of a cluster of freezers 83
PV self consumption policy. Fig. 5.16 shows the temperature profile of each
freezer of the cluster. It is visible that, during the day, the freezers tend to store
thermal energy by means of decreasing their respective temperatures. Storing
energy allows the freezers to decrease the power consumption when required by































Figure 5.16: Temperature profiles of the freezers of the cluster when controlled by
the DD algorithm. It is visible that the freezers store thermal energy
in the central part of the day by means of decreasing the temperature
of the associated thermal mass. This allows the freezers to reduce the
consumption when required to do so at time t = 19 h.
5.5.4 Conclusions
A transactional control strategy was formulated with the objectives of peak
shaving the aggregated power consumption of a cluster of freezer and achiev-
ing PV self consumption. Initially, the problem was formulated as a centralized
optimization, which was obtained by means of aggregating the single MPC prob-
lems in a single optimization and adding a constraint to limit the power flow
at the virtual PCC. It was shown how the centralized optimization can be de-
composed by means of moving the PCC constraint in a new cost function using
Lagrangian multipliers.
The mathematical decomposition of the centralized optimization matches with
the layout of the cluster, in the sense that each subproblem of the DD algorithm
is solved by one of the freezers of the cluster. The DD algorithm requires
the existence of an aggregator, which is due to collect the power consumption
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intention of each freezer and update the weights of the Lagrangian multipliers
according to the state of congestion of the PCC.
Compared to the economic MPC strategies discussed in Chapter 3, the proposed
transactional control pursues to maximize the benefit of the community rather
than the single profits of the owners of the freezers. In fact, the transactional
control formulation implements the additional constraint regarding the maxi-
mum allowed power flow at the PCC, which serves to redistribute among the
freezers the duty of reducing the consumption.
This method can be regarded as an evolution of the indirect control approach
because it allows to determine the consumption incentive signal for the DSRs.
Although dual decomposition requires two-way communication, the information
that the freezers has to exchange with the central aggregator is of reduced
amount, and it consists of the intermediate power consumption trajectories of
the MPC only; no other information (such as the type of DSR, DSR operational
constraints, consumer comfort requirements, local conditions) are required.
Chapter 6
A energy replacement strategy for
building space heating
This chapter presents a model predictive control strategy for a smart building
equipped with conventional electric radiators, combined heat and power genera-
tion and storage. This application has been named energy replacement because
the control is able to switch among several energy sources according to the dy-
namic cost of the electricity, which reflects the need for regulating power of the
grid.
6.1 Introduction
The operation of the future power system will be characterized by the inter-
play between renewable generation, storage, flexible demand and conventional
generation. Motivated by this perspective, in Paper [F] we develop a control
strategy that combines the operation of flexible demand, storage and combined
heat and power (CHP) generation to provide space heating to a building and
regulating power to the grid according to the electricity cost.
The setup considered in Paper [F] is a smart building equipped with electric
radiators for space heating and a CHP/storage system, composed by a fuel cell,
an electrolyzer, two tanks and electric compressors to store the reactants. The
diagram of the setup is sketched in Fig. 6.1. The control strategy is developed
using the MPC framework, and its task is to schedule the operation of the
components in order to minimize the operating cost, while obeying consumer
and components constraints. We named this application energy replacement
to indicate that the control can choose among multiple space heating sources
according to the cost of the electricity. From the grid operation point of view,
such a setup is expected to provide greater flexibility because energy can be
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stored not only in the thermal energy of the building, but also by means of
producing and storing the reactants.








building electric power bus
Electric
radiators
Figure 6.1: The components of the energy replacement strategy. Building space
heating is provided by conventional electric radiators, a fuel cell and an
electrolyzer. The reactants are pressurized by compressors and stored in
tanks.
In this chapter, the main contributions of Paper [F] are summarized. Section 6.2
outlines the formulation of the MPC strategy, Section 6.3 summarizes the re-
sults and Section 6.4 states the conclusions. The attached paper also describes
the formulation of a grey-box model of a proton exchange membrane fuel cell
(PEMFC), which was realized using measurements from the 15 kW PEMFC
of the Distributed Electrical Systems Laboratory at EPFL. In Appendix C, we
describe the general properties of PEMFCs and the experimental setup that
was adopted to collect the measurements required by the grey-box modelling
process.
6.2 Energy replacement economic model predictive con-
trol
The energy replacement strategy is formulated using the MPC framework. The




[− PFC,i + PEL,i + Pco,i + Pi]pi + siSi + λi[ni − nmax], (6.1)
where PFC,i is the power generated by the FC, PEL,i, Pco,i, Pi are the power con-
sumptions of the electrolyzer, compressors and electric radiators, respectively,
pi is the electricity cost, si is the FC state (on or off ), Si is the startup cost and
the last term is a cost for penalizing those operation schedules that requires the
FC to go through more than nmax on-off cycles (ni is the number of FC on-off
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cycles). The FC power is given as





where iFC,i is the current supplied by the FC, vFC,i(·) is the model of the stack
voltage (or model of the polarization curve) and TFC,i is the temperature of the
FC stack, which is described by the following discrete time dynamic model:
TFC,i+1 = f
(
TFC,i, iFC,i, Troom,i, QFC
)
, (6.3)
where Troom is the temperature of the room where the FCs located and QFC is
the heat extracted by the FC cooling system. In a similar fashion as the FC,
the electrolyzer power PEL,i in Eq. (6.1) is given as





where vEL,i(·) is determined using an electrolyzer model from the literature.
Finally, the compressors power Pco,i in Eq. (6.1) is described as a function of
iEL, iFC and the reactants pressures according to a model we developed. All
the mathematical models used in the replacement strategy are discussed into
details in Paper [F].
The constraints of the components of the energy replacement setup are:
0 ≤ iFC,i ≤ iFC,max (6.5)
0 ≤ iEL,i ≤ iEL,max (6.6)
pH2,min ≤ pH2,i ≤ pH2,max (6.7)
TFC,i ≤ TFC,max (6.8)
iFC,i+1 − iFC,i ≤ ∆iFC,max (6.9)
Pmin ≤ Pi ≤ Pmax (6.10)
Tmin ≤ Ti ≤ Tmax, (6.11)
which are for limiting the current of FC and electrolyzer, the pressure of hydro-
gen in the tank, the FC temperature, the FC current rate of change, the power
of the electric radiators and the temperature of the building. The constraints
for the oxygen pressure of the tank are not implemented because they are re-
dundant in the optimization: in fact, the oxygen and hydrogen quantities are
defined by the respective stoichiometric coefficient of the water reaction; hence,
the pressure of the oxygen can be derived by knowing the hydrogen pressure
and the sizes of the storage tanks.
The MPC problem is solved minimizing the cost expression in Eq. (6.1) subject
to the operation constraints and the models of the components. The decision
variables of the problem are the FC current, the electrolyzer current and FC
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cooling system heat flux trajectories. The optimization problem is given as










where θ = {iFC , iEL,QFC}. For convenience of visualization, the models of
the component are not shown in (6.12). The reader is referred to Paper [F] for
the mathematical formulation of the models. The optimization in (6.12) is a
nonlinear MIP (mixed integer programming) and is formulated in GAMS and
solved using CONOPT algorithm.
6.3 Results and discussion
The performance of the energy replacement strategy is compared with the per-
formance of a conventional economic MPC, whose setup is composed by a build-
ing with electric radiators only. In order to evaluate the extent to which the two
setups are able to track the variations of the indirect control signal, several sce-
narios are simulated in Paper [F]. The simulations scenarios are characterized
by sinusoidal price signals with different periods. Among those proposed in the
paper, we show one selected simulation scenario with the objective of illustrat-
ing the energy replacement principle. The price signal is shown Fig. 6.2, and
the operation of the economic MPC and energy replacement MPC are shown in
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Figure 6.2: The artificial price signal used to compare the energy replacement MPC
and economic MPC.
Both controllers show the tendency of consuming power when the electricity cost
is low, as shown in the plots in the lower panels of Fig. 6.3 and Fig. 6.4. During
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the period with large electricity prices, the energy replacement MPC activates
the FC in order to export electricity to the grid and increase the profit.
The operation of the energy replacement MPC is illustrated in Fig. 6.5 and
Fig. 6.6, which show the power consumption of the components and the heat
flux contributions of radiators, FC and electrolyzer to building space heating,
respectively.
Economic revenue Table 6.1 shows the total cost of electricity achieved by
three different controllers: energy replacement MPC, economic MPC and ther-
mostatic, the last two not implementing replacement and not equipped with the
FC-electrolyzer system. Costs are referred to a five days period and are calcu-
lated using the regulating prices of the NordPool intra-day electricity market.
The larger flexibility of the energy replacement setup allows to achieve a cost
saving of 25% and 20% in respect to thermostatic control and economic MPC,
respectively.
Table 6.1: Cost of the electricity requirements of the controllers during a 5 days
simulation.
Configuration Electricity cost [EUR]




In Paper [F], a energy replacement strategy for a smart building has been de-
veloped. Energy replacement is defined as the ability of the consumer to switch
among several sources for supplying space heating according to a dynamic elec-
tricity price. Simulations showed that the proposed energy replacement MPC
was able to schedule the operation of radiators, FC, electrolyzer and compressors
in order to reduce the global operating cost while obeying to comfort and compo-
nents constraints. From the point of view of the power system, the achievement
of the paper was the development of a control framework that was able to in-
tegrate the operation of flexible demand and storage and provide an extended
amount of flexibility to support the operation of the grid.
In the process of developing this application, a novel dynamic grey-box model
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Figure 6.3: Economic MPC operation. The plot in the upper panel shows the tem-
perature of the building (blue profile) and the consumer comfort range
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Figure 6.4: Energy replacement MPC operation. Negative values in the plot in the
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Figure 6.6: Contributions in terms of heat flux supplied to the space heating of the
components of the energy replacement strategy.
Chapter 7
Conclusions
7.1 Thesis overview and main results
This thesis addressed the topic of control of flexible demand to provide sup-
port to the operation of the electric power system. We focused on the indirect
control approach, a framework that enables demand response by means of a con-
sumption incentive signal (e.g. dynamic electricity cost) and relies on one-way
communication. A key aspect of the indirect control framework is achieving a
shift in the consumption of the individual units as well as determining how the
contribution of flexible demand (in particular the aggregated response) can be
used to support the power system. A central part of the thesis work was to
describe the nature of the dynamics of flexible demand and investigate how it
can be utilized in the operation of the power system considering the dynamics
of the flexibility and important operational issues, such as UC, self consumption
of PV electricity, grid congestion and peak shaving.
In Chapter 2, the concept of flexibility was defined, and the flexibility associ-
ated with the operation of selected DSRs was quantified by means of Monte
Carlo simulations and benchmarked with the storage capacity of a number of
electrochemical batteries. Simulations showed that the DSRs with the largest
storage capacity are electric space heating units, followed by EWHs and domes-
tic refrigeration units.
In Chapter 3, the indirect control algorithms for achieving a shift in the con-
sumption of single DSRs were investigated. Several algorithms were formulated,
from simple with few requirements up to model predictive control (MPC). Their
performance were evaluated by means of hardware-in-the-loop simulations using
Power Flexhouse as experimental site. It was shown that MPC achieves the best
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performance in terms of consumer comfort and reduction of the operation costs.
On the other hand, the MPC framework is complex since it requires a model of
the DSR and forecast of the indirect control signal.
The paradigm on which the concept of controlling flexible demand relies is that,
although the power consumption of single DSRs is negligible, the aggregated
and coordinated change of consumption of large populations of DSRs may have
relevant size, and hence it can be used to support the operation of the grid.
This stated the need for investigating the aggregated power consumption of a
large population of DSRs. In Chapter 4, we showed that the indirect control of
a population of TCLs introduces significant dynamic effects in the aggregated
power consumption. This phenomena must be taken into account if flexible
demand is meant to supply power system services.
In Chapter 6, four applications of flexible demand to support power system
operations were presented. The first application consisted in integrating the
operation of flexible demand, conventional generation and non dispatchable re-
newable generation by means of the UC formulation. UC is a well established
method used for determining the operation schedule of conventional generating
units at a specific time interval with varying loads under different constraints
and scenarios. The novelty of the proposed approach consisted in accounting
for the aggregated dynamic behaviour of a population of DSRs, which was mod-
elled as a function of the indirect control signal. The proposed UC allowed to
determine the consumption incentive signal for flexible demand.
In the second application, we looked at how flexible demand can be used to
mitigate congestion in radial distribution networks, which is a key priority for
assuring a reliable delivery of the electricity. A population of electric space
heating units was controlled according to the state of congestion of the grid by
means of a consumption incentive signal, which was generated by an auto tuning
feedback controller placed at substation level. It was shown that the proposed
framework is able to mitigate congestion in all the simulated substations of the
network.
The third application concerned the use of flexible demand for implementing
PV self consumption, which is a policy that has been introduced in a number
of European countries with the objective of mitigating the impact of a large
penetration of PV generation in the distribution network. A PV self consump-
tion strategy for an EWH was developed by means of MPC and considering
forecast of the PV production. We showed by simulations that the proposed
strategy was able to shift the consumption of the EWH during periods with PV
production, allowing to increase by 300% the amount of PV self consumption
compared to traditional thermostatic control.
In the fourth application, we developed a transactional control strategy with the
objective of limiting the aggregated power consumption of a cluster of DSRs.
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The transactional control method was developed using the dual decomposition
algorithm, and consisted in each DSR of the cluster to solve an economic MPC
problem and communicate the resulting optimized power consumption profile to
an aggregator, which was in charge of computing the consumption incentive sig-
nal. Although the single DSRs solved the same type of MPC as those discussed
in Chapter 3, the proposed transactional control strategy pursued to maximize
the benefit of the community rather than achieving minimum operation costs
of the single consumers. In contrast to previous applications, transactional con-
trol of DSRs required two-way communication. As far as the communication
infrastructure is concerned, we think that communication requirements do not
represent a relevant distinguishing factor in favor of indirect control schemes
with one-way communication. It is reasonable to assume that communication
with DSRs will be implemented over the Internet, which is a mature technology
that counts on a well established infrastructure and that intrinsically allows for
two-way communication. Although, control schemes based on two-way commu-
nication must face the increased complexity of managing the feedback signals
and information of a large number of DSRs. In this regard, the proposed trans-
actional control method was effective because it required to communicate the
consumption incentive signal and the power consumption trajectories only. The
other information of the DSRs, such as characteristics and consumer constraints,
were elaborated locally, allowing to simplify the task of the aggregator (since it
had to elaborate power consumption data only) and reduce the amount of data
to communicate.
In Chapter 6, in an effort to integrate the operation of flexible demand and
storage with the objective of increasing the amount flexibility of the demand, we
presented an energy replacement MPC strategy for space heating. The objective
of the energy replacement method was to schedule the operation of flexible
demand, storage and combined heat and power generation while respecting the
temperature comfort of the consumer and supply regulating power to the grid
according to a dynamic electricity price. The energy replacement method was
applied to a setup composed by a smart building, conventional electric radiators,
a fuel cell, an electrolyzer and tanks to store the reactants. Simulation results
showed that the energy replacement method achieved lower operation costs than
setups controlled by economic MPC and thermostat.
In the process of developing these results, we also proposed novel validated math-
ematical models of a domestic freezer and a PEM fuel cell. The dynamic models
were obtained applying a grey-box methodology and using measurement from
experimental units: a domestic freezer available in Power Flexhouse (DTU Elek-
tro) and the 15 kW PEMFC of DESL microgrid facility (EPFL), respectively.
The models are intended for simulation purposes or use with MPC strategies.
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7.2 Main contributions
The central theme of the thesis was to incorporate the indirect control concept in
frameworks that allowed to generate the consumption incentive signal for DSRs
according to the service that flexible demand was meant to deliver to the grid,
and while considering the dynamics of flexibility. In the applications proposed
in the thesis, the intrinsic open loop nature of the indirect control approach
(which, in general, is not an appealing method for controlling a system) was
resolved by means of implementing:
• feedback controllers, as done for mitigating congestions in distribution
networks;
• MPC strategies, as done for the UC and the transactional control method.
The results in Chapter 5 showed that the methods developed in the thesis were
able to provide support to different services of the grid by means of utilizing
the flexibility of DSRs. The main limitation of flexible demand consisted of
the limited amount of storage capacity of DSRs, which did not allow to shift
the consumption for long periods of time. The effects of the restricted flexibi-
lity, in confluence with the consumption kickback of TCLs, were evident in the
simulations of the UC, where the use of flexible demand allowed to reduce the
wind generation curtailment by marginal amounts only. In those applications
where the need for electricity reduction was for shorter periods, the use of flexi-
ble demand allowed to achieve better performance. The problem of the limited
amount of flexibility was tackled by developing the energy replacement strategy,
which achieved to integrate the operation of flexible demand, storage and CHP
generation.
7.3 Future work and perspectives
There are several directions to investigate for extending the contributions of this
thesis.
The UC framework was proposed with the objective of integrating the operation
of flexible demand and conventional generating units. An immediate continu-
ation of this work consists of improving the adaptive prediction model that
describes the aggregated power consumption of flexible demand. The main lim-
itation of the proposed model was that it could capture the dynamics of flexible
demand only when variations of the indirect control signal occurred at steady
state. We believe that improving the model of flexible demand will eventually
allow the UC to generate safe pulse variations of the indirect control signal
in order to mitigate the kickback effect of flexible demand, which represents a
significant concern when dealing with large populations of DSRs.
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Although the proposed UC structure was scalable with respect to flexible de-
mand (because variations of the population of DSRs could be captured by the
adaptive flexible demand model), the topic of mixing different types of DSRs in
the flexible demand portfolio needs to be further investigated. In fact, different
types of DSRs (i.e. space heating and EHWs) have different levels of flexibi-
lity and this may require different dynamic models to describe the aggregated
consumption.
An aspect that needs to be addressed in the proposed UC is how to tackle the un-
certainties related with the demand and the intermittent renewable generation.
This could be done, for example, by means of stochastic or robust optimization
formulations [10]. It is worth to remind that the formulation of the proposed
UC did not account for several operational aspects of a real power grid: in order
to account for more advanced aspects of the grid operation (such as limits on
transmission lines and reactive power requirements), the implementation of a
secured constrained unit commitment (SCUC) may be considered [122].
As a perspective of the proposed transactional control strategy, we could imag-
ine a hierarchical structure of heterogeneous clusters of DERs, individually con-
trolled using transactional control, and with the overall objective of achieving
controllability according to explicit power set-points from the grid. This struc-
ture may be considered as the control framework of a virtual power plant.
The proposed UC and transactional control strategies represent two well distinct
indirect control approaches for integrating flexible demand in the power system.
The former approach was congruent with the traditional framework of indirect
control, i.e. it relied on one-way communication only, while the latter opened
up the possibility of using two-way communication. As a future work, we en-
visage a comparative analysis between the two proposed strategies, including
also existing control schemes from the literature (e.g. [13, 68]). The analysis
should consider aspects such as efficiency and effectiveness of supplying power
system services using flexible demand, stability properties, scalability, reliability,
requirements, costs and robustness against uncertainties.
Considering that the estimated storage capacities of EVs and electric space heat-
ing units are of the same order of magnitude (as we showed in Chapter 2), we
suggest investigating the use of the proposed congestion management framework
with application to accommodate the charging demand of EVs (as an alternative
or as a support to smart charging algorithms). Introducing EVs in the demand
mix opens the perspective of researching on coordinated control strategies for do-
mestic flexible demand and EVs. For example, the operation of domestic DSRs
can be shifted in order to support the EVs charging demand, and EVs can be
used to support power system operation by means of V2G (vehicle-to-grid) sys-
tems, which will allow to deliver and withdraw precise amounts of power thanks
to power electronic interfaces. In this context, coordinated control strategies can
count on the extended amount of flexibility provided by EVs batteries, which
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have a charging demand that is perfectly predictable (provided that the residual
and the desired final SOCs are known) because, in contrast to domestic flexible




Grey-box methodology is a modelling technique that allows to model a dynamic
system by incorporating the physical knowledge of the process with evidence
obtained from experimental data. The adopted grey-box procedure is composed
by six steps, which are described in the following.
Experiments design Given a process or a device to model, suitable physical
quantities should be selected for measurements. The process should be excited
in all the frequency operation range so to explore all the dynamics of the system.
A convenient signal to use for probing the system is the PRBS (Pseudo Binary
Random Signal), that is a signal that assumes two states (on and off) and
whose duty cycle is randomly chosen from a uniform distribution. Ideally, two
datasets should be available, one for parameters estimation and a second one
for validation of the model.
Data acquisition and measurements post-processing The physical quan-
tities of interest should be measured using appropriate sensors, discretized with
convenient sampling time, sampled at opportune resolution and stored. Data
post-processing might be required to remove from the measurements informa-
tion not inherent to the physical process to model.
Model formulation This phase consists in identifying a set of suitable phys-
ical relationships that describes the nature and the working principles of the
process to model.
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Parameters estimation The aim of this phase is to find the most suitable set
of values for the parameters of the model. Two approaches are usually possible.
The first one is based on minimizing the sum of the squared output errors over
the observation horizon (OEM, Output Error Method). The second one is based
on maximizing the likelihood function of the observation (MLE, Maximum Like-
lihood Estimation) [75], i.e. determining the set of parameters that maximizes
the probability of observing the events described by the measurements.
Model validation This phase consists in verifying that the model with the
freshly identified parameters is actually able to describe the physical phenomena
it was intended for. For example, by evaluating any correlations in the model
1-step ahead prediction errors (or residuals) it is possible to infer if the model
can capture all system dynamics or not.
Model expansion If the validation process is not satisfactory, an expansion
of the model should be considered, for example by adding a new state, new
parameters or an alternative representation of the physical process. Each time
a new model is defined, the parameters identification and validation procedures
should be repeated again (as discussed in the previous two paragraphs). Once
the new model and the values of its parameters are available, statistical tests
(e.g. likelihood ratio test [77, 89]) should be performed in order to verify if the
model extension that has been introduced is meaningful. This allows to avoid
overfitting due to an excess of parameters.
A.2 Continuous time stochastic modelling (CTSM)
CTSM is a R library that performs continuous time stochastic modelling. In
CTSM, models are formulated using state space representation, and the un-
known parameters are estimated from measurements using maximum likelihood
estimation (MLE).
Maximum Likelihood Estimation
Given a model with parameters θ, the problem is to find a set of parameters
that maximizes the likelihood function of a set of measurements Υ(k), defined
as follows:
Υ(k) = [yk,yk−1, · · · ,y1] (A.1)
The likelihood function L is defined as the joint probability of the measurements













yj |Υ(j − 1),θ
))
p(y0|θ) (A.3)
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For passing from Eq. (A.2) to Eq. (A.3), the rule P (A∩B) = P (A|B)P (B) has
been applied k times to form a product of conditional probability densities.
The following notation is introduced:
yˆ(k|k − 1) = E[y(k)|y(k − 1),θ] (A.4)
R(k|k − 1) = V [y(k)|y(k − 1),θ] (A.5)
The values of Eq. (A.4) and Eq. (A.5) are obtained by applying a Kalman filter
[115], conventional if the model to estimate is linear and time invariant, or
extended if the model is time variant or nonlinear.
The one step prediction error of the model is defined as:
(k) = y(k)− yˆ(k|k − 1). (A.6)
By assuming that the conditional probability are Gaussian distributed, the like-

































Maximizing the log likelihood function is equivalent to minimize the expres-
sion in Eq. (A.8). The parameters of the model are found using the following
optimization










The conventional notation for a mathematical optimization problem is shown
in Eq. (B.1), where x ∈ Rn is the optimization variable and fi, i = 0, . . . ,m and
hi − 1, . . . , p are functions Rn → R [16].
min f0(x) (B.1)
s.t. fi(x) ≤ 0, i = 1, . . . ,m
hi(x) = 0, i = 1, . . . , p
The variable x is called optimization variable. Functions fi, i = 1, . . . ,m and
hi, i = 1, . . . , p describe inequality and equality constraints, respectively.
Solving the optimization problem in Eq. (B.1) consists in finding a x that min-
imizes the function f(x) and that satisfies the m equalities fi(x) = 0 and the p
inequalities hi(x) ≤ 0. If such a x exists, it is called solution of the problem.
An optimization problem that does not have constraints is called unconstrained.
B.2 Convex optimization
The optimization problem (B.1) is convex when it meets three additional require-
ments: the objective functions f0 is convex, the inequality constraint functions
fi, i = 1, . . . ,m are convex and the equality constraint functions hi, i = 1, . . . , p
are affine, i.e. in the form aTx = b. A function f is said convex if its domain 1,
1A convex set is defined as the set of points such that the line connecting each couple of
points of the set lies entirely in the set.
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domf , is convex and
f
(
θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y), (B.2)
for all x, y ∈ domf, 0 ≤ θ ≤ 1 [16]. Examples of convex functions are linear
functions in R, affine functions on R, positive quadratic functions on R and the
negative logarithmic function on R+.
The most appealing property of convex optimization problems is that the solu-
tion of the problem, if exists, is globally optimal. Moreover, solution methods
for convex optimization problems are quite well established [16].
Least squares Least squares (LS) is a type of unconstrained convex problem
whose solution can be found in a closed form. An example of the application
of LS is polynomial regression. Consider the problem of determining the coeffi-
cients of a polynomial of degree n given x, y ∈ Rp, p > n which are a vector of
input values and observations, respectively. The value of the polynomial in x0
is given as
yˆ0 = a0 + a1x0 + . . .+ anx
n
0 . (B.3)
Writing Eq. (B.3) for 0, . . . , p− 1 and using the matrix product leads to
yˆ = Hp, (B.4)
where the input matrix
H =

1 x0 . . . x
n
0







1 xp−1 . . . xnp−1
 (B.5)
and the vector of coefficients p = [a0, . . . , an] have been introduced. The matrix
H cannot be inverted because p > n, and a reasonable approach to determine p
is to minimize the norm of the residuals squared, where the residuals are defined
as the difference between the observations the polynomial output.
||r||2 = (y −Hp)2 = pTHTHp− 2yTHp+ yTy (B.6)
whose minimum can be found by setting its gradient respect to p to zero:
2HTHp− 2yTH = 0 (B.7)
p = (HTH)−1HTy (B.8)
Appendix C
Proton exchange membrane fuel cells
C.1 Proton exchange membrane fuel cells generalities
A fuel cell is an electrochemical device that allows the electrons that are ex-
changed during a chemical reaction to flow in a external electric circuit, hence
generating electric power. The chemical elements which are used in the conver-
sion process are a fuel and an oxidizing agent, usually oxygen and hydrogen. In
some applications, hydrogen is supplied by means of fuel reforming technolo-
gies, for example using methane [106]. The main FC technologies are e.g. PEM
(Proton Exchange Membrane), solid oxyde and alkaline fuel cells [72]. We con-
sider a PEMFC directly supply by hydrogen and oxygen. PEMFCs are mainly
developed for automotive applications and are characterized by high power den-
sity, high durability and resistance to corrosion and capability to work at low
temperature (20 ◦C-80 ◦C). The components of a PEMFC system are:
• fuel cell stack composed by individual cells placed in series in order to
increase the voltage available at the stack terminals;
• inlet manifold systems (pipelines and valves) to allow the reagents (oxygen
and hydrogen) to reach the stack;
• humidifiers adding water to the reactants to assure proper hydration of
the membrane;
• drainage system to collect the water that is produced in the reaction;
• compressor to recirculate the oxygen in excess in the inlet circuit. This
is because PEMFCs work in excess of oxygen assuring higher reactant
pressure and higher conversion efficiency;
• thermostatically controlled cooling system to extract the heat in excess;
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• local control system to implement control loops and allow communication;
• tank for the hydrogen supply;
• tank for the oxygen supply (or air compressor, in the case of automotive
applications).
C.1.1 The PEMFC reaction
The working principle of PEMFCs is shown in Fig. C.1. The anode and the
cathode are separated by a membrane and they are electrically connected by a
load.
Figure C.1: Fuel cell reaction [102].
Hydrogen is supplied at the anode, where the action of the catalyst provokes
the molecule to split into positive charged ions and free electrons, according to
the reaction
H2 → 2H+ + 2e−. (C.1)
The electrolyte membrane that separates the cathode from the anode allows the
positive hydrogen ions to flow through while blocking the electrons, which are
forced through the electric load. At the cathode side, both hydrogen ions and
electrons combine with the oxygen forming water according to the reaction
2H+ + 2e− +
1
2
02 → H2O. (C.2)
Hydrogen flow The amount of hydrogen consumed during the reaction is
calculated starting from the value of the electric current provided by the FC.
C.1 Proton exchange membrane fuel cells generalities 105
This because the current depends on the number of electrons and the only path
for the electrons is the electric load. According to the international system of
units, the current i [A] is defined as the amount of electric charge [C] per second.
Hence the number of electrons in one second is given by
number of electrons
t
= 6.24× 1018i. (C.3)
Each molecule of hydrogen has two electrons. The number of molecules needed
for creating the electrons flow in Eq. (C.3) is













The known quantity N/6.24 × 1018 in Eq. (C.5) is the Faraday constant F .







which is the molar rate of hydrogen. The molar rate is converted to mass rate





A FC is composed by n stacked cells for increasing the terminal voltage. The





Oxygen flow From Eq. (C.2), each mole of oxygen combines with two moles








Similarly to what done before, the oxygen mass rate is obtained dividing by
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C.1.2 Fuel cell stack voltage
In a FC, not all the energy released by the chemical reaction is transformed into
electricity, and a part of it is lost in the form of heat. The losses occur in form of
drops of the voltage available at the FC stack terminal. The equivalent circuit
representing the FC stack terminal voltage is shown in Fig. C.2, where E is
the modified Nernst potential, vact, vconc, Rohm are denoting voltage activation










Figure C.2: Fuel cell stack voltage.
Ideal FC voltage The modified Nernst potential is ([101])
E = 1.23− 0.85× 10−3(T − 298.15) + 4.31× 10−5T [ln pH2 +
1
2
ln pO2 ] (C.11)
and depends on the temperature at which the reaction occurs T [K] and on the
partial pressure pH2 and pO2 [bar] of the reactants. Increasing T , pH2 or pO2
leads to higher value of the Nernst potential.
Activation loss This kind of loss is due to the overpotential that is the differ-
ence between the expected voltage from thermodynamic laws and the collected
voltage at the terminal of the fuel cell. Overpotential is caused by the fact that
a small amount of energy is spent to push the reaction to occur.
Ohmic loss Ohmic loss is due to the resistivity of the membrane which sep-
arates the anode from the cathode. Ohmic loss depends on the thickness and
resistivity of the membrane. The resistivity of the membrane varies as a function
of operating conditions (FC stack temperature and membrane humidity).
Concentration loss During the FC reaction, reactants are consumed and
they need to be replaced. High reaction rates provoke the reactants partial
pressure to decrease. Concentration loss depends on stack temperature.
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C.2 Experimental setup for the FC modelling
In Paper [F], the grey-box model of the 15 kW PEMFC of the EPFL DESL
facility is presented. In this section, the experimental setup that has been used
for collecting the measurements from the FC is described. The target of the
experiments is to collect measurements for determining the parameters of the
FC polarization curve model at different stack temperature. The experiment
requirements are to measure the temperature, the voltage and to absorb from
the FC a determined amount of electric current. The experimental setup is
shown in Fig. C.3. The FC is connected to a programmable DC electronic loads.
The electronic load is interfaced through RS-232 with a PC, which provides the
electric current set-points. On the same PC, a CAN bus interface implements
communication with the FC accessing stack temperature information, fuel cell















Figure C.3: Diagram of the experimental setup. The red and blue blocks denote the
hardware and software layers, respectively.
The electric current set-points that are applied to the electronic loads are cal-
culated by a LABVIEW script, which also indirectly controls the temperature
of the stack acting on the current set-point: this is achieved by forcing the
set-point of the electric current to zero when the FC needs to cool down.
Appendix D
SYSLAB and Power Flexhouse
D.1 SYSLAB
SYSLAB is a small scale experimental low voltage power grid of DTU Elektro
located at DTU Risø campus [41]. The power system components of SYSLAB
are:
• a 48 kW/60 kVA diesel generator;
• a 15 kW/120 kWh Vanadium battery;
• a 80 kW dumpload;
• 3 PV arrays with 2×10 kWp and 7 kWp of nominal power, respectively,
and different configurations (i.e. different types of cells and installation);
• 2 wind turbines, an 11 kW unit an induction generator and a 10 kW unit
with an PMSG generator;
SYSLAB can operate both in grid-connected mode and islanded mode (i.e. dis-
connected from the main grid). The electrical infrastructures of SYSLAB is
characterized by a flexible structure that allows to configure different network
layouts by means of automated switchboards, as shown in Fig. D.1.
The SCADA system of SYSLAB is based on an Ethernet network of Linux ma-
chines, which are called SYSLAB nodes. Each SYSLAB node is connected to
the device that is control (e.g. switches) or to access (e.g. power measurements
units) by means of lower level interfaces (such as RS-232 and CAN bus). The
high level interface of the SCADA system is coded in Java. In SYSLAB, mea-
surements are performed synchronously and with a sample rate of 1 Hz, while











































































Figure D.1: The components and the electric network infrastructure of SYSLAB.
The components are physically distributed over DTU Risø campus. A
number of remotely controllable switches, denoted by the circles at the
intersections between the power lines, allow to reproduce different net-
work configurations.
actuation is by event (asynchronous). Control algorithms for SYSLAB can be
developed directly in Java or by means of Matlab and Python APIs.
D.2 Power Flexhouse
Power Flexhouse is the facility of DTU Elektro for testing demand side manage-
ment strategy. Power Flexhouse, located at DTU Risø campus, is a free standing
building on one level composed by 8 rooms and with a total floor area of 125 m2.
The building is connected to SYSLAB laboratory, with which it shares the same
high-level hardware configurations and software structures. Power Flexhouse is
equipped with the following devices:
• 10 1 kW electric radiators to provide space heating;
• 5 air conditioning units;
• 2 fridges;
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• 1 freezer;
• 1 1.2 kW 30 L EWH;
• doors and window actuators for simulating user presence;
• controllable lights.
Each load is controlled by an actuator. The state of the actuators is accessible
and controllable from remote through the Java software platform. Power Flex-
house is instrumented with a number of sensors which allow to measure the user
comfort and the environmental conditions. The sensors are:
• temperatures sensors for the rooms, refrigeration units and EWH;
• lights sensors;
• insolation, outside temperature and wind speed and direction sensors;
• flow meter for the hot water consumption.
In Power Flexhouse, both measurements and actuations are asynchronous, i.e.
measurements are updated when the variations of the variables to measure
are larger than configurable thresholds, and actuators are commanded when
the respective remote actuation events are fired. The visualization interface of
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Figure D.2: The visualization interface of Power Flexhouse, which is the laboratory for testing demand side management strategies
of DTU Elektro. The house is composed by a number of DSRs and is instrumented with sensors and actuators for
measuring consumer comfort and environmental conditions and actuating the decision of control strategies and
simulating user behaviour.
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Abstract
This paper describes the application of a grey-box modelling methodology to
the system identification of a domestic refrigeration unit utilizing measurements
from an instrumented commercially available freezer. The proposed models
are formulated using stochastic differential equations (SDEs), estimated from
the measurements applying maximum likelihood estimation (MLE), validated
through the model residuals analysis and cross-validated to detect model over-
fitting. We show that including a nonlinear description of the coefficient of
performance (COP) of the refrigeration cycle improves the ability of the models
to explain the dynamics observed from the measurements. As an application,
we show how the proposed models can be utilized to predict and optimize the
electricity consumption of a freezer in a smart grid scenario utilizing model pre-
dictive control (MPC). The proposed methodology and models can be adopted
and adapted to identify other kinds of refrigeration units and for real-time on-
line estimation of the parameters.
Keywords: Power demand, Modelling, Refrigerators, Smart grids, Demand
Response.
1. Introduction
According to [1], household refrigerators account for 7% of the total elec-
tricity consumption in the residential sector in US. Methodologies to estimate
and validate mathematical models of refrigeration units are of importance to
assess the energy efficiency and predict the energy consumption of freezers and
fridges. Additionally nowadays, household and commercial refrigerators are
seen with increased interest as they can provide demand response exploiting
the consumption flexibility due to their thermal mass [2–4]. In this context,
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validated mathematical models are required to develop intelligent energy man-
agement strategies, such as model predictive control (MPC) [5, 6]. In this paper,
we describe the application of a state-of-the-art grey-box modelling methodol-
ogy to identify power consumption-to-temperature models of a domestic freezer
suitable for prediction of the temperature and optimization of the consump-
tion. The discussed modelling effort aims to the system identification of the
physical processes associated with the operation of the freezer, i.e. heat trans-
fer and refrigeration cycle coefficient of performance (COP). Modelling of the
consumer behavior is not considered at this stage. In the existing literature,
dynamic thermal models are mainly developed using first principles approaches
(or white-box), as for example in [7–9]. Dynamic linear models for a fridge de-
veloped with a grey-box procedure similar to the one adopted here are discussed
in [10]. We extend the work already present in the literature by implementing
novel nonlinear thermal models of a domestic freezer based on stochastic differ-
ential equations (SDEs) and estimated using measurements obtained from an
instrumented and commercially available freezer. It is shown that the proposed
nonlinear description of the refrigeration cycle based on the reversed Carnot for-
mula improves the performance of the models, allowing to explain the most of
the time dynamics observable from the measurements. The model identification
is carried out utilizing a grey-box methodology which, in contrast to first prin-
ciples approaches, is an adaptive modelling strategy as based on measurements
and can be applied to model other kinds of freezers as well as on-line estimation
of the parameters. Finally, as an application of the proposed models, a convex
MPC is developed to optimize the consumption of the freezer according to a
dynamic electricity price.
The structure of the paper is as follows. Section 2 describes the experimental
setup realized to collect the measurements to identify the models. Section 3
describes the steps of the adopted grey-box methodology and provides to the
reader an insight on the mathematical formulation of MLE and the logic of the
inference process used to cross-validate the models. In Section 4, the models are
presented in a sequential fashion and in order of complexity. For each model,
the model fitting through MLE, validation and cross-validation are carried out.
A detailed descriptions of the validation and cross-validation procedures are
respectively given when presenting the first two models: in the case of the other
models only the results are presented, since the adopted procedures are the
same. In Section 5, a comparison between the proposed grey-box models and
the white-box estimated physical characteristics of the freezer is carried out with
the main objective to understand if the parameters of the former are capable
of capturing the physical characteristics of the freezer. Moreover, the quality of
the predictions of the models are assessed statistically using validation data sets.
In Section 6, the results of the modelling process are summarized and a general
discussion regarding the identified models is given. In Section 7, the MPC
application is formulated and the respective simulation results are presented.
Finally, Section 8 is for conclusions.
2
2. Experimental setup
The objective of the experimental setup is to collect the measurements re-
quired to identify the proposed freezer thermal models. The instrumented unit
is a Bosch GSN40A21, a commercially available domestic freezer with 333 L ca-
pacity and a single-phase compressor. The freezer belongs to Power Flexhouse,
the experimental facility of DTU Elektro for testing demand side management
strategies for smart grid applications. The requirements of the model identifica-
tion process are measuring the freezer and room temperatures, the freezer total
active power consumption and controlling the on-off state of the unit. Temper-
atures are measured using 10k NTC thermistors. Such a kind of thermistors
can measure temperatures in the range -30 to 80◦C with an accuracy of ±0.2 ◦C
at 25◦C and are characterized by a fast measurements response. Each ther-
mistor is connected to a 12bit ADC through a resistance-to-voltage transducer.
The freezer power consumption is measured using a DEIF MIC-2, an instru-
ment under the accuracy class 0.5. This device is able to measure voltages up
to 400 V and current flows up to 5 A on a three phases bus, although only
one is used for this application. The state of the freezer is controlled using a
controllable power plug. All the sensors and instruments are interfaced with a
conventional PC and are accessed by a JAVA software, which also serves to log
the measurements and allows for the remote control of the state of the freezer.
Measurements and actuations are synchronous with a sample time of 0.1 Hz.
3. The grey-box modelling methodology
The grey-box methodology is a framework that allows to identify and vali-
date a mathematical model incorporating its physical knowledge together with
measurements from a real device. The adopted modelling methodology consists
of a number of steps, which are explained in the following.
3.1. Experiment design
In order to observe from measurements the dynamics inherent a system, the
device to model should be excited in a wide range of frequency using an appro-
priate control signal. This was done by means of activating the compressor of
the freezer according to a pseudo random binary signal (PRBS), a signal that
can assume two states, on or off, with a fixed period and uniformly distributed
random duty cycle. The action of the freezer thermostat, which normally con-
trols the state of the compressor, was overridden by setting the thermostatic
set-point at the lowest temperature: in this way, it was possible to control the
state of the compressor by triggering the power consumption of the unit using
a controllable plug. In order to avoid to damage the compressor of the freezer,
the PRBS cycles with on-to-off transitions shorter than 30 seconds were disre-
garded: this had the effect of not being able to observe very short transients.
Nevertheless, fast dynamics are of limited interest when dealing with predic-
tions, simulation and optimization of the freezer power consumption, which is
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mostly influenced by slower thermal transients, as those due to the freezer ther-
mal mass. The power consumption and temperature measurements used for the
model identification were collected for 50 hours and are shown in Fig. 1. In the
plot in the upper panel of Fig. 1, the action of the PRBS signal triggering on and
off the power consumption of the freezer for random time periods is well visible.
We believe that this set of measurements is of sufficient length to identify the
models because includes several cycles of the PRBS signal and is considerably
longer than the dominant time constant of the system (≈ 4 hours1). A second
and a third 40 hours long sets of measurement, respectively with PRBS and
conventional thermostatic control, were collected and used as validation data
to assess the prediction performance of the models (Section 5.2). During the
experiment, the freezer was empty and the door closed.
Figure 1: The measurements used to identify the thermal models of the freezer. The plot
in the upper and lower panels respectively show the post-processed power consumption and
temperature of the freezer.
3.2. Data acquisition and measurements post-processing
The physical quantities that are measured in the experiment are the tem-
peratures of the freezer and room and the freezer total power consumption.
Although the temperature measurements did not require any post-processing,
the power consumption time series was filtered to remove those components
not directly related to the mechanical work required by the refrigeration cycle
since could interfere with the identification of the models parameters: initially,
the approximately constant power consumption of the auxiliary components of
the freezer (i.e. control logic and user display) was removed by subtracting it
from the total power consumption; subsequently, the consumption spikes, due
to the inrush currents of the induction motor that drives the compressor, were
1A rule-of-thumb to determine the dominant time constant is to take 1/5 of the time that
the system states takes to reach the steady state condition.
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removed by means of a statistical filter for detecting outliers. The consumption
spikes were observed being of short duration (< 40 seconds) and they were re-
moved from the total power consumption because the associated dynamics are
considerably faster than the dominant thermal time constants. Moreover, this
transitory phenomena is closely related to the nature of the induction motor and
mainly represents the initial investment of energy required to accelerate the ro-
tor and the associated mass rather than the energy spent in the thermodynamic
transformation.
3.3. Model Formulation
In this phase, a set of suitable physical relationships that describes the nature
and the working principles of the process that is to be modelled is identified.
The thermal models of the freezer are formulated using SDEs and state-space
representation. The models will be presented in Section 4.
3.4. Parameters estimation
The parameters of the model are found utilizing CTSM (continuous time
stochastic modelling), a software library for R that implements maximum like-
lihood estimation (MLE) [11]. MLE consists in maximizing the likelihood func-
tion of the model, i.e. maximizing the probability that the model can explain the
observations (or measurements). The mean and variance of the 1-step ahead
prediction of the candidate model with parameters θ at the time step k are
defined as
yˆk|k−1 = E[yk|k−1(θ)] (1)
Rk|k−1 = Var[yk|k−1(θ)], (2)
respectively, where yk|k−1 indicates the prediction of the model provided the
information up to time k − 1. The 1-step ahead prediction error of the model,
or model residual, at the step k is defined as
k = yk − yˆk|k−1, (3)
where yk is the observation at the time interval k. Assuming that the predictions
















which is the joint probability of the prediction errors obtained as the product
of the single conditional probability density. The parameters of the model are
found by minimizing the logarithm of Eq. (4).
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3.5. Model validation through the residuals analysis
This phase consists in evaluating if the candidate model with the respective
identified parameters is able to describe all the dynamics observable in the
measurements or not. The model validation is performed by carrying out the
model residuals analysis, which consists in evaluating any autocorrelation in
time of the model residuals: if a model were exact, the model residuals should
not show any autocorrelation, meaning that none of the time dynamics observed
from the measurements were left unexplained by the model. The validation of
the proposed models will be described in Section 4.
3.6. Model extension and cross validation
If the residuals analysis is not satisfactory, an extension of the model should
be realized by means of, for example, increasing its order or adopting an alter-
native mathematical description of the physical processes. Once a new model
is formulated, the parameters estimation and model validation procedures de-
scribed in Sections 3.4 and 3.5 must be performed again. At this point, the
new extended model has to be cross validated with the previous to check if the
introduced extension is statistically meaningful. This is done by applying the
method described in the following. Given two models, say 0 and 1, respectively
with parameters θ ∈ Ω0 and θ ∈ Ω1, where Ω0 ∈ Rm, Ω1 ∈ Rk, k > m and
Ω0 ⊂ Ω1, the likelihood ratio λ is defined as
λ(y) =
L(θ ∈ Ω0 | y)
L(θ ∈ Ω1 | y) , (5)
where L and y respectively denotes the likelihood function minimized in the
MLE and the set of measurements used to fit the model. According to Wilk’s
theorem, the following statistic
D = −2 log10(λ(y)) (6)
converges in law to a χ2(k−m)-distribution, i.e. a chi-squared distribution with




log10 L(θ ∈ Ω1 | y)− log10 L(θ ∈ Ω0 | y)
)
. (7)
The statistic D in Eq. (7) is used to test the null hypothesis H0 : θ ∈ Ω0 against
the alternative H1 : θ ∈ Ω1. In other words, the Wilk’s likelihood ratio test
allows to infer which among Ω0 and Ω1 is the most suitable set for the vector of
parameters θ. This is done by analyzing the p-value, and if it is smaller than an
arbitrary small threshold (chosen as 2%), the null hypothesis is rejected and the
model with θ ∈ Ω1 is considered a meaningful extension of model 0; otherwise,
if the null hypothesis is not rejected, the extended model is not a valid extension
of the model and is disregarded. The likelihood ratio test acts as a stopping
criterion for the model extension process: in fact, extended models are with
a larger number of parameters and usually perform better than the originals
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because the increased number of freedom degrees of the optimization problem.
On the contrary, the likelihood ratio test allows to determine statistically if the
larger number of parameters is justified, and eventually prevents over-fitting to
occur. A detailed example of the application of this method will be provided in
Section 4 when cross validating the models.
4. Freezer thermal models
In this section, the models of the freezer that have been identified are pre-
sented. In general, refrigeration units, such as freezers and fridges, implement
a thermodynamic cycle that achieves to transfer heat from a cold to a hot
reservoir by a mean of supplying mechanical work to the system. The basic
thermodynamic concepts that are used to formulate the models are introduced
in the following while presenting the models. The models are formulated using
the state-space description and are derived using the analogy between thermal
and electric circuits, which consists in considering temperatures and heat fluxes
as voltages and currents, respectively. The models are presented in increasing
order of complexity. For each model, the estimation of the parameters is per-
formed using MLE and the model validation is carried out applying the model
residuals analysis, as previously described in Sections 3.4 and 3.5. The extension
from one model to another is cross validated utilizing the method described in
Section 3.6.
4.1. Model A (linear first order)
4.1.1. Model formulation







Figure 2: The equivalent electric circuit of Model A.
The current generator Q and the associated current respectively represent
the freezer compressor and the heat flux that is extracted from the cold cham-
ber of the freezer. In this and the following linear models, the heat flux Q
is a function of the measured electric power consumption P according to the
relationship
Q = P · COP, (8)
where COP is the coefficient of performance of the refrigeration cycle, a dimen-
sionless quantity defined as the amount of heat transferred from the cold to
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the hot reservoir per unit of mechanical work supplied to the system. In the
proposed models, the COP includes also the loss due to the electric motor: this
explains why, in Eq. (8), the electric power P is utilized instead of the mechan-
ical power. In Fig. 2, the capacitor Ca is a lumped description of the freezer
cold thermal mass (air content, heat exchanger and freezer envelope) and Va
is the measured freezer temperature. The electric current flowing through the
resistance Rw represents the lumped thermal resistance of the freezer to the
external environment (room) which is at the measured temperature Tr. The
first order linear model of the freezer is given by Kirchoff’s voltage law (KVL)














where Rw, Ca, COP and θ are the parameters to be estimated and Va and Tr
are measurements. The last additive term of Eq. (9) denotes system noise and
is composed by the Wiener process w(t) ∈ N (0, 1) scaled by the factor eθ. The
observation equation of Model A is
T = Va (10)
and denotes that the freezer temperature T corresponds to the voltage Va on
the capacitor Ca.
4.1.2. Model identification and validation
Fig. 3 shows the logarithm of the absolute value of the normalized autocorre-
lation function of the model residuals. As mentioned in Section 3.5, checking for
the presence of any autocorrelation in the model residuals allows to determine
if the model was able to capture all the dynamics contained in the measure-
ments or not. Comparing the autocorrelation functions of the model residuals
and white noise permits an effective visual assessment of the performance of
the model, since white noise is uncorrelated by definition. The 95% confidence
interval of the white noise autocorrelation function is indicated in Fig. 3 and
following plots with the blue dotted line, which should be hence intended as the
threshold that indicates autocorrelation. The autocorrelation functions are plot-
ted utilizing the semi-logarithmic scale in order to allows a clear visualization
of small values.
As shown in Fig. 3, the Model A residuals are very much correlated as they
are well above the blue line, which should be considered as a threshold. This
means that the model is not able to capture the dynamics of the system and is
hence suitable for being extended. The estimated values of the parameters of
Model A are summarized in Table 1.
4.2. Model B (linear second order)
4.2.1. Model formulation
It was observed from the measurements that when the compressor of the














Figure 3: The autocorrelation functions of Model A residuals and white noise (in blue and
black, respectively). In this case, Model A is not able to explain all the dynamics of the
system.
Table 1: Model A identification summary.
Parameter Unit Value σ
Ca [J K
−1] 2.99× 103 5.00× 104
Rw [K W
−1] 5.69× 10−1 7.50× 10−1
θ – −4.54 7.0× 10−3
COP – 3.01× 10−1 6.07× 10−3
log-likelihood value 19833.1 -
is due to the fact that the heat exchanger needs to be cooled down before
that heat is actually extracted from inside the freezer. The linear second order
model shown in Fig. 4 is built in order to account for this fact. The additional
components Ce and Re respectively represent the thermal mass of the heat
exchanger and the thermal contact resistance between the heat exchanger and









Figure 4: Model B electric equivalent circuit.







































4.2.2. Model identification and validation
Fig. 5 shows that the autocorrelation of Model B residuals is reduced in
comparison to Model A, meaning that the additional state Ce absorbs part of
the dynamics left unexplained by the previous model. Although, for time lags
up to 100, the autocorrelation of the model residuals is consistently larger than
the 95% confidence interval of white noise. This suggests that Model B could













Figure 5: The comparison of the autocorrelation functions of the 1-step ahead prediction error
of Model B (in black) and white noise (in blue) in semilogarithmic scale used to perform the
validation as explained in 3.5.
The values of the estimated parameters of Model B are reported in Table 2.
For the sake of completeness and although the model residuals analysis gave
already an encouraging indication regarding the better performance of the cur-
rent model with respect to the previous, we will proceed to apply the method
described in Section 3.6 to evaluate if Model B is a valid extension of Model A.
While extending from Model A to Model B, two parameters have been added
to the model, hence according to Wilk’s theorem (see Section 3.5), the statistic
D in Eq. (7) converges in law to a χ2(2)-distribution. We use this result to
establish the probability that Model B is not a better model of Model A, which
is the null hypothesis to reject. The calculated value of Eq. (7) for the proposed
model extension is
D = 10665, (13)
and is determined using the the log-likelihood function values given in Table 1
and Table 2. Since the distribution of the stochastic variable D is known from
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the Wilk’s theorem and, from Eq. (5), a larger value of D implies a larger likeli-
hood function of the less complex model, it is possible to assess the probability
that Model B had worse performance than Model A as
p = Pr(x > D) (14)
which is known as the p-value and is determined as
Pr(x > D) = 1− Φ(D), (15)
where Φ(D) is the cumulative distributed function (CDF) of the χ2(2)-distribution
and can be computed using, for example, the chi2cdf function in Matlab. In
this case, the p-value is very close to zero, indeed smaller than the chosen 2%
level of confidence interval. The null hypothesis, according to which Model B is
not a statistically meaningful extension of Model A, is hence rejected.
Table 2: Model B identification summary.
Parameter Unit Value σ
Ca [J K
−1] 9.74× 103 2.12× 103
Ce [J K
−1] 2.28× 103 1.67× 102
Re [K W
−1] 9.74× 10−2 7.03× 10−3
Rw [K W
−1] 9.93× 10−1 1.80× 10−1
θ0 – −1.36× 101 2.76
θ1 – −2.59 1.45× 10−1
COP – 1.04 1.87× 10−1
log-likelihood value 25165.4 –
4.3. Model C (linear third order)
4.3.1. Model formulation
In this model, an additional state Cw is added in order to decouple between
the thermal mass of the air inside the freezer and the freezer envelope. The
resulting circuit is shown in Fig. 6, where Ra represents the thermal contact












Figure 6: Model C electric equivalent circuit.
The state-space description of the model is given as V˙eV˙a
V˙w
 =
































4.3.2. Model identification and validation
The autocorrelation of Model C residuals is shown in Fig. 7. An evident
autocorrelation is still visible when compared to the 95% confidence interval of













Figure 7: The comparison of the autocorrelation functions of the 1-step ahead prediction error
of Model C (in black) and white noise (in blue) in semilogarithmic scale used to perform the
validation as explained in 3.5.
As the autocorrelation functions of Model B and Model C residuals are very
similar, we will proceed to cross validate the model to verify if the extension from
the linear second order to the linear third order model is statistically relevant.
The calculated value of the D statistic for the proposed model extension is
D = 6.8 (18)
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and is computed using Eq. (7) and the values given in Tables 2 and 3. Two
parameters were added while passing from Model B to Model C, thus the D
statistic converges in law to a χ2(2)-distribution. As the associated p-value is
0.0334 and the level of the confidence interval was chosen at 2%, the null hy-
pothesis cannot be rejected: hence the extension from Model B to Model C
is not considered statistically relevant. Since adding a state to the second or-
der linear model did not contribute to improve the prediction performance, in
the following models, a nonlinear description of the refrigeration cycle will be
implemented to verify if it can describe the unexplained dynamics.
Table 3: Model C identification summary.
Parameter Unit Value σ
Ca [J K
−1] 4.90× 103 7.71× 102
Ce [J K
−1] 2.26× 103 1.89× 103
Cw [J K
−1] 1.04× 104 3.12× 103
Ra [K W
−1] 3.92× 10−1 6.50× 10−2
Re [K W
−1] 5.11× 10−2 1.24× 10−2
Rw [K W
−1] 9.99× 10−1 2.36× 10−1
θ0 – −3.31 1.7× 10−2
θ1 – −3.94 3.8× 10−2
θ2 – −9.97 2.6× 10−1
COP – 7.68× 10−1 1.65× 10−1
log-likelihood value 25168.8 –
4.4. Model D (nonlinear second order)
4.4.1. Model formulation
As known, the COP of an ideal refrigeration cycle is expressed by the reversed
Carnot cycle formula, which is given as:
COP(TL, TH) =
TL + 273
TH − TL , (19)
where TL and TH are the temperatures in Celsius of the cold and hot reservoirs,
respectively. In an equivalent way, the expression above can be written as
COP(TL, TH) =
TH + 273




which highlights the nonlinear relationship between the COP and ∆T . In other
words, the difference between the temperatures of the hot and cold reservoirs
affects the ability of the thermodynamic cycle to transfer heat from the freezer
cold chamber to the room. This phenomena was not taken into account in the
linear models, where the COP was simply a constant scale factor of the power
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consumption P . In the following nonlinear models, the COP is described as a
linear function of the reversed Carnot cycle formula, i.e.
COP(TL, TH) = η · COP(TL, TH), (21)
where the coefficient η can be regarded to as an efficiency factor that denotes
how much the COP of the real refrigeration cycle differs from the ideal one. The
structure of Model D is equivalent to the one of Model B, unless the expression
of the heat extracted from the freezer Q, which is now expressed as
Q(Ve, Tr) = Pe · COP(Ve, Tr), (22)
where the function COP(Ve, Tr) is given as in Eq. (21), and Ve and Tr are
the temperature of the heat exchanger and room, respectively. The complete




























4.4.2. Model identification and validation
The autocorrelation of Model D residuals is shown in Fig. 8. In comparison
to the previous linear models, the autocorrelation is reduced, indicating that














Figure 8: The comparison of the autocorrelation functions of the 1-step ahead prediction error
of Model D (in black) and white noise (in blue) in semilogarithmic scale used to perform the
validation as explained in 3.5.
The values of the estimated parameters of Model D are summarized in Ta-
ble 4. It is worth to note that the value of the log-likelihood function of Model D
is larger than for Model B and Model C, although the current model has respec-
tively an equal and smaller number of parameters than the previous two. In
this case, the Wilk’s likelihood ratio test is not applied because Model D is not
an extension of the previous models, but rather relies on a different modelling
principle of the refrigeration cycle COP.
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Table 4: Model D identification summary.
Parameter Unit Value σ
Ca [J K
−1] 2.13× 104 8.23× 102
Ce [J K
−1] 2.35× 103 2.34× 103
Re [K W
−1] 8.40× 10−2 2.16× 10−2
Rw [K W
−1] 5.65× 10−1 2.23× 10−2
η – 3.85× 10−1 4.03× 10−2
θ0 – −1.12× 101 2.53
θ1 – −2.00 6.5× 10−2
log-likelihood value 25179.8 –
4.5. Model E (nonlinear third order)
4.5.1. Model formulation
Model E has the same form as Model C unless that the heat flux Q is
expressed using Eq. (22), in the same way as done for Model D.
4.5.2. Model identification and validation
The autocorrelation of the model residuals is shown in Fig. 9: very few values
of the autocorrelation function of the model residuals exceed the 95% confidence
interval of white noise, thus indicating that the current model is able to capture














Figure 9: The comparison of the autocorrelation functions of the 1-step ahead prediction error
of Model E (in black) and white noise (in blue) in semilogarithmic scale used to perform the
validation as explained in 3.5.
The estimated values of the parameters of Model E are summarized in Ta-
ble 5. As previously done, the extension from model D to E is evaluated applying
the Wilk’s likelihood ratio test. The value of the statistic D is
D = 15.6, (24)
and the associated p-value is 4× 10−4. Since the p-value is very close to zero,
the null hypothesis is rejected, and Model E is considered as a valid extension
of Model D.
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Table 5: Model E identification summary.
Parameter Unit Value σ
Ca [J K
−1] 1.25× 104 3.80× 10−1
Ce [J K
−1] 1.22× 103 1.03× 102
Cw [J K
−1] 8.30× 103 1.59× 102
Ra [K W
−1] 1.61× 10−1 8.66× 10−5
Re [K W
−1] 1.47× 10−1 8.49× 10−4
Rw [K W
−1] 6.32× 10−1 3.53× 10−3
η – 5.67× 10−1 2.97× 10−1
θ0 – -7.20 1.1× 10−1
θ1 – -3.66 3.4× 10−2
θ2 – −1.1× 101 2.2× 10−2
log-likelihood value 25187.6 –
5. Models performance
5.1. Estimation of the physical values of the parameters
In this section, we perform a white-box estimation of the physical values
of the parameters of the freezer in order to evaluate if the values and time
constants estimated in the previous MLEs are of reasonable order of magnitude
and if the circuit components of the proposed models captured those system
dynamics they were meant for. The empirically estimated physical values of the
parameters are shown in Tables 6 and 7. The thermal capacities are calculated
as
C = V · ρ · c, (25)
where V , ρ and c are respectively the volume, density and specific heat capacity.
The volumes are estimated by measuring the components. If the components
are not accessible for being measurement, their size is reasonably guessed. The







where λ is the thermal conductivity, T is the thickness and S is the lateral
surface of the isolation layer. It is worth to note that this process is to intend as
a further validation test of the proposed grey-box models and not a replacement
of the grey-box modelling procedure. Grey-box is yet a more powerful modelling
tool as allows to identify models using only time series data and regardless of
difficult-to-get information, such as composition, materials physical constants,
geometry and size of the freezer.
By comparing Tables 6-7 with 4-5, a discrepancy between the empirical and
the estimated values of the thermal capacities of Model D and Model E can be
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Table 6: The empirically estimated thermal capacities of the freezer main components [J K−1].
Component Material Thermal capacity
Chamber Air ≈ 5× 102
Isolation envelope Polyurethane foam [14] ≈ 1× 104
Heat exchanger Iron ≈ 1× 104
Table 7: The empirically estimated thermal resistance of the freezer isolation [K W−1].
Component Material Thermal resistance
Isolation layer Polyurethane foam [14] ≈ 0.54
noted. For example, in the case of Model E, the value of Ca is approximately
2 order of magnitude larger than the empirically calculated thermal capacity of
the air, and vice-versa in the case of Ce and the thermal capacity of the heat
exchanger. This indicates that the capacitors of the model did not absorbed
those dynamics that they were originally meant for. It is hence not possible
to state, for example, that Ca represents the thermal capacity of the air, but
is rather a lumped description of the thermal masses of several parts of the
freezer. In spite of this, the total value of the thermal capacities of Model D and
Model E are of the same order of magnitude as the total empirical one, as well
as the thermal resistance, thus denoting that the identified models parameters
values are reasonable and overall close to the empirically estimated physical
characteristics of the freezer. In the next section, we will show the ability of the
proposed models to produce reliable temperature predictions.
5.2. Prediction errors of the models
Table 8 shows the absolute value of the mean and variance of the 20-minutes
ahead prediction errors of the identified models. The statistics are realized uti-
lizing a validation data set with a PRBS as the activation signal of the freezer
compressor. The best temperature predictions are those provided by the non-
linear models since are unbiased and with the smallest standard deviation. As
expected from the results of the validation process, Model A performs poorly
and is implicitly excluded from the following discussion.
Although, the PRBS control signal usually induces the freezer temperature
to vary in an extended range of values, as it was visible in Fig. 1: this is not
the case of any practical applications since the food temperature is kept below
a maximum level to preserve its quality. In order to verify if there is any
substantial difference between linear and nonlinear models while predicting the
freezer temperature in real operating conditions, we perform a second analysis
considering, in this case, a validation data set measured during conventional
thermostatic regime. The statistics of the prediction errors of this latter analysis
are realized for both short and long-term forecast (5-minutes and 20-minutes)
and are summarized in Table 9. As visible, the difference between linear and
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Table 8: Twenty-minutes ahead prediction statistics with PRBS.
Model |e¯| [◦C] σe [◦C]
Model A 0.59 2.8
Model B 0.22 0.91
Model C 0.22 0.91
Model D 0.086 0.64
Model E 0.044 0.45
nonlinear models is reduced if compared to the previous case, especially when
shortening the prediction horizon: in this case the predictions of Model C are
even statistically better than those provided by nonlinear Model D.
Table 9: Five and twenty-minutes ahead prediction statistics for a thermostatic cycle.
5-minutes ahead 20-minutes ahead
Model |e¯| [◦C] σe [◦C] |e¯| [◦C] σe [◦C]
Model B 0.034 0.17 -0.15 0.73
Model C 0.012 0.10 -0.080 0.31
Model D 0.026 0.018 -0.084 0.55
Model E 0.003 0.001 -0.023 0.32
6. Discussion
A number of stochastic grey-box models to describe the thermal dynamics
of a domestic freezer as a function of the power consumption were identified
using time series data and maximum likelihood estimation. The measurement
for fitting the models were obtained using an instrumented commercially avail-
able domestic freezer controlled by PRBS. The performance of each model was
validated by means of the autocorrelation analysis of the model residuals, that
allowed to determine if the models were able to capture all the dynamics ob-
servable from the measurements. The extension from one model to another
was validated using the Wilk’s likelihood ratio test. Two mainstream classes
of thermal models were proposed: linear and nonlinear. The former class was
characterized by a linear relationship between the power consumption and the
refrigeration heat (i.e. constant COP). The latter included a nonlinear descrip-
tion of the refrigeration cycle based on the reverse Carnot cycle formula and
allowed to describe the dependencies between the COP and the freezer temper-
ature. It was shown that the first order linear model could not describe the
freezer dynamics and that the increase of performance when passing from the
second to the third order linear model was to ascribe mainly to overfitting rather
18
than a meaningful extension of the model. On the contrary, the identification
process benefited of the inclusion of a nonlinear COP model based on the re-
versed Carnot cycle formula. Although, the statistics in Section 5.2 showed that
when the models are used to predict the freezer temperature during real oper-
ating conditions (such as conventional thermostatic operation), the difference
between linear and nonlinear models is reduced: this is explained by the fact
that the temperature is limited in a smaller range than in the case of PRBS,
and consequently the nonlinearities due to COP variations are less visible. The
choice of the model to adopt is hence to be done evaluating the overall perfor-
mance of the models as well as according to the requirements of the application.
For example, in the next section, Model B is utilized to provide short-term pre-
dictions of the freezer temperature because it offers a good compromise between
complexity and quality of the predictions when the temperature is constrained
in a normal operation range. It is worth to note that the proposed grey-box
models and the associated parameters are valid only for the instrumented freezer
that was considered in this paper. However, both the described methods and
models structures can be tested and applied to identify other kinds of freezers
and for on-line real time estimation of the parameters also. As far as the con-
sumer behavior is concerned, unmodelled phenomenas such as door openings
and variable food content can alter significantly the consumption and temper-
ature patterns of the freezer. These dynamics are difficult to capture with the
grey-box framework because do not respond to any precise physical process as
mainly depend on user habits. A perspective on how to capture the general
operation pattern of a freezer including also consumer behavior is, for example,
to test a two-layers model: the base layer implements a grey-box model, such
as those proposed in this paper, to describe the freezer heat transfer and COP,
and the upper layer is composed by a consumer behavior model derived, for
example, utilizing pattern recognition techniques.
7. Models application: optimizing the power consumption of the
freezer using model predictive control
Since the progressive extension of communication and metering infrastruc-
tures, controlling the electricity demand is becoming of increasing interest in
the context of providing power system services, such as in the US to peak shave
the demand [15–17] and Europe to allow the integration of more renewables
into the power system [18, 19]. A method that is commonly envisaged in the
existing literature to achieve demand response is to use a dynamic electricity
price and expect that the consumers will adjust their flexible demand according
to it [20, 21]. Flexible demand is that part of the consumption which can be
shifted in time without compromising the quality of the primary service it is
supplying to the consumer. The loads with this ability are referred to as de-
mand side resources (DSRs) and are, for example, thermostatically controlled
loads (TCLs), such as electric space heating and refrigeration units. Provided
the forecast of the electricity price and a prediction model of a given TCL,
the electricity consumption of the TCL can be controlled in order to minimize
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the total electricity cost while maintaining the comfort of the consumer and
respecting the operation limits of the device. This control strategy is known as
economic model predictive control (MPC) and, in the case of the freezer, can
be formulated as the following optimization:





s.t. Tmin,i ≤ Ti ≤ Tmax,i, i = 0, . . . , N − 1 (28)
Pmin,i ≤ Pi ≤ Pmax,i, i = 0, . . . , N − 1 (29)
Ti+1 = f(Ti, Pi, Tr), (30)
where pi, Pi, Ti are respectively the price signal, the freezer power consumption
and temperature at the time interval i. The constants Tmin,i, Tmax,i, Pmin,i and
Pmax,i determine the bounds for the freezer temperature and power consump-
tion. The function f is the model of the freezer, and Tr is the room temperature.
The output of the optimization problem is the sequence [P o0 , . . . , P
o
N−1], i.e. the
trajectory of the freezer power consumption that minimizes Eq. (27) while sat-
isfying the inequality constraints (28)-(30). The MPC strategy is usually actu-
ated applying the receding horizon policy, which consists in, at each time step
i, solving the optimization (27)-(30) and applying only the first set-point of the
optimal decision sequence.
7.1. A tractable formulation of a convex economic MPC for the freezer
In this section, it is shown how the optimization problem in (27)-(30) can be
formulated as a convex, which is appealing because it admits a global optimum
(provided that a solution exists) and can be solved with well established and
effective solution methods [22]. In order the optimization to be convex, the
model function f in Eq. (30) must be linear. We choose to utilize Model B,
as it is linear and because, in this application, the prediction horizon is short
(5-minutes) and the temperature is constrained in a limited range. As it was
shown in Section 5.2, when such conditions are met, the difference between
the predictions performance of linear and nonlinear models is small. Moreover,
the receding horizon formulation of the MPC strategy allows to absorb the
prediction errors of the models, because the optimization is repeated at each
discrete time interval. In the following, we will use the assumption that the
power consumption of the freezer can be modulated instead of being on-off.
From Appendix A, the prediction of the freezer temperature for the time horizon
i = 0, · · · , N − 1 is given by Eq. (A.17) as
T = Φv0 + Θ(B)P + Θ(E)Tr, (31)
where the symbols Φ, Θ(B), Θ(E) are as defined in Appendix A and v0 =
[va,0, vb,0]
T is the measured state vector of Model B. The bold notation indi-
cates column vectors obtained stacking the time variant scalar values of the
respective quantities, i.e. T = [T1, · · · , TN ]T , P = [P0, · · · , PN−1]T , Tr =
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[Tr,0, · · · , Tr,N−1]T . The group of inequality constraints in (28) can be written
utilizing Eq. (31), as shown in (33) and (34) where the known terms (i.e. the
temperature limits , the measured current state and the temperature predic-
tions of the room, that can be assumed constant because regulated) have been
moved on the right-hand-side terms. In a similar way, the group of inequality
constraints in (29) can be written as in (35) and (36). The complete formulation
of the proposed optimization is given as
P o = arg min
P
pTP (32)
s.t. Θ(B)P ≤ Tmax − Φv0 −Θ(E)Tr (33)
−Θ(B)P ≤ −Tmin + Φv0 + Θ(E)Tr (34)
IN×NP ≤ Pmax (35)
−IN×NP ≤ −Pmin, (36)
which is convex as both the cost function (32) and the inequality constraints
(33)-(36) are affine functions of the decision variable P . The proposed opti-
mization can be promptly solved using off-the-shelf software, such as Matlab
with the linprog function.
7.2. Simulation results
In this section, we compare by simulations the performance of a conventional
thermostatic controller and the proposed MPC. For the MPC, deterministic
simulations conditions are assumed, i.e. both the price signal forecast and the
freezer temperature prediction are known without uncertainty. The ambient
temperature Tr is constant and the consumer behavior,i.e. door openings and
variable food content, is not included in the simulations. The price signal utilized
for the MPC optimization problem is shown in Fig. 10 and is a historical time





















Figure 10: The 5 minutes real time electricity price of IESO utilized to test the MPC strategy.
The simulated operation of the thermostatically controlled freezer is depicted
in Fig. 11, which shows the freezer temperature and power consumption in the




Pnominal, if Ti < Tset-point − h
0, if Ti > Tset-point + h
Pi−1, otherwise
, (37)
where P is the power consumption, T is the temperature of the freezer and
i denotes a discrete time interval. Tset-point and h are respectively the set-
point and hysteresis of the thermostat and, in the proposed simulations, are -16
and 1◦C. These values were conveniently chosen in accordance with the food
refrigeration regulations which indicate a maximum cold storage temperature
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Figure 11: The freezer temperature and power consumption of the thermostatic controller.
The freezer operation with the MPC controller is illustrated in Fig. 11. Sim-
ilarly to the case of the thermostat controller, the highest freezer temperature
Tmax is chosen as −17 ◦C, while Tmin is −25 ◦C. From Fig. 11, it is visible that
the MPC tends to consume less energy when the electricity price is expensive
by storing energy using the available thermal mass. For example, in the time
interval between hour 8 and 10, the freezer power consumption is initially in-
creased to reduce the temperature and in order to reduce the consumption when
the electricity price is larger.
The total cost of the electricity required for the operation of the two dis-
cussed controllers and considering the price signal of Fig. 10 are summarized in
Table 10. In comparison to the conventional thermostatic controller, the MPC
strategy achieves a 8.1% operation cost reduction.
8. Conclusions
In this paper, the application of a grey-box modelling methodology to the
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Figure 12: The freezer temperature and power consumption of the MPC controller.






system identification effort was to model the physical processes associated with
the operation of the freezer (heat transfer and refrigeration cycle coefficient of
performance). The model identification was carried out utilizing measurement
from an instrumented commercially available domestic freezer and maximum
likelihood estimation. A number of linear and nonlinear dynamic models were
presented in increasing order of complexity, validated through the residuals anal-
ysis and cross-validatated to detect model overfitting. It was shown that includ-
ing in the models a nonlinear description of the refrigeration process based on
the reversed Carnot cycle improves the performance of the modelling process,
allowing to explain the most of the time dynamics observable from the measure-
ments. As an application of the presented models, a convex model predictive
control (MPC) strategy was formulated with the objective of providing demand
response using a freezer according to a dynamic electricity price. The simula-
tions results show that the MPC strategy was able to shift the consumption of
freezer and decrease the operation cost of 8%. The main outcome of the paper
is an experimental proof-of-concept that grey-box modelling can be effectively
used to identify reliable models of a domestic refrigeration useful for tempera-
ture and electricity consumption predictions. The future work is in the direction
of integrating the proposed models with pattern recognition techniques in order
to identify consumer behavior.
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Appendix A.
Let Ac ∈ Rn×n and Bc, C ∈ Rn the matrices of the following generic linear
continuous time state-space model
x˙(t) = Acx(t) +Bcu(t) (A.1)
y(t) = Cx(t), (A.2)
where x(t) ∈ Rn and y(t) ∈ R are respectively the state and output of the
system. The discrete state space representation of the linear model above is
xi+1 = Axi +Bui (A.3)
yi = Cxi, (A.4)
where the system matrices A and B can be obtained, for example, using the
backward Euler method as
A = AcTs + In×n (A.5)
B = BcTs, (A.6)
where Ts is the discretization time. Developing (A.3) and (A.4) for i = 1 and
i = 2, respectively, yields
















n−1Bu0 + · · ·+ CA0Bun−1. (A.10)
Using the matrix product notation, the model output for the time instants













CB 0 · · · 0













In a more compact form, the expression above can be written as:
y = Φx0 + Θ(B)u, (A.12)
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 CAB 0 · · · 0... ... . . . ...
CAn−1B CAn−1B · · · CB,
 (A.14)
and the bold variables u and y are column vectors obtained stacking the respec-
tive time variant scalars. In the case the system (A.3) has an additional input
vi such as
xi+1 = Axi +Bui + Evi (A.15)
yi = Cxi, (A.16)
the system output (A.12) can be written as
y = Φx0 + Θ(B)u+ Θ(E)v, (A.17)
i.e. adding the input and the respective transition matrix Θ(E).
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Abstract—With an high penetration of energy production from
fluctuating energy sources, the reallocation of power system
ancillary services - traditionally assigned to conventional power
plants - is required in order to provide stable and reliable
power system operations. Demand Side Resources, DSRs, are
electric loads whose consumption can be controlled or scheduled
and so they can be conveniently used for supplying power
system services. A shift in the power usage of Demand Side
Resources can be induced through a brodcasted price signal.
In this paper the performances of three different algorithms
suitable for controlling domestic electric space heating using a
price signal are compared. A population of houses is simulated in
a software platform and, in order to pretend more realism from
the simulation, their behaviors are modified in real time using a
temperature feedback signal which comes from a real building.
The experimental results of using a model predictive controller
on a real building are also shown.
This study is part of the Flexpower project whose aim is
investigating the possibility of creating an electric power system
with a big participation of DSRs in the regulating power market.
I. INTRODUCTION
Demand side resources, or DERs, are electric loads that
provide services that are naturally coupled to some kind of
storage; this allows to control, schedule or shift their usage
without having a big direct impact on the quality of the
services they are providing to the users. Examples of demand
side resources are space or water heating, electric vehicles or
also dedicated small storage systems. Because their flexibility,
DERs are suitable to be controlled in order to gives support
to power system services with respect to their constraints,
physical limits and local settings. DERs exploitation is based
on the consideration that the contribution from the single
unit is small but the aggregated response of a big number
of devices might be relevant. Demand side resources can be
directly controlled (for example by a power reference signal),
they can react in order to response to a deviation of the grid
frequency or, a time shift in their electric power usage can
be achieved using a price signal for the electric energy: this
economic incentive should induce the user to consume more
power when the energy is cheap (and in the case to store it)
and to reduce the consumption when the price for the energy
is high. Price signal is a convenient form of control since
the decision is computed locally while in the case of direct
control the information (local conditions or user preferences
for example) should be propagated from each devices up to
some aggregator which should send a control signal to drive
each of them. The critical part of a control-by-price approach
is the price signal itself because, for producing it, the response
of the distributed demand side resources should be known
because it is required in the market bidding.
In this paper the performances of three algorithms with price
responsiveness capability for controlling domestic electric
space heating through a broadcasted price signal are compared.
The proposed algorithms have different level of requirements:
two of them work basing their decision on historical data of
the price signal; the third one is a model predictive controller
(MPC) and it uses both price and real weather forecast.
In this approach, the price signal is artificial and it is built
with the aim of highlighting the pros and cons of each control
algorithm. The algorithms have been compared adopting both
a final user point of view, evaluating the deviation from the
optimal comfort level (the indoor temperature set-point in this
case) and the total cost for the energy used, and the power
system one; from the power system perspective, it would be
useful having a devices with a good price responsiveness ca-
pability, able to reduce or to decrease the power consumption
steadily for a long time and predictable in the behavior.
The control algorithms have been tested in a Java simulation
platform with a population of houses. For pretending more
realism from the simulation, an hardware-in-the-loop approach
has been used: the thermal dynamics of a real building have
been introduced in the simulation and they are used for
perturbing in real time the behaviors of all the houses inside
the population.
Detailed descriptions about the simulation platform, the
hardware in the loop feedback, the thermal models, the control
algorithms and how their performances have been compared
are given in Section II.
Section III is for presenting and discussing the results of the
simulations: both the aggregated response of the population of







Fig. 1. The experimental setup used for the proposed simulations with
the Flexhouse building as the hardware-in-the-loop for reproducing the real
environmental conditions. Weather forecast Wi and the price pi signal are
used.
controller applied on a real house are reported. A compari-
son of the performances obtained with the different control
algorithms is then presented.
Section IV is for conclusions.
II. METHODS
The software tool used for performing the simulations is
a Java dynamic simulator which allows to implement generic
models and control algorithms. The functionalities of the sim-
ulation platform have been integrated with our power system
facility, SYSLAB [1], in order to perform a real time hardware
in the loop simulation introducing the thermal dynamics of a
real building, Flexhouse [2].
The diagram of the simulation scenario is shown in Fig-
ure 1. The box with the small gray circles represents the
population of houses that is implemented in the simulator.
The disturb signal ∆Ti, which is obtained comparing the
indoor temperature of Flexhouse with its model implemented
in the simulator, perturbs the behavior of all the models in
order to reproduce the effect of the real environment and
operating conditions (uncertainties in the modeling and in
weather forecast). Of course environmental local conditions
like wind, outside temperature and solar radiation, act on
Flexhouse.
The output of each implemented control algorithm is a
signal that drives the electric heaters. In the case of Flexhouse,
the same control signal is applied both to the real building
and to the model inside the simulation platform in order to
compare the real behavior with the simulated one.
The output of the simulation is the temperature profile and
the power usage of each building: the sum of them gives the
aggregated electric power consumption. Also the experimental
data regarding Flexhouse activity are made available by the
simulation platform.
In this experimental setup, the price signal pi is simulated
and it is built for trying to demonstrate which algorithm
performs better within this framework. In accordance with
Flexpower project, the price for the electric energy is released
every five minutes.
Weather forecast Wi for the area are delivered by a FTP
service and they are produced by Risø-DTU Meteorological
Department; they are used both by the model predictive con-
troller and for evolving the state of thermal models. Weather
forecast are released every day and with a time resolution of
one hour: smaller time steps are required for computing the
models evolution so the same resolution of the price signal,
five minutes, is achieved simply using linear interpolation.
Despite local conditions measurements, such as outdoor
temperature or solar radiation, are available in SYSLAB, they
are not used by the implemented control algorithms because
it would not be realistic in an future diffusion of the control
by price since it would increase the complexity of the system
for the many sensors to add around.
A. Thermal models
Reference [3] present several linear thermal models for
Flexhouse. They are reported in increasing order of complexity
(states number) and they are built using a grey-box approach
where the parameters are computed using a maximum likeli-
hood estimator with real measurements from Flexhouse. The
one selected for this implementation is the simplest one, a 1-
state linear model. This model is used both for describing
Flexhouse dynamics and the population of buildings; for
this last purpose, the parameters of the model have been
slightly perturbed following a normal distribution for taking
into account small differences in size and thermal conductivity
features.
The population of the buildings is composed by four iden-
tical groups of fifty houses each. Each group of buildings is
driven by a different type of controller (presented later) and
the temperature evolution of each model is perturbed at each
step by the noisy input discussed before.
For a better description of the thermal behavior of a
building, a two states model could be used for representing
the transients both of the air and of the building envelope.
The reason why a simpler 1-state model has been chosen is
that Flexhouse only disposes of the indoor air temperature
information so this is the only measure available for initializing
the model (a state estimator could be considered in the case
of linear models with larger order). Anyway the hardware in
the loop approach gives to the simulated population of house
an even more realistic footprint to the thermal transient. The
problem still remains in the model predictive controller, where
the 1-state model could not give a good prediction on the
future indoor temperature during transient (the steady state
response is the same) resulting in a worse performance of the
controller.
B. Control algorithms
The control algorithms for whom the performances are com-
pared have different levels of complexity and requirements.
The simplest one is the traditional thermostatic controller
and it has been included mainly for having a comparison with
the current situation.
The second algorithm is a simple evolution of the traditional
thermostat where a price response capability has been added:
in the temperature hysteresis cycle, the controller can choose
to switch on the heating for storing thermal energy if the
proposed price for the electric energy is cheaper than the prices
paid in average (in the past) or otherwise to shutdown it.
The third control algorithm is proposed by [4] and [5];
again, the decision process is based upon considerations on
the historical prices. At each time i, when a new price for
electric energy is proposed, the temperature set-point for the
thermostatic controller is deviated from the optimal one using
the quantity ∆Ti defined in the Equation 1:





where pi, pi and σi in Equation 2 are respectively the
current price, the moving average and standard deviation of
the price history for the last 24 hours. Coefficient k is a
positive constant and sets the price responsiveness capability
of the controller. pˆi is called relative price. The result achieved
by this controller is to produce a temperature deviation ∆T
proportional to the relative price and in general it is negative
when the price is greater than the average of the old ones: so
the new temperature set-point will be smaller than the previous
one and vice-versa.
The fourth and last controller uses a thermal model for
computing the future temperature states of the house and it
minimizes a cost expression in the form of Equation 3 with
finding an appropriate heating power profile; the target of the
algorithm is to reduce future deviations from the temperature
set-point paying as few as possible for the electric energy.
J = k1q(T (tf)) +
∫ tf
0
k2q(T (t)) + r(u(t))p(t) dt (3)
The symbols T and u, both time dependent, are for indoor
temperature and heating power respectively. The integration
interval starts from the current instant, 0, until the length of
optimization horizon tf . The functions q(T ) and r(u) are
numerical weighting barrier functions that assume high values
when the independent variable approaches not admissible
values. Their shape is shown in Figure II-B. Function p(t)
is the price signal that, multiplied by the electric power used
by the heaters and integrated in time, gives a money value.
Since the integral looks ahead in time, p(t) is a price forecast
series. As said before, the price signal is artificial and, in this
approach, it is assumed to know the price forecast without
error. The factor k1 determines the price responsiveness
capability of the controller. The goal of the optimization
process is finding the optimal control law uo(t) that is able
to minimize the cost expression J of Equation 3. For finding
the minimizing control uo(t), a numeric algorithm based
on the gradient descent method[6] has been used and it is
applied each time a new price for the electric energy is
released (five minutes). The indoor temperature T should be






















Fig. 2. The weighting functions q(T ) and r(T ) used in the cost expression
of the model predictive controller.
formulation is left deterministic since the receding horizon
configuration brings a natural feedback into the system
because the algorithm retrieves a new indoor temperature
reading every five minutes, together with the price signal and
weather forecast.
Both a final user and power system point of views have
been taken into account in the comparison of the performances
of the different algorithms. These three indicators have been
evaluated.
1) temperature comfort penalty function: it is computed as
the integral in time of the temperature deviation from the set-
point (chosen as 23◦C for all the population of simulated
buildings and Flexhouse). States of under-temperature have
been weighted 1.2 times more than over-temperature condi-
tions; a second temperature penalty function is considered and
it is the integral in time of the temperature deviation when it is
out of the admissible comfort interval (defined as 23± 3◦C).
2) total cost for energy: it is simply the integral in time
of the electric power used for heating multiplied by the price
signal;
3) price responsiveness capability: it is defined as the
variation of heating power produced by a control algorithm
with respect to price variation (dP/dp).
The first two indicators take into account the user comfort
and economic benefit, while the last one is important from
power system perspective since it gives a measurement of the
control capability that each algorithm adds, in this case, to
domestic electric heating. The second indicator, the total cost
for the energy, gives also a measurement of the capability of
the algorithm to move electric power consumption in instants
of time with lower energy prices.
The number of on-off cycles produced by the algorithms
has not been take into account in this analysis; anyway this is
a relevant aspect since the lifetime of the electromechanical
devices acted to powering heaters is heavily affected by the
number of switching cycles.
III. RESULTS AND DISCUSSIONS
As introduced before, the simulation here presented is
obtained applying the heating power setting computed by the
predictive controller to both a real building (Flexhouse) and
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Fig. 3. The experimental data from Flexhouse with the model predictive
controller. Plot a shows the heating power, b is the indoor temperature and c
is the artificial price signal.
used for perturbing the state of all the other buildings inside
a real time simulation, where the behavior of 200 houses
(divided in four identical groups of 50 buildings with each
group driven by one of the four algorithms discussed before)
is reproduced. The temperature set-point for all the buildings is
23◦C and the allowed offset is ±3◦C. An artificial new price
is broadcasted every five minutes together with real weather
forecast. The price signal is a sine wave with decreasing
frequency. For convenience of visualization, some of the plots
here presented are split in a two parts with each of them having
a different x (time) scale. The optimization horizon length of
the predictive controller is five hours; as said before, it uses
real weather forecast and the price signal forecast is supposed
known without error.
Time t = 0 in the plots refers to 18:16 pm of October the
13rd 2011 and the simulation last for 5.2 days.
Since the price signal is artificial and it was created for
enabling the comparison between algorithms, its unit of
measure on the plots is not specified and it is intended as a
generic monetary value for unit of energy (i.e. $/kWh).
The firsts plots in Figure 3 shown the experimental results
of the application of the model predictive controller to
Flexhouse. It is visible the attempt of the controller to move
the electric energy consumption when the price is low. With
the decreasing of the frequency of the price signal, the
controller starts to lose the capability of shifting the energy
usage because the house does not have enough thermal inertia
to maintain the indoor temperature in a acceptable range.
Figure 4 shows the aggregated response of the four
different groups of buildings; each of them is driven by a
different controller according to the plot legend: ts stays for
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Fig. 4. A comparison of the output of the four different controllers. The
two plots are consecutive and with different time scale. Data in the plot b
have been filtered with a low pass filter for a better visualization of the main
frequency components.
in Section II, cet is the third and pc is the model predictive
controller. The data in the bottom graph have been elaborate
with a low pass filter for a better visualization. As Figure
4 shown, the output produced by each controller with price
responsiveness capability is very different from the green
area that is the thermostat action; this means that they are
all exploiting the flexibility offered by the price signal but,
anyway, in different ways. Again, with the increasing of the
period of the price signal, all the controllers tend to show a
behavior more and more similar to the thermostatic controller
action because the thermal inertia is not enough for both
being able respond to slow price variation and maintaining
the indoor temperature in an acceptable comfort level.
Figure 5 shows the average temperature profiles for the
four different groups of buildings. Plot a shows the instant
deviation from the indoor temperature set-point (23◦C). Plot
b shows the accumulated error computed as the integral of
the deviation, where the states of under temperature have
been weighted 20% more than states of over temperature.
Plot c shows the accumulated error when the temperature
is not in the admissible range 23 ± 3◦C. Plot b shows that
the thermostatic controller is the more precise in keeping
the temperature close to the optimal set-point; plot c shows
that the model predictive controller is the one that performs
best in keeping the temperature of the buildings in the
defined acceptable range. It is worth to notice the behavior
of the two thermostatic based controllers (black and green
profiles): in fact they always should be able to maintain the
temperature in the thermostatic interval but, in the days of
the simulation, the weather was cold (7/12◦C) and sunny
in the Copenhagen area and during the day hours the sun
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Fig. 5. Plot a shows the temperature deviation from the set-point (23◦C) for
the different algorithms. Plot a is the accumulated error (with states of under
temperature have been weighted 1.2 times more). Plot c is the accumulated
error for the temperature deviation from the comfort area that is 23± 3◦C.
explain why the thermostatic based controllers have this
accumulated error different than zero; in this case the model
predictive controller takes advantage of the weather forecast
and it is able to perform even better than them. The control
algorithm that corresponds to the blue line does not show a
good performance in plot c because the way the temperature
offset is computed (Equation 1) can easily lead to temperature
references quite different from the real desired optimal one.
Figure 6 shows the cost of the energy for the different
control algorithms. Plot a is the instant energy bill and plot
b represents the average instant amount of money that the
final user would save (in a variable price context of course)
applying the different algorithms with respect to using
traditional thermostatic controller. Plots in Figure 6 show that
the model predictive controller is the algorithm that performs
best together with the very simple modified thermostatic
controller. It is worth to notice that, despite weather forecast
are real, the price signal is supposed known and so in the case
of the energy bill the performance of the model predictive
controller could be worse if wrong forecast are provided.
Anyway, with good price forecast the MPC controller is the
algorithm supposed to still give the best result because it is
the only that, using forecast, takes advantage of looking into
the future for a better trading of the thermal energy stored
in the buildings. So, for example, if the price forecast are
indicating an increment in the future energy price, MPC
algorithm is the only one that is able to start to store thermal
energy at some point (with switching the heating on) in order
to avoid to pay more money for the same energy amount later.
Figure 7 shows the price responsiveness for the proposed
algorithms. Price responsiveness is defined as dP
dp
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Fig. 6. Plot a shows the instant values of the electric bill. Plot b shows the
money saved with respect to the traditional thermostatic controller in a price
signal context.
variation of electric power usage achieved by an algorithm
given a certain variation of the price of the energy. Each
point on the plot is the mean of a distribution of values
that are the different responses that the algorithm gives to
such variation of price. The standard deviation σ for each
distribution is reported on each mean value with the vertical
bar on the plot: how the bars show, the aggregate response
is not really predictable and may vary in a very significative
way because it is function of a wide number of parameters,
such as time, outside temperature, wind speed, solar radiation,
thermal features of the buildings, thermal history and so on.
Anyway the continue lines in the plot of Figure 7, that are
the fourth grade polynomials obtained applying least square
method to the mean values of the distributions, show a clear
tendency we could expect about the behavior of the algorithms
that is that the controllers with price responsiveness capability
are able to reduce the power consumption when there is a
positive variation of the price and vice-versa; as the flat green
lines shows, the thermostatic controller does not offer price
responsiveness at all. The algorithms that show the best price
responsiveness capabilities are the model predictive controller
and the one named cet.
With computing the average of the standard deviation of the
populations along the x-axis, it is possible to get an idea
of which algorithm would result in the best predictability of
the price response for this simulation: the controller with the
less standard deviation is cet, then tsp and finally the model
predictive controller.
An interesting point of the price responsiveness of Figure 7
is to see if increasing the number of buildings of one order
of magnitude could improve its shape in the sense of having
smaller values for the standard deviations and, so, increasing
the predictability of the behaviors of the buildings; in fact these







Fig. 7. The price responsiveness for the four different algorithms that is
defined as the variation in the power consumption as a function of a variation
in the price; vertical bars show the standard deviations for the different
responses.
usage variation given a electric energy price and they could be
used for bidding in the electric market for computing a price
signal.
IV. CONCLUSION
In this paper the performances of three different algorithms
suitable for controlling domestic electric space heating through
price signal are compared. Simulations have been realized
using a simulation platform that is able to take into account
a temperature feedback signal coming from a real building in
order to perturb in real time the behavior of all the buildings
for pretending more realism from the simulation. Besides, the
experimental results of using a model predictive controller on
a real house have been presented. Real weather forecast for
the area are used for the model predictive controller and they
are provided by Risø-DTU Meteorological Department. The
price signal used in the simulation is artificial and created for
enabling the comparison between the algorithms.
Control algorithms are compared taking into account the
comfort level they can achieve (measured as the deviation
from the optimal indoor temperature), the total cost for the
energy they require and the price responsiveness capability,
defined as the change in the electric power usage when a
variation in the electric energy price is proposed.
All the algorithms here presented show a positive capability
of moving the energy consumption from moments where the
energy is expensive to cheaper energy time frames (Figure 7)
and maintaining a reasonable comfort level in the buildings.
All the algorithms start to lose effectiveness when the fre-
quency of the price signal decreases; this because the thermal
inertia of the buildings is not big enough to maintain the indoor
temperature in the allowed range.
Anyway the algorithm that shows the best global perfor-
mance is the model predictive controller; in the case of the
indoor temperature comfort level, it behaves even better than
the thermostatic based controllers (Figure 5.c) because, taking
advantage of weather forecast and the thermal model, can
predict the effects of solar radiation (that in the days of the
experimental simulation was important) and take appropriate
counteractions.
Model predictive controller is also able to produce the
cheapest energy bill if compared with the other two algorithms.
In the case of the proposed simulation, we assume perfect
foresight for the price signal and this would not be the case
in a real application where errors in forecasting are expected.
Anyway in presence of good forecast for the price signal, the
model predictive controller should still be the best one also in
terms of energy cost since it is the only one that can look into
the future and, for example, start to store energy if it detects a
future increase in the price; this allows a better management
of the energy stored in the buildings.
From the point of view of the infrastructure, model pre-
dictive controller does not have more requirements than other
controllers since they all need to receive a price signal and
some kind of hardware to implement the algorithm; once the
communication requirements for enabling the transmission of
price signal is set up, weather and price forecast are services
that can be added to the system without having impact on the
complexity of the hardware architecture.
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Abstract—This paper presents a model predictive con-
trol (MPC) strategy for maximizing photo-voltaic (PV) self-
consumption in a household context exploiting the flexible de-
mand of an electric water heater. The predictive controller
uses a water heater model and forecast of the hot water
consumption in order to predict the future temperature of the
water and it manages its state (on and off) according to the
forecasted PV production, which are computed starting from
forecast of the solar irradiance. Simulations for the proof of
concept and for validating the proposed control strategy are
proposed. Results of the control approach are compared with a
traditional thermostatic controller using historical measurements
of a 10 kW PV installation. Economic results based on the Italian
self consumption tariffs are also reported. The model of the water
heater complex is a mixed grey and white box and its parameters
have been estimated using a real water heater device.
Keywords – Smart grids, Power demand, Solar generation,
Demand Side Management
I. INTRODUCTION
In the last decade, worldwide evolution of installed photo-
voltaic capacity shows an exponential growth with an increase
of nearly 70% in Europe between 2010 and 2011 given by an
increment of 30 GW of new installations [1]. According to [1],
the PV installation capacity in Europe is expected to increase in
the incoming years, because of national government targets and
convenient feed-in tariffs. In 2009, Germany introduced tariffs
for promoting self-consumption allowing users to receive in-
centives for each consumed watt during PV production periods
[2], [3]. The same kind of incentive has been introduced in
Italy in 2013.
The photo-voltaic energy self-consumption is relevant for
allowing the transition towards a more efficient power system,
improving power balance, voltage stability and reduction of
power losses. Several solutions for controlling a battery storage
to absorb the excess of PV production and reuse it during
peak hours have been proposed. Braun et. al. [4] presents a
energy management strategy using a PV installation coupled
with lithium batteries. [5] proposes a centralized controller
that optimizes the use of lead acid batteries taking into ac-
count consumption patterns and schedule of common domestic
white goods while [6] proposes a battery control strategy for
absorbing fluctuations of renewable sources. Few attempts
of absorbing PV production using so-called Demand Side
Resources have been proposed. DSRs are electric loads which
have an intrinsic natural flexibility due, for example, to thermal
inertia. DSRs allow to defer electric power usage without
compromising the quality of the services they are supplying
to the users and they are generally proposed as a resource for
supporting power system regulating power [7] or frequency
regulation [8].
In this paper, a MPC strategy for scheduling the con-
sumption of an electric water heater according the forecasted
PV production is presented. The choice of the demand side
unit to control has been done according to the fact that the
power required by water heater is not correlated with sun
irradiance. In case for example of [9], the power demand
is negatively correlated with the sun irradiance, because the
sun contributes to warm the building envelope, and therefore
the self-consumption strategy might be not effective. On the
contrary, air conditioning units would be very convenient for
PV self-consumption policies since their power demand is
positively correlated with sun irradiance during the warm
season. The advantage of exploiting flexible demand other than
batteries, it is that some flexible units are already present at
household level and it is definitely worth investigating their
usability before considering to place new storage devices.
The model predictive control strategy uses a grey box
model of a single element electric water heater whose param-
eters have been estimated from a real device. An optimization
algorithm is finally used for scheduling the power consumption
of the heater in order to use electric energy when photo-voltaic
power is available and to respect user comfort (i.e., hot water
should always be available when required). Simulation results
of the receding horizon MPC strategy are proposed. Predictive
control is compared with a traditional thermostatic controller
and economic results based on real self-consumption and feed
in tariffs are proposed.
The paper is organized as follows: Section II presents the
water heater model, it formulates the optimization problem
needed for realizing the MPC strategy and it shows how the
controller is applied for controlling the water heater. Section
III contains simulation results of the receding horizon MPC
strategy. Section IV presents discussion and conclusions are
finally reported in Section V.
II. METHODS
The target of the proposed control strategy is to maximize
photo-voltaic self-consumption, shifting the power usage of a
domestic electric water heater. The optimal control problem is
formulated as linear optimization and the cost expression is





∣∣∣∣max(P s)− P simax(P s)
∣∣∣∣P ei (1)
subject to Ti+1 = f(Ti, T roomi , qi, T inleti , P ei ) (2)
Tmin ≤ Ti ≤ Tmax ∧ P emin ≤ P ei ≤ P emax (3)
Index i refers to a discrete time instant. The time series
P s is the forecast for the produced PV energy. Photo-voltaic
forecast model is introduced in subsection II-B. P e is the
power consumption profile of the water heater and it is
the target variable for the optimization process. Constraint 2
is evaluated using the mathematical model of the electric
water heater, which is presented in paragraph II-A: T is the
average temperature of the water inside the tank, T room is
the temperature of the room where the heater is placed and
T inlet is the temperature of the cold water which replaces the
consumed hot water; quantity q is the amount of consumed
hot tap water. For this simulation, a static pattern for the
hot water consumption profile is used [10]. The same pattern
has been used as forecast (i.e., forecast are assumed perfect).
Inequalities 3 set the upper and lower bounds for the water
temperature and limit the electric power consumption of the
heater. N is the length in number of discrete time steps of
the optimization horizon length, the receding time horizon has
been chosen to be 12 hours in order to encompass the day
ahead cycle of PV production.
The pseudo-code which shows how the MPC strategy is
applied is shown in listing 1. The MPC problem is solved
at each iteration for the whole receding horizon length (12
hours) but only the first control is actuated at each cycle. The
sampling time is 15 minutes.
while true do
P s = update production forecast;
T0 = read current water temperature;
T = produce water temperature forecast(T0, q);






wait for sampling time
end
Algorithm 1: MPC receding horizon formulation
The output of the MPC is the energy that the heater should
consume in the time frame. In case of a real device, the
on-off state could be modulated in order to obtain the right
amount of energy. This policy is still acceptable because the
self-consumption is primarily about maximizing the amount of
energy which is consumed and not following a precise power
profile.
A. Water heater model
In this section a model for a single element electric water
heater is presented. Thermal stratification of the water due to
buoyancy effect is not described in this model.
Thermal loss towards the environment: Thermal loss
to external environment is due to heat conduction loss through
the surface of the tank and the natural convection which moves
heat from the tank surface to the environment. Heat loss Q is
modeled as heat conduction through the surface of the water
tank:




where A is the surface of the tank, R the thermal resistance
of the insulation material and T room the ambient temperature.
It is assumed that the room temperature is not affected by the
heater thermal loss (bigger thermal inertia).
Thermal loss due to water consumption: Given an
amount of water with mass m which is consumed in the
time interval ∆T and replaced in the tank by new water at
temperature T in, the new average temperature of the water
in the tank Ti+1 can be expressed as combination of the
temperatures of cold and hot water weighted on the mass ratio









Ti+1 − Ti = m
mt
(T in − Ti) (5)
Assuming the mass flow rate q(t) piecewise constant, the mass
can be expressed as m = q(t)∆t where ∆t is the sampling






(T in − Ti)
and the contribution in terms of heat flux is:
Q(t) = Cpq(t)(T
in(t)− Ti(t)) (6)
Contribution from heating element: The heat to the
water is supplied through the Joule losses in the heating
conductor, so:
Qin(t) = Pe(t) (7)
Final model is obtained merging the contribution of Eq. 4,
Eq. 6 and Eq. 7:





in(t)− Ti(t)) + P (t) (8)
Reorganizing the terms yields to:











Defining the thermal mass Cw = Cpmt and a lumped
coefficient Re = A/R for accounting the conduction losses
through the water tank, Eq. 9 becomes:





























a time variant multiple input single output model. Analogue
model has been described in [11] and [12]. For performing
simulation, Eq. 10 is discretized with a sampling time of 900 s.
A mixed white and grey box modelling criteria has been
adopted for assigning the values of thermal capacitance and
resistance of the water tank model. The thermal capacitance
has been assigned considering the water as the predominant





where Vt is the capacity in liters of the tank (30 l), ρ is
the water density (1000 kg · m−3) and Cp is the specific
heat at constant pressure (4183 J · kg−1 ·K−1). The thermal
conductivity of the tank has been estimated using temperature
measurements of the water inside the tank and with a simple
numeric procedure which consists in measuring the electric
power (without any hot water tap consumption) and divide its
average by the difference between the average water tempera-
ture and the room temperature. So, the thermal resistance Re
of Eq. 10 is:
Re =
T¯ − T room
P¯e
(12)
B. PV production forecast model
The production of the PV plant is predicted starting from
forecast for the sun irradiance on the horizontal plan and
translated into production values using a PV model. Solar
irradiance forecast has one hour resolution and it is provided by
DTU Wind Energy, Meteorology Section [3] through an FTP
server. The input-output diagram of the PV model is shown in
Fig. 1. Geographical information is needed by the model for
computing the azimuth and the altitude of the sun in the sky.
Given the installation characteristics of the plant, the model
computes the quantity of solar radiation which is incident to
the panel. Finally a thermal characterization of the PV cells,
which is function of ambient air temperature, sun radiation and
wind speed, is used for computing the losses and indeed the
efficiency of the photo-voltaic effect.
C. Simulation set-up
The simulations here presented are used for showing the
capability of the model predictive controller to move the
consumption of the heater during hours with PV production.
The MPC uses solar irradiance forecast relative to 4th May
2013. Water consumption profile is from [10] and it has been
resized for the need of two people (considering the small size
of the water boiler in analysis). Water consumption forecast
are the same as the consumption profile and, indeed, they are
assumed to be perfect. In order to evaluate the performances
of the MPC strategy, the water heater consumption profile is













Fig. 1. The PV model allowing to obtain the forecast for the photo-voltaic
production.
production data for the same day of a 10 kW SYSLAB PV
plant 1 – normalized and referred to a smaller 2 kW PV
installation – are used for evaluating the economic income
for adopting such solution using Italian feed-in and self-
consumption tariffs.
A summary with the relevant information for the simulation is
reported in Table I.
TABLE I. SIMULATION SETUP
Component Attribute Value
PV plant Nominal power 2 kW
Water Heater Model
Nominal power 1.26 kW
Tank capacity 30 l
R (model parameter) 2 K ·W−1
Thermostatic controller Temperature set point 55± 5◦C
MPC controller Optimization length 12 hours
III. RESULTS
Fig. 2 compares the forecasted PV production with a real
production profile, obtained normalizing the measurements
from a 10 kW PV ground installation. Production forecast are
computed starting from forecast of the sun irradiance on the
horizontal plan which comes with a resolution of one hour. In
this case the production forecast is not able to detect local drop
of power (due to fast clouds passage) but, for the day under
consideration, it is able to capture the average component
especially during the central part of the day.
Fig. 3 compares the power consumption profiles of the
heater obtained by the two controllers, MPC and thermostatic.
The yellow surface shows the measured and normalized PV
production.
Fig. 4 shows the electric energy which has been bought
from the grid in order to satisfy the demand required by the
two water heater controllers.
Fig. 5 presents the portion of electric energy produced by
the PV which has been self consumed by the electric water
heater.
Fig. 6 shows the part of PV production which has been sold
to the national grid because it has not been not self consumed.
1SYSLAB is laboratory for intelligent distributed power systems at Tech-
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Fig. 3. Power consumption profiles for the two control strategies against the
absolute value PV production. Values are in per unit.
Fig. 7 shows the average temperature of the water inside
the tank of the water heater for the two temperature control
algorithms along with the water consumption profile on the
right axis.
Table II shows the composition of the energy demand in
terms of energy bought or self consumed and the amount
of energy sold to the grid for each control algorithm. An
estimation of the energy bill – referred to the day in anal-
ysis – produced by each controller is also given in the last
column. it is evaluated using the Italian tariffs for PV feed-
in and self-consumption as a reference. The assumed tariffs
are [e·kWh−1]: 0.23 for consumption [13], 0.20 for PV
production and 0.126 for self consumed energy [14].
TABLE II. SUMMARY OF CONTROLLERS OPERATIONS ON 24 HOURS
SIMULATION
Controller Energy sold Energy bought Self consumed Energy bill
Thermostat 11.86 kWh 1.28 kWh 0.57 kWh 2.31 e
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Fig. 4. Instant power which is bought from the grid in case of traditional
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Fig. 5. Self consumed PV power for traditional thermostatic controller, red
line, and predictive control strategy, blue line.
IV. DISCUSSION
Table II shows that the proposed MPC strategy increases
to 297% the amount of active power which is consumed by
the water heater during the time with PV production. The
PV production forecast, Fig. 3, are able to detect the average
component of the PV real production. Fast changes in the PV
production profile cannot be captured because the original solar
irradiance forecast are given with a resolution of one hour. The
amount of money which the MPC allowed to save is 0.16 e
on a time span of 24 hours and considering the condition as
the day in analysis. For the analyzed day, the capacity factor
has been 26%: considering an annual capacity factor of 8%,
it can be assumed, ideally, to dispose of 112 days with an
analogue production profile; assuming also the same quality
for the forecast both for PV production and water consumption,
the annual ideal economic revenue would be around 18 e.
Fig. 6 shows that the flexibility in the power demand of
the electric water heater in analysis (capacity 30 l) is definitely
not enough for absorbing all the PV production. Increasing
the size of the tank would increase the flexibility of the
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Fig. 6. PV power that has been sold to the grid in case of traditional











































Fig. 7. Average temperature of the water inside the tank for the MPC
controller and the thermostatic one. On the right axis the water consumption
profile used for simulation.
range of allowed hot water temperature would also concur
to increase the flexibility of the system. It is worth noting
that the controller algorithm does not use the information
about the real time production of the PV panel, i.e., the MPC
strategy is based uniquely on the irradiance forecast and it
is not corrected accounting for the current production. This
setup reduces the complexity of the system because it does
not require communication between the PV inverter and the
MPC controller. Considering the instantaneous PV prediction
error, even if it increases the complexity of the system, could
be beneficial for producing better results for forecasts with a
large error.
Fig. 7 shows how the MPC controller exploits the thermal
inertia of the water for absorbing the production from the PV
installation. When no PV production is available, the MPC
let the water temperature to settle at 55◦ C: whenever the
PV installation is producing, the MPC demands more electric
power to be consumed in order to increase the temperature of
the water and have it ready for consumption for longer time. At
time t = 2.5 h the temperature of the water drops to 50◦ C
because the lower temperature constraint is implemented as
a soft one in the cost function and, therefore, the controller
allows the water temperature to go below the lower limit when
it foresees PV production in the immediate future.
V. CONCLUSIONS
This paper presents a model predictive control strategy
for maximizing PV self-consumption exploiting the flexible
demand of an electric water heater. The proposed control
approach has been tested in simulation using sun irradiance
forecast and real production data. Simulations showed that the
MPC controller is able to move the consumption of the heater
during the period when there is production from the PV plant.
A comparison with a traditional thermostatic controller showed
a energy bill reduced of 15% (according Italian feed-in and
self-consumption tariffs) for a total save of around 0.15 e for
the day considered for simulations. The energy self consumed
by the MPC is raised to around 300% than the thermostatic
controller. Such results represent a good achievement in terms
of self consumed power if considered that an electric water
heater is a device which is commonly present in a household
context.
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Abstract—This paper presents a substation controller for shift-
ing the electrical consumption during peak hours and reducing
congestions in the distribution network indirect controlling de-
ferrable electric demand. The controller produces a single control
signal which is broadcasted to all the substation electric loads
and which is used for inducing a shift in the power consumption
when a congestion is occurring. The controller auto tunes its
parameters on-line in order to adapt to different substations
and power consumption profiles. Simulations for validating the
proposed control strategy are presented. Simulations have been
using the MV CIGRE’ reference network. Substations loads are
composed both by conventional consumption and flexible demand.
Flexible demand is composed by a population of 346 Demand Side
Resources, DSRs, which are represented by buildings equipped
with electrical space heating.
Keywords – Power distribution, Power demand, Smart grids,
peak shaving, indirect control, Congestion Management
I. INTRODUCTION
Exploiting the flexibility at demand side level is becoming
of increasing focus in order to supply power system services
to the grid. The electric loads which exhibit flexibility in
the electric power consumption are the ones with an intrinsic
storage capability such as space heating and cooling units and
refrigeration devices. This kind of electric loads are usually
referred with the term Demand Side Resources, DSRs, and
their power consumption can be deferred according the needs
of the power system as long as operational constraints and user
comfort levels are respected. Exploitation of DSRs potentiality
is based on the assumption that the power contribution from
the single demand side unit is modest but the aggregate
response obtained from a large population of DSRs might
assume relevant size for the power system. Two mainstream
approaches has been proposed for controlling DSRs: direct and
indirect control. In the former case, the power consumption
of each DSR is directly controlled and supervised by one (
or more) aggregation layer [1]. In the latter case, a shift in
the power consumption of the demand side units is induced
by broadcasting a control signal [2]. Indirect control is also
referred as control-by-price when the control signal is the
price for the electric energy the users should pay. The indirect
controlled units are let free to respond to the price signal
on voluntary basis according local preferences and evaluating
the associated economic advantage for shifting their power
consumption [3]. Direct control is demanding in terms of ICT
infrastructure and communication requirements, while indirect
control results in a less complex setup because it requires only
one way communication [4] needed to transmit the real time
control signal. For this reason indirect control does not allow
to know to the exact response from the single demand side
unit and the electric power and energy contribution can be
only estimated in terms of aggregate response [5], [6].
Exploiting DSRs flexibility has been proposed for providing
regulating power or for restoring power system reserve in the
future power system where a higher penetration of produc-
tion from renewable energies is expected and conventional
generation might not have enough flexibility. In this paper a
demand side management strategy for solving congestions in
the distribution network is proposed. Each network substation
is equipped with a controller which produces a signal for
indirect controlling the underneath demand side units with the
aim of reducing a congestion whenever it arises. The local
controller is a PI based and it has auto tuning capability
meaning that it can detect the sensitivity of the associated
flexible demand allowing the controller to be replicated in
all the substations without requiring any manual tuning of
the parameters. Simulations for showing the proof of concept
have been realized using CIGRE’ medium voltage reference
network is used in the proposed simulations. The population of
controllable DSRs are buildings heated by electric space heat-
ing which exhibit a certain flexibility in the consumption due
to the thermal inertia of building envelope and air content. In
the grid, seven substations are present with both conventional
residential and commercial electric load. The penetration of
nominal flexible demand at substation level is 43% (calcu-
lated as ratio between flexible demand and flexible demand
plus conventional consumption). Power system simulations are
performed in Matlab Simulink and the DSRs population is
simulated using thermal models in Python.
The simulation setup together with the proposed congestion
controller are discussed in Section II. Section III presents the
results. Discussion of results is provided in Section IV. Finally,
conclusions are provided in Section IV.
II. METHODS
The simulation setup for validating the proposed conges-
tion management strategy consists of a power network whose
electric demand is composed both by conventional and flexible
electric loads. The network layout is described in Section
II-A) while the DSRs population, which represents the flexible
demand, is described in Section II-B. In each substation
of network the congestion controller is placed. Congestion
controller is discussed in Section II-C.
Power system simulations have been performed in Matlab
Simulink while the DSRs have been simulated using a Python
simulation platform. The two simulations environment are syn-
chronized and they exchange information at each simulation
time step, 300 s.
A. Electric network layout
The network used for the study is the CIGRE’ MV Euro-
pean Reference. A comprehensive description of this network
can be found in reference [7]. For sake of clarity, the main
aspects are here reported. The European MV distribution
feeders are three-phase and either of meshed or radial structure,
with the latter dominating rural installations. The benchmark
allows flexibility to model both meshed and radial structures.
Each feeder includes numerous laterals at which MV/LV
transformers could be connected. The nominal voltage is 20
kV and the system frequency is 50 Hz. The study has been
performed in the feeder 1 (urban) which is shown in Figure 2
and whose main information are here listed:
• 11 MV buses and 11 LV (Low Voltage) buses;
• 4590 kVA of transformer MV/LV capacity;
• 2.82 km OHL (OverHead lines) and 12.2 km Cable
lines.
Three configuration switches are present but for this study are
left in open status.
At the current stage, 7 MV/LV substations out of 11 possible
are used for simulations. Low voltage network in the substa-
tions is not represented in details. Substations are composed 3
controllable loads:
• lumped flexible demand load;
• lumped residential base load;
• lumped commercial base load (not present in all
substations);
The power consumption of the lumped flexible load cor-
responds to the aggregated consumption of a demand side
resources population which is described in Section II-B. The
number of units in each population has been chosen according
to the nominal power of the substation. The residential and
commercial base loads are subject to predefined daily con-
sumption patterns which are described in [7]; their (active)
power consumption profile are shown in Figure 1 where t = 0h
refers to midnight. Because the flexible demand is assumed to
be electric domestic space heating, the curve consumption of
the conventional residential load has been scaled to 0.7 pu.
B. DSRs population
The controllable demand side population is composed by
346 buildings equipped with electric radiators for space heat-
ing. Demand side units are spread among the 7 substation of
the network according the nominal power capacity of each of
them. Each building has a nominal heating power capability of
10 kW and its thermal dynamics are simulated using a second
order dynamic model. In order to represent a heterogeneous
population, the parameters of the models have been slightly
variated around nominal values following a normal distribution
for accounting variation in size and insulation characteristics.
The nominal thermal model has been built using grey box















Fig. 1. Static daily patterns for the conventional residential and commercial
consumption. Because flexible consumption is also domestic, residential
consumption profile has been scaled in amplitude by a factor 0.7.
Fig. 2. Network layout of the CIGRE’ feeder used for simulations .
Flexhouse is an automated free standing building connected to
SYSLAB grid, a low voltage distributed power system facility
at DTU Risø campus, Denmark. Power Flexhouse thermal
model is described by a system of differential equations
reported in Equation 1 and Equation 2. The two temperature
states are for the indoor air, T in, and heaters surfaces. The
electric power P is the controllable input which is managed
by the demand side algorithm described in Section II-B1.
Quantities S and T o are two not controllable inputs and
they are respectively solar irradiation on the horizontal plan
[W·m−2] and outdoor air temperature [◦C]. The model is















T in = (1 0)x (2)
1) DSRs indirect control algorithm: Each building is con-
trolled with a simple control algorithm that, indirectly, adjusts
the electric energy consumption according to the signal that is
sent from the substation congestion controller: the demand side
algorithm, whose formula is shown in Equation 3, produces an
offset value for the indoor temperature set point (Equation 4)
at each instant of time i when a new control signal, pi, is
available.
In Equation 4, p¯ is the mean of the control signal over the last
12 hours and k is a coefficient for setting the responsiveness
of the algorithm (it equals 10 in the proposed simulations).
The indoor temperature set point, Equation 4, is maintained





T inset point = 21
◦C − k pˆi (4)
Roughly, Equation 3 and Equation 4 tell that if the current
control signal is higher than the average of the past ones, the
indoor set point is decreased and vice-versa. It is worth noting
that such algorithm has a null contribution at steady state, so no
deviation to the indoor reference is applied when the control
signal is constant for sufficient long time (12 hours in this
case). This allows to not affect the user comfort level at steady
state.
C. Congestion controller
The overview of the implemented control approach is
shown in Figure 3: a substation controller detects congestions
(which occur when the power transit exceeds the substation
transformer nominal value) and, in order to solve them, it pro-
duces a control signal in order to reduce and shift the consump-
tion. Pei is the power transit at the substation transformer and it
comprises both conventional and flexible demand. Subscripts
i refer to time instants. Electric power is here expressed in
pu, per unit, and it is referred to the nominal power of the
substation transformer (P [pu] = P/Pnom) according to the




Fig. 3. General overview of the proposed control approach. The substation
controller measures the power transit and it produces a control signal pi in
order to reduce the power transit and shift the consumption.
Considering Figure 3, if the sensitivity of the aggregated
flexible demand (si and defined in Equation 5) to an unitary
variation of the control signal is known at each instant of time
t = i, then the amount of overload could be measured and
multiplied by s in order to know the exact variation of the
control signal needed to resize the power transit below its
nominal value. The problem is that the quantity s is function of
the states of the DSRs for a given substation and time variant,
therefore, considered the characteristics of indirect control (one





∆Pei = Pei − Pei−1
∆pricei = pricei − pricei−1
The proposed controller is a closed loop PI regulator whose
input is the deviation from the nominal power, 1 pu; its diagram













Fig. 4. The proposed substation controller for congestion management.
The gain of both proportional and integral parts is pro-
portional to sm. Coefficient sm is defined in Equation 6 as
the smallest variation in the observed (past) aggregated power
consumption for a unit of price.
sm = min{si} (6)
The aim of the proportional part of the regulator is to give a
one shot guess (given by sm times the amount of overload)
of the deviation in the control signal amplitude to send to
the units. In general, the guess will not be able to solve the
congestion because, as said before, the exact value si would
be needed. In particular here, sm is chosen as the smallest
value among a set of past si and it might easily overestimate
indirect control capability leading to an control signal which is
not high enough. The task of the integral part of the regulator
is indeed to correct the proportional action and produce the
magnitude of the control signal in order to try to restore the
nominal power transit.
The input of the proportional part of the regulator is limited
to the interval [0,+ inf) because it has to act only when a
congestion is occurring. However a negative input (− inf, 0]
is allowed for the integral part of the controller in order to
remove the offset price when no congestion is occurring.
The indirect control signal produced by the controller is in the
range [0,+ inf), i.e. the controller discouraging consumption.
The integral part of the controller has an anti wind-up loop
part which is not shown in the diagram of Figure 4.
It is worth noting that the parameter si in Equation 5 is not
influenced by the conventional load which does not react to
any change of the control signal.
Congestion controllers are placed in all the 7 substations and
they adjust their gains automatically on-line using Equation
6 evaluating the variations of aggregate power consumption
given changes of the indirect control signal. An initial training
phase of the controller is required to detect the sensitivity of
the flexible demand. No manual individual tuning is needed
for the controllers.
In order to allow the value sm to be updated with newer ones,
the stored value of sm is multiplied by a forgetting factor equal
to eλ/12 with λ as the age of the parameters in hours.
In the proposed simulations, the substation controller can send
a new control signal once every 5 minutes.
III. RESULTS
Simulations here proposed are performed using the urban
feeder of the medium voltage CIGRE’ reference network.
Electrical demand is composed by a mix of conventional
and flexible. Each substation is equipped with an auto tuning
controller whose task is to send a unique control signal to
all substation electrical loads in order to shift the power
consumption every time a congestion occurs.
Two simulation scenarios are proposed. Scenario a is with
no congestion control while, in Scenario b, all substation
controllers are activated. Both scenarios present same network
configuration, conditions and consumption profiles.
Simulations last for 24 hours, starting from midnight. The
time series used for evolving thermal models of buildings
(outdoor temperature and solar radiation are from real mea-
surements).
Coherently with the notation used before, the power transits
in the plots are expressed in pu, that is transit power divided
the nominal capacity of the substation transformer.
In scenario a, congestion control is not present. Flexibility
in the electrical demand is not exploited and electric space
heating units are let free to consume according their thermal
energy needs. The power transit of each substation, from
substation 1 to 7, and the price signal of scenario a are shown
in Figure 5.
In scenario b, the substations congestion controllers are
activated. Power transits at each substation are shown in Figure
6. Substation 0 is not shown in the figures because the power
transit never exceed the nominal value.
Voltages profiles at each substations transformers are
shown in Figure 7. Green and blue profiles are when con-
gestion controllers are activated and switched off respectively.
IV. DISCUSSION
Figure 5 and 6 show the power transit at each substation
respectively when the demand side units are not controlled and
when the proposed substation congestion controller is shifting
their consumption.
Scenario a in Figure Figure 5 depicts a situation where all
the substation are congested during evening hours.
Figure 6 shows how in scenario b, the substations con-
trollers starts to raise the price signal as soon as they detect an
overload; consequently the DSRs tend to reduce their power
consumption. A closer inspection to the power profiles of the
different substations in Figure 6, during the time frame where















































Fig. 6. Scenario b. Congestion controllers are activated in each substation
and the consumption is trimmed thanks to acting on flexible demand.
oscillates around 1 pu or 2) it slowly decreases to one, 3) the
peak values are reduced but the ’wave’ of high consumption
last longer than scenario b.
Case 1) occurs when the identified value sm for a certain
substation is underestimating indirect control capability: in
this case only the proportional regulator contributing to the
control signal. After the indirect control signal is sent, the
power transit is reduced below its nominal value: because
the proportional regulator is not feeded anymore, the power
consumption returns to a value higher than 1 pu and the cycle
starts again.
In case 2), the value sm is overestimating indirect control
capability and the proportional regulator ’one-shot guess’ is
not able to solve the congestion: in this case the integral action
of the regulator start to increase the magnitude of the indirect
control signal causing the aggregated power consumption of
the loads to drop slowly.
Explanation for case 3) is that the controller, for solving the
congestion, raises the amplitude of the control signal: once the
congestion is solved, the controller - removes the price offset
causing the DSR to increase a little the consumption again;
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Fig. 7. Voltage profiles at the different substations.
level of consumption even after the congestion is solved.
TABLE I. SUBSTATIONS POWER TRANSIT VALUES DURING
CONGESTION
Power transit Scenario S1 S2 S3 S4 S5 S6
peak value b 1.08 1.21 1.30 1.20 1.11 1.29
c 1.08 1.09 1.11 1.16 1.07 1.23
mean
b 1.05 1.09 1.15 1.11 1.02 1.16
c 0.98 0.98 0.98 1. 1.01 1.02
Table I reports some relevant information of the power
transits of each substation. Data are referred to the time frame
∼ 18.5h < t <∼ 20.7h where congestion is occurring. The
controller is able to trim the consumption peak values in all
substations and in particular the mean values of the power
transits are kept very close to the nominal ones.
In this simulation the proposed controller is able to reduce the
congestions in all the substations meaning also that the simple
auto tuning procedure here presented is well performing.
As a result of the shift and reduction of the power demand, also
the substations voltage profiles in Figure 7 appear to improve.
V. CONCLUSION
This paper proposes a controller for peak shaving and
managing congestions in the distribution network using flexible
electrical demand. The controller is auto tuning meaning that it
adjusts the parameters by itself on-line and it does not require
any manual intervention. In order to show the proof of concept,
the performance of the controller have been tested using
seven substations of the urban feeder of the medium voltage
CIGRE’ reference network. Electric loads, which are placed
at distribution level, are composed by a mix of conventional
and flexible demand (with a penetration of flexible demand of
43% over the total). Flexible electrical demand is represented
by a population of Demand Side Resources, DSRs, spread at
substation level. Electric space heating has been chosen as
demand side unit. Each DSR is equipped with a simple control
algorithm which indirectly adjusts the power consumption
according the signal received form the substation congestion
controller and respecting local user comfort conditions. The
congestions controllers have been replicated identically in all
the 7 substations and each of them produces a unique broadcast
signal for controlling the substation flexible demand. One
way communication is assumed and only the measure of the
aggregate power consumption at substation level is needed.
Simulations showed that the proposed controller can effectively
use the flexible demand in order to reduce the power transit
during peak hours and that the auto tuning procedure is able to
adapt controller parameters to different substations and assure
the performances. Voltage profiles of the substations have
also improved. Future work is in the direction of evolve the
current controller to a model predictive control strategy which
might improve the overall performances because it can better
manage the flexibility [3]. Besides, distributed generation in
the CIGRE’ reference network will be considered.
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Abstract—It is described that controlling or shedding by price
the power consumption of a population of thermostatic loads
introduces in the aggregate consumption dynamic effects that
cannot be disregarded if electrical flexible demand is meant
to supply power system services. It is shown that inducing a
desynchronization in the consumption contributes to damp the
oscillations. Results are supported by Monte Carlo simulations
of a population of buildings equipped with electric space heating
whose consumption is indirect controlled by a dynamic price of
the electricity.
I. INTRODUCTION
The increasing cost of traditional sources for electricity
generation and the thrust towards a more sustainable impact
of human activities on planet Earth are leading the need
of integrating more renewable energy in the power system.
The axiom on which the power system is based is that the
electric generation has to match the consumption and this
is accomplished by regulating the production to respond to
system frequency variation. Increasing the share of generation
from renewable sources decreases the amount of controllable
production in the grid limiting the penetration that renewables
can achieve.
A solution that is envisaged for restoring the lack of
controllability is controlling the electric power demand. Such
a solution is dated back in time [1]. However it has been
revitalized in the recent years because the promising transition
to smart grid constitutes an adequate enabling technology for
realizing it in large scale and in an automated way. Control-
by-price or indirect control is often mentioned as a way
for supplying regulating power and supporting the ancillary
services of the electric grid. The need of regulating power
of the grid is reflected into a dynamic energy price that
is used for inducing a shift (or sometimes a shedding) in
the power consumption of demand side resources (DSRs).
DSRs are electric loads whose consumption can be shifted
without impacting the quality of the primary services they
are supplying to the consumers. The paradigm of controlling
flexible demand is that the contribution in terms of electric
power support from the single DSR is not relevant for the
power system while the aggregate and coordinate contribution
from a large population of DSRs might have important size and
hence the capability of impacting the operation of the electric
grid. Nevertheless flexible consumption cannot be regarded
as a fully controllable virtual unit as the aggregate electric
power consumption primarily depends on consumers demand
and DSRs operational constraints.
Load kickback effect, are investigated originally under the
circumstances of restoration from a power system outage [2].
It is due to the fact that the usual diversity of different loads is
lost and they have temporary synchronized behaviour. Under
the smart grid frame, the kickback effect may happen as well:
the ancillary services instruct the DSRs to perform same or
similar actions to their flexible consumption. [3] presented the
load kickback model of water heaters. The kickback curve is
formulated as a function of curtailed energy using regression
method. In [4], the software EnergyPlus is used to identify the
payback effects of the components inside the building (e.g.,
space-heating and air-conditioning systems) by specifying the
thermostat model. The kickback effects are observed from a
large population of thermostat loads in some studies [5] and
a control strategy for reducing it is proposed in [6]. However,
given the increasing importance of demand response in the
power system, the dynamic behavior of the aggregate demand
should be investigated specifically.
In this paper, the dynamic behavior of the aggregate
response of an indirect controlled population of DSRs is
studied. A sensitivity analysis through Montecarlo simulations
is performed considering a homogeneous (i.e. same kind of
DSR but not same characteristics) population of 100× 103
thermostatic controlled loads (building electric space heating)
and it is shown how controlling them with an identical indirect
control signal (e.g. price signal) introduces time dynamic
effects that need to be taken into account if flexible demand is
meant to supply regulating power to the grid or other power
system services. It is also shown that inducing a diversification
in the state of DSRs provide to desynchronize the aggregate
consumption hence leading to a more desirable behavior for
the power system. This conclusion can be considered for devel-
oping price responsive controller for indirect control capable
of producing better behaving aggregate power consumption.
The paper is organized as follows: Section II describes
the indirect control setup, building thermal models, price
responsive control algorithm along with the description of the
Monte Carlo simulations scenario. In Section III a detailed
description of the kickback effect is provided and supported by
simulation results. Monte Carlo simulations of the population
are provided and discussed in Section IV. Conclusions are
stated in Section V.
II. INDIRECT CONTROL SETUP
The indirect control setup that is considered for supplying
power system services is the one shown in Fig. 1. An indirect
control signal, say the electricity price p(t) (however no market
considerations are given in the sequel), is used for inducing a
shift in power consumption of a population of DSRs.
price signal aggregate response
p(t) P (t)
Fig. 1. Indirect control setup. A price signal indirect controls a population
of 105 buildings equipped with electric space heating.
The population is composed by 105 buildings equipped
with electric space heating. The aggregate power consumption
P (t) of the population is simulated with a bottom-up approach
and combining together the individual power requirement of all
buildings. Each building is described by a first order dynamic
model and it is discussed in Section II-A. Each space heating
unit is equipped with an price responsive control algorithm that
is discussed in Section II-B. The simulations are performed
using a Monte Carlo approach, i.e. buildings and control
algorithms have identical form across the population but their
parameters are variated according statistical distributions (Sec-
tion II-C).
A. Building thermal model
The temperature Tj of each building j of the population is
simulated with the first order thermal model given in Eq. 1
where input quantities φs, T out are time series for solar
irradiance [Wm−2] and outside temperature [◦C] respectively
and uj(t) is the controllable input (on/off) and the parameter
Dj is the nominal power consumption of the space heating.
The parameters Cj , R, Aj are respectively the lumped thermal
capacity of the building, the thermal resistance of the building
towards the exterior environment and the window area. Cj and
Aj are parameters depending on the size of the building and
the criteria with which they have been assigned is explained in
the sequel. ηj(t) in Eq. 1 is a zero mean Gaussian noise term
which is introduced for further differentiating the behavior of
the models in the Monte Carlo simulations.
Cj
dTj(t)
dt = − 1RTj(t) +Djuj(t) +Ajφs(t) + 1RT out(t) + ηj(t)(1)
The parameters of the thermal model in Eq. 1 of
Power Flexhouse are reported in Table I. Power Flexhouse
is a free standing building and it is used as facility for testing
demand side management strategies at DTU Elektro, Denmark
[7].
TABLE I. POWER FLEXHOUSE I ORDER THERMAL MODEL
PARAMETERS.
Name Unit Value
CFH [kW ◦C−1] 12.3 × 103
SFH [m2] 125
AFH [m2] 10.7
The values of the parameters in Table I (which are obtained
by grey-box modelling) are used as base values for deriving
those of all the other models in the population. While the
value of the thermal resistance R is kept constant across
the population (it is assumed that the buildings have same
insulation characteristic), the values Cj and Aj are respectively
obtained using the expressions in Eq. 2 and Eq. 3 where Sj











In other words each Cj and Aj are scaled according the
size of the building they represent (an explanation of the
empirical relationships in Eq. 2 and Eq. 3 is provided later).
The size Sj [m2] of each building is a Gamma distributed
random variable and it is given in Eq. 4. The histogram of
100× 103 realizations from Eq. 4 is shown in Fig. 2. The
distribution in Eq. 4 and the associated parameters k, θ have
been obtained performing a statistical analysis of the size of
the class of buildings whose Power Flexhouse is representative
using data from the Danish National Register of Buildings
(BBR) [8].


















Fig. 2. Stochastic realizations from the Gamma distribution in Eq. 4.
The motivations for Eq. 2 and Eq. 3 are hereafter ex-
plained. The thermal capacity of building is due both to its
air content and envelope thermal mass. Assuming constant
building height, the air volume is linear with the building size
Sj . Assuming rectangular shape and same sides ratio of the
buildings, the lateral surface of the building is proportional to
the square root of building size Sj . Assuming constant thermal
resistance, the thickness of the insulation layer (R ∝ thermal
conductor thickness on exchange area) has to grow linearly
with the lateral surface hence linearly with the square root of
the building size Sj . As the volume of the insulation layer
and walls is given by the lateral surface times the envelope
thickness (and both are linear with the square root of the
building size) it can be concluded that the volume of the
building envelope is also linear with Sj . In case of parameter
Aj , it is assumed that the window area of each building j is
proportional to the building lateral surface hence to the square
root of the building size Sj and t given in Eq. 3. A is the
estimated value of Power Flexhouse window area and it is
given in Table I.
B. Price responsive building temperature controller
Each building j of the population is equipped with a price
responsive controller that acts on the top of a thermostat
(feedback controller with hysteresis) as shown in Fig. 3.







Fig. 3. Price responsive local controller + house thermostatic controller.
The price signal is elaborated by the high pass filter Hj(s)
whose expression is given in Eq. 5, where aj is the temperature
variation induced by an unitary stepwise change of p(t) and








The steady state contribution of Hj(s) is null, meaning that
if the price signal does not change for sufficient long time, the
original set-point is restored. This is because it is assumed
that the consumers are not willing to affect their temperature
comfort at steady state (nondisruptive load control).
The set-point of the thermostat T set−pointj (t) is given in Eq. 6
where T inj is the user indoor comfort temperature.
T set−pointj (t) = T
in
j +∆Tj(t) (6)
The quantity hj in the thermostat block of Fig. 3 is the
hysteresis of the controller and uj(t) represents the state of
the space heating.
C. Parameters variations in the Monte Carlo simulations
Monte Carlo simulations, i.e. accounting for stochastic
variations of the parameters, are performed for considering
differences of both building and price responsive controller
characteristics across the population. Table II shows the PDF
according to which the parameters are picked and the correla-
tion coefficients between them. Correlation among Sj (hence
thermal capacity Cj) and both Dj and τj is introduced because
the space heating nominal power and the time constant of the
filter are assumed to related to the size of the building.
TABLE II. PARAMETERS DISTRIBUTIONS AND CORRELATION
COEFFICIENTS ASSUMED FOR MATRIX FOR MONTE CARLO SIMULATIONS
- PDF Cj A φh Tj hj aj τj
Cj Γ(22,663) 1 .99 .99 0 0 0 .85
A Γ(88,.13) .99 1 .99 0 0 0 .84
Dj 80·Sj+N(.252 ,1) .99 .99 1 0 0 0 .84
T inj N(21,.152) 0 0 0 1 0 0 0
hj N(1,.102) 0 0 0 0 1 0 0




+N(7e3,1) .85 .84 .84 0 0 0 1
III. DESCRIPTION OF THE KICKBACK EFFECT
The simulation in support of this discussion is obtained
with the setup in Section II-C with the exception that the
threshold of the thermostats and the parameters of the con-
trollers are constant across the population. This is for facil-
itating the visualization and the description of the dynamics
phenomena associated to the aggregate consumption. Solar
radiation and ambient temperature (needed by thermal models)
have been arbitrarily set to 0 and 10 ◦C respectively and they
are assumed constant both in time and across the population.
The aggregate power consumption response of the build-
ings (Fig. 4-I) to a step variation of the price signal (Fig. 4-II)
is analyzed in this section. Four points of interest have been
identified along the consumption profile of Fig. 4-I and they
are indicated by the colored marks. In the sequel, the instants
of time that corresponds to the marks are analyzed. Fig. 4-
III shows the temperature deviation that the indirect control
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Fig. 4. Population power consumption (I) when controlled by price signal in





Red mark (steady state): the aggregate power consumption
does not exhibit any variation. This is a steady state situation
and, statistically, for each thermostat turning on, there is one
turning off and vice-versa. The histogram in Fig. 5 shows that
the distribution of the distance between the temperature of each
building and the respective set-point (i.e. Tj(t)−T set−point) is
uniform across the population. The buildings moving rightward
are those whose space heating is on and those which eventually
pass the right threshold are the ones switching off. The units
moving leftward are cooling down (space heating off) and
those which pass the left threshold are the ones switching
on, hence contributing positively to the aggregate power con-
sumption. The red bars in the histogram of Eq. 7 shows the
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Fig. 5. Histogram of the distance of the temperature of each building from
the respective set-point (Tj(t) − T set−pointj ) at the red mark of Fig. 4-I.
Green mark: the price signal variation is perceived by
the indirect control algorithms which therefore decrease the
temperature set-point of the respective building. All the units
that are in on state and whose temperature is higher that the
new thermostat set-point are switched off. This provokes a drop
in the power consumption. By comparing Fig. 5 and Fig. 6, it
is possible to notice that the histogram is shifted on the right
of the thermostatic interval (whose thresholds are denoted by
the two red dotted lines). A consequence of this is that – for
a certain period of time – no units will be able to trigger the
consumption on because they need to cool down in order to
reach the new left thermostatic bound. This unbalance causes
the aggregate power consumption to decrease further as shown
by the power profile behavior between the green and orange
marks in Fig. 4-I. The blue bars in the histogram in Fig. 7
show the distribution of the state of the space heating units
for the instant of time under consideration and, as expected,
the group of units in the off state for the instant in analysis is
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Fig. 6. Temperatures distances distribution at the green mark in Fig. 4-I..
Orange mark: the power consumption profile reaches the
minimum value. The histogram in Fig. 8 shows a large number
of units being in the proximity of the left thermostatic threshold
and hence close to trigger the consumption on (if off). It
is worth to note that while time passes, the indirect control
algorithm gradually removes the temperature offset (Fig. 4-
III) hence ’accelerating’ the movement of the population in


























Fig. 7. Distribution of the units state across the population at steady state in
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Fig. 8. Temperatures distances distribution at the orange mark in Fig. 4-I.
Magenta mark: here the aggregate power consumption
assumes the same value as at steady state (red mark). However
this situation does not result in a equilibrium point because
the flow of units trespassing the right thermostatic threshold
does not equal the flow in the opposite side. By comparing
the histograms in Fig. 8 and Fig. 9 it is possible to notice that
there is a ’wave’ moving leftwards, hence composed by units
that are cooling down. This unbalance will cause the aggregate
power consumption to increase because a large number of units
is expected to trigger the consumption on in the near future.
This will cause more units to consume power concurrently
and hence provoking a kickback effect on the aggregate power
consumption (black mark).
Black mark: it corresponds to the peak of the kickback
effect of the aggregate response. After the black mark, the
aggregate power consumption in Fig. 4-I undergoes to a period
with dumped oscillations before reaching a new steady state at
time t ≈ 15 h. The steady state power consumption does not
differ than the initial one because the indirect control algorithm
does not introduce any steady state contribution for not altering
the user comfort.
IV. MONTE CARLO SIMULATIONS
Simulations are performed with the setup discussed in
Section II-C, therefore accounting for variations across the
population of buildings characteristics, parameters of price
responsive controller and parameters of the thermostat. Fig. 10
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Fig. 9. Temperatures distances distribution at the magenta mark in Fig. 4-I.
variation of the price signal for three different values of the
standard deviation of η 1 (the noise term in Eq. 1) and it resem-
bles the response of a second order system at different damping
ratios. Initially, the variation of the price signal provokes a
synchronization of the state of those units that switch off. A
small variance noise term does not promote a diversification
of the consumption for those units have been switched off
that hence tend to trigger the consumption together for long
time causing undamped oscillations. A large variance reduces
the deep of the initial power contribution but it contributes to
restore a diversification in the consumption hence the peak
of the kickback effect is reduced in amplitude and spread
in time. Such a characteristic is surely more desirable for
the power system point of view. However the noise term is
not a controllable parameters and according indirect control
paradigm, a desynchronization cannot be induced by price as

























Fig. 10. Population power consumption for three values of the variance of
the Gaussian noise term η in Eq. 1.
One might wonder if dynamic effects are reduced by shed-
ding the consumption instead of shifting it. Fig. 11-I shows
the aggregate power consumption of the same population
discussed above with the difference that the temperature offset
is not high pass filtered (Fig. 11-III). Oscillations are still
present because the initial drop of power provoked by the
1Standard deviations in Fig. 10 refer to the discretized thermal model
(sampling time 300 s). For example, ση = .1 means than in five minutes
the evolution of the model could be perturbed up to ±0.2 ◦C at 95% of
probability.
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Fig. 11. Consumption shedding instead of shifting.
V. CONCLUSIONS
The topic of indirect controlling a large population of
DSRs is addressed. It is shown that a variation of the price
signal provokes a synchronization in the consumption of the
DSRs that can lead to unwanted oscillations of the aggregate
power response. The same phenomena is observed to happen
also when the consumption is curtailed rather than shifted.
It is shown that diversificating the state of DSRs composing
the population reduce the peak of the kickback effect. This
suggests that a random component could be taken into account
in the local price responsive controller in order to dump the
oscillations and avoid a deep a kickback.
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Abstract
The objective of this paper is to analyze the value of energy replacement in the
context of demand response. Energy replacement is defined as the possibility of
the consumer to choose the most convenient source for providing space heating
to a smart building according to a dynamic electricity price. In the proposed
setup, heat is provided by conventional electric radiators and a combined heat
and power generation system, composed by a fuel cell and an electrolyzer. The
energy replacement strategy is formulated using model predictive control and
mathematical models of the components involved. Simulations show that the
predictive energy replacement strategy reduces the operating costs of the system
and is able to provide a larger amount of regulating power to the grid. In the
paper, we also develop a novel dynamic model of a PEM fuel cell suitable for
micro-grid applications. The model is realized applying a grey-box methodology
to the experimental proton exchange membrane fuel cell of the EPFL-DESL
micro-grid.
Keywords: Demand Response, Control-by-price, Energy replacement,
Combined heat and power generation, Proton exchange membrane fuel cell,
Model predictive control, Grey-box modelling.
1. Introduction
In the recent years, flexible demand became of renewed interest as a promis-
ing resource to restore the lack of control capacity of the power system caused
by the increase of the proportion of energy production from renewable genera-
tion. Flexible demand is that part of the consumption that can be shifted in
time without compromising the quality of the primary services it is supplying
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to the consumers. The electric loads capable of flexible operation are said de-
mand side resources (DSRs) and are, for example, the electric thermal loads
such as space heating devices and refrigeration units; in this case, the flexibility
is given by the associated thermal mass that allows a temporary deferral of the
power consumption without causing significant variations of the temperature.
The utilization of flexible demand has been proposed to support the primary
control of frequency and voltage, and provide regulating power to the grid [1–8].
In this paper, we introduce the concept of energy replacement applied to the
provision of space heating to a smart building. Energy replacement consists in
coupling a traditional source of space heating, i.e. electric radiators, together
with combined heat and power (CHP) generation units. The CHP source is a
storage system composed by a proton exchange membrane fuel cell (PEMFC),
an electrolyzer and tanks for storing the reactants. The control of the energy
replacement setup is realized by means of model predictive control (MPC),
which achieves to schedule the operation of the energy resources according to a
dynamic electricity price and while respecting the temperature comfort of the
consumer. From the power grid operation point of view, such a setup is expected
to provide larger flexibility because energy can be stored not only in the building
thermal mass, but also by producing and storing the reactants of the PEMFC-
electrolyzer system. The electricity price reflects the need of regulating power of
the grid, and, in general, is meant to act as an economic incentive for the flexible
demand to shift the consumption. This approach is known as control-by-price,
and is extensively advocated in existing literature as a simple framework to
enable demand response, since it relies on a few ICT requirements. We show by
simulation that, in comparison with conventional space heating setups [9–11],
the proposed predictive control strategy achieves a reduction in the operation
cost and is able to manage effectively the extended amount of flexibility provided
by the CHP system. The topic of the integration of CHP devices at demand
side level with the objective of enhancing the performance of demand response
was previously considered in [12]. We extend such a development by including
dynamic models of the fuel cell and building, showing, as mentioned above, how
energy can be stored by means of both producing reactants and exploiting the
thermal mass of the building envelope. In the process of developing the energy
replacement strategy, we propose a novel dynamic model of a PEMFC suitable
for micro-grid applications. The model is realized applying a grey-box modelling
methodology and is identified using measurements from the experimental 15 kW
PEMFC of the DESL facility at EPFL.
The paper is organized as follows: Section 2 describes the setup of the re-
placement strategy, the models of the components and the MPC algorithm. In
Section 3, the simulation results are presented and discussed. Finally, conclu-
sions are stated in Section 4.
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2. Methods
2.1. The energy replacement concept
The objective of the energy replacement strategy is to provide heat to a
smart building combining the operations of several energy resources while min-
imizing the total cost of the operation and according to the requirements of
the grid, which reflects its need of regulating power into a dynamic price of the
electricity. The configuration of the energy replacement setup is sketched in
Fig. 1: space heating is supplied by the electric radiators and recovering the
waste heat associated to the electrochemical conversions operated by the FC
and electrolyzer. From Fig. 1, the reactants required by the FC are produced
by the electrolyzer, and are mechanically compressed by electric compressors
and stored in tanks. It is worth to note that high pressure electrolysis could
avoid the use of the compressors since the reactants are already produced at
high pressure [13]. Although, in this setup, the configuration with mechanical
compression is chosen because is more general in terms of components.
Figure 1: The setup of the energy replacement strategy. Building space heating is provided
by conventional electric radiators, the FC and electrolyzer. The reactants are mechanically
compressed and stored in the tanks.
The control of the energy replacement strategy is realized using the MPC.
It consists in an optimization problem that minimizes the associated penalty
function, while obeying the constraints of the system. The formulation of the
MPC strategy requires the mathematical models of the components in Fig. 1.
The model of the FC is identified using a grey-box approach and using mea-
surements from a 15 kW PEMFC: the modelling methodology, the experimental
setup and the model are described in Section 2.2. The models of the compres-
sors and tanks of the reactants are realized using a first principles approach and
are described in Section 2.4 and Section 2.5, respectively. The mathematical
models of the electrolyzer and building are from literature and are presented in
Section 2.3 and Section 2.6, respectively. The formulation of the MPC problem
is described in Section 2.7.
3
2.2. Fuel cell grey-box model
2.2.1. Stochastic grey-box modelling
The PEMFC model is identified using the grey-box methodology, which is a
framework that allows to identify a model incorporating its physical knowledge
together with measurements from a real device. The adopted grey-box modelling
process consists in formulating a candidate model as a function of unknown
parameters that are estimated from measurements using maximum likelihood
estimation (MLE). The objective of MLE is determining the parameters of the
model that maximize the likelihood of the model, i.e. maximize the probability
that the model can explain the set of available measurements. The mean and
variance of the 1-step ahead prediction of the candidate model with parameters
θ at the time step k are defined as
yˆk|k−1 = E[yk|k−1(θ)] (1)
Rk|k−1 = Var[yk|k−1(θ)], (2)
respectively, where yk|k−1 indicates the prediction of the model provided the
information up to k − 1. The 1-step ahead prediction error of the model is
defined as
k = yk − yˆk|k−1, (3)
where yk is the measurement at the time interval k. Assuming that the predic-

















which is the joint probability of the prediction errors obtained as the product
of the single conditional probability density. The parameters of the model are
found by minimizing the logarithm of the function in Eq. (4). The MLE routine
that is utilized to estimate the FC model is implemented in the software package
CTSM [14], which is available as a library for the programming language for
statistical computing R. In order to capture all the dynamics inherent the system
to identify, the device to model should be excited in a wide range of frequency
during its operation. This is usually accomplished by controlling the device
using a pseudo binary random signal (PRBS), that is a binary signal with a
fixed period and duty cycle randomly picked from an uniform distribution. In
the case of the FC, the PRBS was replaced by a stepwise signal (shown in
Fig. 2) characterized by random durations and amplitude variations. Once
the parameters are estimated, the candidate model is validated by means of
performing the residual analysis, which allows to determine if the model is able
to capture all the dynamics observable in the set of measurements. The FC
dynamic model is formulated using stochastic differential equations (SDEs),
which allow to obtain, as an outcome of the estimation process, the uncertainties
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related to both the system disturbances and measurements noise. In general,
this is a useful feature since a characterization of the disturbances allows to
determine the statistics of the predictions of the model and implement Kalman
filtering for state reconstruction and prediction. In the following sections, the
experimental setup and the FC model are described.
2.2.2. Experimental setup
DESL laboratory at EPFL in Lausanne implements an experimental micro-
grid for studying the interaction between distributed power generation and the
electric power system. The micro-grid is composed by a number of distributed
energy resources, among which a 15 kW PEMFC. The FC system, originally
developed for automotive application, is composed by the supply system of the
reactants, the FC and the associated cooling system. All the components of
the FC system are controlled and supervised by an internal controller, which is
accessible through a CAN bus and returns information regarding the state of
the system, temperature and voltage of the stack, and maximum current that
the FC can deliver. The FC is supplied by a 240 and 480 m3 tanks at 200 bar
for hydrogen and oxygen, respectively, for an equivalent of 1 MWh of stored
energy. A further pipeline provides nitrogen to the FC, that is used to purge
the reactants circuit and the membrane after each use. The electric output
of the FC is connected to a programmable direct current (DC) load. All the
measurements are sampled at 10 Hz and are logged by a software in LabView,
which is also used to set the current consumption reference of the DC load.
The experiment requirements are to measure the FC stack terminal voltage, FC
stack temperature and to control the current supplied by the FC by means of
the electronic load, in a similar way as done in [15]. The FC measurements that
are used to identify the model of the FC are shown in Fig. 2.
2.2.3. Model formulation
In a FC, the not unitary efficiency of the electrochemical conversion causes
a drop of the voltage available at the terminals of the stack. The voltage of
a PEMFC can be described by the equivalent electric circuit shown in Fig. 3,
where E is the modified Nerst potential and vact, vconc, Rohm are the activation
loss, concentration loss and ohmic loss, respectively [16]. All the three types of
voltage losses depend on the FC temperature and reactants partial pressures.
Activation and concentration losses are evident at low and high values of the
FC current, respectively, while ohmic loss is linear with the current.
As far as the dynamic properties of PEMFCs systems are concerned, the
dominant time constants are those associated to the temperature evolution of
the FC stack (O(2)) and operation of the supply system of the reactants (O(0)),
while the electric dynamics are very fast (<<O(-3)) [17]. In the existing litera-
ture, dynamic models of PEMFCs systems were developed mainly in connection
to automotive applications, and they describe how the FC voltage is affected
by the dynamics of the supply system [18–24]; in such models, the temperature
dynamics are disregarded as it considered that the FC is operating in continuous












































Figure 2: The measurements used to estimate the FC model. The three plots show the FC
current (that is controlled by the electronic load), the DC voltage and the temperature of the
stack, respectively.
cooling system. In the case of CHP applications, the dominant time constants of
the system are those associated to the temperature dynamics of the building, i.e.
O(104 s). In this context, the dynamics of the supply system of the reactants
can be neglected since they are much faster than the dominant time constants.
On the contrary, the thermal transient is of longer duration and should be taken
into account, especially if the FC is meant to operate in a discontinuous mode, as
it is the case of the proposed energy replacement strategy. These requirements
motivate the need of developing a new dynamic grey-box model for PEMFC
systems specific for micro-grid applications. The developed model of the FC
is composed by two parts: a static model that describes the voltage of the FC
as a function of the FC current and temperature, and a dynamic model that
describes the temperature evolution of the FC stack.
Model of the FC stack terminal voltage. The model proposed to describe the
voltage of the PEMFC is shown in Fig. 4. The ideal voltage source OCV
denotes the open circuit voltage, while the controllable voltage source vact and










Figure 3: The conventional description of the FC stack voltage [16].
and linear functions of the FC current iFC , respectively. At this stage, the
concentration loss is not modelled because it was not observable in the set of









Figure 4: The proposed model of the FC stack voltage.
The mathematical formulation of the model corresponds to the KVL applied
to the circuit in Fig. 4, that is:
vFC = OCV − vact −Rohm. (5)
In the model, the value of OCV is chosen as a constant because no clear corre-
lation with the temperature was observed in the measurements. Theoretically,
the OCV of a single cell is defined by the modified Nernst potential [25], which
is given as









where TFC is the temperature [K] of the stack, pH2 and pO2 are the partial
pressures [atm] of hydrogen and oxygen, respectively. The derivative of Eq. (6)
with respect to the temperature, calculated at the operational value of the
reactants pressure and zero current (2.50 atm and 2.55 atm for oxygen and
hydrogen, respectively), gives a value of approximately 0.8× 10−4 V K−1: the
linear dependency of the modified Nerst potential with the temperature is very
small, thus assuming a constant value for OCV in Eq. (6) is reasonable. Even
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if the number of the FC cells composing the stack might be known, it can be





where E′ is as in Eq. (6).
A candidate function for describing the activation loss vact of Eq. (5) is the
Tafel’s equation:
vact = a · ln(iFC)− b, (8)
where a and b are two coefficients to be determined empirically [18, 26]. In
the proposed model, we assume that the coefficient b does not depend on the
temperature, so it can be considered as part of the FC OCV; moreover, we
replace the Tafel’s equation with the following one
vact = a
′ · √iFC , (9)
which is a function of similar shape as Eq. (8), but is defined over the whole
set of possible values of the FC current, i.e. iFC ≥ 0; this is done with the
objective of avoiding numerical instability of the algorithm that estimates the
parameters of the model. In order to account for the temperature dependency
of the activation loss, the parameter a′ of Eq. (9) is replaced by a linear function
of the FC temperature. Hence, the final expression that describes the activation
loss is given as
vact(TFC , iFC) = (α · TFC + β)
√
iFC , (10)
where α and β are parameters to be estimated.
The ohmic loss associated to the FC operation is described by a resistance;
in a similar way as done for the activation loss, we describe the resistance as a
linear function of the temperature. The ohmic loss is given as
Rohm(TFC) = γ · TFC + δ, (11)
where γ and δ are parameters to be estimated.
Model of the FC temperature. The equivalent electric circuit that describes the
evolution in time of the FC temperature TFC is shown in Fig. 5, where QFC is
the heat generated by the electrochemical conversion, C is the lumped thermal
capacity of the FC, R is the lumped thermal resistance of the FC envelope, while
Qext is the heat loss due to conduction and natural convection that occurs be-
tween the FC and the environment, which is at temperature T . The controlled
current generator Qc of Fig. 5 denotes the heat extracted by the FC cooling sys-
tem, which is thermostatically controlled and is activated once the temperature
of the FC reaches the nominal operating value of ≈ 80◦C; in order to reduce the









Figure 5: The model proposed to describe the temperature dynamics of the FC. The current
generator Qc is sketched with the dashed line because it is not considered in the identification
process.
process by means of using a set of measurements where the cooling system is
off, i.e. with TFC < 80
◦C.
The first order differential equation that describes the circuit of Fig. 4 con-
stitutes the deterministic skeleton of the FC thermal model. The complete









where B(t) ∈ N (0, 1) is a Wiener process, i.e. a stochastic process with inde-
pendent normal distributed increments, and σ is a scale coefficient to estimate.
By combining the equations (10) and (11), the amount of heat QFC generated
by the FC corresponds to the Joule losses associated to the voltage generator
vact and resistance Rohm of Fig. 4, and is given as
QFC(TFC , iFC) =
(
(α · TFC + β)
√
iFC + (γ · TFC + δ)iFC
)
iFC . (13)
Identification results. The parameters of the electric model and thermal model
are estimated using the procedure described in Section 2.2.1. In order to provide
a warm start to the optimization underlaying the MLE problem, the parameters
of the electric model are previously estimated using measurements of the voltage,
current and temperature of the FC and applying conventional least squares. The
estimated values of the mean and standard error of the parameters of the FC
model are summarized in Table 1.
As a support to the validation process of the model, we perform the residuals
analysis, which consists in evaluating any autocorrelation in the 1-step ahead
prediction error of the model, or residual, that was defined in Eq. (3). In the
ideal case, the prediction error should be white noise, meaning that the model
was able to capture all the dynamics observable in the measurements. Fig. 6
shows the autocorrelation function (ACF) of the predictions of the model (black
profile) and the 90% confidence interval of the ACF of white noise (blue line).
Since the autocorrelation of the residuals is similar to the one of white noise,
the model is considered statistically significant.
Fig. 7 compares the measurements of the temperature of the FC with the 2
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Table 1: The estimated parameters of the FC model.
Name Mean Standard error
OCV 144.2 0.89
α −1.15× 10−1 4.95× 10−4
β 1.01× 101 1.91× 10−4
δ −4.89× 10−1 2.82× 10−3
γ 9.11× 10−3 3.40× 10−5
Rs 1.09× 10−1 4.89× 10−2
Cs 2.27× 104 9.55× 102










Figure 6: Autocorrelation function (ACF) of the 1-step ahead predictions of the FC model
and the 90% confidence interval of the ACF of white noise with the black and blue colors,
respectively.
minutes ahead prediction of the identified thermal model, and it qualitatively
shows that the prediction is able to track the measurements.
Fig. 8 compares the experimentally obtained polarization curve, i.e. FC volt-
age as a function of the FC current, with the one estimated using the identified
electric model.
2.3. Electrolyzer Model
The electrolyzer is a device that realizes the inverse process of a FC, that
is the production of pure hydrogen and oxygen through the electrochemical
conversion of water. Nowadays, three mainstream electrolysis technologies are
available: alkaline, PEM and SOFC. For this study, a PEM electrolyzer is cho-
sen because it works at low temperature (20-80 ◦C) and allows a small size of
the stack [27], thus is potentially suitable for small scale applications. In [28],
a nearly linear function of the stack temperature is used to describe the effi-
ciency of the conversion cycle. Since accurate measurements for estimating the
thermal model of the electrolyzer are not available at this stage, the efficiency






















Figure 7: The temperature of the FC stack according to the measurements and as predicted





















Figure 8: The polarization curve of the FC according to the measurements and as predicted
from the model of the FC voltage.
the measurements proposed in [29], which shows a positive correlation between
the stack temperature and the conversion efficiency (similarly to the fuel cell)
that, with a current of 100 A, goes from 78% to 84% respectively at ambient
and nominal temperature. We describe the voltage of the electrolyzer vEL as
vEL = 33.1− 43.0× 10−3 iEL, (14)
where iEL is the current absorbed by the electrolyzer. In a similar way as
done for the FC, the heat associated to the operation of the electrolyzer QEL is
calculated as the Joule loss associated with the model of the voltage, that is
QEL = i
2
EL · 43.0× 10−3. (15)
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2.4. Tank Model
As known, the mass m [kg] of a generic gas inside a tank is given as
m =
∫
m˙in − m˙outdt, (16)
where m˙out and m˙in denote the outlet and inlet flow of the gas in [kg s
−1], re-
spectively. Assuming the gas as ideal, the pressure p of the gas can be expressed





where R is the specific gas constant [J kg−1 K−1], V is the volume of the tank





m˙in − m˙outdt. (18)
Based on the fact that the only possible path for the electrons is the FC mem-
brane, the inlet and outlet flows of the hydrogen can be computed as a function









where nEL and nFC are the number of cells of the stack of the electrolyzer and
FC, respectively. The complete model of the hydrogen tank is shown in Eq. (21)
(R¯ = 4.124 J g−1 K).




nELiEL − nFCiFCdt (21)
The model of the tank of the oxygen can be obtained in a similar way as done
for the hydrogen. Although, the models of the tank and compressor of the
oxygen are not implemented because the consumption and production rates
of the oxygen are determined by the stoichiometric coefficients of the water
reaction formula (2H2 + 02 → 2H2O), and, as far as the formulation of the MPC
is concerned, they can be implemented using algebraic relationships rather than
dynamic ones.
2.5. Compressor model
The derivative of the isoentropic compression work required to compress the













where k is the adiabatic index (≈ 1.4), and R¯ [J kg−1 K−1] is the specific constant
of the gas that undergoes the compression. The mechanical power required for





where ηisoen is the isoentropic efficiency of the compressor. Using the same
approach as in [30, 31], ηisoen is assumed constant at 0.8. Finally, the electric





where ηm = 0.9 is the lumped efficiency of the electric motor that drives the
compressor. In a similar way as done for the tank, the mass flow rate m˙ in
Eq. (22) can be calculated as function of the electrolyzer current. The final
















with R¯ = 4.124 J g−1 K.
2.6. Building thermal model
The building indoor temperature, say T (t) [◦C], is described by the following









Tout(t) +Aφs(t) + φh(t), (26)
where Tout is the outdoor temperature [
◦C] , φs is the solar radiance on the
horizontal plane [W m−2], φh is the heat supplied to the building [W], and the
parameters C, R, A are the lumped thermal capacity of the building, the thermal
resistance of the building envelope and the windows surface, respectively. The
values and units of the parameters are shown in Table 2. According to the energy
replacement strategy, the heat supplied to warm the building is composed by
the following terms
φh(t) = P (t) +Qc(t) +QEL(t) +Qext(t), (27)
where P (t) is the electric power consumption of the heaters, Qc(t) is the heat
extracted by the active cooling system of the FC, QEL is the waste heat associ-
ated with the operation of the electrolyzer and Qext is the natural thermal loss
of the FC. It is worth noting that a more accurate description of the dynamics
of the building temperature could be achieved using a second order model be-
cause it allows to account for the different transients due to thermal masses of
the building envelope and air [33]. However,the main focus of this study is on
describing the lumped thermal capacity of the building rather than a detailed
description of the temperature transients, hence the first order model is used.
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Table 2: The parameters of the building thermal model [32].
Name Unit Value
C J ◦C−1 1.23× 107
R ◦C W−1 4.87× 10−3
A m2 10.7
2.7. Energy replacement model predictive control
The objective of the MPC strategy is to schedule the operation of the re-
sources of the energy replacement setup minimizing the total cost of operation,
while obeying the constraints of the components and respecting the tempera-
ture comfort of the consumer. The symbols used in this section are defined in
Table 3 and Table 4. The former table defines the variables of the optimization
problem (state variables and decision variables), while the latter summarizes
the parameters.
Table 3: Variables of the MPC optimization problem.















































The cost expression of the optimization underlaying the MPC problem is
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Table 4: Parameters of the MPC optimization problem.
















































where sk and λk are weights. In Eq. (28), the first summation is the total elec-
tricity cost and is calculated as the net power consumption times the electricity
price: in this case, the electric power required to compress the oxygen is ap-
proximated with the one required for the hydrogen. In the second summation
of Eq. (28), the first term accounts for the FC startup cost (Sk ∈ {0, 1} is 1
when the FC state goes from off to on, 0 vice-versa) and the second term is a
soft constraint that penalizes those schedules that require the FC to go through
more than nmax off-on cycles. The startup variable Sk is calculated as following
Sk = sgn
(
iFC,k · (iFC,k − iFC,k−1)
)
. (29)
The FC power PFC(k) in Eq. (28) is expressed as
PFC,k = vFC,kiFC,k, (30)
where vFC is determined using the FC voltage model (given in Eq. (5)) and
iFC is a decision variable of the optimization. In a similar way, the electrolyzer
power PEL,k is
PEL,k = iEL,kvEL,k, (31)
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where vEL,k is determined using the model in Eq. (14) and iEL,k is a decision
variable of the optimization. Finally, the compressor power Pco in Eq. (28) is
expressed using the compressor model in Eq. (25).
The operational constraints implemented in the MPC are the following self-
explanatory inequalities:
0 ≤ iFC(k) ≤ iFC,MAX (32)
0 ≤ iEL(k) ≤ iEL,MAX (33)
pH2,MIN ≤ pH2(k) ≤ pH2,MAX (34)
TFC(k) ≤ TFC,MAX (35)
iFC(k + 1)− iFC(k) ≤ ∆iFC,MAX (36)
PMIN ≤ P (k) ≤ PMAX (37)
TMIN ≤ T (k) ≤ TMAX , (38)
which apply for k = 0, . . . , N . The inequality (35) limits the temperature of
the FC: this task is accomplished through Qc, which is a decision variable of
the optimization problem. The comfort of the user is preserved by the pair of
inequalities in (38).
In addition to the operational constraints, the optimization problem is sub-
ject to the mathematical models previously introduced, in particular:
• the FC operation is described by the models of the stack voltage, the heat
loss and the stack temperature, which are given in Eq. (5), Eq. (13) and
Eq. (12), respectively.
• the electrolyzer operation is described by the models of the voltage and
heat loss, given in Eq. (14) and Eq. (15), respectively;
• the tank is described by the dynamic model in Eq. (21);
• the electric power consumption of the compressor for the hydrogen is de-
scribed by the model in Eq. (25);
• the temperature of the building is described by the dynamic model in
Eq. (26).
The dynamic models are discretized using rectangular integration and with a
sample time of 200 s. The MPC problem is given by minimizing the cost ex-
pression J in Eq. (28) using iFC , iEL, P and Qc as decision variables. The op-
timization problem if of non linear mixed integer type, is formulated in GAMS
and solved using CONOPT algorithm.
3. Results
In this section, the simulations results of the energy replacement MPC are
presented. In order to show the achieved cost savings and the capability of
the proposed strategy to manage the larger amount of flexibility, a traditional
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MPC setup is used as a benchmark. The traditional MPC setup is a build-
ing equipped with electric space heating that is controlled by the same MPC
as the energy replacement, but without any CHP unit. In the following, the
traditional MPC setup and the energy replacement MPC will be referred to
as Setup A and Setup B, respectively. In the simulations, measured values of
the outdoor temperature and insulation are utilized (sunny early spring period,
ambient temperature between 2 and 6 ◦C and maximum peak insulation on the
horizontal plane 500 [W m−2]). Simulations are performed assuming a deter-
ministic context, i.e. all the forecast required by the MPC are known and the
models are error free. Simulations are performed using, initially, an artificial
price signal and, subsequently, using the regulating power price of the Nord Pool
day-ahead market.
3.1. Artificial electricity price
Following the same approach proposed in [34], the flexibility of the two
setups is probed using a sine wave as an artificial price signal. Three price
signal scenarios are analyzed, and each of them is characterized by a different
frequency of the sine wave. The price signal scenarios are shown from Fig. 9
to Fig. 11 and they correspond to a period of the price signal of 5, 14 and 50
hours, respectively.
Figures from 12 to 17 show the simulation results for each price signal sce-
nario and setup. Each figure is composed by two stacked plots; the plot in the
upper panel shows the building temperature (blue profile) and the temperature
comfort range (red profile), which is chosen as 20±1◦C and 20±1.5◦C during the
day and night hours, respectively; the plot in the bottom panel shows the net
power consumption of the building: negative values indicate that the building
exports power to the grid and vice-versa. In Scenario I, the price signal (Fig. 9)
exhibits fast variations, and, in both setup, the respective MPC strategies are
to able to shift the consumption during the periods when the cost the electricity
is low while keeping the average temperature of the building in the middle of
the comfort zone.
In the case of Scenario II, the variations of the price signal are slower than
the previous case. The MPC controller of Setup A let the temperature of the
building to lay at the lowest allowed limit during the periods with higher elec-
tricity cost, while, when the price is lower, it stores energy in the thermal mass
by increasing the temperature of the building (Fig. 14). In the case of Setup B,
the extended flexibility provided by the CHP system allows the controller to
keep the average temperature of the building in the central part of the comfort
area, as shown in Fig. 15.
Finally, scenario III is characterized by a slow varying price signal. The
MPC controllers of both setup are able to modulate the power consumption
according to the amplitude of the price signal. In comparison to the previous
scenario, the temperature dynamics of figures 16 and 17 are similar because,
since the electricity price varies slowly, the limited thermal mass of the building














































Figure 11: The price signal of Scenario III.
both Setup A and B, the controllers saturate the storing capacity of the building
and let the temperature to lay at the limits of the comfort zone.
In order to evaluate in a numerical form the flexibility of the two setups, we
evaluate the correlation index between the price signal and the power consump-
tion. The correlation index is defined as
r =
Cov[p, P ]√
Var[p] ·Var[P ] , (39)
where P is the total net power consumption of the building and p is the price
signal. The correlation index is used as an indicator for measuring how much
the power consumption is affected by the variation of the electricity cost. For
an ideal fully deferrable load, the correlation coefficient should be −1, because
the power consumption is always in anti-phase with the price signal. In the
case of a conventional electric load, the flexibility is a function of the consumer
comfort, and the value of the correlation coefficient is expected to assume larger
values than −1. The correlations coefficients calculated the three price signal
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Figure 13: Scenario I, Setup B.
has considerable larger negative correlation of the price signal than Setup A,
meaning that the proposed energy replacement strategy is able to schedule the
operation of the different energy resources and exploit the larger amount of
flexibility.
In order to illustrate more into details the operation of the energy replace-
ment setup, the power consumption profiles and the contributions of heat of the
energy resources of Setup B is shown in Fig. 18 and Fig. 19, respectively. In the
former figure, it can be seen that when the electricity price is low, the electric
radiators and the electrolyzer sustain the space heating of the building, and
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Figure 15: Scenario II, Setup B.
Table 5: The correlation indexes between the power consumption and the price signal calculate
with Eq. (39)
Setup SI SII SIII
Setup B -0.91 -0.81 -0.67
Setup A -0.82 -0.48 -0.22
when the electricity price is large, the FC is activated in order to export electric
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Figure 17: Scenario III, Setup B.
3.2. NordPool market electricity price
The simulations of this section are performed using the hourly electricity
price of the NordPool day-ahead market [35]. The electricity price is shown in
Fig. 20.
Fig. 21 shows the temperature profile and the net power consumption of the
building controlled with the energy replacement MPC, while Fig. 22 shows the
temperature dynamics for Setup A.
Table 6 summarizes the total electricity cost for Setup A, Setup B and

































































Figure 20: The hourly electricity price of the NordPool day-ahead market. The initial instant
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Figure 22: Setup A with the NordPool electricity price.
trolled by a thermostatic controller rather than the MPC. From Table 6, it can
be seen that the proposed energy replacement setup allows to save the 20% and
25% if compared to Setup A and Setup A’, respectively.
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Table 6: The total electricity cost calculated using the Nord Pool regulating power price of
Fig. 20.
Setup Electricity cost [EUR]
Setup B (energy replacement MPC) 7.27
Setup A (MPC with only electric radiators) 9.10
Setup A’ (thermostatic controlled radiators) 9.70
24
4. Conclusions
A model predictive control strategy with the objective of exploiting the po-
tential of combined heat and power generation of a fuel cell and an electrolyzer
system was presented. This application was referred to as energy replacement
to indicate the possibility of the consumer to switch among the most convenient
source to provide space heating to a smart building according to a dynamic elec-
tricity price, which reflects the need of regulating power of the electric grid. We
showed that the proposed model predictive control strategy is able to schedule
effectively the operation of the different energy resources and outperforms other
space heating setups in terms of amount of regulating power that can provide
to grid and operation cost, which is reduced of up to 25%. In the process of
generating these results, this paper presents a novel PEMFC model suitable for
smart-grid and micro-grid applications. The model has been realizing apply-
ing grey-box methodology using measurements from the 15 kW PEMFC of the
EPFL-DESL facility. As a summary, the key contributions of the paper are:
• the concept of energy replacement, which offers a larger flexibility than
conventional space heating setup and enhances the support that flexible
demand can provide to the future power system;
• a model predictive control strategy for combining the operation of conven-
tional heating system and combined heat and power generation devices;
• a novel grey-box model of a PEMFC suitable for smart and micro-grid
applications.
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