of a tiny subset of items at any instant of time and that the ability to maintain these representations over time and across saccades is fairly limited. However, as has been noted elsewhere (Becker, Pashler, & Anstis, 2000; Hollingworth, 2003; Simons, 2000) , the method used in these change detection experiments is not ideally suited for investigating the quantity of information a person has about a scene while that scene is in view. The task requires an observer to compare a scene that appeared at one time with a scene that appears at another time. Consequently, it requires the observer not only to represent the to-bechanged item while the scene is present, but also to store this representation and to utilize some mechanism capable of comparing this representation with the information presented in the second display. Thus, a failure to detect a change may reflect the inability of the visual system to simultaneously represent and compare two complete scenes, rather than a failure to represent objects while they are present in the environment.
A number of recent findings provide some encouragement for the suspicion that poor change detection might underestimate the extent of the information represented while scenes are viewed. For example, Hollingworth (2003) found that a postdisplay cue at the location of a change improved change detection accuracy. Presumably the postdisplay cue allowed the observer to focus his/her comparison on one location. A number of similar findings have been taken to suggest that visual representation may be more detailed than traditional change detection paradigms suggest (Hollingworth & Henderson, 2002; Hollingworth, Williams, & Henderson, 2001; Simons, Chabris, Schnur, & Levin, 2002) . In addition, implicit measures of change blindness suggest that explicit change detection may underestimate the amount of information that is represented (Fernandez-Duque & Thornton, 2002; Thornton & Fernandez-Duque, 2000 ; but see Mitroff, Simons, & Franconeri, 2002) .
In an effort to account for these findings, Hollingworth and colleagues (Hollingworth, 2003 (Hollingworth, , 2004 Hollingworth & Henderson, 2002; Hollingworth et al., 2001) proposed that visual representations are made up of both a limited capacity VSTM component and a fairly high capacity visual long-term memory (VLTM) component. In their model, the VLTM store allows people to build up a much more complex representation of the visual world than traditional change blindness experiments suggest.
Clearly, there is no general consensus from the change detection literature concerning the amount of information available while a scene is viewed. In addition, the method may not be able to definitively answer this question.
Effects of Preview
Another, rather different approach to determining what kind of information is available when a display is viewed is to look at the consequences of previewing a display for subsequent judgments performed on the same display. Pashler (1984) had subjects view displays of eight letters, some of which were visually degraded (by reducing either the contrast or the discriminability of the stimuli). At a variable point in time, relative to the array, a bar marker cue was presented, singling out one character; the subject's task was to make a speeded response dependent upon the identity of this character. In some cases, the display was made available for a brief preview before the cue appeared, and in other cases, the cue appeared slightly before the display.
If observers construct an abstract representation of the contents of the display while they preview the display, the preview should eliminate the effect of visual quality on the reaction times (RTs) for the speeded response to the cued character. However, this is not what the results showed. The effects of degradation on RTs were still present even after preview; in fact, the effects of reduced target discriminability were sometimes enlarged, as compared with the no-preview conditions. The results imply that even when observers are given the opportunity to preview a display and have an incentive to process as many items as possible, the probed item nonetheless is identified after the probe has arrived. This finding held true even when unpredictable catch trials were introduced in which the display was masked immediately after preview, in order to give subjects every incentive to process the display as extensively as possible during the preview. Mewhort, Johns, and Coble (1991) confirmed this basic result (persistence of the degradation effect after preview), using a different manipulation of degradation: dots superimposed on top of characters.
These results are certainly consistent with the suggestion that people cannot build a rich representation of the identities and layouts of a multielement display containing eight familiar objects. However, other interpretations are possible. For example, observers might construct such a representation but be unable to use location as a cue for retrieving identity information from it. This might occur if the information represented was equivalent in content to a list of the items present in the display. This list could even contain directional pointers linking the items to their respective locations, but if there were no pointers in the opposite direction, cuing a location might not access the identity of the object at that location (Pashler & Badgio, 1985) .
Repeated Search Effects
A third way to determine what information observers can extract from a scene involves requiring people to search a single display repeatedly. Wolfe, Klempen, and Dahlen (2000) modified the standard visual search procedure so that the same display was searched on multiple consecutive trials, with the search target changing from trial to trial. In their experiments, an array of items appeared on the screen, with the target presented in the center of the array as either a written description or a picture. After the observer responded, a new target specification appeared, and the subject had to search the same display for the new target. In this method, a single scene remained present throughout the task, and the task did not require either retention (as in the change detection task) or retrieval of identities on the basis of locations (as in the previewed partial-report design of Pashler, 1984) .
One might suppose that the first search of the array would be slow and inefficient but that, after repeated searches of the same array, the observer would become familiar with the items of the display and the search process would become more efficient or even be dispensed with altogether. To the contrary, Wolfe et al. (2000) found that the slope of the search function (milliseconds per item search rate) remained the same as the display was repeatedly searched. However, there was a reduction in overall RT from the first to the second search, with overall RTs remaining constant thereafter. The authors concluded that observers did not acquire knowledge of the scene that could be used to bypass the need to search, suggesting that the postattentive representations were quite impoverished.
Why would an observer continue to search the same display over and over? One possibility is that the visual system never constructs a detailed representation of the visual scene. A second possibility is that the visual representations constructed during a search task may be task specific. For example, if an observer searches for an A, the mental representation may treat any letters other than A as a token of an undifferentiated category, not-A. Thus, the representation that is generated by the search may assert the presence of an A surrounded by not-As. If so, when the subject must then search the display for a target C, there will be no benefit.
A third possibility is that observers may be able to create a rich representation of identities and their locations and would even have been able to use it, except for a special feature of Wolfe et al.'s (2000) experiment: the demand to acquire the target instruction through the visual modality. One would expect that this would require a redeployment of visual attention, perhaps narrowing attention onto the target instruction, which might interrupt the processing of the rest of the display and purge any putative rich representation of the array.
A final possibility is that the visual search in this task is so rapid and easy that even if observers have a potentially usable internal representation of the array, they may fail to consult it, simply because doing so will provide little benefit (while perhaps imposing some unknown costs). To shed light on this possibility, Wolfe et al. (2000) had subjects memorize a display and then removed the display and had the subjects perform the target present/absent decision from memory. They compared these subjects' performance with that of subjects who searched the same three-item visual display for 350 trials. Even though the latter subjects clearly had memorized the three letters by the 350th trial, they never responded as quickly as the memory search subjects. These subjects should have been able to respond more quickly by switching to a memory search; instead, they continued to perform a visual search, probably because a memory search is more effortful than a simple visual search. A similar explanation might account for the failure to find a speedup for subsequent trials in a repeated search task. Subjects might be able to compare the target item with an internal visual representation of the display; but when the subject is given simple visual displays, the benefit of doing so may not be worth the extra effort. If so, it would be a mistake to see the results as arguing against the existence of a rich representation of identities and their layouts.
Current Approach
The goal of the present study was to shed new light on the question of what kind of information observers can represent when they view a scene composed of a number of familiar objects, with the number exceeding the capacity of visual working memory (typically, three or four). We asked how preview of an array would interact with both the number of objects in the array (as in Wolfe et al., 2000) and the visual quality of these items (as in Pashler, 1984) . Unlike Pashler (1984) , however, we used a search task that required only knowledge of what was present in the display, rather than retrieval of an identity on the basis of its location. Unlike Wolfe et al. (2000) , the target letter was communicated to the subject aurally, through computer speakers. The purpose of the aural presentation was to avoid forcing the observer to shift visual attention between the time when the subject was given the opportunity to preview the display and the time when the information present was assessed.
The subjects saw a display composed of 3, 6, or 12 letters. On half the trials, the letters were visually degraded, much as in Mewhort et al. (1991) . The subjects' task was to determine whether a target letter (which varied from trial to trial) was present in the display.
The most critical manipulation was the relative timing of the two types of information (visual array and aural cue). In some trials, the subjects had the opportunity to preview the display for 2 sec before hearing the identity of the target. In other trials, the target was specified 2 sec before the display was presented. If an observer can construct a mental representation of all 12 identities present in the display (whether or not this is tied to the location or addressable by a location cue), he/she should be able to determine whether the specified target is present, without having to consult the low-level visual representation of the display. Thus, the effect of degrading the characters should disappear. If people are unable to construct such a representation (even for a single item), preview should not interact with the effects of either display set size or visual quality: They should basically have to start from scratch, and both variables should impose their full costs. A third, fairly obvious possibility, suggested by the nonzero levels of performance seen in change detection (Pashler, 1988) and by the basic findings of the classic visual memory studies (Sperling, 1960) , is that subjects might be able to construct an abstract representation of just a few items and retain this information in VSTM. In that case, when the aurally presented item is represented within the contents of VSTM, responses could be made without waiting for a search of the display. When the target was present elsewhere in the display (or not present at all), the display would have to be searched.
GENERAL METHOD

Subjects
The subjects were undergraduate psychology students with normal or corrected-to-normal vision, participating for course credit.
Apparatus
All the experiments were programmed in Macromedia Director and run on a Power Macintosh 5400 with a 15-in. display running at 66 Hz.
Stimuli
Visual arrays consisted of 3, 6, or 12 letters equally spaced around an imaginary clock face with a diameter of 8º of visual angle and a small black fixation cross at the center, which the subjects were instructed to fixate until they heard the identity of the search target. Letters were black 48-point Times New Roman font letters (subtending ~ 1.2º ϫ 1.5º at 8º eccentricity) presented on a white background. To create a given array, letters were randomly selected without replacement.
Targets were presented aurally at about 90 dB through stereo speakers placed on both sides of the monitor. The wave files for the letters were created by digitally recording the spoken name of each letter. Each file was then compressed or expanded, using Sound Edit 16, until each of the recordings was 450 msec long.
EXPERIMENT 1 Method
The design was a 3 ϫ 3 ϫ 2 within-subjects design with factors of timing, set size, and visual quality. The timing variable consisted of three different stimulus onset asynchronies (SOAs) between the visual search array and the aurally presented target (see Figure 1 ) and was varied across blocks of trials. In target-first blocks, the target was aurally presented 2 sec before the onset of the visual array. In simultaneous blocks, the target was presented at the same time as the onset of the search array. In visual-first blocks, the visual search array was presented 2 sec prior to the presentation of the target.
Each block consisted of 84 trials made up of 14 target-present trials and 14 no-target catch trials at each set size (3, 6, and 12). Half (7) of the target-present trials in the block had displays in which the visual letters were clear black letters on a white background; in the other half, all of the letters were degraded by embedding them in random visual noise (see Figure 2) . Similarly, half of the notarget catch trials had displays with noise, and half had clear displays. Thus, within a block, there were 7 trials within each set size ϫ present/absent ϫ visual quality cell of the experiment. The visual noise consisted of a rectangular patch (~2.5º ϫ 2.2º), which was superimposed on top of each letter in the display. The noise patches were 60 ϫ 60 pixels, and each pixel had a 60% chance of black.
In all blocks, the measurement of RTs started as soon as the presentation of both pieces of information (display and spoken name of target) had begun. After the subject's response, the screen was cleared for 2 sec before the next trial began.
At the end of each block, a screen announced the next block's timing condition, and the subject hit any key when he or she was ready to begin. Each of the three types of block occurred twice, and the order of blocks was randomized. Each subject (N ϭ 30) participated in a total of six blocks (for a total of 504 trials). A 5-min break occurred between the third and the fourth blocks of trials.
Results
RT data. Mean RTs and standard deviations for each condition are presented in Table 1 . Figure 3 , panel A shows the mean RTs for hits. There are a number of findings worth noting in the overall RT data. First, adding visual noise to the displays slowed responses considerably. This is apparent from the figure and is verified by the significant main effect of visual quality [F(1,29) 
Second, previewing the display had differential effects depending on whether or not the display contained noise, producing a significant visual quality ϫ SOA interaction [F(2,58) ϭ 106.43, p Ͻ .01]. Preview failed to result in faster searches for clear stimuli, suggesting that the observers failed to acquire and use an internal representation with clear stimuli. However, the observers responded more quickly when allowed to preview a search array that Begin RT Time contained visual noise, suggesting that the observers acquired information during the preview that allowed the observers to respond to the search task more quickly.
This set of findings is consistent with the hypothesis that observers represent some information during preview but, given clear stimuli, do not base their responses on the information they have acquired and, instead, perform a visual search based on current visual input from the display. Thus, the existence of the representation is evident only when the visual search task is made difficult by embedding the stimuli in visual noise.
Third, previewing a noisy display significantly reduced search times, relative to nonpreviewed noisy displays. Preview completely eliminated the effect of visual noise for 3-item displays, resulting in RTs similar to those for clear displays. For displays containing 6 or 12 noisy items, preview produced intermediate RTs; they were shorter than those for nonpreviewed noisy searches, but not as short as those for searches of clear items. If preview allowed an observer to represent the identity of all the items, the person should have been able to respond at least as quickly, if not more quickly, as when responding to clear items without preview. Thus, these findings suggest that observers are able to represent the identity of at least 3 items but are not able to represent as many as 6 items.
In summary, the RT data suggest the existence of an internal representation that contains information that can be used to perform visual search-information that will be used when the search task is made sufficiently difficult. However, preview completely eliminates the effect of noise only for small set sizes, suggesting that the capacity of this postcategorical representation is severely limited.
Slope data. The slope of the set size search function (milliseconds/item) is often taken as a measure of search efficiency. 1 Examining slopes may suggest a different interpretation of the benefit of preview.
From Figure 3 , it is apparent that the slopes of the set size functions for noisy displays (slope ϭ 51 for simultaneous and 59 for target-first SOAs) are steeper than the slopes for clear displays (slope ϭ 39 for simultaneous and 36 for target-first SOAs). These steeper slopes indicate a less efficient search. The main question of interest is whether previewing a noisy display results in a more efficient search. The answer is that after previewing a noisy array, the observer searched the displays at the same inefficient rate (slope ϭ 64) as when not given a preview. This finding suggests that observers represent little information during preview; they fail to perform any type of perceptual filtering or cleaning up of the display that would allow search to proceed from item to item more efficiently. Figure 3 , panel B presents the data for correct rejections on target-absent trials. The pattern of results is identical to the hit data. Applying the logic above to the correct rejection data, the speeding up in overall RT due to preview suggests that a limited capacity representation is created during preview that will be used if the search task is made sufficiently difficult by adding visual noise. The slope data, however, suggest that the representation created during preview does not result in a more efficient millisecond/item search rate. In summary, the data show that previewing a noisy array leads to a reduction in overall RT or a change in the y-intercept of the set size search function. This finding suggests that some information is being extracted during preview that is allowing the observer to complete the search task more quickly. However, the slope data suggest that the observer searches a noisy array at the same (relatively inefficient) rate regardless of whether he/she has previewed the display. The question of how to interpret a change in y-intercept without a change in search slope is a difficult one. Wolfe et al. (2000) also had difficulty interpreting this pattern in their results. They proposed that the change in y-intercept was an artifact caused by the simultaneous presentation of a target and a search array and based their interpretations exclusively on the slope data. However, we will offer a model below that accounts for both the slope and the intercept data. The model assumes that an observer is able to represent the identity of about three items from the display but retains no information about the remaining items.
Discussion
There seems to be little doubt that during preview, people were unable to acquire an internal representation of the identities of all the items when 6 or 12 characters appeared on the screen. If they had been able to do so, degrading the visual image should have had no effect on RTs to previewed displays. Conversely, degrading the image had no effect when the observers were allowed to preview a display with only three items, suggesting that people can internally represent at least three items. But how does this ability to represent a limited number of items affect mean RT when a degraded display contains more items than an observer can represent?
We suggest a possible interpretation. During preview, subjects can identify and internally represent a limited number of items (at least three in the present situation). If the target letter ends up being one of the letters that the subject has represented, the subject is able to answer rapidly without searching the physical stimulus on the screen. However, if the target is not one of the attended letters, the subject must return to the display and search the remaining items. During this search of the remaining items, there is no benefit of having previewed the display, thus generating the steep slope of the search function for the visually previewed displays with random noise.
The question remains, when the target letter is not one of the letters that the observer mentally represents, does the observer have to search all the locations in the display, or are the locations of represented items eliminated from this search? The correct rejection data show that subjects benefit from a visual preview of letters embedded in visual noise. This advantage implies that the locations of represented items are eliminated from the subsequent search.
If this interpretation is correct, it makes strong predictions about the distributions of RTs for conditions in which an observer is allowed to preview a visual array with noise. These distributions should represent a mixture of two types of trials. On some trials, the target should be one of the items the subject represented during preview, and thus the RTs should be relatively short. On the remaining trials, the target would not be one of the represented letters, and thus the RTs should be relatively long. More specifically, these RTs should reflect the distribution of 
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RTs for trials in which the observer searches a noisy display with a set size equal to the number of items in the display minus the number of items represented. This analysis can be expressed mathematically in the following way:
where C is a constant denoting how many items an observer can represent in memory, C/X · [RT(memory)] is the proportion of trials on which the subject represents the search target during preview, and (XϪC)/X · {RT[(XϪC) noisy items]} is the proportion of trials on which the subject searches the nonrepresented items of the display.
Applying the same logic to correct rejection trials produces a slightly different formula. In correct rejections, the target item is never in the display; therefore, if the set size is less than the number of items the subjects can represent (the constant C ), the subjects respond quickly on the basis of this representation. However, if the set size is greater than C, the number of trials based on the internal representation becomes zero, and the formula is reduced to
RT (X noisy items) ϭ RT[(X Ϫ C) noisy items].
If we assume that a previewed display with a set size of three produces RTs similar to those for clear displays with a set size of three, because the subject is able to represent at least three items, we can substitute the mean RT for three clear items for the RT from memory term in the equation. Using the mean regression line for the noisy stimulus, we can predict the RTs that should be observed for hits and correct rejections, using the above formulas. Setting C (the number of items represented) equal to 3.13 minimizes the errors of the predictions and produces the predicted values shown in Figure 4 . These predicted values are very similar to the observed values.
We conclude that previewing a display that contains visual noise may decrease the overall RT for two reasons. First, it allows subjects to make a rapid response without searching on the portion of trials in which the target is one of the items that the observer has internally represented. Second, even when the target is not internally represented during the preview, RTs are reduced because the subsequent search need not reexamine locations that have been stored in memory. Although both of these effects lower the overall RT, neither of them affects the overall search efficiency, resulting in no change of slope but a change in the y-intercept. This explanation suggests that the yintercept effect should not be ignored. Instead, a change in y-intercept in the absence of a change in slope can indicate that information, albeit limited, is being extracted from the scene during preview.
Using such severe noise produced an interaction that allowed us to determine that observers still search through the stimuli on the screen after previewing a noisy display, which allowed us to test our model. However, in order to produce this interaction, we used an atypical amount of visual degradation. To test the generalizability of this model, we sought to apply it to another set of data derived from a visual quality manipulation that is more typical of visual quality manipulations in the literature. Several researchers who have examined visual quality effects in search have found these effects to be additive with display set size (Egeth & Dagenbach, 1991; Logan, 1978; Mewhort et al., 1991; Pashler & Badgio, 1985) . These authors generally concluded that degrading the visual quality of a display affects only the sensory encoding stage of the search task and that encoding can be done in parallel across the visual field. 
Set Size Reaction Time (msec)
The severity of the visual degradation in Experiment 1 was much greater than the degradation used in these earlier studies. In Experiment 1, the average slowing caused by the visual degradation was approximately 500 msec for hits and over 700 msec for correct rejections. The quality manipulations in the works cited above generally resulted in delays of less than 100 msec. There is, however, one study that comes close to the level of degradation we use in Experiment 1. Johnsen and Briggs (1973) obtained an effect of about 345 msec, and indeed, they found a set size ϫ visual quality interaction in one of their conditions. Perhaps, then, the degradation used in Experiment 1 was so severe that it resulted in an unusually difficult visual search task, one in which each item was so severely degraded that attention had to be allocated to the item in order to complete the encoding phase (transforming the encoding process, rather than merely slowing it, as in a traditional additive factors experiment; cf. Sternberg, 1969) . If so, the conclusions based on Experiment 1, although still informative about the total information that one can extract from a scene, given preview, may differ in important ways from more typical visual search experiments.
In order to test this possibility, we performed a second experiment that was identical to Experiment 1, but with a less severe degradation of the visual stimulus in the visual noise condition.
EXPERIMENT 2 Method
The method was identical to that in Experiment 1, except that the black visual noise was now replaced by a gray visual noise. Since the letters were black, this manipulation seemed likely to allow the observers to distinguish the letter from the noise with much less difficulty.
Results and Discussion
The RTs for hits and correct rejections are plotted in Figure 5 (and see Table 2 ). The pattern of data is very similar to that in Experiment 1. A repeated measures ANOVA produced all of the same significant main effects and interactions as those in Experiment 1, with one notable difference. The less obtrusive gray noise in this experiment resulted in a roughly additive effect with set size. A repeated measures ANOVA on the data for which the preview condition was excluded showed no set size ϫ visual stimulus quality interaction [F(2,40) Ͻ 1], suggesting that with this level of stimulus degradation, our results are in closer agreement with previous findings that visual quality manipulations produce additive effects.
However, it is worth pointing out that the visual quality ϫ set size interaction was significant when the visual preview data were included in the analysis. Even if the reduction of noise was processed in parallel, the model we presented to explain our results might produce a significant interaction when the preview condition is added into the analysis. The relative proportion of the two types of RTs-those when the target is one of the represented items and those when it is not-changes with set size and, thus, might produce a significant interaction. Thus, we believe that the stages slowed by noise in this experiment were largely carried out in parallel (cf. Pashler & Badgio, 1985) and that this experiment is a replication of Experiment 1 with stimuli that more closely represent the types of stimuli used in typical visual quality manipulations. The main goal of this replication was to determine whether the mixture model derived to explain the data from Experiment 1 could also explain data for a more typical visual noise manipulation. To make this comparison, we used the same two formulae but used the regression line for searching for letters embedded in gray noise, rather than in black noise, to predict the time taken to search noisy items. Setting the capacity of the mental representation to 3.18 items minimized the errors between the predictions and the observed data and produced a fairly good fit (see Figure 6 ). The similarity of the estimate to that of 3.13 in Experiment 1 is quite encouraging.
EXPERIMENT 3
The results from Experiments 1 and 2 suggest that the representation formed while a display is previewed is subject to a capacity limitation, maintaining up to about three items (in the present situation). A third experiment directly assessed the capacity of the representation formed during preview by varying the number of items available during preview. If the representation formed during preview can hold only about three items, we would expect search times to decline as the number of items previewed increased from one to three items. With three previewed items, the representation capacity should be full; thus, adding additional items to the preview should be of no additional benefit.
Method
Displays were identical to the 12-item displays in Experiment 1 (12 letters embedded in black visual noise, displayed around an imaginary clock face). There were 24 trials (12 containing a search target and 12 catch trials) in each of seven preview conditions, for a total of 168 trials. Each trial began with a 2-sec preview of between 0 and 6 of the 12 items and the noise in which they were embedded. 2 Items in the preview were adjacent to one another and remained in the same location when the rest of the display appeared. For example, for the 3-item preview condition, the previewed items might be located at clock positions 10 through 12; after 2 sec, the rest of the items appeared at positions 1 through 9. The target of the 
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search was announced aurally, simultaneously with the onset of the nonpreviewed items.
The sequence of trials was random, and the selection of the target item for each trial was pseudorandom. We included a provision that the probability that a previewed item was the target of the search equaled the expected probability. For example, if the subject previewed 1 of the 12 items in the display, the expected probability of that previewed item being the search target was 1 out of 12. Given that there were 12 trials in the 1-previewed-item condition, we constrained the program so that the previewed item ended up being the target for 1 of these 12 trials. Similarly, a previewed item was the search target in 2 of the 12 trials in the 2-previewed-items condition.
The subjects hit one key to indicate that the target had appeared in the display and a second key when the target was absent from the display. The RT, which started when the target was announced and ended with the keypress, was recorded for each trial.
Results
Mean RTs for 26 subjects are presented in Figure 7 . The figure shows a fairly linear decrease in RT as the number of previewed items increased from one to three items. Adding more than three items produced no additional benefit. These results suggest that adding information to the previewed display helps an observer in his/her subsequent response as long as there is capacity left in which to represent that information. However, after about three items, the capacity of the representation is exceeded, and adding information to the preview does not result in more information being added to the representation. These data are consistent with the interpretation of Experiments 1 and 2 that the representation created during preview is capacity limited to about three items. 3
GENERAL DISCUSSION
Our results suggest that exposure to a scene does not automatically produce an awareness of the identity of all the objects present in that scene (in the sense of an abstract representation that can be interrogated by subsequent cognitive processes without requiring continued processing of newly arriving visual input). Instead, the identities of only a few items (presumably, those to which an observer is attending) are represented. In the present situation, this set appeared to number about three items; naturally, this number might be somewhat different for different kinds of materials or displays. These findings are wholly consistent with claims based on change blindness that people's visual representations are fairly limited, as compared with the contents of a complex display O'Regan et al., 2000; O'Regan et al., 1999; Pashler, 1988; Rensink et al., 1997; . Although our conclusions support common interpretations of change detection studies, the method we used did not require subjects to simultaneously represent two scenes and make comparisons between these representations. Thus, we contend that the present results provide much more clear-cut evidence of the impoverished nature of visual representations 4 when people view a single scene and suggest that the conclusion very likely applies to the ubiquitous situations outside of the laboratory in which people view a scene with spatially diffuse attention and have the goal of comprehending or understanding the scene as a whole.
Alternative Interpretations
An alternative interpretation of our results is that subjects could potentially have had access to the identities of more than three items but used only the representations of three items, for strategic reasons. According to this interpretation, observers may not always use all of the information that they have represented; instead, they may adopt different strategies, perhaps depending on the amount of effort required to use memory, as compared with the difficulty of a visual task. In other experimental designs, there is some evidence that subjects will alter their strategies and show more evidence of reliance on memory if a visual task is made impossible (Wolfe et al., 2000) or more difficult (Ballard, Hayhoe, Pook, & Rao, 1997) . For instance, Ballard et al. had subjects copy a model by selecting and arranging different colored blocks. When the model was placed close to the location where the subjects were constructing their copy, the subjects made frequent eye movements back to the model, suggesting very little use of memory. However, when the model was moved 70º into the periphery, the subjects made fewer eye movements to the model and seemed to rely more heavily on their memory.
Indeed, as we mentioned in the introduction, one of the reasons for embedding the search array in visual noise was to make the visual task more difficult, in order to entice the subjects to use whatever memory representations they had. It is possible, however, that our noise manipulation made the visual task sufficiently hard to entice the subjects to use some (about three items worth), but not all, of their memory representations. Although this account cannot be dismissed, it seems rather unlikely, given that both our strong and our weak noise manipulations resulted in the subjects using the same number of items. If the subjects represented more than three items and chose how many of those items to use on the basis of the difficulty of the visual task, one should have expected that the subjects would use more of the memory representation in Experiment 1, which contained more severe noise. It certainly seems most parsimonious to suppose that three is the number of items that they had available. We cannot, however, rule out the possibility that both levels of noise enticed the subjects to access memory but that the subjects were not sufficiently sensitive to the difference between the levels of noise to adopt different numbers of items to access from memory.
A second alternative interpretation of our findings might be that the subjects were capable of encoding all the identities in the display but the 2-sec preview was not long enough for them to do so. Although this is remotely possible, it seems most unlikely that encoding of these materials would be so slow. For instance, Gegenfurtner and Sperling (1993) varied the SOA between the onsets of a cue that indicated which row of a search array to report and a mask. The number of items people were able to encode before the mask appeared suggested a 100 msec per item encoding rate. This estimate predicts that 2 sec of preview should allow the encoding of 20 items.
It is possible that embedding our stimuli in noise significantly slowed this encoding process, allowing only three items to be encoded. However, this seems most unlikely, given that the two different levels of noise used in Experiments 1 and 2 produced the same capacity estimates. If an encoding process that was sensitive to visual noise determined the capacity of the representation, one would predict that the less severe noise manipulation in Experiment 2 should have allowed more items to be represented. It did not.
Instead, it seems likely that the observers often identified many more than three items during the preview or, at least, could have done so but maintained the representation of only three items (cf. Becker & Pashler, 2002) . If so, our data are consistent with Wolfe et al.'s (2000) claim that postattentive visual representations "revert back" to their preattentive state. They are congenial to the view that some items identified during preview are subsequently lost when attention is switched to new objects and are inconsistent with the view that a person attends to different parts of a scene in order to build up a more complex and detailed representation of the scene. Instead, attention may be used in a goal-directed fashion, as a tool to extract a fleeting representation of details about a scene (see Hayhoe, 2000; Hayhoe, Bensinger, & Ballard, 1998) .
This conclusion, however, seems at odds with a theory recently proposed by Hollingworth and colleagues, which claims that visual representations are far more complete (Hollingworth, 2003 (Hollingworth, , 2004 Hollingworth & Henderson, 2002; Hollingworth et al., 2001 ). Under Hollingworth et al.'s theory, visual representations are composed of both the limited contents of VSTM and the relatively high capacity contents of VLTM. The theory claims that abstracted representations of the visual contents of the scene are spatially indexed in VLTM; by fixating a particular location in the scene, one can retrieve these abstracted contents. Our data are not consistent with this model, as applied to the kinds of displays presented in these experiments. If observers used the preview time to store letter identities in a spatially indexed VLTM representation and these identities were activated by refixating the item, we would have expected preview of a noisy array to eliminate the effect of noise or change the search efficiency to some efficiency associated with the speed of memory retrieval. We found neither an elimination of the effect of noise nor a change in the search efficiency following preview.
Instead, our data suggest that preview allows only a very limited number of object identities to be represented in such a way that observers can access those identities without having to return to the scene and perform a visual search. We find that only three item identities are immediately available to an observer after previewing a display; this capacity limit of about three items is wholly consistent with VSTM (Luck & Vogel, 1997; Pashler, 1988; Phillips, 1983) and does not indicate the existence of a larger capacity VLTM system.
We cannot, however, rule out the possibility that item identities are stored in VLTM during preview. It is possible that VLTM representations of the item identities were stored but that their retrieval was either too slow or required too much effort to be used in this task. If so, our findings suggest that the VLTM system may play a limited role in typical scene viewing. The visual noise used in our experiments should have biased people to use an internal representation if they had one. If people fail to use such a representation in this task, it is difficult to believe that they rely on such a representation when viewing typical scenes that are less noisy. Consistent with this view, the methods (Hollingworth, 2003 (Hollingworth, , 2004 Hollingworth & Henderson, 2002; Hollingworth et al., 2001) used to demonstrate the existence of VLTM were not speeded tasks, and the information the observer needed to complete the task was no longer available in the scene. These tasks may have forced people to use a slower, more effortful system that is rarely used when the scene is present.
It may be important to note that in the present study artificial arrays of characters were used, whereas in the studies taken to support a role for VLTM naturalistic scenes have typically been used. It is possible that observers would show significantly more benefit of preview and more use of VLTM with such scenes-for example, because the greater variation in content might reduce associative interference.
Although we can not rule out the possibility that VLTM might play an important role with different kinds of displays, our data fail to show evidence of a readily available and detailed representation of scenes following preview. Instead, they favor the interpretation that the immediately available contents of visual representations are not complex but represent only a small subset of currently attended items.
The most radical interpretation of the present results and earlier change detection results is that there is absolutely no information available about unattended items. Clearly, this interpretation is an overstatement of the results. The results show that people fail to represent unattended items with enough detail to perform tasks that require explicit knowledge about the identities and/or the locations of specific items within a display. The failure to find evidence of this type of representation does not necessarily indicate that there is no representation of unattended stimuli, but only that whatever representation there is about these stimuli is insufficient to perform these tasks.
There are a number of other types of findings that demonstrate that extensive visual analysis can be done in parallel across the entire visual field. For example, in Experiment 2, the observers were able to "clean up" visual noise without the need for focal attention. In addition, many search experiments have shown that discrepant elements often pop out of an array of distractors, without the need for focal attention. This pop-out can occur when the target item differs from distractors on a basic feature, such as size, brightness, or orientation (Treisman & Gelade, 1980) , but it may also occur for features that require more extensive processing. For example, differences in stimulus properties conveyed through shape from shading can lead to pop-out (Enns & Rensink, 1990) , as can differences in perceived size based on size-distance scaling (Ramachandran, Pashler, & Plummer, 1990) . It has also been argued that higher level analysis (e.g., identification of characters) can support parallel visual search (Pashler & Badgio, 1985; Sperling & Melchner, 1978; Wolfe, FriedmanHill, Stewart, & O'Connell, 1992) . All of these findings suggest that far more than three items in a display can undergo extensive and abstract analysis at the same time.
Implications for Interpreting Search Data
When analyzing visual search data, many researchers emphasize the slopes of set size functions without fully considering the y-intercept of those functions (see Wolfe, 1998 , for a review). It is not clear, however, that one can disregard this intercept effect and interpret only the search slopes.
In our data, preview did not decrease the slopes of the set size functions. If we had relied exclusively on the slope data to interpret our results, we would have concluded that observers acquire no useful information during preview. However, if we had ignored the slope data and based our interpretations solely on the y-intercepts of the search functions, we would have reached dramatically different conclusions. In all of our experiments, we find shorter overall RTs when there has been preview; thus, we would conclude that preview allows a subject to represent information that informs the subsequent search. These two interpretations, based on different aspects of the data, lead to conclusions that appear to be in direct opposition.
However, if we look at both slopes and intercepts concurrently, a more complete and cohesive explanation is potentially available. The intercept effect shows that there is some benefit of preview, suggesting that observers are able to extract the identity of some, but not all, of the items during preview, thus lowering the overall RT. On the other hand, the failure to find any change in slopes with preview suggests that preview does not offer any useful processing for items whose identities are not represented. Furthermore, applying this model to the data from Experiments 1 and 2 allowed us to estimate that only about three item identities are represented. Experiment 3 confirmed this capacity limit, using a different method. It may be that similar explanations could be developed to account for other results that contain seeming conflicts between slope and intercept results (e.g., Wolfe et al., 2000; Woodman, Vogel, & Luck, 2001 ).
Conclusions
Our results provide particularly strong evidence that visual representations acquired while a scene is viewed are sparse and fragile, apparently (in our task, at least) representing the identity of no more than about three items at any instant. These results cannot be attributed to an inability to simultaneously represent two scenes or to an inability to make comparisons between scenes; thus, the results go well beyond so-called change blindness findings in their implications. In addition, we find that examining both search slopes and y-intercepts concurrently helps to offer a more complete picture of the processes underlying a present/absent search judgment.
