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1. Introduction
In this paper we discuss a solution for the high energy scattering amplitude in the case of high density QCD. We
would like to go beyond the mean field approximation, where the solution has been discussed and well understood
both analytically and numerically (see [1, 2, 3, 4, 5, 6, 7, 8]), and to approach the summation of the so called Pomeron
loops that should be taken into account [9, 10, 11, 12, 13]. The problem of taking into account the Pomeron loops
can be reduced to the BFKL Pomeron calculus [14, 15, 16] and/or reduced to the solution of the statistical physics
problem, i.e. the Langevin equation and directed percolation [17, 18, 19].
At the moment the problem of the high energy amplitude in QCD is well understood and can be solved only in
the kinematic region given by
1 ≪ ln(1/α2S) ≪ αS Y ≪
1
αS
(1.1)
– 1 –
To go beyond this region we need to know the corrections of the order α2S to the BFKL kernel as well as the corrections
to the vertices of the Pomeron interaction. Eq. (1.1) will play a significant role in our discussion and we wish to
present a more detailed derivation. It is well known that the exchange of one BFKL Pomeron leads to a contribution
which can be written as
A (one Pomeron exchange) ∝ α2S e∆Y (1.2)
where Y = ln(s/s0) ( s =W
2 and W is the energy of the scattering in the c.m. frame ). The intercept of the BFKL
Pomeron can be represented in the form
∆ = αS χLO BFKL (γ = 1/2) + α
2
S χNLO BFKL (γ = 1/2) (1.3)
where χ is the Mellin transform of the BFKL kernel (see more details in [20] ).
The contribution from the exchange of two BFKL Pomerons is proportional to
A (two Pomeron exchange) ∝ (α2S e∆Y )2 (1.4)
Comparing Eq. (1.2) to Eq. (1.4) one can see three different kinematic regions:
1. 2 ln(1/αS) > ∆Y ≥ 1 ;
In this kinematic region we need to take into account the BFKL Pomeron at leading order since α2S Y ≪ 1
and neglect the contribution from multi Pomeron exchanges.
2. 1/αS ≫ ∆Y ≫ 2 ln(1/αS) ;
We need to take into account multi Pomeron exchange but we can still restrict ourselves to the BFKL kernel
in the leading order approximation.
3. ∆Y ≫ 1/αS;
In this region we have to calculate the next-to-leading BFKL corrections to the BFKL kernel as well as the
corrections to the Pomeron vertices. In addition, it is not clear whether or not we can rely on the BFKL
Pomeron calculus in this region [21].
Concentrating on the kinematic region of Eq. (1.1) we develop a strategy which consists of three steps. First,
we show in this paper that the BFKL Pomeron interaction in this kinematic region can be reduced to the exchange
of non-interacting Pomerons if we renormalize the low energy amplitude of the interaction of ‘wee’ partons with the
target.
Using this observation we propose an improved Mueller-Patel-Salam-Iancu method (MPSI) for summation of
Pomeron loop diagrams. This method is actually the t-channel unitarity constraints re-adjusted in a convenient form
for use in the dipole approach of QCD [22, 23].
Finally we propose that the answer which we obtain, is the real solution to our problem at ultra high energy.
We will justify and show that this is a reasonable hypothesis.
This paper is organised in the following way. In the next section we discuss the simple case of the BFKL Pomeron
calculus in zero transverse dimensions. Being the simplest model for the Pomeron interaction this approach allows
us to discuss our main ideas and suggestions without complex calculations. Actually, the main content of this section
has been discussed in [24], but for completeness we present this model in our paper. We hope that the reader will
find this instructive in later sections.
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Figure 1: The renormalization procedure in the case of the simplest ‘fan’ diagram.
In section 3 we argue that the main properties of the BFKL Pomeron calculus in zero transverse dimension are
inherent for the BFKL Pomeron calculus in QCD. In particular, we can consider the scattering amplitude in the
kinematic region of Eq. (1.1) as the exchange of BFKL Pomerons neglecting their mutual interactions.
Section 4 is devoted to the calculation of the scattering amplitude in the model for the BFKL kernel which has
been developed in Ref. [25]. In this section we demonstrate how the MPSI approach works and we obtain a formula
for the scattering amplitude. We advocate that the resulting scattering amplitude satisfies the unitarity constraints
both in the s and t channels and could be a good candidate for the answer outside the kinematic region given by
Eq. (1.1).
In our conclusion we summaries our results and compare them with the approaches that we currently have on
the market.
2. The BFKL calculus in zero transverse dimension: non-interacting Pomerons and
improved Mueller-Patel-Salam-Iancu approach
In this section we analyse the Pomeron diagrams in the BFKL Pomeron calculus in zero transverse dimensions (toy
model of [22, 26, 27]). Recently, this model has become rather popular (see [28] and [29] where the most important
aspects of this model have been discussed and solved)
Firstly we consider the simplest ‘fan’ diagram of Fig. 1 and Fig. 2. It can be calculated in an obvious way, using
the explicit expression for the Pomeron Green function, namely, G(Y − Y ′) = exp (∆ (Y − Y ′)). Indeed, for the
diagrams of Fig. 1 we have
A (Fig. 1) = γ G(Y − 0) − ∆ γ2
∫ Y
0
d Y ′ G(Y − Y ′)G2(Y ′ − 0) (2.1)
= γ e∆Y − ∆ γ2
∫ Y
0
d Y ′ e∆(Y+Y
′) (2.2)
= γ e∆Y − ∆ γ2
(
1
∆
e2∆Y − 1
∆
e∆Y
)
= − γ2 e2∆Y + (γ + γ2) e∆Y = − γ2 e2∆Y + γR e∆Y
where ∆ is the Pomeron intercept which is equal to the triple Pomeron vertex Γ(1→ 2) in this oversimplified model,
and γ is the amplitude of the Pomeron interaction with the target.
For the diagrams of the second order, given by Fig. 2, we have to integrate over the two rapidity variables y1
and y2. The result is
– 3 –
Y0
Y2
γ γ γγ γγ
Y1
γ
(3)
R
γ
(3)
R = γ + γ
2 + γ3
γ(2) = γ + γ2
γ
(2)
R
γ
(2)
R
Figure 2: The renormalization procedure in the case of the ‘fan’ diagram of the second order.
A (Fig. 2) =
= 2∆2 γ3
∫ Y
0
d y1
∫ y1
0
d y2G(Y − y1)G(y1 − 0)G(y2 − 0) G2(y2 − 0) (2.3)
= 2∆2 γ3
∫ Y
0
d y1
∫ y1
0
d y2 e
∆(Y+y1+y2) = 2∆2 γ3
(
1
2∆2
e3∆Y − 1
∆2
e2∆Y +
1
2∆2
e∆Y
)
As one can see, the integration over Y ′ in Fig. 1 and over y1 and y2 in Fig. 2 reduces these two diagrams to
the sum over diagrams which describes two contributions: the exchange of two non-interacting Pomerons and the
exchange of one Pomeron with the renormalized vertices: γ
(2)
R = γ + γ
2 and γ
(3)
R = γ + γ
2 + γ3
Adding the two contributions of these diagrams gives
A (Fig. 1) + A (Fig. 2) = (2.4)
= − γ3 e3∆Y − (γ2 + 2 γ3) e2∆Y + (γ + γ2 + γ3) e3∆Y = γ3 e3∆Y − (γ(2)R )2 e2∆Y + γR e∆Y
Therefore, one can see that the scattering amplitude can be rewritten as the exchange of Pomerons without interaction
between them but with the renormalized Pomeron - particle vertex. In the dipole model this vertex is the amplitude
of the two dipole interaction in the Born approximation of perturbative QCD.
These two examples illustrate our main idea: the BFKL Pomeron calculus in zero transverse dimensions can be
viewed as the theory of free, non-interacting Pomerons whose interaction with the target has to be renormalized.
The master equation for the scattering amplitude in the mean field approximation can be easily rewritten (see Ref.
[24]) in the form
∂ N0 (γR|Y )
∂ Y
= Γ(1→ 2) γR ∂ N0 (γR|Y )
∂ γR
(2.5)
with
γR =
γ
1 − γ (2.6)
Thus we have shown in Eq. (2.1) and Eq. (2.3) how Eq. (2.6) has started to build up in the perturbative expansion.
The general solution of Eq. (2.5) is the system of non - interacting Pomerons and the scattering amplitude can
be found in the form
N0 (γR|Y ) =
∞∑
n=1
(−1)n Cn γnR Gn(Y − 0) (2.7)
where the coefficients Cn could be found from the initial conditions, namely, from the expression for the low energy
amplitude. In particular, the initial condition
N0 (γR|Y = 0) = γ = γR/(1 + γR) (2.8)
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generates Cn = 1 and the solution is
N0 (γR|Y ) = γR e
∆Y
1 + γR e∆Y
(2.9)
The initial condition of Eq. (2.8) has very simple physics behind it that has been discussed in Ref.[24].
For the analysis of the enhanced diagrams we start from the first diagram of Fig. 3, which can be written as
follows
A (Fig. 3) = (2.10)
−∆2 γ2
∫ Y
0
d y1
∫ y1
0
d y2G(Y − y1)G2(y1 − y2)G(y2 − 0)
= −∆2 γ2
∫ Y
0
d y1
∫ y1
0
d y2 e
∆(Y+y1−y2)
= − γ2 e2∆Y + γ2 e∆Y + ∆ γ2 Y e∆Y
where Γ(2→ 1) = ∆ γ2 (see Ref.[11]).
Adding Eq. (2.10) to the exchange of one Pomeron we obtain the following
One Pomeron exchange + A (Fig. 3) = γR e
∆R Y − γ2 e2∆Y (2.11)
with
γR = γ
(2) = γ + γ2 ; ∆R = ∆ + γ∆ ; (2.12)
Therefore, the Pomeron loops can be either large ( where their size in rapidity is of the order of Y ) and they can be
considered as un-enhanced diagrams; or small (where their sizes are of the order 1/∆) and they can be treated as
the renormalisation of the Pomeron intercept.
In QCD ∆ ∝ α¯S while γ ∝ α2S . Therefore, the renormalisation of the Pomeron intercept ∆ is proportional
to α3S . We can neglect this contribution since (i) there a lot of α
2
S corrections to the kernel of the BFKL equation
that are much larger than this contribution; and (ii) in the region of Y ≪ 1/α2S , where we can trust our Pomeron
calculus (see introduction) (∆R − ∆)Y ≪ 1.
Concluding this analysis we can claim that the BFKL Pomeron calculus in zero dimension is a theory of non-
interacting Pomerons with renormalised vertices of the Pomeron-particle interaction. In the dipole language, it means
that we have a system non-interacting Pomerons with a specific hypothesis on the amplitude of the dipole interactions
at low energy. For the problem that we are solving here, namely, when we have one bare Pomeron at low energy,
this amplitude is determined by Eq. (2.8).
For such a system we can calculate the scattering amplitude using a method suggested by Mueller, Patel, Salam
and Iancu and developed in a number of papers (see Refs.[23, 36, 32, 37, 35, 38] and references therein). In this method
the scattering amplitude is calculated using the t-channel unitarity constraints which is written in the following way
(assuming that the amplitudes at high energy are purely imaginary, N = ImA):
N([. . . ]|Y ) = N([. . . ]|Y − Y ′;P → nP )
⊗
N([. . . ]|Y ′;P → nP ) (2.13)
where
⊗
stands for all necessary integrations while [. . . ] describes all quantum numbers (dipole sizes and so on ).
The correct implementation of Eq. (2.13) leads for our case to the following formula (see also Refs. [35, 36, 30])
NMPSI0 (Y ) = 1 − exp
{
− γBA ∂
∂γ
(1)
R
∂
∂γ
(2)
R
}
NMFA
(
(γ
(1)
R |Y − Y ′
)
NMFA
(
(γ
(2)
R |Y ′
)
|
γ
(1)
R
= γ
(2)
R
=0
(2.14)
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where NMFA (Y, γR) is given by Eq. (2.9)(see also Eq. (2.5)) in the mean field approximation and γ
BA ∝ α2S is
the scattering amplitude at low energies which is described by the Born approximation in perturbative QCD. The
difference between Eq. (2.14) and the original MPSI approach is the fact that this equation does not depend on the
value of Y ′ and, because of this, we do not need to choose Y ′ = Y/2 for the best accuracy.
Substituting Eq. (2.9) in Eq. (2.14) we obtain
NMPSI0
(
γBA|Y ) = 1 − exp( 1
γBAeΓ(1→2)Y
)
1
γBAeΓ(1→2)Y
Γ
(
0,
1
γBAeΓ(1→2)Y
)
(2.15)
Γ (0, x) is the incomplete gamma function (see formulae 8.350 - 8.359 in Ref. [40]).
We claim that Eq. (2.15) is the solution to our problem. One can easily see that N0 (γ|Y ) → 1 at high energies
in contrast to the exact solution (see [30]). The exact solution leads to the amplitude that vanishes at high energy
(see Refs.[29, 39]). As has been mentioned the solution depends crucially on the initial condition for the scattering
amplitude at low energies. For Eq. (2.15) this amplitude is equal to
NMPSI0 (γ|Y = 0) =
∞∑
n=1
(−1)n+1 n! (γBA)n (2.16)
with γBA ∝ α2S .
Eq. (2.14) can be rewritten in a more convenient form using the Cauchy formula for the derivatives, namely,
∂nZMFA(γR|Y )
∂γnR
= n!
1
2 πi
∮
C
ZMFA(γ′R|Y )
γ′n+1R
d γ′R; (2.17)
The contour C in Eq. (2.17) is a circle with a small radius around γR = 0. However, since the function Z does not
grow at large γR for n ≤ 1 we can close our contour C on the singularities of the function Z. We will call this new
contour CR.
NMPSI0 (Y ) = 1 − exp
{
− γBA ∂
∂γ
(1)
R
∂
∂γ
(2)
R
}
NMFA
(
(γ
(1)
R |Y − Y ′
)
NMFA
(
(γ
(2)
R |Y ′
)
|
γ
(1)
R
= γ
(2)
R
=0
= 1−
∞∑
n=1
(−γBA)n
n!
n!n!
1
(2 π i)2
∮
C1
R
dγ
(1)
R
ZMFA(γ
(1)
R |Y − Y ′)
(γ
(1)
R )
n+1
∮
C2
R
d γ
(2)
R
ZMFA(γ
(2)
R |Y ′)
(γ
(2)
R )
n+1
=
=
1
(2 π i)2
∮ ∮
d γ˜
(1)
R
γ˜
(1)
R
d γ˜
(2)
R
γ˜
(2)
R
{
1 − exp
(
γ˜
(1)
R γ˜
(2)
R
γBAeY
)
γ˜
(1)
R γ˜
(1)
R
γBAeY
Γ
(
0,
γ˜
(1)
R γ˜
(2)
R
γBAeY
)}
×
× ZMFA
(
γ˜
(1)
R
)
ZMFA
(
γ˜
(2)
R
)
(2.18)
Here we introduce new variables γ˜
(1)
R = γ
(1)
R exp (Y − Y ′) and γ˜(2)R = γ(2)R exp (Y ′). In these new variables
ZMFA
(
γ˜
(1)
R
)
=
1
1 + γ˜
(1)
R
; ZMFA
(
γ˜
(2)
R
)
=
1
1 + γ˜
(2)
R
(2.19)
Closing the integration on the poles γ˜
(1)
R = −1 and γ˜(2)R = −1 we obtain the formula of Eq. (2.15).
3. Calculation of the simplest diagrams in the BFKL Pomeron calculus
The main goal of this paper is to show that in the general case of the BFKL Pomeron calculus we have the same
situation as in the simple model. We start from the analysis of the simple diagrams of the BFKL Pomeron interaction.
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∆R = ∆+ α
3
S
Y2
0
Y1
Y
γRγRγRγγγ γ γR
Figure 3: The renormalization procedure in the case of the simplest enhanced diagram.
3.1 The functional integral formulation of the BFKL Pomeron calculus
The most economic form of the BFKL Pomeron calculus was suggested and developed by Braun in Ref.[16] where
he formulated this theory as the functional integral
Z[Φ,Φ+] =
∫
DΦDΦ+ eS withS = S0 + SI + SE (3.1)
where S0 describes free Pomerons, SI corresponds to their mutual interaction while SE relates to the interaction
with external sources (target and projectile).
They have the form
S0 =
∫
dY dY ′ d2x1 d
2x2 d
2x′1 d
2x′2Φ
+(x1, x2;Y )G
−1(x1, x2;Y |x′1, x′2;Y ′)Φ(x′1, x′2;Y ′) ; (3.2)
SI =
2 πα¯2S
Nc
∫
dY
∫
d2x1 d
2x2 d
2x3
x212 x
2
23 x
2
31
· {(L1,2Φ(x1, x2;Y ) ) Φ+(x2, x3;Y )Φ+(x3, x1;Y ) + h.c.} ; (3.3)
SE = −
∫
dY d2x1 d
2x2 {Φ(x1, x2;Y ) τpr(x1, x2;Y ) + Φ+(x1, x2;Y ) τtar(x1, x2;Y )} (3.4)
It should be stressed that Eq. (3.4) describes the local interaction both in rapidity and in coordinates and τpr (τtar)
stands for the projectile and target, respectively.
The Pomeron Green function has the form [42, 43]
G (x1, x2;Y |x′1, x′2;Y ′) ≡
θ(Y − Y ′)
∞∑
n=−∞
∫
dν d2x0 e
ω(n,ν)(Y−Y ′) (ν2 +
n2
4
)λ(n, ν)E∗(x′1, x
′
2;x0|ν)E(x1, x2;x0|ν) (3.5)
where the vertices E are given by
E(x1, x2;x0|n; ν) = (−1)n
(
x12
x10 x20
)h (
x∗12
x∗10 x
∗
20
)h˜
(3.6)
with xij = xi − xj , xi = xi,x + ixi,y 1 ,x∗i = xi,x − ixi,y ; h = (1 + n)/2 + iν and h˜ = 1− h∗ = (1− n)/2 + iν.
1xi,x and xi,y are x- and y-components of the two dimensional vector xi
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The energy levels ω(n, ν) are the BFKL eigenvalues
ω(n, ν) = α¯S
(
ψ(1)−Reψ
( |n|+ 1
2
+ iν
))
(3.7)
with ψ(z) = d ln Γ(z)/dz and Γ(z) is the Euler gamma function.
The operator L12 in Eq. (3.1) is defined as
L1,2 = x
4
12 p
2
1
p2
2
with p2 = −∇2 (3.8)
with E(x1, x2;x0|ν) and 1λ(n,ν) being its eigenfunctions and eigenvalues respectively. It is easy to check that
L1,2E(x1, x2;x0|n; ν) =
1
λ(n, ν)
E(x1, x2;x0|n; ν) (3.9)
with
λ(n, ν) =
1
[ (n+1)
2
4 + ν
2][ (n−1)
2
4 + ν
2]
(3.10)
For our further discussions we rewrite Eq. (3.6) in a more convenient form as
E(x1, x2;x0|n; ν) ≡ E(z12 −
x12
2
, z12 +
x12
2
|n; ν)
= (−1)n
(
x12
(z12 − x122 ) (z12 + x122 )
)h (
x∗12
(z∗12 − x
∗
12
2 ) (z
∗
12 +
x∗12
2 )
)h˜
(3.11)
where the new variable z12 is defined by
z12 =
x1 + x2
2
− x0 (3.12)
3.2 Triple Pomeron vertex in momentum representation
In this section we calculate the triple BFKL Pomeron vertex which is the key ingredient of all enhanced diagrams of
the type illustrated in Fig. 3. We find it easier to do all the calculations in the momentum representation. We define
the Fourier transform of the vertex function in Eq. (3.6) as
g(k, q, n, ν) ≡
∫
d2x12
x212
d2z eik·x12 eiq·z E(x1, x2;x0|n; ν) (3.13)
with x12 = x1 − x2 and z = (x1 + x2)/2 − x0 = b − x0. As it follows from Eq. (3.13), the momentum k is defined
as the momentum conjugate to the dipole size. It will be shown later that the physical meaning of the momentum q
is a momentum transferred along the Pomeron. The explicit expression for the function g(k, q, n, ν) is found in the
Appendix A.
Using the definition of Eq. (3.13) we want to express the free Pomeron Green function defined in Eq. (3.5) in
terms of the function g(k, q, n, ν). To do this we find an inverse Fourier transform of g(k, q, n, ν) and substitute it
into Eq. (3.5). The vertex function E in terms of g(k, q, n, ν) reads
E(x1, x2;x0|n; ν) = x212
∫
d2k
(2π)2
d2q
(2π)2
e−ik·x12 e−iq·z g(k, q, n, ν) (3.14)
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With the help of Eq. (3.14) we rewrite the free Pomeron Green function in Eq. (3.5) as
G (x1, x2;Y |x′1, x′2;Y ′) ≡
θ(Y − Y ′)
∞∑
n=−∞
∫
dν d2x0 e
ω(n,ν)(Y−Y ′) (ν2 +
n2
4
)λ(n, ν) × (3.15)
x′212
∫
d2k′
(2π)2
d2q′
(2π)2
e+ik
′·x′12 e+iq
′·z′12 g∗(k′, q′, n, ν) x212
∫
d2k
(2π)2
d2q
(2π)2
e−ik·x12 e−iq·z12 g(k, q, n, ν) =
θ(Y − Y ′)
∞∑
n=−∞
∫
dν d2x0 e
ω(n,ν)(Y−Y ′) (ν2 +
n2
4
)λ(n, ν) ×
x′212
∫
d2k′
(2π)2
d2q′
(2π)2
e+ik
′·x′12 e+iq
′·b′12 e−iq
′·x0 g∗(k′, q′, n, ν) x212
∫
d2k
(2π)2
d2q
(2π)2
e−ik·x12 e−iq·b12 e+iq·x0 g(k, q, n, ν)
The integration over x0 brings in a delta function (2π)
2δ(2)(q − q′). After the integration over the momentum q′ we
end up with the expression for free Pomeron Green function in terms of g(k, q, n, ν) as follows.
G (x1, x2;Y |x′1, x′2;Y ′) ≡
θ(Y − Y ′)
∞∑
n=−∞
∫
dν eω(n,ν)(Y−Y
′) (ν2 +
n2
4
)λ(n, ν) (2π)2δ2(q′ − q)× (3.16)
x′212
∫
d2k′
(2π)2
d2q′
(2π)2
e+ik
′·x′12 e+iq
′·b′12 g∗(k′, q′, n, ν) x212
∫
d2k
(2π)2
d2q
(2π)2
e−ik·x12 e−iq·b12 g(k, q, n, ν) =
θ(Y − Y ′)
∞∑
n=−∞
∫
dν eω(n,ν)(Y−Y
′) (ν2 +
n2
4
)λ(n, ν) ×
x′212 x
2
12
∫
d2k′
(2π)2
d2k
(2π)2
d2q
(2π)2
e+ik
′·x′12 e−ik·x12 e−iq·(b12−b
′
12) g∗(k′, q, n, ν)g(k, q, n, ν)
The expression in Eq. (3.16) clarifies the meaning of the momentum q defined in Eq. (3.13) as the momentum
conjugate to the difference in the impact parameters of the interacting dipoles or, alternatively, as the momentum
transferred along the Pomeron.
Using the same standard procedure we want to calculate the triple Pomeron vertex defined in the BFKL Pomeron
Calculus by Eq. (3.3). It is better to write the vertex in terms of free Pomeron Green functions as
2 πα¯2S
Nc
∫
dY
∫
d2x1d
2x2d
2x3
x212x
2
23x
2
31
(L12G (x
′
1, x
′
2;Y1|x1, x2;Y ))G (x2, x3;Y |x′2, x′3;Y2)G (x3, x1;Y |x′3, x′1;Y3) (3.17)
and then use the representation of G (x′1, x
′
2;Y
′|x1, x2;Y ) in terms of the vertex function E defined in Eq. (3.5).
Thus one can see that the calculation of the triple Pomeron vertex in terms of the functions g(k, q, n, ν) is reduced
to the calculation of
2 πα¯2S
Nc
∫
d2x1d
2x2d
2x3
x212x
2
23x
2
31
(L12E(x1, x2;x01|n1; ν1))E∗(x2, x3;x02|n2; ν2)E∗(x3, x1;x03|n3; ν3) (3.18)
then being properly convoluted with other necessary vertex functions E as defined in Eq. (3.5) to reproduce Eq. (3.17).
We use the fact that the vertex function E are eigenfunctions of the operator L12 (see Eq. (3.9)) to recast Eq. (3.18)
as
2 πα¯2S
Nc
∫
d2x1d
2x2d
2x3
x212x
2
23x
2
31
1
λ(n1, ν1)
E(x1, x2;x01|n1; ν1)E∗(x2, x3;x02|n2; ν2)E∗(x3, x1;x03|n3; ν3) (3.19)
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Following the standard procedure we used above in finding the Pomeron Green function in terms of functions
g(k, q, n, ν) we insert the inverse Fourier transform of Eq. (3.14) into Eq. (3.19) and then integrate over the coordinates
x1, x2 and x3 as follows.
2 πα¯2S
Nc
∫
d2x1d
2x2d
2x3
x212x
2
23x
2
31
1
λ(n1, ν1)
x212
∫
d2k12
(2π)2
d2q
1
(2π)2
e−ik12·x12 e−iq1·z12 g(k12, q1, n1, ν1)×
x223
∫
d2k23
(2π)2
d2q
2
(2π)2
e+ik23·x23 e+iq2·z23 g∗(k23, q2, n2, ν2)× (3.20)
x231
∫
d2k31
(2π)2
d2q
3
(2π)2
e+ik31·x31 e+iq3·z31 g∗(k31, q3, n3, ν3) =
2 πα¯2S
Nc
∫
d2x1d
2x2d
2x3
λ(n1, ν1)
∫
d2k12
(2π)2
d2q
1
(2π)2
e−ik12·(x1−x2) e−iq1·
x1+x2
2 e+iq1·x01 g(k12, q1, n1, ν1)×∫
d2k23
(2π)2
d2q
2
(2π)2
e+ik23·(x2−x3) e+iq2·
x2+x3
2 e−iq2·x02 g∗(k23, q2, n2, ν2)× (3.21)∫
d2k31
(2π)2
d2q
3
(2π)2
e+ik31·(x3−x1) e+iq3·
x3+x1
2 e−iq3·x03 g∗(k31, q3, n3, ν3)
The integration over coordinates in Eq. (3.21) gives∫
d2x1 =⇒ (2π)2δ(2)(k12 + 12q1 + k31 − 12q3)∫
d2x2 =⇒ (2π)2δ(2)(−k12 + 12q1 − k23 − 12q2)∫
d2x3 =⇒ (2π)2δ(2)(k23 − 12q2 − k31 − 12q3)
(3.22)
Now we perform the integration over k23, k31 and q3 which results into
∫
d2k31 =⇒ k31 = 12q3 − k12 − 12q1 and (2π)2δ(2)(12q3 − k12 − 12q1 + 12q2 − k23)∫
d2k23 =⇒ k23 = 12q3 − k12 − 12q1 + 12q2 and (2π)2δ(2)(q1 − q2 − q3)∫
d2q
3
=⇒ q
3
= q
1
− q
2
(3.23)
where we used the identity
∫
dx f(x) δ(x− a) δ(x− b) = f(a) δ(a− b). The result of Eq. (3.23) can be summarized
as
k31 = −k12 −
1
2
q
2
k23 = −k12 +
1
2
q
1
− 1
2
q
2
(3.24)
q
3
= q
1
− q
2
Finally, we are in position to write the triple Pomeron vertex in terms of functions g(k, q, n, ν). To do this we remove
the performed integration over x1, x2, x3, k31, k23 and q3 in Eq. (3.21) as was shown above by replacing k31, k23 and
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q
3
with the expressions given in Eq. (3.24), as well as, multiply Eq. (3.21) by (2π)6 from δ-functions. Thus Eq. (3.21)
after the outlined integrations reads
d2k12
(2π)2
d2q
1
(2π)2
d2q
2
(2π)2
e+iq1·x01−iq2·x02−i(q1−q2)·x03 × Γ
(
k12, q1, q2
)
(3.25)
where
Γ
(
k12, q1, q2
)
=
2 πα¯2S
Nc
1
λ(n1, ν1)
g(k12, q1, n1, ν1)g
∗(−k12 +
1
2
q
1
− 1
2
q
2
, q
2
, n2, ν2)g
∗(−k12 −
1
2
q
2
, q
1
− q
2
, n3, ν3)
The expression in Eq. (3.25) represents the triple Pomeron vertex in terms of functions g(k, q, n, ν). As it was shown
on the example of the free Pomeron propagator, the triple Pomeron vertex should be properly convoluted with all
the necessary vertex functions E to give the amplitude of a dipole being scattered off two dipoles. The only missing
thing is the explicit expression for g(k, q, n, ν) which is calculated in the Appendix A and should be plugged into
Eq. (3.16) and Eq. (3.25) for obtaining the final expression. In the region of 4k2 ≫ q2 the function g(k, q, 0, ν) is
independent of q2 and has the form (see Appendix A)
g(k, q, 0, ν) ≈ C(ν)(k2)− 12+iν (3.26)
where the constant C(ν) is given by
C(ν) =
π2
−iν 2
2iν Γ
2(1/2− iν)Γ2(iν)
Γ2(1/2 + iν)Γ2(−iν) (3.27)
3.3 The simplest ‘fan’ diagram
In this section we calculate the set of diagrams shown in Fig. 1, namely, single Pomeron exchange and the first ‘fan’
diagram for the triple Pomeron interaction.
3.3.1 The single Pomeron exchange
According to our definition of the function g(k, q, n, ν) given in Eq. (3.13) the momenta k and q denote momenta
conjugate to the size and the impact parameter of the dipole respectively (see also the remark after Eq. (3.16)). Using
this notation we readily write the expression for the dipole with rapidity Y and the transverse momentum k being
scattered off the dipole with rapidity Y ′ and the transverse momentum k0 due to the exchange of one Pomeron.
A(1P ) =
∫
dν g∗(k, q, 0, ν) ν2 λ(0, ν) g(k0, q, 0, ν)e
ω(ν)(Y−Y ′)
= 42 π4
∫
dν
1
k k0
(
k0
k
)2iν
eω0(ν)(Y−Y
′) = 32π6P (k0; k|Y − Y ′) (3.28)
where ω0(ν) ≈ 4 ln 2 − 14ζ(2)ν2 is the expansion of the BFKL eigenvalue in the vicinity of ν = 0 bringing the main
contribution at high energies, and P (k0; k|Y − Y ′) is well known expression for single Pomeron exchange given by
P (k0; k|Y − Y ′) = 1
π
∫
dν
2π
1
k k0
(
k0
k
)2iν
eω0(ν)(Y−Y
′) (3.29)
The factor of 32 π6 merely reflects our normalization of functions g(k, q, 0, ν) defined in Eq. (3.13). From Eq. (3.29) one
can see that the anomalous dimension of the gluon structure function (xG(x,Q2) ∝ (Q2)γ) is equal to γ = 12 − iν
since P (k0; k|Y − Y ′) ∝ (1/k2)xG(x = exp(Y − Y ′), k2/k20).
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Figure 4: The first ’fan’ diagram. Wave lines denote the BFKL Pomerons.
3.3.2 The first ’fan’ diagram
The first fan diagram, for interaction of one dipole with two dipoles, is shown in Fig. 4. Using the representation
for triple Pomeron vertex in momentum space calculated in Eq. (3.25) we can write the amplitude corresponding to
Fig. 4 for n = 0 as
−A(P → 2P ;Fig. 4) = 2πα¯
2
s
Nc
∫ Y
0
dY ′
∫
d2k′1
(2π)2
d2q′
1
(2π)2
d2q′
2
(2π)2
dν1 dν2 dν3 (2π)
2δ(2)(q
1
− q′
1
) (2π)2δ(2)(q
2
− q′
2
) ×
(2π)2δ(2)(q
3
− q′
1
+ q′
2
)
ν21 ν
2
2 ν
3
3 λ(0, ν1) λ(0, ν2) λ(0, ν3)
λ(0, ν1)
eω(ν1)(Y−Y
′) eω(ν2)(Y
′−0) × (3.30)
eω(ν3)(Y
′−0) g∗(k1, q1, 0, ν1) g(k
′
1, q
′
1
, 0, ν1) g
∗(−k′1 +
1
2
q′
1
− 1
2
q′
2
, q′
1
, 0, ν2) g(k2, q2, 0, ν2) ×
g∗(−k′1 −
1
2
q′
2
, q′
1
− q′
2
, 0, ν3) g(k3, q3, 0, ν3)
where k′2 = −k′1 + 12q′1 − 12q′2, k
′
3 = −k′1 − 12q′2 and q′3 = q′1 − q′2 as it was shown in the derivation of Eq. (3.25).
For the case of small momenta transferred along the Pomeron we approximate the vertex function by expression
given in Eq. (3.26). It is worth to mention that the constants C(ν) defined in Eq. (3.27) have a property
C(ν)C∗(ν) =
π4
ν2
for ν ∈ R (3.31)
Thus Eq. (3.30) reads
−A(P → 2P ;Fig. 4) = 2πα¯
2
s
Nc
∫ Y
0
dY ′
∫
d2k′1
(2π)2
d2q′
1
(2π)2
d2q′
2
(2π)2
dν1 dν2 dν3 (2π)
2δ(2)(q
1
− q′
1
) (2π)2δ(2)(q
2
− q′
2
) × (3.32)
(2π)2δ(2)(q
3
− q′
1
+ q′
2
) (π4)3λ(0, ν2) λ(0, ν3) e
ω(ν1)(Y−Y ′) eω(ν2)(Y
′−0) eω(ν3)(Y
′−0) ×
|k1|−1−2iν1 |k′1|−1+2iν1 | − k′1 + q′1/2− q
′
2
/2|−1−2iν2 |k2|−1+2iν2 | − k′1 − q′2/2|
−1−2iν3 |k3|−1+2iν3
In Eq. (3.32) momenta q
1
and q
2
are arbitrary. However, in the mean field approximation (MFA) the momenta
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transferred along the Pomeron are much smaller than momenta conjugate to dipole sizes 2 |k| ≫ |q|, which allows us
to simply Eq. (3.32) using | − k′1 + q′1/2− q′2/2| ≈ |k
′
1| and | − k′1− q′2/2| ≈ |k
′
1|. It is easy to see that the integration
over k′1 leads to a delta function δ(i + 2ν1 − 2ν2 − 2ν3), which is the conservation of the anomalous dimensions
(γ = 1/2− iν) in the triple Pomeron vertex δ(1+ γ1− γ2− γ3) (see Ref. [15] where this δ-function was found for the
forward scattering amplitude). However we need to be careful since in Eq. (3.32) we implicitly used the condition
that k23 < k
′2
1 < k
2
1 . For k
′2
1 > k
2
1 the second term in Eq. (A-21) gives the main contribution. Therefore we integrate
over all the kinematic region from k′21 = 0 to k
′2
1 =∞ but subtract the regions k′21 > k21 and replace them by correct
integral.
For example for k′21 > k
2
1 we obtain the following integral
(
k21
k23
)−iν1 ∫ ∞
l
dl′ e(−1+i2ν1−2iν2−2iν3) l
′ −
(
k21
k23
)iν1 ∫ ∞
l
dl′ e(−1−i2ν1−2iν2−2iν3) l
′
(3.33)
where l = ln(k21/k
2
3). The result of the integration leads to
e(−1−iν2−iν3) l
(
1
−1 + i2ν1 − i2ν2 − 2iν3 −
1
−1− i2ν1 − i2ν2 − 2iν3
)
(3.34)
It is easy to see that the integral over ν1 is equal to zero. The behaviour of ω(ν1) at large values of ν1 we regularise
by adding a small iǫ term for ν1 (ω(ν1) → ω(ν1 + iǫ). ω(ν1 + iǫ) ν1→iǫ±∞−−−−−−→ −∞ providing a good convergence of
the integral on the large circle.
Therefore, finally we reproduce the δ(γ1 − γ2 − γ3) contribution.
After further integration over q
1
, q
2
and dν1 in Eq. (3.32) we obtain
−A(P → 2P ;Fig. 4) = 2πα¯
2
s
Nc
∫ Y
0
dY ′
∫
dν2 dν3
1
2
(2π)2δ(2)(q
3
− q
1
+ q
2
) (π4)3λ(0, ν2) λ(0, ν3)×
eω(i/2−ν2−ν3)(Y−Y
′) eω(ν2)(Y
′−0) eω(ν3)(Y
′−0) |k1|−1−2iν2−1−2iν3 |k2|−1+2iν2 |k3|−1+2iν3
=
2πα¯2s
Nc
∫
dν2 dν3
1
2
(2π)2δ(2)(q
3
− q
1
+ q
2
)
(π4)3λ(0, ν2) λ(0, ν3)
ω(−i/2 + ν2 + ν3)− ω(ν2)− ω(ν3) × (3.35)
|k1|−1−2iν2−1−2iν3 |k2|−1+2iν2 |k3|−1+2iν3
(
eω(−i/2+ν2+ν3)(Y−0) − e(ω(ν2)+ω(ν3))(Y−0)
)
As was already shown in the toy model in Eq. (2.1) the integration over rapidity brings in two terms in the last line
of Eq. (3.35). The first term corresponds to single Pomeron exchange and the second term corresponds to double
Pomeron exchange of two non-interacting Pomerons. To see this we rewrite the two terms in a more convenient form.
The first term in the last line of Eq. (3.35) reads
2πα¯2s
Nc
1
2
(2π)2δ(2)(q
3
− q
1
+ q
2
)
∫
dν2 dµ
(π4)3λ(0, ν2) λ(0, i/2 + µ− ν2)
ω(µ)− ω(ν2)− ω(i/2 + µ− ν2) × (3.36)
|k1|−1−2iµ |k2|−1+2iν2 |k3|−1+2iµ−1−2iν2 eω(µ)(Y−0)
2To see this It is enough to recall that we can safely use MFA for the nucleus target where k1 ≈ k2 ≈ 1/R but q1 ≈ q2 ≈ 1/RA
where R and RA are nucleon and nucleus radii and RA ≫ R.
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where µ = −i/2+ν2+ν3. At high energies the leading contribution comes from small values of µ and we can simplify
Eq. (3.36) as
2πα¯2s
Nc
1
2
(2π)2δ(2)(q
3
− q
1
+ q
2
)
∫
dν2
(π4)3λ(0, ν2) λ(0,−ν2 + i/2)
ω(0)− ω(ν2)− ω(−ν2 + i/2)
1
k2k3
(
k3
k2
)2iν2 ∫
dµ
1
k1k3
(
k3
k1
)2iµ
eω(µ)(Y−0) =
2πα¯2s
Nc
1
2
(2π)2δ(2)(q
3
− q
1
+ q
2
)f(k2, k3) 2π
2P (k3; k1|Y − 0) (3.37)
where P (k3; k1|Y − 0) is a single Pomeron exchange defined in Eq. (3.29) and f(k2, k3) is a function of k2 and k3
which has to be calculated and is given by
f(k2, k3) =
∫
dν2
(π4)3λ(0, ν2) λ(0,−ν2 + i/2)
ω(0)− ω(ν2)− ω(−ν2 + i/2)
1
k2k3
(
k3
k2
)2iν2
(3.38)
The second term of Eq. (3.35) represents two non-interacting Pomeron exchange. To see this we recast it in the
form of
2πα¯2s
Nc
∫
dν2 dν3
1
2
(2π)2δ(2)(q
3
− q
1
+ q
2
)
(π4)3λ(0, ν2) λ(0, ν3)
ω(−i/2 + ν2 + ν3)− ω(ν2)− ω(ν3) × (3.39)
1
k1k2
(
k2
k1
)2iν2
eω(ν2)(Y−0)
1
k1k3
(
k3
k1
)2iν3
eω(ν3)(Y−0) (3.40)
At high energies the main contribution comes from small values of ν2 and ν3 and thus we can simplify Eq. (3.39) as
follows
2πα¯2s
Nc
1
2
(2π)2δ(2)(q
3
− q
1
+ q
2
) (42)2
(π4)3
ω(−i/2)− ω(0)− ω(0) (2π
2)2P (k2, k1|Y − 0) P (k3, k1|Y − 0) (3.41)
Comparing Eq. (3.35) with Eq. (2.1) using the last result we conclude that in QCD the ‘fan’ diagrams can be
viewed as the contribution from the exchange of two non-interacting BFKL Pomerons and a renormalisation of the
single Pomeron contribution.
However, as it was noticed by Hatta and Mueller [44], there is another saddle point in Eq. (3.35) where the
denominator ω(ν2 + ν3 − i/2)− ω(ν2) − ω(ν3) is close to zero. Indeed, the equation for this saddle point ( γSP =
1/2− iνSP,1) looks as follows
2ω′(γSP )Y − 2(ω
′(2 (γSP − 1) − ω′(γSP )
ω(2 γSP − 1)− 2ω(γSP ) + ln(k
2
1/k
2
3) = 0 (3.42)
In Eq. (3.42) we assume that the main contribution is dominated by ν1 = ν2 One can see that the position of this
saddle point is very close to the solution of the equation
ω(2 γ0 − 1)− 2ω(γ0) = 0 (3.43)
Denoting γSP − γ0 by δγ one can see from Eq. (3.42) that for the first term in Eq. (3.35) we have
δγ =
1
2ω(γ0)Y + ln(k21/k
2
3)
≪ γ0 (3.44)
and for the second one
δγ =
1
2ω(2γ0 − 1)Y + ln(k21/k23)
≪ γ0 (3.45)
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Figure 5: Solution to Eq. (3.43) for ω’s, given by the
BFKL equations.
Figure 6: Solution to Eq. (3.43) for ωpert given by the
BFKL equation and ωsat calculated from Eq. (3.47).
The sum of these two terms leads to the contribution with energy dependence
Aγ→γ0 (P → 2P ;Fig. 1) ∼ e(ω(γ0+iδν)+ω(γ0−iδν)) (Y−0)
It turns out (see Fig. 5) that the resulting intercept 2ω(γ0) is larger than the intercept for the two Pomeron
exchange (2ω(γ = 1/2)) and, therefore, this contribution is the largest among the three. The appearance of such new
singularities in the angular momentum plane is a deadly blow to the entire approach based on the BFKL Pomeron.
Indeed, since the new singularity (double pole) is located to the right of the singularity generated by the exchange
of two BFKL Pomerons, we need firstly to sum over all such singularities, to obtain the resulting Green function
and only after doing this can we build the Reggeon calculus based on this Green function. However, the situation
changes crucially if we take into account the fact that in Eq. (3.43) ω(γ0) and ω(2γ0−1) are actually in quite different
kinematic regions. ω(2γ − 1) enters with a small value of the argument, namely 2γ0 − 1 < γcr and, therefore, can
be calculated using the BFKL equation of Eq. (3.7). We recall that γcr can be found from the following equation
[1, 46, 47, 48]
χ (γcr)
1− γcr = −
dχ (γcr)
d γcr
(3.46)
However, we have a different situation for ω(γ0). Indeed, γ0 turns out to be larger than γcr (see Fig. 5 and recall
that γcr = 0.37). Therefore, ω(γ0) describes the behaviour of the scattering amplitude in the saturation region, and,
therefore, cannot be calculated using Eq. (3.7) (see also Ref.[45], where the same conclusion has been derived from
slightly different considerations). As it was found in Ref. [46] for ω in the saturation region we have
ωsat(γ) =
ω(γcr)
1− γcr (1− γ) (3.47)
at least for γ > γcr but close to γcr.
As one can see from Fig. 6 Eq. (3.43) which can be written as
2ωsat(γ0) = ωpert(2γ0 − 1) (3.48)
has no solution.
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Having this observation in mind our suggestion is to ignore thisY
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Figure 7: The first enhanced diagram.
singularity. Our proposed strategy is the following: we ignore all such
singularities that appear to be due to the possibility that two or more
poles have the same position. Next we solve the problem and return to
considering contributions to the scattering amplitude having the solu-
tion both in the perturbative QCD region as well as in the saturation
region.
Finally, we consider only two contributions for the simplest ‘fan’
diagram: the first one, given by Eq. (3.35), is due to the exchange of
two non-interacting Pomerons; and the second term of 3.35 which is the
renormalisation of the amplitude of the Pomeron interaction with the
target. Both these terms are the same as what we considered in the
BFKL Pomeron calculus in zero transverse dimensions.
3.4 The first enhanced diagram
In this subsection we will calculate the simplest enhanced diagram shown
in Fig. 7, whose contribution has the form
−A (P → 2P → P ;Fig. 7) =
(
2πα¯2s
Nc
)2 ∫ Y
0
dY ′
∫ Y ′
0
dY ′′
∫
d2k′1
(2π)2
d2q′
1
(2π)2
d2q′
2
(2π)2
d2k′4
(2π)2
d2q′
4
(2π)2
d2q
3
(2π)2
× (3.49)
(2π)2δ(2)(q
1
− q′
1
) (2π)2δ(2)(q
3
− q′
4
− q′
2
) (2π)2δ(2)(q
3
− q′
1
− q′
2
) (2π)2δ(2)(q
4
− q′
4
)×∫
dν1 dν2 dν3 dν4 ν
2
1 ν
2
2 ν
2
3 ν
2
4
λ(0, ν1)λ(0, ν2)λ(0, ν3)λ(0, ν4)
λ(0, ν1)λ(0, ν4)
eω(ν1)(Y−Y
′) ×
eω(ν2)(Y
′−Y ′′) eω(ν3)(Y
′−Y ′′) eω(ν4)(Y
′′−0) g∗(k1, q1, 0, ν1) g(k
′
1, q
′
1
, 0, ν1)×
g∗(−k′1 + q′1/2− q
′
2
/2, q′
2
, 0, ν2) g(−k′4 − q3/2, q3 − q
′
4
, 0, ν2)×
g∗(−k′1 − q′2/2, q
′
1
− q′
2
, 0, ν3) g(−k′4 + q′4/2− q3/2, q3, 0, ν3)×
g∗(k′4, q
′
4
, 0, ν4) g(k4, q4, 0, ν4)
=
(
2πα¯2s
Nc
)2
(2π)2δ(2)(q
1
− q
4
)
∫ Y
0
dY ′
∫ Y ′
0
dY ′′
∫
d2k′1
(2π)2
d2q′
2
(2π)2
d2k′4
(2π)2
× (3.50)∫
dν1 dν2 dν3 dν4 ν
2
1 ν
2
2 ν
2
3 ν
2
4 λ(0, ν2) λ(0, ν3) e
ω(ν1)(Y−Y ′) ×
eω(ν2)(Y
′−Y ′′) eω(ν3)(Y
′−Y ′′) eω(ν4)(Y
′′−0) g∗(k1, q1, 0, ν1) g(k
′
1, q1, 0, ν1)×
g∗(−k′1 + q1/2− q
′
2
/2, q′
2
, 0, ν2) g(−k′4 − q1/2− q
′
2
/2, q
1
/2 + q′
2
/2− q
4
, 0, ν2)×
g∗(−k′1 − q′2/2, q1 − q
′
2
, 0, ν3) g(−k′4 + q4/2− q1/2− q
′
2
/2, q
1
/2− ν1)×
g∗(k′4, q4, 0, ν4) g(k4, q4, 0, ν4)
where we used the fact that k3 = −k′4 + q′4/2− q3/2, k2 = −k
′
4 − q3/2 and q2 = q3 − q′4.
Considering, for simplicity, the case of the forward scattering (q
1
= ′q
1
= q′
4
= q
4
= 0 and denoting q
2
= q′
2
= q′
as well as using the following notations: ν1 ≡ ν,ν4 ≡ ν′ and ν2 ≡ ν1, ν3 ≡ ν2, in ω representation this diagram
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reduces to the following contribution
− A (Fig. 7) =
(
2πα¯2S
Nc
)2∫
ν2 dν
2∏
i=1
ν2i λ(νi) ν
′2 dνi dν′ d2q′ d2k1 d2k2
× g∗ (k, 0, 0, ν) g (k1, 0, 0, ν) g∗(−k′1 + q′/2, q′, 0, ν1) g∗(−k′1 − q′/2,−q′, 0, ν2)
× g(−k2 + q′/2, q′, 0, ν1) g∗(−k2 − q′/2,−q′, 0, ν2) g∗ (k4, 0, 0, ν′) g (k4, 0, 0, ν′)
× 1
2πi
∫ a+i∞
a−i∞
dω eω Y
1
ω − ω(ν)
1
ω − ω(ν1)− ω(ν2)
1
ω − ω(ν′) (3.51)
The integral over ω can be rewritten as the sum over different contributions. We will show below that ν = ν′ and
the integral has the form
1
2πi
∫ a+i∞
a−i∞
dω eω Y
1
(ω − ω(ν))2
1
ω − ω(ν1)− ω(ν2) → (3.52)
eω(ν)Y
(
Y − 1
ω(ν)− ω(ν1)− ω(ν2)
)
1
ω(ν)− ω(ν1)− ω(ν2) + e
(ω(ν1)+ω(ν2))Y
1
(ω(ν) − ω(ν1)− ω(ν2))2
The first term leads to the renormalisation of the BFKL Pomeron intercept (the first term in the brackets) as
well as of the vertex of the interaction of the BFKL Pomeron with the target (see Fig. 3). The second term reduces
to the exchange of two BFKL Pomerons without any interaction between them. However, for γ0 =
1
2 − iν0, given by
Eq. (3.43), instead of Eq. (3.52), we have the pole of the third order which leads to the contribution
1
2πi
∫ a+i∞
a−i∞
dω eω Y
1
(ω − ω(ν))2
1
ω − ω(ν1)− ω(ν2) =
1
2
Y 2 eω(ν0) Y (3.53)
We will not consider this contribution by the same reason that we used in calculating the ‘fan’ diagram since in this
diagram two Pomerons with ν and ν′ turn out to be outside of the saturation region while two Pomerons with ν1 and
ν2 are located inside the saturation region where we cannot use the BFKL kernel to determine the values of their
intercepts. Therefore, the first ‘fan’ and enhanced diagrams are very similar with respect to the integration over
rapidity. However, in the case of the enhanced diagram we have an additional problem: the q′ integration. Indeed,
even if we assume that k > k0 and q = 0, the integration over q
′ is restricted by the smallest of the two momenta k′1
and k2(see Appendix B for more details on q
′ integration). In other words we have the following region of integration:
1. k > k1 > k2 > k0.
In this region the first term in Eq. (A-21) contributes for all four Pomerons and we have the product of two δ
functions in the vertices, namely, δ(1 + γ − γ1 − γ2) δ(1 + γ′ − γ1 − γ2). These leads to γ = γ′(ν = ν′) and the
entire contribution looks the same as in the case of the first ‘fan’ diagram. It is worthwhile mentioning that
for dipoles inside one BFKL Pomeron we have the same ordering in momenta.
2. k > k1 > k0 but k1 < k2 while k2 > k0. In this kinematic region the first Pomeron with ν and the fourth
one with ν′ have contributions which stem from the first term in Eq. (A-21). However, for two Pomerons with
ν1 and ν2 the second terms in Eq. (A-21) play the most important roles. Collecting all factors of k1 one can
see that the integration over k1 has the form∫
d l exp
(
(1 − 1
2
− iν − iν1 − iν2) l
)
(3.54)
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where l = ln(k21/k
2
0). The first term (1) in the bracket of Eq. (3.54) stemming from the integration over q1 ≤ k11 ,
the second term (− 12 − iν) originates from the contribution of the Pomeron with ν, the third as well as the
fourth terms reflects the product of the factor (k21)
− 12+iν1 from the upper vertex and factor (k21)
−2iν1 from the
lower vertex since q21 = k
2
1 . The integration generates δ(2− γ − γ1 − γ2). The integration over k2 has the same
character as for the case of the first term and leads to δ(γ′ − γ1 − γ2). These δ functions give 1 − γ = γ′.
The decomposition of Eq. (3.52) gives once more the terms shown in Fig. 3 and the pole of the third order
of Eq. (3.53) since ω(1 − γ) = ω(γ) (see Eq. (3.7)). There is only one difference: in this pole of the third
order, three Pomerons (with ν, ν1 and ν2) are inside of the saturation region. This fact does not influence our
reasoning that we need not consider this kind of contribution.
Finally, we can conclude that the first enhanced diagram has the same three contributions as the BFKL Pomeron
calculus in zero transverse dimensions.
3.5 Reduction of the emhanced diagrams to the system of non-interacting Pomerons
In this section we will prove that an arbitrary enhanced diagram (see the diagram in Fig. 1-1) can be reduced to the
system of non-interacting Pomerons in the kinematic region: αSY ≪ 1/αS . As far as ω integration is concerned
this diagram can be written as ∫ a+i∞
a−i∞
dω
2πi
eω Y γ2B
(
1
ω − ω(γ)
)m+1
Σm1 (1PI|ω) (3.55)
where γB is the vertex of Pomeron interaction with the dipole
3 Σ (1PI|ω) is the one Pomeron irreducable diagram
and can be written in the following form
Σ (1PI|ω) = − Γ
2
ω − ω(γ1)− ω(γ2) +
∑
j
(−1)j Γj
j−1∏
i>2
1
ω −∑il,l>2 ω(γl) (3.56)
In Eq. (3.55) and Eq. (3.56) γ denotes the Pomeron - dipole vertex and Γ is the triple Pomeron vertex (see Eq. (3.25)).
The integral over ω in Eq. (3.55) can be taken closing contour over one Pomeron poles ω = ω(γ) ( see the diagram
in Fig. 1-2) and closing contour over singularities of Σ (1PI|ω) - the diagram in Fig. 1-3. The first contribution has
the form
A(Fig. 1− 2) ∝ 1
m!
(Y + O (1/αS))
m exp (ω(γ)Y ) Σm1 (1PI|ω = ω(γ)) (3.57)
The contributions of the order of 1/αS stem from the differentiation of the factor Σ
m
1 (1PI|ω) with respect to ω in
Eq. (3.55) in taking the pole of m + 1-order. All these contributions are so small that they can be neglected, since
Y ≫ 1/αS (αSY ≫ 1).
From Eq. (3.56) one can see that the first term in Σ1 (1PI|ω) is of the order of Γ2/ω(γ) ∝ α3S while the others
lead to smaller contribution. Therefore, the only term with m = 0 remains that gives the exchange of one Pomeron
(see Fig. 1-4).
The first singularity that Σ1 (1PI|ω) has is the pole ω − ω(γ1) + ω(γ2) . These poles are shown explicitly in
Fig. 8-3 and closing contour on these poles we obtain the contribution which is similar to Eq. (3.57), namely,
A (Fig. 8− 5) ∝ 1
m2!
N22 (ω = ω(γ1) + ω(γ2)/ (Y + O (1/αS))
m2 Σ1 (2PI|ω = ω(γ1 + ω(γ2)) (3.58)
3In this section we use for this vertex the notation γB instead γ since we reserve γ for the anomalous dimension. We hope that in
other part of the paper we use γ for the vertex will not lead to any misunderstanding.
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Figure 8: Reduction of the enhanced diagrams to a system of non-interecting Pomerons .
ω = ω(γ1) + ω(γ2)
ω = ω(γ1) + ω(γ2) + ω(γ3)
A)
B)
C)
∝ α2S
∝ α2S
ω = ω(γ1) + ω(γ2)
∝ α2S
Figure 9: The vertices of two and three Pomerons interaction with dipoles and Σ (2PI |ω = ω(γ1) + ω(γ2)) .
where m2 is the number of the two Pomeron poles
4; N2 is the vertex of dipole-two Pomeron interaction (see Fig. 9-
A) and Σ1 (2PI|ω) is the sum of two Pomeron irreducable diagrams. Since the first term in Σ1 (2PI|ω) gives the
contribution which is proportional to α3S (see Fig. 9-B) we can neglect all contribution except with m2 = 0 reducing
the diagram of Fig. 8-5 to two Pomerons exchange of Fig. 8-8. To take the contribution from three Pomerons exchange
in the diagram of Fig. 8-3 we need to consider the diagram of Fig. 8-6 and close the contour in ω over the poles
ω = ω(γ1)+ω(γ2)+ω(γ3). Repeating the same procedure and taking into account that for the vertex of dipole-three
Pomerons we have the relation shown in Fig. 9-C we obtain the diagram of Fig. 8-9. Continuing this procedure we
see that we reduce the general enhanced diagram to the system of non-interacting Pomerons.
4We assume that γ1 and γ2 are the same for all two Pomerons poles. Actually, only sum of γ1 + γ2 preserves. Strictly speaking we
need to consider all two Pomerons poles a bit different and take separately each of them. It is easy to see that in doing so we get the
same result as in Eq. (3.58) after integration over relevant γ’s
– 19 –
4. General solution for the simplified BFKL kernel
4.1 The main idea
The analysis of the first diagrams for the BFKL Pomeron calculus shows that they have the same kind of contributions
as for the BFKL calculus in zero transverse dimensions and the new one that stems from the possibility that for
some specific values of the anomalous dimension (γ0,k) the intercept of n BFKL Pomerons in exchange is equal to
the intercept of k BFKL Pomerons with k < n. However, for this specific contribution two or more Pomerons are
located inside the saturation region where we cannot use Eq. (3.7) to calculate the intercept of the Pomeron. Inside
the saturation region we can use Eq. (3.47) which has a rather general proof (see Ref. [46]). In doing so we see that
this specific QCD contribution leads to an energy suppressed scattering amplitude and can be neglected in the first
approximation to the problem.
Having this result in mind we can restrict ourselves by calculating only terms stemming from the decomposition
of the type of Eq. (3.52). This decomposition leads to the exchange of non-interacting BFKL Pomerons and to the
renormalisation of the vertex for the Pomeron target (projectile) interaction as well as to the renormalisation of the
Pomeron intercept. In the kinematic region given by Eq. (1.1) we can neglect the renormalisation of the Pomeron
intercept and find the renormalised vertex for the Pomeron target (projectile) interaction from the initial condition
to our problem since it is closely related to the dipole -dipole (or target) interaction at low energies.
Since we are dealing with the system of non-interacting Pomerons we can apply the procedure of the MPSI
approximation (see Ref. [23]) to take into account all the Pomeron loops. The strategy of the improved MPSI
approach consists of three major steps
1. To find the solution in the mean field approximation for arbitrary initial conditions. According to our analysis
in this approximation the scattering amplitude has the following form
N (Y − Y ′, [γR(ki, bi)]) =
∞∑
n=1
∫ n∏
i=1
d2ki (−1)n Cn(k) P (k, ki; bi|Y − Y ′) γR(ki, bi) (4.1)
where γR is an arbitrary function of k (recall that k is the conjugated variable to the size of a dipole).
2. Comparing the exact solution with the initial condition to find the solution in terms of the renormalized
vertices. It means that we need to solve the functional equation (in the general case)
N (Y − Y ′ = 0, [γR(k, b)]; b) = N([γ(k, b)]) (4.2)
where the function N should be given. In other words the scattering amplitude for low energies should be
known either from calculations in QCD or from some phenomenology. This step is in full agreement with the
parton model where the high energy interaction can be calculated through the low energy amplitude for the
interaction of ‘wee’ partons that have to be given.
3. To use the MPSI formula to take into account the Pomeron loops. This formula reads as follows
N IMPSI (k, k0; b, Y − 0) =
∞∑
n=1
(−1)n−1
n!
n∏
i=1,j=1
d2kid
2kjd
2bid
2bj
δ
δ γ
(1)
R (ki, bi)
δ
δ γ
(2)
R (kj , bj)
NMFA
(
Y − Y ′, [γ(1)R (ki, bi)]
)
NMFA
(
Y ′, [γ(2)R (kj , bj)]
)
|
γ
(1)
R
=γ
(2)
R
=0
γBA
(
ki, kj , b− bi − bk
)
(4.3)
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where γBA is the amplitude in the Born approximation. It should be stressed that Eq. (4.1) for NMFA
guarantees that N IMPSI (k, k0; b, Y − 0) does not depend on the value of Y ′. Indeed, using the fact that∫
d2ki d
2 kj d
2bi d
2bjP (k, ki; bi|Y − Y ′) γBA
(
ki, kj , b− bi − bk
)
P (k0, kj ; bj|Y ′) = α¯2S P (k, k0; b|Y ) (4.4)
one can rewrite Eq. (4.3) in the form
N IMPSI (k, k0; b, Y − 0) =
∞∑
n=1
(−1)n−1
n!
n∏
i=1,j=1
d2kid
2kj d
2bid
2bj
δ
δ γ
(1)
R (ki, bi)
δ
δ γ
(2)
R (kj , bj)
NMFA
(
Y − Y ′, [γ(1)R (ki, bi)]
)
NMFA
(
Y ′, [γ(2)R (kj , bj)]
)
|
γ
(1)
R
=γ
(2)
R
=0
(
α¯2S P (k, k0; b|Y )
)n
= 1 − exp
{
− α¯2S P (k, k0; b|Y )
∂
∂γ
(1)
P
∂
∂γ
(2)
P
}
NMFA
(
γ
(1)
P
)
NMFA
(
γ
(2)
P
)
|
γ
(1)
P
= γ
(2)
P
=0
(4.5)
where γ
(1)
P = P (k, ki; bi|Y − Y ′) γR(ki, bi) and γ(2)P = P (k0, ki; bi|Y ′) γR(ki, bi)
At the moment we can carry out this program only for a simplified BFKL kernel since only for this kernel do we
have the exact analytical solution to work with (see [6]). The substantial number of numerical solutions [8] does not
help us since we know how to perform the renormalisation of the vertices only for the analytical solution.
4.2 The simplified BFKL kernel and MFA solution
The kernel for which we find the solution and implement our program has the following form [6]
ω(γ =
1
2
+ iν) = α¯S
{
1
γ for r
2Q2s ≪ 1 ;
1
1− γ for r
2Q2s ≫ 1 ;
(4.6)
This kernel sums the leading log contributions in the region of low x. The first one is the usual LLA approximation
of perturbative QCD in which the terms of the order of
(
αS ln(r
2 Λ2)
)n
are taken into account for r2Q2s ≪ 1
where αS ln(r
2 Λ2) ≫ 1; and the second log approximation leads to the summation of the terms of the order of(
αS ln(r
2Q2s)
)n
in the kinematic region where r2Q2s ≫ 1 and αS ln(r2Q2s) ≫ 1 [49, 6].
The LLA leads to the ordering of the dipole momenta.
In the perturbative QCD region (r2Q2s ≪ 1) we have, using the diagrams of Fig. 7 as an example,
k ≫ k1 ≫ k2 ≫ k0 (4.7)
In the saturation region the ordering is the opposite, namely,
k ≪ k1 ≪ k2 ≪ max( k0 or Qs) (4.8)
where Qs is the saturation scale.
Eq. (4.6) is not only much simpler than the exact kernel of Eq. (3.7) but calculating the Pomeron diagrams in
LLA we can neglect the contribution due to the overlapping of the intercept for a different number of Pomerons in
exchange. Indeed, the fact that a number of Pomerons are in the saturation region while other Pomerons are outside
this region, means that we cannot keep the ordering of Eq. (4.7) or Eq. (4.8). Therefore, dealing with this kernel we
enhance the arguments for neglecting the overlapping singularities.
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Fortunately, the solution for the MFA has been found in Ref.[6] in the entire kinematic region for arbitrary initial
conditions. For completeness of our presentation, we will describe the main features of this solution inside of the
saturation region in this section. The solution is written for the amplitude in the coordinate representation, namely
N (x12; b;Y ) = x
2
12
∫
d2k
(2π)2
eik·x12 N (k, b;Y ) (4.9)
The solution in the MFA ( to the Balitsky-Kovchegov equation) can be written in the form
N (z) = 1 − e−ζ(z) (4.10)
where the variable
z = ln
(
x212Q
2
s(Y, b)
)
(4.11)
and function −ζ(z) is determined by the following equation
z =
√
2
∫ ζ
ζ0(b)
dζ′√
ζ′ + (exp (−ζ′) − 1) (4.12)
The boundary conditions for the solution of Eq. (4.10) we should find from the solution at z < 0. We assume
that to the right of the critical line x212Q
2
s(Y, b) ≈ 1 (z = 0) the exchange of one BFKL Pomeron gives the main
contribution. It has the form [7] for our simplified BFKL kernel
P (z, γ) = γ e
1
2 z e−b
2/R2 = γ(b) e
1
2 z (4.13)
where R2 ( in the spirit of the LLA approximation ) depends only on initial conditions at low energy and has a clear
non-perturbative origin. Therefore the boundary conditions have the form
N (z = 0+;Eq. (4.10)) = N (z = 0−) = γ e−b
2/R2 ≡ γ(b) ; (4.14)
d lnN
dz
|z=0+ =
d lnN
dz
|z=0− =
1
2
; (4.15)
For small ζ the solution to Eq. (4.12) has the form
ln
ζ
ζ0(b)
=
1
2
z or ζ = ζ0(b) e
1
2 z (4.16)
This equation says that we can satisfy Eq. (4.14) and Eq. (4.15) if
ζ0(b) = γ(b) and γ(b) ≪ 1 (4.17)
Since γ(b) ≈ α¯2S Eq. (4.17) shows that Eq. (4.12) gives the solution to our problem.
From Eq. (4.12) one can see that at small values of ζ0 the integral has a logarithmic divergence. Therefore, we
can rewrite Eq. (4.12) as follows
z + 2 ln γ(b) = 2 ln
(
γ(b) e
1
2 z
)
=
√
2
∫ ζ
ζ0(b)
dζ′√
ζ′ + (exp (−ζ′) − 1) + ln ζ0(b) (4.18)
The r.h.s. of this equation does not depend on ζ0(b) = γ(b) (see Eq. (4.17)). In Fig. 10 we plot ζ(z) for two cases :
the exact expression of Eq. (4.12) and
√
2
∫ ζ
a
dζ′√
ζ′ + (exp (−ζ′) − 1) + ln (ζ0(b)/a) (4.19)
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One can see that both functions coincide. This is an illustration that the integral of Eq. (4.12) has no further
dependence on γ(b). Having this in mind we can claim that Eq. (4.18) leads to a general function, namely
ζ(z) = Φ
(
γ(b) e
1
2 z
)
≡ Φ (γP (z, b)) (4.20)
The argument of the function Φ is the one Pomeron exchange (see Eq. (4.13)) and expanding Φ
(
γ(b) e
1
2 z
)
in a series
with respect to this argument we are able to find the coefficient Cn in Eq. (4.1).
Eq. (4.12) has also two simple analytical solutions for the function Φ: in the region of small ζ ( see Eq. (4.16)
and for large ζ. The last solution is
ζ (z) =
1
2
ln2
(
γ(b) e
1
2 z
)
(4.21)
The exact solution is shown in Fig. 11 together with these two analytical solutions. One can see that these two
analytical solutions give a good approximation for small and large values of γ(b) e
1
2 z .
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Figure 10: Comparison of the exact integral of
Eq. (4.12) with the approximate formula of Eq. (4.19)
with a = 0.25.
Figure 11: Solution to Eq. (4.12) (solid line) and two
approximate analytical function: Eq. (4.16) (small z) and
Eq. (4.21) at large z (both are shown in dotted lines).
4.3 Improved MPSI solution for Pomeron loops
Using Eq. (4.10) and Eq. (4.20) we can find the sum of the Pomeron loops by means of Eq. (4.5). We demonstrate the
answer by solving analytically two extreme cases: (i) the behaviour of the scattering amplitude near to the saturation
scale; and (ii) the asymptotic behaviour deep inside of the saturation region.
For the first case ζ = γ(b) exp
(
1
2z
)
and Eq. (4.10) together with Eq. (4.5) lead to the following answer
N IMPSI
(
x2, R2;Y
)
= 1− exp (−γ(b)P (x2;R2;Y )) = 1− exp(−γ(b) e 12 z) (4.22)
where x and R are the sizes of the projectile and target dipoles and z is defined by Eq. (4.11) where Q2s ∝ 1/R2.
For finding the behaviour of the scattering amplitude deeply inside of the saturation region we will use Eq. (2.18).
In new variables: 12 l − l1 = ln
(
γ
(1)
P
)
and 12 l + l1 = ln
(
γ
(2)
P
)
, the contour C looks as it is shown in Fig. 12. Since
NMFA does not have singularities in the variables l and l1 we can replace the contour C by the contour CR (see
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Fig. 12). Therefore, we can rewrite Eq. (2.18) in the following form
NMPSI0 (z) = 1 −
1
(2 π i)2
∮
CR
d l
∮
CR
d l1 exp
(
el
P (γBA, z)
) (
el
P (γBA, z)
)
Γ
(
0,
el
P (γBA, z)
)
× ZMFA
(
P
(
e
1
2 l+ l1
))
ZMFA
(
P
(
e
1
2 l−l1
))
(4.23)
Using Eq. (4.13) and Eq. (4.21) we rewrite
ZMFA
(
P
(
e
1
2 l+ l1
))
= 1−NNFA
(
γ
(1)
P
)
= e−ζ(
1
2 l+l1) = e−
1
2 (
1
2 l + l1)
2
(4.24)
ZMFA
(
P
(
e
1
2 l− l1
))
= 1−NNFA
(
γ
(2)
P
)
= e−ζ(
1
2 l−l1) = e−
1
2 (
1
2 l − l1)
2
where z = z1 + z2.
One can see that the integration over l1 reduces to a very simple integral, namely
1
2πi
∮
CR
d l1 e
−l21 =
1
π
eπ
2
∫ ∞
0
d l1 sin (2 π l1) e
−l21 =
1
2
√
π
erfi(π) (4.25)
where erfi(z) = erf(i z)/i and erf(z) ≡ E2(z) = 2√π
∫ z
0
, exp
(− t2) dt is the error function (see Refs. [40, 41]) .
The remaining integral over l has the form
NMPSI0 (z) = 1 (4.26)
− erfi(π)
2
√
π π
∫ ∞
0
d l
{
1 − exp
(
1
γBA e
1
2 z−l
) (
1
γBA e
1
2 z−l
)
Γ
(
0,
1
γBA e
1
2 z−l
)}
× sin (2πl) e− 18 l2
It is clear from Eq. (4.26) that the dominant contribution stems from l of the order of unity due to the exponential
decrease at large l. Therefore, the behaviour of the integrand at large exp (12z) will dictate the resulting approach
to 1 for the amplitude. At z ≫ 1 the integrand gives γ(b) exp (− 12z + l) behaviour. We can take the integral over l
which leads to the following answer:
erfi(π)
2
√
π π
∫ ∞
0
d l
{
γ(b) e
1
2 z−l
}
× sin (πl/2) e− 18 l2 = (4.27)
erfi(π)
2
√
π π
(
ie2
√
π
2
(
erf
(
4 + iπ
2
√
2
)
+ i erfi
(
4 + iπ
2
√
2
)))
1
γ(b) e
1
2 z
The solution of Eq. (4.27) shows the geometrical scaling behaviour and at high energies N −→ 1 − exp (− 12z).
In such a behaviour two features look unexpected: the geometrical scaling behaviour since the statistical physics
motivated approach leads to a violation of this kind of behaviour [17]; and the fact that the asymptotic behaviour
shows a very slow fall down in comparison with the expected N −→ 1 − exp (−C z2) [6, 23, 36]. This slow decrease
shows that the Pomeron loops essentially change the behaviour of the amplitude in the saturation region.
Our main difference to the statistical physics motivated approach is the fact that we took into account the
impact parameter behaviour of the scattering amplitude. We observed that the integration in the Pomeron loops is
dominated by the impact parameters of the order of the largest dipole size involved in two vertices assigned to the
loop. We can face two different possibilities. In the first case the largest dipole belongs to the vertex , for which we
assign our rapidity and for which the generating functional or other equation for our statistical system is written.
This is the lower vertex of the Pomeron loop at the lower value of rapidity. In this case everything is in agreement
with the statistical approach. In the second case the largest dipole belongs to the vertex at the top of the Pomeron
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loop at higher rapidity value which is our future in terms of the statistical approach. The future behavior of this
situation cannot be described by a Markov chain without taking into account the long range rapidity correlations.
It should be stressed that the appearance of the overlapping singularities cannot be included in the statistically
motivated formalism until the problem is reformulated in terms of the interaction of new effective particles related
to these singularities.
4.4 Self-consistency check
CR
C
−ipi
ipi
l
Figure 12: The contours of integration in Eq. (4.23).
As has been discussed we need to come back and consider
the overlapping singularities that have been neglected. The
check of self-consistency of our approximation means that
we need to calculate all diagrams but replace the exchange
of the BFKL Pomerons by the sum of all enhanced dia-
grams (see Fig. 13) in the kinematic region where the BFKL Pomeron enters inside of the saturation region. For
example, the simplest diagram of Fig. 7 has to be replaced by the diagram of Fig. 14 in the kinematic region that is
related to the overlapping singularities.
For the simplified kernel the value of γ0 (see Fig. 6) is equal to 0.6 and this value is close to γcr = 1/2. However,
since γ0 − γcr does not depend on the value of rapidity, at high energies the solution that we need to check will be
at z ≫ 1.
Indeed, the solution of Eq. (3.28) has the form of Eq. (4.13) only at small values of ν. In the region of small ν
the expression of Eq. (3.28) has the form
P (k, k0|Y ) = 1√
k2 k20
∫
dν eω(ν)Y
(
k2
k20
)iν
ν≪ 1−−−→
∫
dν exp
(
1
2
z − iνz − 8 ν2 α¯SY
)
∝ exp
(
+
1
2
z − z
2
32 α¯S Y
)
(4.28)
In the last line of Eq. (4.28) we used the steepest decent method with the saddle point value of ν
ν = νSP = −i z
16α¯SY
(4.29)
Therefore, Eq. (4.13) for the Pomeron holds only for z ≪ 4√α¯SY and at νSP ≪ 1. In this kinematic region
νSP ≪ 1. In other words, the region γ = 12 iν → γ0 corresponds to the large values of z where our scattering
amplitude behaves as
A −→ 1 − e− 12 z (4.30)
For the Pomeron near and inside of the saturation region we can rewrite the Pomeron diagrams in terms of the
variables z and k introducing the Mellin transform for the Pomeron in the form
P (z) =
1
2πi
∫ a+i∞
a−i∞
dλ
eλ z
λ−∆ (4.31)
where the intercept ∆0 =
1
2 .
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= − + + = Sum of all enhanced diagrams
Y1, ~k1
Y0 = 0, ~k0
ω(ν2), ν2, ~q − ~q1ω(ν1), ν1, ~q
′
Y2, ~k2
Y,~k
ω(ν ′), ν ′, ~q
ω(ν), ν, ~q
Figure 13: The graphic form for notation of wave bold
line : the sum of all enhanced diagrams.
Figure 14: The diagram that we need to replace the one
in Fig. 7 to study the overlapping singularities. By bold
line we denote the sum of diagrams of Fig. 13.
Eq. (4.30) has the form in λ-representation:
A =
1
λ
− C
λ+∆0
(4.32)
the coefficient C in Eq. (4.32) reflects the fact that we know the asymptotic behaviour inside the saturation region
within the pre-exponential accuracy.
In this representation the diagram of Fig. 14 will be proportional to
A (Fig. 14) ∝ 1
2πi
∫ a+i∞
a−i∞
dλ eλz
1
λ−∆0
{
1
λ
− C
λ+∆0
}
1
λ−∆0 (4.33)
instead of Eq. (3.51).
One can see that we do not have the overlapping singularities. The main contribution stems from λ = ∆0 and,
since we have a double pole for this value of λ the diagram describes the renormalisation of the Pomeron intercept
which is proportional to α¯3S and can be neglected in the kinematic region of Eq. (1.1).
5. Conclusions
The main results of this paper are:
1. In the kinematic region of Eq. (1.1) the BFKL Pomeron calculus after renormalisation of the Pomeron - target
vertex, can be reduced to summing over the non-enhanced diagrams that describe the system of non-interacting
Pomerons;
2. The sum of enhanced diagrams for the system of non-interacting Pomerons can be calculated by means of the
improved Mueller-Patel-Salam-Iancu approach, using an additional piece of information on dipole scattering
amplitude at low energy (for example, using the Born Approximation of perturbative QCD for its determina-
tion);
3. For the simplified BFKL kernel given by Eq. (4.6) the analytical solution was found to have two unexpected
features: the geometrical scaling behaviour is deeply in the saturation region and is slow to approach (N →
1− C exp(− 12z) instead of N → 1− C exp(−z2/8) as it happens in the MFA formalism.
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In this paper we confirm the result of Hatta and Mueller [44] that a new type of singularities appear in the
BFKL Pomeron calculus: the overlapping singularities. They lead to a steeper asymptotic behaviour than the multi
BFKL Pomeron exchanges give. It means that even the MFA formalism is doubtful without talking about summing
over Pomeron loops. We argue that we can neglect these singularities since they stem from the kinematic region
where two or more BFKL Pomerons are in the saturation region. We did the self-consistency check that such kind
of singularities do not appear in the framework of the solution that we found.
As has been mentioned several times in this paper, the geometrical scaling behaviour is in contradiction with
the statistical physics analogy description and the Langevin equation based on this analogy[17]. However, we need
to recall that the statistical-like approach at the moment exists only as a QCD motivated model since the form of
the noise term that has been used, is oversimplified. Indeed, we can prove that the BFKL Pomeron calculus can
be described by the Langevin equation with some noise term but this noise is so complicated ( see [50]) that we do
not know how to treat it. Instead of this the simplified model for the noise term has been used. This model, as
far as we understand it, has its own difficulties: (i) it cannot describe the overlapping singularities that have been
discussed here; (ii) it did not include the impact parameter dependence which is very important for any treatment
of the Pomeron loops as it was shown here; and (iii) even for the toy model in which we neglect the dependence of
the vertices on the dipole sizes, the statistical model predicts the constant cross section at high energies 5 while the
exact solution (see Ref. [28] ) leads to a decrease of the total cross section.
We believe that the most vital problem, among these, is the correct impact parametre dependence. The calcu-
lation of the enhanced diagrams show that the typical impact parameter in the Pomeron loops is of the order of the
smallest size of the dipoles involved in the two vertices in the loops. It might or might not be the dipole from the
vertex at rapidity Y for which we write the equation. If this dipole belongs to the second vertex, it is related to how
we proceed from here and we do not think that it is possible to describe such a system in a statistical way, assuming
only short range correlations in rapidity. The failure of the toy model description by the Langevin equation is , in our
opinion, due to the fact that a statistical model cannot describe the renormalization of the intercept of the Pomeron
and their applicability is restricted to the kinematic region of Eq. (1.1).
Since we consider the case of fixed coupling , even in deep inelastic scttering we have to take into acount all
Pomeron loops. Indeed, as it was shown in Ref. [1] only running QCD coupling selects the ’fan’ diagrams and leads
to the mean field approximation for these processes. One cn see that the sum of Pomeron loopsat Q2 near to the
saturation scale has a typical eikonal form (see Eq. (4.22)). This result supports the numerous saturation models
that describes well the experimental data [53].
However, it seems more realistically, for a description of the deep inelastic processes first to solve the problem of
summation of the Pomeron loops in the case of running QCD coupling. In this case we expect [1] the the mean field
approximation will be able to describe the sunstantial part of kinematic region. More that ten years ago Braun and
Levin[54] suggested the procedure how to include the running QCD coupling in to th BKL equayion that describes
the linear evolution in the region of high energy. This suggestion was based on the strong assumption (which by the
way, were proved ) that the gluon reggeization being the essential part of the BFKL approach in the leading order
will be preserved in the next-to-leading order as well. The formula that they obtained has a so called triumvirate
structure, namely, for the basic process G(~q) +G(~q′)→ G(~q − ~q′) the fixed coupling constand should be replaced by
αS → αS(~q − ~q
′) · αS(~q′)
αS(~q)
Recently this conjucture has been proven (see Ref. [55]. This breakthrough allows us to include the running QCD
coupling in the equation of the high density QCD. However, an additional problem arise that should be studied,
5We got this information from S. Munier (lecture at GGI workshop on high density QCD) and from E. Naftali (private communication).
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namely, such way of taking into account the running coupling effect induces the contriutions of infrared renormalons
(see paper of Levin in Ref. [54] ). Such a contribution cannot be treated perturbatively and can restrict the theoretical
accuracy of our approach. Therefore, summing Pomeron loops with running QCD coupling is our next challenging
problem.
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Appendix A: Calculation of g
(
k, q, n, ν
)
.
We want to calculate the Fourier transform of the vertex function E defined in Eq. (3.13) as
g(k, q, n, ν) ≡
∫
d2x12
x212
d2z eik·x12 eiq·z E(x1, x2;x0|n; ν) (A-1)
with z = (x1 + x2)/2 − x0. The similar Fourier transform was already calculated in [52], but the authors used a
different normalization and we found it useful to calculate it using our notation. The integration over z was done
by Navelet and Peschanski in [43] by considering the solutions of the differential equations obeyed by the vertex
functions E and consequent matching of the result to an approximate one obtained by Lipatov in [42]. We adopt the
notation introduced by Lipatov for the mixed representation of the vertex functions
En,νq (ρ) =
2π2
bn,ν
1
|ρ|
∫
dzdz¯e
i
2 (q¯z+qz¯)En,ν(z + ρ/2, z − ρ/2) (A-2)
where
bn,ν =
24iνπ3
|n|/2− iν
Γ(|n|/2− iν + 1/2)Γ(|n|/2 + iν)
Γ(|n|/2 + iν + 1/2)Γ(|n|/2− iν) (A-3)
and ρ = x12 in our notation introduced in Eq. (3.6). The expression for E
n,ν
q (ρ) is given in [43] and reads
En,νq (ρ) = q¯
iν−n/2q iν+n/22−6iνΓ(1− iν + |n|/2)Γ(1− iν − |n|/2)×[
Jn/2−iν(
q¯ρ
4
)J−n/2−iν(
qρ¯
4
)− (−1)nJ−n/2+iν(
q¯ρ
4
)Jn/2+iν (
q¯ρ
4
)
]
(A-4)
Thus in terms of En,νq (ρ) the Fourier transform in Eq. (A-1) is given by
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g(k, q, n, ν) =
bn,ν
2π2
∫
d2ρ
|ρ| e
iρ·k En,νq (ρ) (A-5)
From Eq. (A-4) and Eq. (A-5) one can see that the calculation of g(k, q, n, ν) is reduced to evaluation of the following
integral
Iµ,µ′(q, k) ≡
∫
d2ρ
|ρ| e
iρ·k Jµ(
q¯ρ
4
)Jµ′(
qρ¯
4
) (A-6)
We introduce polar coordinates for complex variables
q = |q|eiψ ρ = |ρ|eiφ k = |k|eiθ (A-7)
and rewrite Eq. (A-6) as
Iµ,µ′(q, k) ≡
∫ ∞
0
ρ dρ
ρ
∫ 2π
0
dφ eiρk cos(φ−θ) Jµ(
qρ
4
ei(φ−ψ))Jµ′(
qρ
4
e−i(φ−ψ)) (A-8)
For the sake of simplicity in Eq. (A-8) and further below we denote by ρ, q and k their respective absolute values.
We use the series representation for the Bessel functions
Jκ(z) =
(z
2
)κ ∞∑
m=0
(−1)m
m! Γ(κ+m+ 1)
(z
2
)2m
(A-9)
to recast Eq. (A-8) into
Iµ,µ′(q, k) =
∫ ∞
0
dρ
∫ 2π
0
dφ eiρk cos(φ−θ) ×
eiµ(φ−ψ)
(qρ
8
)µ ∞∑
m=0
(−1)m
m! Γ(µ+m+ 1)
(qρ
8
)2m
ei2m(φ−ψ) × (A-10)
e−iµ
′(φ−ψ)
(qρ
8
)µ′ ∞∑
m′=0
(−1)m′
m′! Γ(µ′ +m′ + 1)
(qρ
8
)2m′
e−i2m
′(φ−ψ)
Changing variables φ− θ → φ and using the integral representation of the Bessel functions
Jn(z) =
1
2π
∫ π
−π
e−inθ+iz sin θdθ =
1
2π
∫ π−π/2
−π−π/2
e−in(θ−π/2)+iz sin(θ−π/2)d(θ − π/2) (A-11)
=
(−i)n
2π
∫ π/2
−3π/2
e−inθ+iz cos θdθ =
(−i)n
2π
∫ 2π
0
e−inθ+iz cos θdθ
we rewrite Eq. (A-10) as
Iµ,µ′(q, k) =
∞∑
m=0
∞∑
m′=0
∫ ∞
0
dρ (2π) J−µ−2m+µ′+2m(ρk)×
i−µeiµ(θ−ψ)
(qρ
8
)µ 1
m! Γ(µ+m+ 1)
(qρ
8
)2m
ei2m(θ−ψ) × (A-12)
iµ
′
e−iµ
′(θ−ψ)
(qρ
8
)µ′ 1
m′! Γ(µ′ +m′ + 1)
(qρ
8
)2m′
e−i2m
′(θ−ψ)
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Now we perform the integration over ρ using the formula∫ ∞
0
dρ Jα(ρk)
(ρq
8
)β
=
1
k
( q
4k
)β Γ(12 + α+β2 )
Γ(12 +
α−β
2 )
(A-13)
then the expression in Eq. (A-12) reads
Iµ,µ′(q, k) = 2π
k
i−µeiµ(θ−ψ)
( q
4k
)µ ∞∑
m=0
1
m! Γ(µ+m+ 1)
( q
4k
)2m
ei2m(θ−ψ)
1
Γ(1/2− µ− 2m) × (A-14)
iµ
′
e−iµ
′(θ−ψ)
( q
4k
)µ′ ∞∑
m′=0
1
m′! Γ(µ′ +m′ + 1)
( q
4k
)2m′
e−i2m
′(θ−ψ)Γ(1/2 + µ′ + 2m′)
One should note the full factorization of two series in Eq. (A-14) due to the integration over ρ. This allows us to
sum them separately using
∞∑
m=0
z2m
m! Γ(µ+m+ 1)
1
Γ(1/2− µ− 2m) =
cos(πµ)
π
Γ(1/2 + µ)
Γ(1 + µ)
2F1[1/4 + µ/2, 3/4 + µ/2; 1 + µ; 4 z
2] (A-15)
and
∞∑
m=0
z2m
m! Γ(µ′ +m+ 1)
Γ(1/2 + µ′ + 2m) =
Γ(1/2 + µ′)
Γ(1 + µ′) 2
F1[1/4 + µ
′/2, 3/4+ µ′/2; 1 + µ′; 4 z2] (A-16)
With help of Eq. (A-15) and Eq. (A-16) we obtain the final expression for Iµ,µ′(q, k) as
Iµ,µ′ (q, k) = 2π
k
i−µeiµ(θ−ψ)
( q
4k
)µ cos(πµ)
π
Γ(1/2 + µ)
Γ(1 + µ)
2F1[1/4 + µ/2, 3/4 + µ/2; 1 + µ; 4
( q
4k
)2
ei2(θ−ψ)]×
iµ
′
e−iµ
′(θ−ψ)
( q
4k
)µ′ Γ(1/2 + µ′)
Γ(1 + µ′) 2
F1[1/4 + µ
′/2, 3/4 + µ′/2; 1 + µ′; 4
( q
4k
)2
e−i2(θ−ψ)] (A-17)
At this point we return to complex vector notation given in Eq. (A-7) and absorb the angles into complex vectors q,
k, q¯ and k¯
Iµ,µ′ (q, k) = 2π|k| i
−µ
( q¯
4k¯
)µ 1
Γ(1 + µ)Γ(1/2− µ) 2F1[1/4 + µ/2, 3/4 + µ/2; 1 + µ;
( q¯
2k¯
)2
]× (A-18)
iµ
′
( q
4k
)µ′ Γ(1/2 + µ′)
Γ(1 + µ′) 2
F1[1/4 + µ
′/2, 3/4+ µ′/2; 1 + µ′;
( q
2k
)2
]
In the first line in Eq. (A-18) we used identity Γ(1/2+ z)Γ(1/2− z) = cos(zπ)/π. Plugging Eq. (A-18) into Eq. (A-5)
we find the Fourier transform of the vertex functions E defined in Eq. (A-1)
g(k, q, n, ν) =
bn,ν
2π2
in q¯ iν−n/2q iν+n/22−6iνΓ(1− iν + |n|/2)Γ(1− iν − |n|/2)×[In/2−iν,−n/2−iν (q, k)− (−1)nI−n/2+iν,n/2+iν (q, k)] (A-19)
with bn,ν given in Eq. (A-3). In the high energy limit the main contribution to Pomeron Green function comes from
n = 0. We are interested in the case of small momentum transferred along the Pomeron which implies
|k| ≫ |q| (A-20)
In the limit of Eq. (A-20) for n = 0 Eq. (A-19) reads
g(k, q, 0, ν) =
b0,ν
2π2
|q| 2iν2−6iνΓ2(1 − iν) cos(iνπ) [I−iν,−iν (q, k)− I+iν,+iν (q, k)] = (A-21)
≃ π
2
−iν 2
2iν |k|−1+2iν Γ
2(1/2− iν)Γ(iν)
Γ2(1/2 + iν)Γ(−iν) −
π2
−iν 2
−6iν |k|−1−2iν |q|4iν Γ
2(1− iν)Γ(iν)
Γ2(1 + iν)Γ(−iν)
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Appendix B: Triple Pomeron vertex in q and ν representation.
In this appendix we calculate the triple Pomeron vertex in q and ν representation, namely,
Γ3P (q
′
1, q
′
2; ν1, ν2, ν3) ≡
∫
d2k′1 g
(
k′1, q
′
1
, 0, ν1
)
g∗
(
k′1 +
1
2
q′
2
, q′
2
, 0, ν2
)
g∗
(
k′1 − q′1 +
1
2
q′
2
, q′
1
− q′
2
, 0, ν3
)
(B-1)
where g is given by Eq. (A-21).
Introducing new holomorphic variables
t =
q′2
2k′1 + q
′
2
and t¯ =
q¯′2
2 k¯′1 + q¯
′
2
(B-2)
and using Eq. (A-18) , we can rewrite Eq. (B-1) in the form
Γ3P (0, q
′
2; ν, ν2, ν3) = 4
(
q′2
2
4
)1/2−iν1+iν2+iν3 ∫
dtdt¯ ((1− t) (1− t¯))1/2+iν1 C1(ν1) (B-3)
×{C∗1 (ν2)2F1 (1/4 + iν2/2, 3/4 + iν2/2, 1 + iν2, t2) 2F1 (1/4 + iν2/2, 3/4 + iν2/2, 1 + iν2, t¯2)
− C∗2 (ν2) (4 t t¯)2iν2 2F1
(
1/4 + iν2/2, 3/4 + iν2/2, 1 + iν2, t
2
)
2F1
(
1/4 + iν2/2, 3/4+ iν2/2, 1 + iν2, t¯
2
)}
×{C∗1 (ν3)2F1 (1/4 + iν3/2, 3/4 + iν3/2, 1 + iν3, t2) 2F1 (1/4 + iν3/2, 3/4 + iν3/2, 1 + iν3, t¯2)
− C∗2 (ν3) (4 t t¯)2iν3 2F1
(
1/4 + iν3/2, 3/4 + iν3/2, 1 + iν3, t
2
)
2F1
(
1/4 + iν3/2, 3/4+ iν3/2, 1 + iν3, t¯
2
)}
with
C1 (ν) =
π2
−iν 2
2iν Γ
2 (1/2− iν) Γ (iν)
Γ2 (1/2 + iν) Γ (−iν) ; C2 (ν) =
π2
−iν 2
−6iν Γ
2 (1− iν) Γ (iν)
Γ2 (1 + iν) Γ (−iν) ; (B-4)
For simplicity we consider Γ3P (q
′
1, q
′
2; ν1, ν2, ν3) in Eq. (B-3) for q
′
1 = 0.
The integral of Eq. (B-4) has three region of potential divergency: t→ 0, t → 1 and t→∞. First, let us study
the behaviour of the integrant at t → ∞. For doing this we use ( see formula 9.132(2) of Ref. [40]) the following
expression
2F1
(
1/4 + iν2/2, 3/4 + iν2/2, 1 + iν2, t
2
)
=
Γ(1 + iν2) Γ(1/2)
Γ2(3/4 + iν2)
(
− 1
t2
) 1
4+i
ν2
2
2F1
(
1/4 + iν2/2, 1/4 + iν2/2,
1
t2
)
(B-5)
+
Γ(1 + iν2) Γ(−1/2)
Γ2(1/4 + iν2/2)
(
− 1
t2
) 3
4+i
ν2
2
2F1
(
3/4 + iν2/2, 3/4+ iν2/2,
1
t2
)
From Eq. (B-5) we conclude that the integrant of Eq. (B-3) decreases at large t as t−2 for ν2 = ν3 = 0. It means
that integrals over t and t¯ are convergent as far as large t and t¯ are concerned. The next suspicious region is t → 0
(t¯ → 0). Factor (t t¯)−1/2+iν1−iν2−iν3 in the integrant indicates a possible divergence in this region. Rewriting the
integral in a general form
Γ3P (0, q
′
2; ν1, ν2, ν3) =
∫ ∞
0
π d(tt¯) (t t¯)
−1/2+iν1−iν2−iν3 Φ(t, t¯) (B-6)
=
∫ 1
0
d(tt¯) (t t¯)
−1/2+iν1−iν2−iν3 {Φ(0) + (Φ(t, t¯)− Φ(0))} +
∫ ∞
1
d(tt¯) (t t¯)
−1/2+iν1−iν2−iν3 Φ(t, t¯)
– 31 –
we see that if Φ(t, t¯) − Φ(0) ∝ t t¯ at t → 0 we have a pole 1/(1/2 + iν1 − iν2 − iν3). However, since our function
Φ(t, t¯) has factors t1/2+iνi we need to be more careful. In calculating first enhanced diagram (see section 3.4) ν2 and
ν3 are small and Φ(t, t¯) has the following form
Φ(t, t¯) = C1(ν1)
π4
−ν2 ν3
(
1− (4tt¯)2iν2
)
×
(
1− (4tt¯)2iν3
)
ν2→0, ν3→0−−−−−−−−→ C1(ν1) 4π4 ln2 (4tt¯) (B-7)
Using Eq. (B-7) we obtain that
Γ3P (0, q
′
2; ν1, ν2, ν3)
ν2→0, ν3→0−−−−−−−−→
C1(ν1) 4π
4
(
q′2
2
4
)1/2−iν1+iν2+iν3
(1/2 + iν1 − iν2 − iν3)3 + function without singularities in ν2 and ν3
(B-8)
At tt¯ → 1 we could have a divergence which leads to a pole 1/(3/2 + iν1). However, since C1(ν1) has a zero
of the second order at iν1 = −3/2 Γ3P (0, q′2; ν1, ν2, ν3) has no such singularity. Therefore, Eq. (B-7) gives the triple
Pomeron at small ν2 and ν3. One can see that the pole in Eq. (B-8) replaces the δ-function which we obtained
integrating first of q′2.
For arbitrary ν2 and ν3 the triple Pomeron vertex has a more complicated form, namely,
Γ3P (0, q
′
2; ν1, ν2, ν3) = C1(ν1) 4
(
q′2
2
4
)1/2−iν1+iν2+iν3
×
{
C∗1 (ν2)C
∗
1 (ν3)
1/2 + iν1 − iν2 − iν3 −
C∗1 (ν2)C
∗
2 (ν3)
1/2 + iν1 − iν2 + iν3(B-9)
− C
∗
2 (ν2)C
∗
1 (ν3)
1/2 + iν1 + iν2 − iν3 +
C∗2 (ν2)C
∗
2 (ν3)
1/2 + iν1 + iν2 + iν3
}
+ regular function of ν2 and ν3
Integration over q′2 leads δ(ν − ν′) where ν (ν2 in Eq. (3.49)) corresponds to upper BFKL Pomeron in Fig. 7,
and ν′ (ν4 in Eq. (3.49)) corresponds to lower BFKL Pomeron in Fig. 7.
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