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Abstract
Analysis of Storage bottlenecks in Deep Learning
models
Aastha Tripathi, M.S.C.S.
The University of Texas at Austin, 2019
Supervisor: Vijay Chidambaram Velayudhan Pillai
Deep Learning (DL) is gaining prominence and is widely used for a
plethora of problems. DL models, however, take in the order of days to train.
Optimizing hyper-parameters is another factor that adds to the training time.
This thesis aims to analyze the training pattern on Convolutional Neural Net-
works from a systems perspective. We perform a thorough study on the effects
of systems resources like DRAM, persistent storage (SSD/HDD space), and
GPU on the training time. We explore how one could avoid bottlenecks in
the data processing pipeline in the training phase. Our analysis illustrates
how GPU utilization can be maximized in the training pipeline by choosing
the right combination of two hyper-parameters - batch size and the number
of data prefetching worker processes. We also take a step forward and pro-
pose a novel strategy to optimize these hyper-parameters by estimating the
vii
maximum batch size that can be used. Additionally, our strategy provides
an approximate efficient combination of batch size and the number of worker
processes for the given resources.
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Chapter 1
Introduction
Machine Learning (ML) is prominent today, and is widely used to solve
computational problems in several fields including medicine[1][2], autonomous
robots[3][4], games[5], etc. There are a multitude of techniques in ML to solve
diverse problems; for example, Hidden Markov Models[6], sequence labeling in
NLP[7][8], Reinforcement Learning[9][10], etc. One such prominent techniques
is Deep Learning (or Deep Neural Networks) [11].
Deep Neural Networks (DNNs) learn complex relations between the in-
put and the output and is proven to be effective in predicting unseen data [12][13].
However, DNNs require several GB of training data for the best predictions.
These networks also perform a lot of computation and require extensive usage
of resources like persistent storage (SSD/HDD), DRAM and GPUs. The time
to train these networks depends on the effective usage of available resources
and the size of training data. GPUs in particular, play a significant role in
training such networks [14]. We suspect that the training time of these net-
works can be fairly reduced if GPU is utilized efficiently.
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Training DNNs involves fetching data from the disk (or memory) and
feeding it to the GPUs for computation. Additionally, to build a DNN model,
some parameters are fixed before they are trained on the data, also known as
hyper-parameters [15]. Performance of a model significantly depends on the
values of these hyper-parameters and needs to be chosen carefully.
The number of samples to work through before updating the internal
model parameters is termed the batch size. To keep the GPU fully utilized
in the critical path, DNN frameworks like PyTorch use multiple processes
called workers, which retrieve batches from disk in parallel and keep it ready
for GPUs. Batch size and the number of workers are two important hyper-
parameters that dominate the performance of a DNN model.
The optimal batch size and the number of workers are chosen by trial
and error today. Researchers manually pick values of this hyper-parameters[16],
which often times may not be the best choice across different hardware con-
figurations of machines on which the model could be trained. Every time
the hardware configuration of the machine changes, the appropriate hyper-
parameters must be chosen again. Such manual search takes up a significant
amount of time and there has been no such efficient way to automate this
process. The domain of the search space of these hyper-parameters also varies
with the DNN model, host DRAM capacity, GPU memory, and others.
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This thesis analyzes the training bottlenecks in a specific class of DNN
models, called the Convolutional Neural Networks (CNN), in terms of the total
training time and GPU utilization. CNNs are widely used for computer vision
problems like image classification, and video activity recognition with typical
dataset size of 100s of GBs like Imagenet(140 GB) and takes days to train the
network [12]. Our analysis reveals that a certain combination of batch size
and workers result in lower training time and higher GPU utilization.
Our work proposes a novel methodology to compute an approximate es-
timate for the maximum batch size and the number of workers for given batch
size. Understanding the maximum permissible batch size allows researchers
to know the domain of batch sizes to experiment with, beforehand. This ap-
proach also provides an estimate of the optimal combination of batch size and
number of workers to keep the GPU fully utilized. We expect these estimates
to be useful to the ML community to know upfront, avoiding massive manual
effort. We test our strategy, on the Imagenet dataset on PyTorch. We evaluate
the effectiveness of our strategy by comparing how close the estimated num-
bers are to the manually chosen numbers, and how the estimated parameters
affect validation accuracy and loss.
The estimates we predict take into account the hardware configurations
and resources available on the machine. For instance, the estimate for optimal
3
batch size is 160 for a system with 16 GB GPU memory, whereas it is 100
for an 11 GB GPU memory system. Interestingly, the estimates predicted by
our approach are not typical choices made by researchers during their manual
search. For example, in the case of Alexnet[17], the maximum batch size we
find is 1300 in an 11 GB GPU memory system. Such large batch sizes are not
even a part of the experimentation in a manual setting, and the default value
chosen is 128. Therefore, our approach helps to explore unorthodox values for
batch size, maximizing GPU utilization as much as possible.
However, the typical assumption is that large batch sizes suffer from the
problem of convergence. Larger the batch size, lesser the number of updates in
an epoch, thereby delaying model convergence. But, prior work explores the
impact of large batch size on convergence [18], and show that large batch sizes
of the order of 8192 can still converge in about an hour [19] in case of Imagenet.
Our work is not without limitations. Our approach is specific to CNNs
as they are data intensive in the training phase. Our estimation strategy is
specific to CNNs and extending it to other neural networks would require
careful examination of the impacts of specific memory units like LSTMs for
instance. Furthermore, the analysis that led to our estimation strategy is
based on the Pytorch framework. There are several other frameworks like
Tensorflow, MxNet, etc, which provide appropriate abstractions for building
DNNs, each with its own specification for fetching and training data on GPUs.
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However, our preliminary experiments show similar results on TensorFlow, and
we expect that it would be similar over other platforms.
5
Chapter 2
Background
This chapter provides background on Deep Learning and System com-
ponents. It first describes what are artificial neural networks followed by deep
learning and explanation on hyperparameter optimization. Later it covers the
different system components that play a role in the training of these deep
learning models.
2.1 Deep Learning
2.1.1 Artificial Neural Networks
”Artificial neural networks (ANN) or connectionist systems are comput-
ing systems vaguely inspired by the biological neural networks that constitute
animal brains. The neural network itself is not an algorithm, but rather a
framework for many different machine learning algorithms to work together
and process complex data inputs. Such systems ”learn” to perform tasks by
considering examples, generally without being programmed with any task-
specific rules”[20].
These ANNs are comprised of small computing units known as percep-
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trons[21] which given certain inputs, perform function computation on those
inputs and generates outputs. These perceptrons are arranged and connected
in a different manner constructs a neural network as shown in figure 2.1. The
neural networks have specific input layers which have the input, the hidden
layers which does computations and the output layer which generates the out-
put. The transfer of information from the input layer to the output layer is
called forward propagation. Every perceptron has a given activation func-
tion which triggers output to be sent to the next layers. Once the output is
generated it is compared from the required output and the error is then prop-
agated backward from the output layer till the first hidden layer, this is called
backpropagation[22] and the perceptrons learn the weight of their gradient
function. This is shown in the figure 2.2.
Each perceptron tries to reach a convergence point and thus the whole
neural network tries to approach convergence. The convergence is when the
neural network when accuracy on validation/test data starts decreasing or
when the error difference between the estimated output and expected output
is not changing much.
2.1.2 Deep Neural Networks
There can be as many hidden layers in a neural network. When the
hidden layers are many it is called a deep neural network[23] as shown in figure
2.3.
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Figure 2.1: Simple Neural Network
Figure 2.2: Forward and Backward propagation
When each neuron is connected to all the other neurons in the con-
secutive layers it is known as feedforward networks[24] as in the figure 2.3.
These connections can be changed and a perceptron might not be connected
to all the other perceptrons. Each layer can also have separate activation and
computation function. Each such combination of connection and functions can
8
Figure 2.3: Deep Neural Network
result in a different neural network.
There are deep neural networks which are developed specifically to
the applications. For example, Convolutional Neural Networks constituted of
convolution layers, max-pooling layers and so on, are explained in detail in
the following section. These are predominantly used for image classification
and vision problems. Recurrent Neural Networks are another class of deep
neural networks which are constituted of memory components known as Long
Short Term Memory(LSTM) layers and recursive layers which are useful for
problems in Natural Language Processing.
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2.1.2.1 Convolutional Neural Networks
A Convolutional Neural Network (CNN)[12] is a Deep Learning algo-
rithm which takes an input image, process the image, learn the weights and
biases and tries to assign importance to various aspects/objects in the image
and be able to differentiate one from the other.
A CNN, through the application of relevant filters, is able to capture
the Spatial and Temporal dependencies in an image. The architecture per-
forms a better fitting to the image dataset due to the reduction in the number
of parameters involved and reusability of weights. Each layer does a different
operation on an image and tries to reduce the parameters and only keep the
ones which are relevant. It has a different type of layers, for example, convolu-
tion layers, max-pooling layers, fully connected and at the end output average
layer like softmax. [25]
2.1.2.2 Recurrent Neural Networks
A recurrent neural network (RNN) [26] is a class of artificial neural
network where connections between nodes form a directed graph along a tem-
poral sequence. Each node has input as output from the previous time step,
thus it can learn temporal information.
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2.2 Hyper Parameter Optimization
In machine learning, a hyperparameter is a parameter whose value is
fixed before the training process starts instead of one whose values is derived
over the training process. Choosing these fixed values is of importance as this
decides the performance of a model in terms of accuracy with respect to a
problem. The process of choosing these values is called Hyperparameter Op-
timization[27].
There are different ways to do hyperparameter optimization. Some
common ways are Grid search, random search[28], Bayesian methods[29]. Grid
search is a common one where one manually go over some discrete values which
require prior knowledge of acceptable values and suffers from the curse of di-
mensionality.
Some common hyperparameters to learn in Machine learning are the
number of hidden layers, learning rate, batch size, activation functions.
2.3 Training of Deep Learning Models
2.3.1 Frameworks
Deep Learning Frameworks are developed to provides the abstraction
for to write machine learning models, which helps in building neural networks
and encapsulating GPUs and performing parallel processing via cuda. Each
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framework is built in a different manner for different purposes. Some common
ones are, Tensorflow[30], PyTorch[31], Caffe[32], Keras[33], MXNet[34].
2.3.1.1 PyTorch
We chose PyTorch for our experimentation because of its wide usage
and easy adaptation.
2.3.2 Training Process
The training process of a machine learning model on an abstract level
involves the following steps:
1. Preporceesing training data(optional) - This involves doing computation
on data before starting the training. For example, resizing images.
2. Preparing data - Getting data from disk.
3. Feeding data to GPUs iteratively in a chunk of batch sizes till covered
the whole data.
4. Training on whole data multiple times.
5. Test on validation/test data
2.3.3 Training of model on PyTorch - System specifics
Training on PyTorch involves preprocessing the data and load it via
loaders provided by PyTorch which might be specific to the type of data. The
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most general one is the DataLoader. Once the data is prepared, the model
is given the whole data multiple numbers of times to train on, these runs are
known as epochs. In all epochs, the data is divided into multiple chunks of
batch size amount and the model is given 1 batch at a time to train on, also
known as iterations.
2.3.3.1 Persistent storage SSD/HDD
The dataset resides in SSD/HDD, PyTorch fetches the data from it and
preprocess the images and store it as a list of tensors with the value of the
class label too. Each list item represents images as tensors. Each tensor in the
list is around 1 MB in size and as the number of images is around 1 million
the overall size of the list surpass the DRAM. Thus, getting the data from the
list can result in IO from disk as all the images cannot reside in the memory.
This IO might delay the data fetching process and thus increase the overall
training time for a model.
2.3.3.2 Worker Processes
To overcome some of the IO occurrences, PyTorch initializes some work-
ers which solely performs prefetching data for the next iterations in the back-
ground. PyTorch uses a class called DataLoader[35], this initiates a given
amount of workers(processes), these workers run in the background and get
the tensors at a given index from the list forming a batch and put it in a
multiprocessing queue[36].
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The main worker runs a loop wherein each iteration gets the batch size
amount of data from the queue and sends the data to the GPU devices. This
for loop runs for all the epochs. The background workers encounter the latency
due to IO if any. Thus, there is a need for an optimal amount of workers such
that they are sufficient enough to hide the disk IO happening while fetching
the data. Though the workers cannot be infinite, each of them fetches batch
size amount of data and keep in memory and thus limited by the amount of
host DRAM.
2.3.3.3 Host DRAM
The DRAM size is used to cache the data and storing the required
workspace for the process. The more the DRAM the more will be the caching
and thus fewer chances of page faults followed by disk IO. The DRAM limits
the number of workers as well.
2.3.3.4 GPU
GPUs are a vital component in training of machine learning models.
GPUs do parallel operations and make the training process faster. The GPU
utilization does depend on the batch size, the amount of data it is processing
at a time. The Batch size is the number of samples model trains on at a time
and then update the parameters of the model. Size of a batch needs to be
optimal as if it small enough it will not utilize the GPUs fully. It will require
14
a large amount of time to finish the training as there will be more number of
iterations in an epoch. On the other hand, if the batch is very big, it will not
be able to reside in the GPU memory and will not be able to run.
2.3.3.5 Number of GPUs
The model training can happen on multiple GPUs as well. PyTorch in
case of multiple GPUs divides a batch size by the number of GPUs and sends
the corresponding data to each of them. One of the GPU acts as a coordinator
and sends the data to other GPUs and gets back the updated weight from them
and updates the gradients. The advantage of having multiple GPUs is that
we can have a larger batch size that gets distributed within the GPUs. Thus
the optimal value needed is the batch size per GPU.
15
Chapter 3
Analysis
In this chapter, we performed several experiments to analyze how the
following factors affect the training of a model, resource utilization and how
the storage bottlenecks can be removed from the training pipeline.
• Number of prefetching workers
• Batch size
• Number of GPUs
• DRAM size
3.1 Experimental Setup
To analyze the effect of these factors, several training runs were done on
common neural network model Resnet50. The model was trained on the prob-
lem of image classification with ImageNet as training dataset of size 140GB
with total 1000 classes. The Resnet50 code used is the official code provided by
PyTorch[37]. The runs were primarily done on a machine with Four NVIDIA
16GB Tesla V100 SMX2 GPUs, Two 960 GB 6G SATA SSD, 128GB ECC
16
Memory and Two Intel Xeon E5-2667 8-core CPUs at 3.20 GHz.
The batch size was discretely varied among 32, 128, 256, 512. The
number of workers was also discretely varied among 0, 4, 8, 16, 32 where 0
represents no workers, no prefetching. Number of GPUs taken into account
were 1, 2, 3, 4. The DRAM size considered was 20 GB comparable to GPU
memory and 128 GB comparable to dataset size 140 GB.
In training of a model, the first epoch takes a small amount of extra
time than the other epochs because of initial initialization, preprocessing im-
ages, initializing workers, etc. After the first epoch, the second epoch onwards,
all the epochs show similar behavior in terms of time, utilization and memory
consumption. The plot in figure 3.1 shows the time behavior over the first 30
epochs. As the behavior of the rest of the epochs except first were similar,
average data for over 3 epochs were considered for analysis.
The runs are examined on the basis of time taken to finish the training
per epoch, average GPU utilization and average and maximum memory uti-
lization over 3 epochs.
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Figure 3.1: Training time at each epoch. The figure shows that training
time over epochs does not vary much.
3.2 Batch size
The batch size is varied over 4 different values. The case when the
number of workers was 16, the number of GPUs were 2 and the batch was
varied is shown in figure 3.2. We can see from the figure that as we increase
the batch size from 32 to 256, the average time taken per epoch is getting
reduced, whereas GPU Utilization increases reach close to 95% at 256 and
Memory Utilization also increasing reaches to maximum 80% at 256. But as
increased more to 512, it ran out of memory as each GPU had 256 size batch.
One more factor to notice is, as shown in figure 3.3 as we increase the
number of workers and see the utilization pattern over batch size when the
workers were less the lesser batch size had better utilization and as the work-
ers increased the maximum GPU utilization was higher for higher batch sizes.
18
(a) Time (b) GPU Utilization (c) Memory Utilization
Figure 3.2: Batch size variation. The figure shows decrease in training time
per epoch as increase in batch size from 32 to 256 and increase in GPU utilization
and Memory utilization till batch size 256 given fixed number of workers and fixed
number of GPUs.
The reason could be that there has to be an optimal balance between getting
data and processing data. So when there are fewer workers, as higher batch
size takes more time in IO, the time to fetch the data is more so the work-
ers are not enough to keep the GPUs occupied. So each batch size requires a
certain number of workers to get better GPU utilization and less training time.
The above reason can easily be concluded from the 4 plots in figure 3.3,
which shows the shift in maximum GPU Utilization as workers increases and
varied over different batch sizes.
However, a similar pattern is not observed for Memory Utilization, it
is always high for higher batch size as shown in figure 3.4, that is because
PyTorch does preallocation in GPU memory which is higher for higher batch
size.
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(a) Workers = 4 (b) Workers = 8
(c) Workers = 16 (d) Workers = 32
Figure 3.3: Maximum GPU utilization vs pair of workers and batch size.
The figure shows that a certain batch size attain maximum GPU utilization on
all 4 GPUs as the number of workers are changed. Batch size 128 has maximum
GPU utilization when workers are 4(fewer) as compared to 512 when workers are
32(more).
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3.3 Number of pre-fetching workers
Workers do the work of prefetching data that is going to be accessed.
The more the workers, the more will be the prefetching. But the number of
workers is limited by the DRAM size.
Shown in figure 3.5, as the number of workers, increases the average
time per epoch reduces, the GPU utilization increases. However, as PyTorch
does pre-allocation according to the batch size, the number of workers doesn’t
have much effect on memory utilization and is all similar overall number of
workers.
The number of workers has the same pattern on GPU Utilization but
one thing that is different is the range. The workers help more when the batch
size high as the number of time to get data complements the time to process
the data. As shown in figure 3.6, in case of batch size=32 the utilization range
from 17% to 83% but in case of batch size=256 it ranges from 13% to 97%.
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(a) Workers = 4 (b) Workers = 8
(c) Workers = 16 (d) Workers = 32
Figure 3.4: GPU Memory utilization vs pair of workers and batch size.
The figure shows that GPU memory utilization increases on all 4 GPUs as the batch
size is varied from 32 to 512. The pattern is same even when the number of workers
are changed from 4 to 32.
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(a) Time (b) GPU Utilization (c) Memory Utilization
Figure 3.5: Number of workers variation. The figure shows decrease in training
time per epoch as increase in number of workers from 0 to 32. GPU utilization
increases as workers are increased and Memory utilization is similar for all number
of workers given fixed batch size and number of GPUs.
(a) batch size=32 (b) batch size=256
Figure 3.6: Max GPU utilization value different for different batch size.
The figure illustrates that the pattern of GPU utilization remains same over the
number of workers for different batch sizes but the maximum GPU utilization value
differs. The maximum GPU utilization attained is 83% in case of batch size 32 while
96% in case of batch size 256.
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(a) Time (b) GPU Utilization (c) Memory Utilization
Figure 3.7: Number of GPUs variation. The figure shows that as the number
of GPUs increases from 1 to 4, the training time per epoch, GPU utilization and
GPU memory utilization deceases given fixed batch size and number of workers.
The pattern was same on all GPU(s), the figure is shown for one of them, GPU:0.
3.4 Number of GPUs
The role of multiple GPU is more amount of parallel processing. The
more the number of GPUs will be, the more can be the batch size and faster
the training explained in section 2.3.3.5.
As shown from figure 3.7, as the number of GPU increases, for a given
batch size and number of workers, the training time per epoch reduces, the
utilization on the other hand reduces as well because as the number of GPU in-
creases, batch size per GPU decrease and thus does not keep the GPU utilized.
Similarly, the memory utilization decreases too.
3.5 DRAM size
The DRAM size limits the number of workers as shown in table 3.1.
The run was done on 2 GPUs. The number of workers is picked from the set
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0, 2, 4, 8, 16, 32, 64 and reported the maximum among them.
Batch size Max workers ‖20 GB Max workers ‖128 GB
128 32 32
256 16 32
Table 3.1: Maximum number of workers for a DRAM size. The table
shows maximum number of workers feasible on a particular DRAM and fixed
batch size.
However, DRAM size did not affect the training time significantly given
the fact that more DRAM could cache more data. As shown in figure 3.8 when
the model was run for multiple batch sizes and 32 workers on two different
DRAM sizes, the training time per epoch were similar.
3.6 Results
As we saw in the section 3.2 the shift of optimal batch size with re-
spect to the number of workers. From the runs, it is evident that the training
time and efficient GPU Utilization is dependent on the optimal combination
of batch size per GPU and number of workers given the number of total GPUs
and DRAM size.
In the current time, there exists no such direct way to get the optimal
combination of batch size and the number of workers. ML engineers tend to
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Figure 3.8: Training time per epoch for 2 different DRAM sizes.
The figure illustrates that training time per epoch were similar for different 2
DRAM sizes, 20 GB and 128 GB. The training time per epoch is shown for 3
different batch sizes given fixed number of workers and fixed number of GPUs.
manually search for the combination and do the training. In the next chapter,
we put forward a methodology to estimate a maximum batch size which would
reduce the search space and also an approximate number for optimal values of
workers and batch size. Our constraints are also useful to estimate the number
of workers given the batch size.
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Chapter 4
Estimation of batch size and workers -
Methodology
This chapter we will explain the methodology to estimate approximate
optimal batch size and number of workers. As we concluded in the previous
section that there is a need to know the batch size and number of workers for
lesser training time and better resource utilization. But what range should be
explored for batch size and what would be the efficient amount of workers that
would work for given batch size? And as we saw from the analysis in previous
chapter 3, in the case of Imagenet dataset[38] higher batch size helped in bet-
ter resource utilization.
Here we are trying to estimate the range of batch size which could be
used to train a given convolutional neural network. The maximum value of
batch size that could be used is limited by the GPU memory. As the batch
size increases, the GPU memory requirement increases. The GPU memory is
also consumed by the model and the model processing metadata, the whole
memory could not be used to just keep the input batch size amount of data.
Therefore, the maximum batch size possible could not be directly computed
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from the available GPU memory.
4.1 Maximum Batch Size
To find the maximum batch size, we need a way to calculate the GPU
memory usage. This will help in estimating how much input data can be put
alongside and thus the batch size.
In the case of convolutional neural networks, there are multiple layers
and each layer has its own parameters. Let’s assume each ith layer has total
ni parameters, these parameters could be anything like weights particular to
the layer i. And each parameter has some pi size in bytes. Thus, the amount
of memory used by these parameters for a layer i would be, ni ∗ pi.
The input images of size H ∗W ∗ D will go inside the first layer, the
first layer thus will get tensors of total size B ∗H ∗W ∗D where B is the batch
size. The first layer will further generate output of size h1 ∗ w1 ∗ d1 for each
image and thus output tensor of size B ∗ h1 ∗w1 ∗ d1. This output will go into
the next layer and so on and so forth. Thus a layer i will generate output of
size B ∗hi ∗wi ∗di. These outputs of each layer are also known as feature maps
and are stored in the GPU memory, they are needed to be kept in memory to
calculate the gradients at the time of backpropagation. The gradients when
computed have a similar size as the feature map and thus also use a similar
amount of memory.
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Thus, the GPU memory usage for a batch can be estimated as:
M = B ∗ I + B ∗O +
L∑
i=1
ni ∗ pi + B ∗Oi + B ∗Oi (4.1)
where M is the GPU memory usage, I is the size of an input image
tensor, O is the size of an output image tensor, L is the total number of layers
and for each layer we have memory consumption by parameters as ni ∗ pi, by
feature maps as B * Oi and by each gradient as B * Oi. Here Oi is equivalent
to hi ∗ wi ∗ di.
Memory consumed by parameters and output of each layer is hard to
get due to lack of performance counters in the GPUs. Thus to estimate an
upper bound on the memory usage we will assume
N = max
1≤i≤L
ni (4.2)
P = max
1≤i≤L
pi (4.3)
OM = max
1≤i≤L
Oi (4.4)
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replacing the values of ni, pi and Oi to their maximum values from
equation 5.2 and 5.3 in equation 5.1, we get:
Mu = B ∗ I + B ∗O +
L∑
i=1
N ∗ P + B ∗OM + B ∗OM (4.5)
which can be written as:
Mu = B ∗ I + B ∗O + L ∗N ∗ P + 2 ∗ L ∗B ∗OM (4.6)
where Mu represents the upper bound on GPU memory usage.
Replacing X = L ∗N ∗ P and Y = L ∗OM in equation 5.6, we get:
Mu = B ∗ I + B ∗O + X + 2 ∗B ∗ Y (4.7)
Equation 5.7 is now an equation in two variables X and Y.
To find the maximum batch size, we need two data points for our
equation 5.7 to find the value of the two variables X and Y. To get the data
points, we can run a model for some 15-20 iterations at two different batch
sizes lets say b1 and b2. The memory usage can be found by torch.cuda
memory management apis [39] namely torch.cuda.memory allocated and
torch.cuda.memory cached. The input tensors size can be found using
input.nelements*input.element size and similarly for size of output ten-
sors using output.nelements*output.element size. The memory usage for
a batch b is the average over the iterations it ran for.
1. Memory usage M1 for b1
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2. Memory usage M2 for b2
3. Input size per tensor I = I1
b1
, I1 is the input size for b1
4. Input size per tensor O = O1
b1
, O1 is the output size for b1
5. Solve for X and Y in equation
M1 = b1 ∗ I + b1 ∗O + X + 2 ∗ b1 ∗ Y
M2 = b2 ∗ I + b2 ∗O + X + 2 ∗ b2 ∗ Y
Once we get X and Y from the above procedure, to find the maximum
batch size, we will put the available GPU memory, GPUM as Mu and use the
same I and O which we found above. Thus, the maximum value of batch size,
Bm can be found by:
GPUM = Bm ∗ I + Bm ∗O + X + 2 ∗Bm ∗ Y (4.8)
Bm =
GPUM −X
I + O + 2 ∗ Y (4.9)
The maximum GPU memory available, GPUM should be given as 1-
1.5 GB less than actual to handle the error for over-approximation of the up-
per bounds on X and Y.
This maximum batch size is the upper bound on the range for the
batch size on which the model could be trained given the GPU resource. For
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to estimate maximum batch size in case of multiple GPUs, they can be easily
computed by multiplying the count of GPUs with the Bm.
4.2 Number of Workers
As the mere batch size does not decide for the optimal training time
and GPU Utilization, we need to find the corresponding number of workers as
well. The workers are the ones due to which storage bottlenecks are avoided
in the training pipeline.
The workers are constrained by the DRAM size. As the worker’s
prefetch the data in the amount of batch size. So if there are W workers
and B batch size then
W ∗B ∗ I < DRAM (4.10)
where I is the input size of one tensor.
Another constraint on workers is that there should be a minimum
amount of workers such that GPUs are never bottlenecked by the data. The
workers fetch data for GPUs, let’s say the time to fetch batch size amount of
data by 1 worker is td and the time to process a batch by 1 GPU is tg. So
if we have W workers, then in td amount of time we would pre-fetch W*B
amount of data. Thus the GPU can be kept busy for another W rounds. In
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the meantime, when the GPUs are busy with processing these W batches, the
workers should get more data for the next rounds. Thus, we want our time to
fetch data td to be less than the time to process a batch by GPU multiplied
by workers, that is:
td <= tg ∗W (4.11)
One constraint on batch size is that it should be less than the maximum
batch size we computed in the previous section.
B <= Bm (4.12)
Thus, to find the feasible solution for the number of workers and batch
size given the above constraints, the problem is framed as a Lagrange mul-
tiplier[40] problem where we are trying to maximize the batch size given the
constraint functions. The idea behind trying to maximize batch size is that,
as we want to keep GPU fully utilized, so the more the batch size under con-
straint(to minimize time) the better. At the same time, we want to keep the
number of workers as enough to attain minimal time but at the same time not
too many to waste CPU cycles.
maximize B (4.13)
W ∗B ∗ I < DRAM (4.14)
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td <= tg ∗W (4.15)
B <= Bm (4.16)
The above equation has two variables W and B which we are trying to
optimize. To solve the above equations, the value of td and tg will be needed.
Both td and tg are dependent on the machine and batch size. But after doing
several experimentations with different batch sizes on a model, it could be
said that empirically the ratio of td and tg doesn’t vary over different batches.
Given a room for certain error, we can get the constant value for constraint in
equation 5.15.
Thus to compute the values of td and tg, one needs to run the model
for 50 iterations and average the value for GPU computation and Data fetch
time. This could be done for two different batch sizes and the constraint could
be the maximum value of td
tg
over the two batches. The Bm can be computed
using the method mentioned in the previous section needed for constraint in
equation 5.16.
The above method to estimate the number of workers could easily be
extended for multiple GPUs. In case of multiple GPUs N if the batch size is
B, the time to process B batch size will become tg divided N. Here, tg is again
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time to process batch B at 1 GPU. Thus the constraint in equation 4.15 will
translate as:
td <= (
tg
N
) ∗W (4.17)
As a corollary to the results, the constraint in equation 4.14 is also
sufficient to find out the number of workers given batch size.
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Chapter 5
Evaluation
This chapter evaluates the proposed methodologies in two categories,
the correctness and the usefulness for the same. It answers the following
questions:
• How accurately is the maximum batch size computed? (section 5.2 For
what maximum batch size the model ran?)
• How accurately the number of workers and batch size are estimated?
(section 5.3 For what numbers of workers and batch size model performed
best?)
• How beneficial the numbers are in terms of CNN training? (section 5.4
How model performed in terms of accuracy and loss for these numbers?)
• How beneficial the method is as compared to manual search with respect
to time? (section 5.5 Compares the two approaches in terms of time takes
to find batch size)
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5.1 Experimental Setup
The experiments were run on two different machines, M1 with 32 GB
DRAM, two GTX P0 GPUs, and 1 TB HDD and M2 with Four NVIDIA 16GB
Tesla V100 SMX2 GPUs, Two 960 GB 6G SATA SSD, 128GB ECC Memory
and Two Intel Xeon E5-2667 8-core CPUs at 3.20 GHz.
Experiments were performed on different convolutional neural networks
namely resnet34, resnet50, resnet152, alexnet, 3d convolutional resnet neural
networks for video recognition. The datasets used for CNN model training
were ImageNet dataset[38] and UCF101 dataset[41]. Imagenet dataset is of
size 140 GB with 1.2 million images with 1000 classes. The UCF101 is an
action recognition data set of realistic action videos, collected from YouTube,
having 101 action categories and 13320 videos.
5.2 Maximum Batch Size
In this section, we will try to estimate maximum batch sizes for dif-
ferent models and run different experiments to check till what batch size the
model actually ran and how close was the estimate.
For each of the model, the model was run for batch size 10 and batch
50 for 20 iterations. The memory usage by cuda was measured by putting
the torch.cuda.memory cached counter in the training iteration loop. The
37
memory usage was found to be constant over the later 15 iterations and the
average of it was used in calculations. The input and output size of the vari-
ables was also computed using the methods mentioned in section 4.1. Once
these numbers were measured, the linear equations were solved as mentioned
in the section 4.1 and maximum batch size, (Bm)estimated was computed.
To get the actual maximum batch size, the model was run for increas-
ing batch sizes until the run failed with a Runtime error of memory out of
bounds for GPU. The batch size till it ran without errors was computed as to
be actual maximum batch size, (Bm)actual.
The percentage error between the estimated and actual maximum batch
size is computed using:
Error(%) =
(Bm)actual − (Bm)estimated
(Bm)actual
(5.1)
As the maximum batch size number correctness is not related to the
performance of the model for this evaluation, the model was run only for 1
epoch to examine whether the current batch size is feasible or not. All models
were run on 1 GPU as we are trying to compute the maximum batch size per
GPU. The models were run with 0 number of workers. The number of workers
does not play a role in the maximum batch size correctness evaluation. The
results presented in table 5.1 are from runs performed on machine M1.
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Model (Bm)estimated (Bm)actual Error(%)
Resnet34 373 450 17.1
Resnet50 158 176 10.22
Resnet152 76 80 5
Densenet201 71 71 0
Alexnet 2115 2875 26.4
Conv3d 191 210 9.04
Table 5.1: Estimated and actual maximum batch size for different
CNN models. The table shows the actual maximum batch size possible,
estimated number for maximum batch size and the percentage of error between
them for 6 different CNN models.
As we can see from Table 5.1 there is a maximum error of 26.4 % in
the estimate. This can be explained by the overestimation we used in the
algorithm. As we did use the upper bounds for parameters and feature maps
memory usage, it gave us a ballpark estimate of the maximum batch size.
Our estimate of maximum batch size is always within the limits of the actual
maximum batch size. Also, we can see that as equivalent are the sizes of lay-
ers in the model, the closer will be our estimate for example in the case of
Densenet201 and Resnet152.
We also experimented with different GPU memory system. The same
runs were done on both machine M1 and M2.
The table 5.2 shows how the estimated batch size changes with the
39
Model (Bm)estimated|11GB (Bm)estimated|16GB
Resnet34 230 373
Resnet50 102 158
Resnet152 50 76
Densenet201 46 71
Alexnet 1384 2115
Table 5.2: Estimated maximum batch size for 2 different GPU mem-
ory sizes. The table illustrates the estimation of maximum batch size depen-
dence on GPU memory. The maximum batch size is smaller for smaller GPU
memory.
requirements. In the evaluation, the available GPU memory was the same as
the total GPU memory.
5.3 Workers and Batch size estimate
In this section we are trying to estimate the minimum number of work-
ers needed while maximizing the batch size under the constraint that batch
size is within the maximum batch size, GPUs are not bottlenecked for data
and workers are such that there is no memory bound error for DRAM. The
number of workers is minimum to attain optimal time but at the same time
not wasting CPU cycles if there is no significant benefit of having more workers.
To estimate the number of workers and batch size, we first computed
the maximum batch size for a given configuration of machine and model. The
iterations the model ran for to get the memory performance data for to com-
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pute the maximum batch size, was also used to gather the information of time
taken by GPU to run a batch i.e. tg and the time taken to get the batch size
amount of data that is td. These numbers were used to solve the Lagrange
multiplier problem as mentioned in section 4.2.
To evaluate how good the estimate was we ran the models for 3 epochs
on the estimated workers and batch size. Training time per epoch and average
GPU Utilization were collected for the runs. Similarly, the models were also
run for the cases when the workers are the same but the batch size slightly
higher and lower than the current batch size. The models were also run for
the cases when the batch size was the same as estimated and the number of
workers was varied on the lower and higher end. These numbers were gathered
and are reported for three different models namely Resnet34, Resnet50, and
Conv3d.
In case of Resnet50, from the table 5.3 we can see that the estimated
numbers(in bold) is close to optimal. We got as minimal time as other com-
bination with a minimal number of workers and at the same time keeping the
GPU utilization to the maximum of 98%. As the batch size was equal to the
maximum batch size estimated, increasing the batch wasn’t an option.
For Conv3d resnet model, as shown in the table 5.4 we can infer that
estimated numbers(in bold) performed comparable and are approximate to
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Workers Batch Size Training Time per
epoch(seconds)
Avg GPU Utiliza-
tion(%)
64 160 3544.27 98.54
32 160 3546.12 98.71
16 160 3558.64 98.74
32 128 3549.33 98.52
64 128 3528.58 98.61
Table 5.3: Resnet50 - training time per epoch and avg. GPU utiliza-
tion for set of workers and batch sizes. The table shows the training time
epoch and average GPU utilization in case of estimated numbers(bold) from
the algorithm performed optimally as compared to other number of workers
and batch sizes for model Resnet50.
the optimal numbers. Reducing the number of workers decreased GPU Uti-
lization whereas more workers were not feasible to run. Reducing the batch
on the same workers increased the time and on higher workers was also not
significantly beneficial.
In case of Resnet34, from the table 5.5 it is evident that the numbers
estimated(in bold) are a close approximation. However, 16 workers were op-
timal in this case. Increasing the workers increased the time. Decreasing the
batch size did reduce the time but so the utilization. The estimated numbers
worked decently in terms of training time and GPU Utilization.
The table 5.6 shows that as the memory was reduced, the number of
workers reduced and so did the batch size. This supports the fact that Work-
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Workers Batch Size Training Time per
epoch(seconds)
Avg GPU Utiliza-
tion(%)
32 190 N/A N/A
16 190 683 27.5
8 190 635 24.6
16 128 778 26.7
32 128 640 24.49
Table 5.4: Conv3d - training time per epoch and avg. GPU utilization
for set of workers and batch sizes. The table shows the training time
epoch and average GPU utilization in case of estimated numbers(bold) from
the algorithm performed close to optimal as compared to other number of
workers and batch sizes for model Conv3d resnet.
ers are limited because of DRAM size, the lower the DRAM the fewer workers
could be accommodated for reasonable batch size.
5.4 CNN model performance measure
In this section, we tried to evaluate our number in terms of Machine
Learning performance measures. The models were run on default batch size
as mentioned in their GitHub code or their paper and the batch size that was
estimated from the algorithm. The workers were kept the same for both de-
fault and estimated numbers to maintain generality. The models were run for
50 and 35 epochs respectively rather till convergence to measure the goodness
of the model at a certain point. The validation accuracy and validation loss
were measured at the end of the epochs and also the training time was noted
for the same. The models for both the default and estimated batch sizes were
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Workers Batch Size Training Time per
epoch(seconds)
Avg GPU Utiliza-
tion(%)
64 373 1738.24 96.85
32 373 1714.83 98.07
16 373 1710.07 98.37
32 256 1681.3 97.86
64 256 1714.33 97.09
Table 5.5: Resnet34 - training time per epoch and avg. GPU utiliza-
tion for set of workers and batch sizes. The table shows the training
time epoch and average GPU utilization in case of estimated numbers(bold)
from the algorithm performed a close to optimal as compared to other number
of workers and batch sizes for model Resnet34.
Model Memory(GB) Workers Batch Size
Resnet50 32 16 101
Resnet50 128 32 160
Resnet152 32 32 50
Resnet152 128 64 78
Table 5.6: Variation of estimated numbers of workers and batch size
on DRAM size. The table shows the change in the estimated number of
workers and batch size as the DRAM size is different. The workers are more
for larger DRAM size of 128 GB.
run on the same machine.
As we can see from the table 5.7, in case of Conv3d resnet model which
was used for video activity recognition, after 50 epochs not only at the es-
timated batch size the training time was less but also the accuracy and loss
weren’t compromised. Both the batch size had equivalent average validation
loss and accuracy. Though the estimated batch size was 190, the program was
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Model Batch Size Validation
Loss
Validation
Accuracy
Time (min-
utes)
Conv3d
155 3.212 30.8 190
16 3.273 31.8 220
Resnet50
373 7.18 0.0 1018.9
128 7.35 0.0 1034.0
Table 5.7: Comparison of validation accuracy and validation loss for
estimated numbers by algorithm with default numbers of workers
and batch size. The table shows that estimated numbers performed well
with respect to validation accuracy and loss as compared to default numbers
for two different models when ran for same number of epochs.
run for 155 batch sizes as the validation set required a large extra amount of
space as were videos.
In the case of Resnet50, the model with batch size 373, estimated from
algorithm had lesser validation loss and it achieved the same in a smaller
amount of time as compared to the default batch size. One thing to notice
is as epochs will increase the time difference between the both is going to in-
crease as per iteration time for batch size 128 is more by around ∼ 34 seconds
as compared to batch size 373.
5.5 Manual Search vs Algorithm
In this section, we tried to compare the benefit of using the algorithm
with respect to the general case of manual search for batch size.
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The first thing we want to point is choosing numbers for batch size, ML
engineers often search for batch size as a power of 2 whereas there has been
no evidence that batch size needs to be a power of 2. We experimented with
multiple unorthodox batch size values and they performed well with respect
to training time per epoch, utilization and also validation accuracy and loss
as reported in above section 5.4. Our estimation of numbers explores those
values as well which are not part of a manual search.
5.5.1 Manual Search
In the case of manual search, the general way is to start with numbers
as low as 32 and increase it by a factor of two until it runs out of memory.
To check if a particular batch size ran, the model should are run for at least
0.5% to 2% of the total number of iterations to confirm if it actually works.
The number of iterations could be less to check if the memory consumption is
considerably low for example 10% to 30% of the available GPU memory.
So for example, say for a model M, a manual search might work as,
running for some i iterations for batch size 32(25) then for some j iterations
for batch size 64(26) and so on till it runs out of memory for batch size B(2N).
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Total time to find a batch could be formulated as:
T =
N∑
i=5
ti ∗ ni (5.2)
where ti is the time taken per iteration for batch size 2
i and ni is the
number of iterations the model ran to check the feasibility of batch size 2i.
5.5.2 Algorithm
In the case of the algorithm, the model needs to be run for 20 itera-
tions for two different batch sizes as small as 10 and 50, which doesn’t take a
significant amount of time. Once it is run for 20 iterations, the algorithm will
tell the maximum batch size possible. For better performance with respect
to resources, it would tell an approximate amount of workers and batch size
as well. These numbers could be used directly for training purpose without
further tweaking.
5.5.3 Comparison
For the comparison between manual search and algorithm, we have
taken into account the process described in section 5.5.1 as manual search,
it is one way to do the manual search and is subjective with respect to the
person thus the numbers might not always be the same. We also assumed
that the numbers computed by the algorithm are used directly without fur-
ther tweaking thus the time to find batch size in case of the algorithm is just
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the time to run 20 iterations for the algorithm at two different batch sizes and
the algorithm to run on the numbers. In the cases of manual search, it is run
with 16 number of workers and the same number of GPUs that is 1. In the
case of the algorithm, as to estimate the number of workers, we need time to
get data without prefetching thus the 20 iterations are run with 0 number of
workers.
Model Timemanual
(seconds)
batch sizemanual Timealgo
(seconds)
batch sizealgo
Resnet34 887.85 256 41.14 230
Densenet201 94 32 134.35 46
Alexnet 5133.51 1024 40.25 1384
Table 5.8: Comparison of time taken to search for batch size in case
of Manual search vs Algorithm. The table shows that the algorithm is
faster or comparable to reach to batch size estimate as compared to manual
search for different models.
As shown in table 5.8, we can see that the algorithm is comparatively
faster in the case when the batch size lies in the higher range, whereas it is
comparable in case of smaller batch size range but still comparable.
In the case of Resnet34, as the estimation has 10% error our estimation
is lower than the batch size it could run for. Though the time to find that
batch size manually is 20 times more than the algorithm. For Densenet on the
other hand, as we need to run for 10 and 50 batch size initially and they run
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on 0 number of workers, algorithm took slightly more time than the manual
but it was able to get the larger batch size of 46. For a network like Alexnet
where higher batch sizes are possible, it took much more time manually to get
the larger batch size possible than the algorithm.
Consequently, the time noted here are dependent on the available re-
sources. For example, if the GPU memory is less, the time taken per iteration
is going to be more which will affect the manual search time by at least 10
times more than the algorithm as it needs to run for around 100 iterations
to infer if that batch size is feasible. Also, in the case when models are large
it might take more time to run iterations which will again affect the manual
search time significantly more.
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Chapter 6
Limitations
This chapter proposes some of the limitations of the proposed work.
We have tried to analyze the convolutional neural networks as they are
the ones which have high data input and storage systems play a significant
role in the training.
The methodologies we have come up with for the estimation of the
maximum batch size and the workers are limited for the convolutional neural
network. The method used might not be generalized for other neural networks
like RNN(Recurrent Neural Network) as they use separate memory units called
LSTMs which are not used in CNNs, that makes RNNs different from CNNs
and thus will have different GPU memory usage.
Also, in the problem of estimating the number of workers and the batch
size, we try to maximize the batch size though it is possible that larger batch
size may not always help in convergence. The larger the batch size, the lower
will be the iterations per epoch and thus the number of gradient updates.
For a model to train properly, there has to be a certain number of updates
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which the model should have per epoch. This number is not a deterministic
number and thus hard to estimate the largest batch size one can use. But
from the experiments and evaluation, we might say that it depends on the
dataset size and if the dataset is big enough that even for larger batch sizes,
it gets the sufficient amount of updates then one could use the larger batch size.
We did our experiments on widely used PyTorch platform. Though
analysis which led to the development of algorithm was dependent on Py-
Torch, the methodology proposed is not dependent on the platform. It is
dependent on the available resources and model, thus we expect it to general-
ize over other platforms.
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Chapter 7
Conclusion
In the thesis, we analyzed the CNN model, how they are trained and
how the different system aspects affect the performance of CNN model in
terms of training time and resource utilization. We found out that for better
utilization of resources, one has to find an optimal combination of batch size
and the number of workers.
Finding the batch size and number of workers comes under the um-
brella of hyperparameter optimization. We took one step forward in reducing
the search space for a feasible set of batch size. The work is limited to CNNs
and estimates the maximum batch size given the model data and resources
available. We tried to estimate a combination of workers and batch size for
different CNN models.
The evaluation shows that the estimate of maximum batch size shows
that even for higher batch size the error is less than 30% and for lower ranges,
it is as close to the actual maximum batch size. The estimated number of
workers and batch size were close to good performance as the training time
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was comparative and GPU utilization was more than 80%.
We also showed that some of the CNN models performed better with
larger batch sizes as compared to their default batch size. They were able to
achieve comparative validation loss and accuracy in a lesser amount of time.
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