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A program has been developed to utilise the Particle Swarm Optimisation Algorithm 
for the cost optimum design of reinforced concrete beams. Multiple constraints 
according to Australian Standard 3600 have been implemented along with costing 
information. A series of tests where conducted to investigate the effect of different 
parameters of the particle swarm algorithm and some refinement of these parameters 
was conducted.  The value penalty coefficients had a significant effect on the results, 
causing non-convergence when very large penalty coefficients where used, and 
convergence on non-viable results when very small penalty coefficients where used. 
 
Keywords: reinforced concrete beam, particle swarm optimisation, PSO, penalty 
functions, visual basic for applications, VBA. 
 
1  Introduction 
 
The optimisation of reinforced concrete beams (RCBs) is a multi-variable problem 
due to the different effects, such as bending and shear, as well as the reinforcement 
conditions that are required to resist these forces. The process becomes even more 
involved when the costs of each material are considered, as the ratio of steel 
volumes to concrete volumes affect the final solution. Optimisation of RCBs on 
small scale projects may not be financially viable due to the time taken for 
optimisation compared to the potential savings, however on large scale projects 
where the same design may be used several times, the savings compound and the 
optimisation is viable. 
 A range of optimisation techniques have been applied in the past to structural 
engineering problems.  Evolutionary algorithms such as the genetic algorithm (GA) 
have been applied to the search for optimal solutions to multivariate problems with 
both hard and soft constraints.  A common structural optimisation problem that has 
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Krishnamoorthy [1] demonstrated the utility of GA for the truss problem.  This was 
extended by McCarthy and Fenwick [2] who used the GA to not only optimise the 
10 bar truss but search for the optimal topology. 
 A number of authors have developed similar optimisation strategies using either 
GA or other evolutionary programming methods.  One such method is the Particle 
Swarm Optimisation (PSO) algorithm.  PSO is a search algorithm that is based on a 
population of random solutions, referred to as particles. Each particle represents a 
potential solution. The particles have a velocity, which moves them throughout the 
search space. These velocities are dynamically adjusted according to historical 
behaviours of the particles. This adjustment of velocity forces the particles to move 
in a common direction. The PSO algorithm was first designed to simulate birds 
seeking food [3]. PSO was first introduced in 1995, and since then, many changes 
have been made to improve convergence of the PSO and increasing the diversity of 
the swarm. [4] 
        The aim of this paper is to apply PSO to the design RCBs under user defined 
loads and to investigate the sensitivity of the solution to the various PSO  
 
2  PSO Algorithm 
 
2.1 Particle position and velocity 
 
 There are several parameters that are used to describe and control the behaviour 
of a swarm.  The swarm has a population of particles.  Each particle has a position in 
the solution space and a velocity vector which moves it to a new position. If the 
position of the ith particle at step, t, is xi(t), then the position at step t+1 is determined 
from  
( ) ( ) ( )tvtxtx iii +=+1   (1) 
 
where vi(t) is the velocity at step t. 
 The velocities of the particles are determined by the best position history of 
particles. The two positions that are used are the personal best and the 
neighbourhood best. The personal best position is the best solution that each 
individual particle has achieved during the simulation. The neighbourhood best 
position is the best position that any particle in the swarm has achieved during the 
simulation. These best positions serve as the attractor for the particle and when 
combined with rules to adjust positions, the particles change position and converge 
on the optimum position.   
 The velocity is made up of three vector components.  The first is a momentum or 
inertia component which is based on the particle’s velocity at the previous time step.  
This gives a particle the tendency to continue on its current course.  The second is a 
cognitive or memory component which is derived from the particle’s own best 
position during all the iterations so far.  This component attracts the particle towards 
its own previous best position in the solution space.  The final component is the 
social or swarm component.  The particle is attracted towards the best position found 
for the entire swarm.  Each of these components are controlled by constant factors 
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and random modifiers.  For the “global best” algorithm the velocity at step t is given 
by Eq. (2). 
 
( ) ( ) ( ) ( ) ( )[ ] ( ) ( ) ( )[ ]txtytrctxtytrctmvtv ijjjijijjijij −+−+−= ˆ1 2211    (2) 
 
where vij is the velocity of the ith particle in the jth dimension, m is the momentum 
constant, c1 and c2 are acceleration constants while r1j(t) and r2j(t) are random 
numbers assigned at each time step.  The position vector yij(t) is the best position to 
date for the ith particle and ŷj(t) is the best position to date for the whole swarm. 
 
 
Figure 1  Velocity components (after [4]) 
 
2.2 PSO control parameters 
 
The correct selection of the PSO parameters has a marked effect on the performance 
of the algorithm. These parameters are swarm size, inertia coefficient and 
acceleration coefficient.  For local best algorithm the neighbourhood size is also 
required.  In this paper the global best algorithm is used. 
 
2.2.1 Swarm size 
If a high number of particles is selected, the PSO algorithm can explore a greater 
area in each iteration, and has a greater chance of finding the global optimum. If the 
swarm size is too large, it can result in parallel random search, as well as increases 
in computational time. Empirical studies have shown that that the PSO algorithm 
can find the optimum with swarm sizes of 10 to 30 particles [5,6]. These values are 
heuristic and although they serve as a good guide, the best number of particles is 
dependant on the optimisation problem. 
 
2.2.2  Acceleration coefficients 
 The acceleration constants c1 and c2, when combined with the random numbers r1 
and r2, control the random search effect of the cognitive and social components of 
velocity. The relative values of c1 and c2 determine the exploratory nature of the 










the particles will converge too quickly, becoming trapped in local minima. One 
method of determining the values of c1 and c2, proposed by Ratnaweera [7], involves 
having a higher value of c1 initially and reducing it each iteration, and having a low 
initial value of c2 and increasing it each iteration. The values of c1 and c2 are given 
by Eq. 3. 
( ) ( )












        (3) 
 
where c1,max = c2,max = 2.5 and c1,min = c2,min = 0.5, t is the time step and nt is the total 
number of time steps. This process allows the particles to explore the search space 
initially, and then convergence to good optimum towards the end of the optimisation 
process. This method assumes that the number of iterations is a terminating value. 
 
2.2.3  Initialisation of the PSO 
Initialisation of particles is the first step involved in the PSO. The parameters 
discussed above need to be defined, as well as the initial and personal best positions 
and initial velocities of the particles. Particle positions are initialised to cover the 
search space uniformly, as this uniformity is a heavy influence on the efficiency of 
the PSO algorithm. If an optimum result occurs in a region that is not covered by the 
initial particle spread, the only way for particles to find this optimum is if a particle 
wanders into it due to its momentum.  
A way to set the positions of particles within the domain limits xj,min and xj,max is: 
 
( )min,max,min, jjijjij xxrxx −+=  (4)  
 
where rij is a random number between 0 and 1 and j is the dimension being set. 
The initial velocity can be set to zero, vi = 0. This will cause initial movement of 
particles to be influenced only by the cognitive and social components of velocity. 
Initial velocities can be randomly set, although it is not required, as the random 
position initialisation ensures random movement. Also, if random velocities are set 
and are too large, the momentum and movements of these particles may force them 
out of the search space, and cause the algorithm to take a greater number of 
iterations to converge. 
 
2.2.4  Stopping conditions 
If the PSO is terminated too early, a suboptimal solution will be obtained, while if 
the PSO is terminated to late, the extra iterations take up computational time. There 
are a number of stopping conditions: 
• when a maximum number of iterations has been exceeded.  
• when no improvement occurs over a number of iterations.  
• when a certain percentage of the swarm clusters around an optimum. 
• when the objective function slope is approximately zero.  
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There are several different ways that the design of RCBs can be optimised. One 
aspect that can be optimised is the mass of the beam by finding the optimum ratio 
between steel and concrete to reduce the overall mass of the RCB. A common 
objective for optimising RCBs is reduction of cost. Studies have been conducted by 
Al-Salloum and Siddiqi [8] and Leps and Sejnoha [9] into cost optimisation of 
RCBs utilising different optimisation techniques. These studies have been based on 
different design standards. Al-Salloum’s method involved non-iterative Pareto 
graphs with performance constraints based on the ACI code.  The objective function 
used was based on the cost of concrete, steel reinforcement and formwork.  Leps and 
Sejnoha [9] developed a genetic algorithm based optimisation that is modified to 
include a simulated annealing function. This was done because in their previous 
studies, Leps and Sejnoha found that simple genetic algorithms were suitable when 
the variables were limited to the concrete dimensions and longitudinal reinforcement 
area, however did not converge when the shear reinforcement was included.  
 
3.2 PSO for reinforced concrete beams 
 
The optimisation process involves developing an objective function that is subject to 
a number of restraints. For the RCB, the objective function will be the total cost of 
the beam, and the constraints will be limitations of bending strength, as well as 
practical size constraints. The development of the objective function has been done 
using Microsoft Excel Macros and Visual Basic for Applications (VBA). 
 
3.2.1 Objective function 
The program developed for this research optimises the RCB design for cost. The 
objective function to be optimised is 
 
( )( ) ∑+×+++= kpLCDbCAbDCC iFststCT 2  (5) 
 
where the costs are: CT = Total cost of RCB (A$/m), CC = Cost of concrete (A$/m3), 
Cst = Cost of tensile reinforcement (A$/t), CF = Cost of formwork (A$/m2).  The 
structural parameters are: b = beam width (m), D = total beam depth (m), Ast = Area 
of tensile reinforcement (m2) and L = Beam Length (m).   
 The constraints from AS3600 [10, 11] are applied as a penalty function with pi = 
penalty coefficient and k = penalised value.  The design checks here are based only 
on moment capacity. 
 For this problem, the design variables are the beam width (b), the beam depth 
(D), tensile reinforcement area (Ast). All other values in the objective function are 
constants that are defined by the user. It should be noted that the beam depth D is the 
depth to the reinforcement (d) plus the concrete cover, which is defined by the user. 
The penalty coefficients and penalised values are defined in the next section. 
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3.2.2 Penalty function 
A set of penalty functions where applied to the objective function based on the 
applied constraints. These penalty functions increased the value of the penalty 
function by multiplying the difference between the allowable and actual value by a 
set coefficient. These coefficients where determined by experimentation.  
 
The following penalty functions where applied: 
 
Moment capacity 
( ) *......* MMifpMMM uoMuopen <×−= φφ   (6) 
 
where M* is maximum applied moment, Muo is the AS3600 ultimate flexural 

















1      (7) 
 
Excessive depth 
( ) maxmax ...... DDifpDDD Dpen >×−=           (8) 
 
Excessive width 
( ) maxmax ...... bbifpbbb bpen >×−=           (9) 
 
Non ductile design 
( ) 3.0......36.0 >×−= kuifpkuku kupen    (10) 
 
where ku , the ductility factor, is the ratio of depth to neutral axis over effective 
depth of the beam. 
The penalty for non-ductile design was implemented when ku>0.3, however 
values of ku up to 0.36 where considered acceptable. The penalty coefficients for 
width and depth are increased linearly throughout the algorithms process to allow 
for initial coverage of the search space while restricting invalid results at the end of 
the algorithms process.  The final objective function used for optimisation is given 
in Eq. 11. 
 
( )( ) penpenpenpenpenFststCT kubDRMLCDbCAbDCC +++++×+++= 2   (11) 
 
3.2.3 Swarm Initialisation 
Each variable in the objective function was initialised by multiplying the allowable 
range of each variable by a random number between 0 and 1. This process allowed 
for coverage of the entire search space. The allowable range of each variable was 
determined from practical limitations and design strength requirements. 
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 The allowable range of the beam width was set to a minimum of 100mm as a 
practical limitation, and the maximum allowable width as determined by the user. 
The initial position of width for each particle was determined by: 
 
rmmbmmbi ×−+= )100(100 max  (12) 
 
where bi = particle beam width (mm), bmax = maximum beam width (mm) and r is 
random number between 0 and 1. 
Similarly, the variables for depth and area of tensile steel were initialised.  
Minimum and maximum steel limits were chosen according to AS3600.  Initial 
velocity vectors were all set to zero. 
 
3.2.4 Position update 
The PSO algorithm that was used was a global best PSO. This was chosen to allow a 
broad coverage of the search space, while converging on one solution.  
The PSO algorithm assesses each of the initial particle positions based on the 
objective function (Equation 11). The initial position of each particle becomes its 
personal best, and the location of the particle with the best result becomes the global 
best position. The particle variables are then used in Equation 2, which gives the 
variable change for each particle based on the current location compared to the 
personal best and global best positions. These variable changes are then used in 
Equation 1 to determine the new particle position. 
The new particle positions are then assessed based on the objective function 
(Equation 11). This new evaluation of the objective function is compared to the 
particles personal best and the global best positions. If the new assessment of the 
objective function is lower than the objective function value of the particles personal 
best, the new position becomes the particles personal best position. If the new 
assessment of the objective function is lower than the objective function value of the 
global best position, the new position becomes the global best position. 
 
 




A simple user interface was developed to input the constraints of the objective 
function and define the population size (Figure 2).  A number of tests have been 
conducted to investigate the effects that different parameters of the PSO algorithm 
and the objective function have on the behaviour and output of the PSO program. 
The parameters tested were the social and cognitive acceleration coefficients, the 
momentum coefficient of the particle, the number of particles in the swarm, the 
ductility penalty coefficient and the moment capacity penalty coefficient. For each 
experiment, 10 test runs where conducted to analyse the variance of test results.  
Comparative costs for concrete, reinforcement and formwork where taken from 
Rawlinson’s Australian Construction Handbook [13].  
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Figure 2  User interface 
 
Applied Moment, M* 150kNm 
Concrete Cost $247.8/m3 
Reinforcement Cost $1765/t 
Formwork Cost $125/m2 




Momentum Coefficient 0.7 
c1,min, c2,min 0.5 
c1,max, c2,max 2.5 
Table 1 PSO Initial parameters 
 
4.2 Results for PSO parameters 
 
4.2.1   Swarm size 
The swarm size was varied to investigate the swarm size that gave the best 
performance for convergence and processing time. The average performance of the 
swarm for each test is summarised in Table 2. 
The swarm size has minimal effect on the result produced, the number of 
iterations taken for convergence and the variation of iterations taken for convergence 
is reduced significantly between 5 and 25 particles.  There is more unpredictability 
in the cost and the number of iterations for the smaller populations.  The total 
number of objective function evaluations can be estimated from the average 
iterations and population size.  From this a swarm size of 10 is very efficient.  The 
swarm size of 25 gives a good balance between predictability and efficiency.  This 
9 

























5 826.288 0.0148 167 750 312 172 
10 826.280 1.02x10-5 137 332 232 64 
25 826.280 0 148 223 177 20 
50 826.280 1.14x10-13 129 176 154 16 
100 826.280 0 119 144 132 9 
Table 2 Results of Varying Swarm Size – Statistics for 10 runs at each population 
 
 
4.2.2 Social Acceleration Coefficient 
The social acceleration coefficient was varied to investigate the effect of the global 
best position on the swarm. By increasing the social acceleration coefficient, the 
swarm should be drawn towards an optimum sooner, decreasing the number of 
iterations to convergence, but reducing the searching capacity of the algorithm. The 






















St. Dev. of 
Iterations to 
Convergence 
0.25/1 826.280 8.47x10-14 134 201 168 22 
0.5/1.5 826.280 1.2x10-13 145 196 163 17 
0.5/2 826.280 1.14x10-13 167 234 181 23 
0.5/2.5 826.280 1.07x10-13 120 217 156 33 
1/3.5 826.280 1.96x10-10 168 253 211 24 
Table 3 Varying Social Acceleration Coefficient - 10 runs at each setting 
 
The overall performance of the program is not significantly affected by varying 
of the social acceleration coefficient, except for when c2,min = 1 and c2,max = 3.5. 
Results from this test show a slight increase in the number of iterations to 
convergence, as well as an increase in standard deviation of the beam cost, although 
this is not significant. The reason for this increase in iterations is due to the tendency 
of particles to overshoot the global optimum when searching due to the increased 
velocity due to the social acceleration coefficient. 
 
 
4.2.3 Variation of Cognitive Acceleration Component 
By increasing the cognitive acceleration coefficient, the swarm should cover the 
search area more widely, increasing the number of iterations to convergence, while 
also increasing the searching capacity of the algorithm. The results from this test are 
























0.25/1 826.2878 0.0237 77 750 159 209 
0.5/1.5 826.2803 1.65x10-13 109 157 128 15 
0.5/2 826.2803 1.07x10-13 116 162 136 15 
0.5/2.5 826.2803 1.0x10-13 133 209 163 25 
1/3.5 826.2803 9.86x10-9 345 513 421 52 
Table 4 Results of Varying Cognitive Acceleration Coefficient  - 10 runs per setting 
 
The results show that varying the cognitive acceleration coefficient had a 
minimal effect on the output on the result, however the performance of the program 
at the highest and lowest values of the cognitive acceleration coefficient was 
noticeably affected. When c1,min = 0.25 and c1,max = 1, the average beam cost was 
similar to all other test runs though the number of iterations to convergence was 
highly unpredictable. This result indicated that the search space was not adequately 
covered initially and the program converged on a local optimum. At the highest 
value of the cognitive acceleration coefficient, c1,min = 1 and c1,max = 3.5, 
convergence occurred after a much higher number of iterations. This was due to the 
particle behaviour causing each to search around its respective personal best 
position. 
 
4.2.4  Variation of Momentum Coefficient 
The momentum coefficient was varied to investigate the effect of searching 
capabilities on the particles based on previous changes. By increasing the 
momentum coefficient of each particle, the coverage of the search space is 
increased, although the possibility of divergence is increased. The results of this test 
are summarised in Table 5. 
The results show that when the momentum coefficient is increased above 1, non-
optimum results are produced. Also as the momentum coefficient was increased, the 
number of test runs with non-convergence also increased. The results indicated that 
the particles diverged dramatically after very few iterations. It was also noted that 
while some convergence occurred with these higher momentum coefficients, the 




























92 163 121 23 
0.7 826.2803 1.07x10-
13 
129 209 175 26 
1* 860.8871 46.899 7 56 29 15 
1.25* 902.4413 65.444 5 19 8 5 
1.5* 953.1978 83.286 8 16 10 3 
* Some test runs did not converge  
Table 5  Results of Varying Momentum Coefficient 
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There was little difference in results when the momentum coefficient is set to 0.5 
or 0.7. Tests using a momentum coefficient of 0.5 converged at fewer iterations, 
however there was a slightly less variation of results for tests using a momentum 
coefficient of 0.7 and this value was used for the rest of the study. 
 
4.3 Results for Penalty function parameters 
 
4.3.1   General 
Penalty functions are used to apply structural constraints such as adequate moment 
capacity, reasonable geometry and ductility limits.  The scale of these functions can 
have a marked impact on the solution found by the PSO.  In many cases, the PSO 
fails to find a viable solution if the penalty functions are inappropriately designed.   
 
4.3.2 Variation of Moment Capacity Penalty Coefficient 
The moment capacity penalty coefficient was varied to investigate how large the 
penalty coefficient was required to be to limit non-viable results, without being too 









Ast (mm2) φMuo 
(kNm) 
ku Cost ($) St. Dev. of 
Cost (A$) 
1 Best 121.33 485.31 898.80 150.0 0.341 826.28 2.01x10-11 
Worst 121.33 485.31 898.80 150.0 0.341 826.28 
Average      826.28 
0.01 Best 121.33 485.31 898.80 150.0 0.341 826.28 49.80 
Worst 140.60 565.65 1080.67 214.0 0.304 983.77 
Average      842.03 
0.0001 Best 121.33 485.31 898.80 150.0 0.341 826.28 6.41x10-9 
Worst 121.33 485.31 898.80 150.0 0.341 826.28 
Average      826.28 
0.000001 Best 53.81* 215.22 194.75 14.2 0.376 321.45* 0.669 
Worst 54.13* 216.50 169.89 14.4 0.376 323.58* 
Average      322.51* 
* No viable solution found 
Table 6 Moment Capacity Penalty Coefficient 
 
The results show that the moment capacity penalty coefficient does not need to be 
very high to maintain viable results. Consistent results where gained from all values 
of the moment capacity penalty coefficient above $0.0001/Nmm.  When this penalty 
function was omitted completely, no viable solutions were found. 
 
4.3.3 Variation of Ductility Penalty Coefficient 
The ductility penalty coefficient was varied to analyse the effect of restricting the 
allowable depth to neutral axis by limiting the allowable amount of reinforcement in 
the cross section. The penalty function came into effect when ku > 0.3, however 
values of ku up to 0.36 where viable as this is allowed by AS3600 [10]. Results from 













ku Cost (A$) St. Dev. 
of Cost 
(A$) 
10000 Best 121.33 485.31 898.80 150.0 0.341 826.28 147.56 
Worst 182.89 610.91 1476.1 316.9 0.295 1191.57 
Average      916.442 
5000 Best 121.33 485.31 898.80 150.0 0.341 826.28 2.92x10-12 
Worst 121.33 485.31 898.80 150.0 0.341 826.28 
Average      826.28 
1000 Best 121.33 485.31 898.80 150 0.341 826.28 9.15x10-8
Worst 121.33 485.31 898.80 150 0.341 826.28 
Average      826.28 
400 Best 114.54 458.16 990.21 150 0.422 788.41* 3.263 
Worst 116.47 465.89 898.80 150 0.396 798.87* 
Average      793.82* 
* No viable solution found 
Table 7 Varying Ductility Penalty Function 
 
From the results, it can be seen that the value of the ductility penalty coefficient has 
a major influence over the results of the PSO program. When the value of pku was 
set at $10 000, the program had trouble converging on a viable result. Between pku 
vales of $1 000 and $10 000, the results remained constant, with the optimum result 
being obtained. As the value of pku was decreased to zero, non-viable results where 
obtained. A pku value between $400 and $1000 may produce viable results with a 
lower penalty function value, however it is believed that this may have adverse 
effects on the results under different loading and cost conditions. 
 
4.3.4 Variable Dimension Ratio Penalty, Rpen 
The dimension ratio penalty function was modified to see the effect of linearly 
increasing the dimension ratio penalty over the course of the PSO algorithm process. 
The tests where conducted with pku values of $1 000 and $10 000, based on results 
from previous testing. pku = $1 000 was selected as this produced consistent results 
with a linearly increasing pR value, and the effect of a constant pR value was 
investigated. pku = $10 000 was selected due to the programs difficulty converging 
on a result with a linearly increasing pR value, so the effect of a constant pR value 
was investigated. The results of this test are summarised in Table 8. 
 The results show that when the program had trouble converging at a higher pku 
value, results were improved with a constant dimension ratio penalty coefficient. 
When the dimension ratio penalty coefficient was varied linearly throughout the 
algorithm process, the program only converged on the optimum result for 50% of 
the test runs. This was increased to 80% when the dimension ratio penalty 
coefficient was constant. The variation of results was also decreased with a constant 
dimension ratio penalty coefficient. 
The cause of the non converging results with a varied dimension ratio penalty 
coefficient is due to the small penalisation of non viable results at the beginning of 
the algorithm process. Results produced at the beginning of the process that would 
be penalised harshly with a constant penalty are deemed to be the global best 
position, so particles are drawn to this location, but the objective function value of 
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the position is increased with every iteration, so particles have converged on a 
position with an increasing objective function value. A constant dimension ratio 
penalty was chosen for other tests in the study. 
 













Varied 1000 Best 121 485 898.80 150.0 0.341 826.28 1.27x10-8 
Worst 121 485 898.80 150.0 0.341 826.28 
Average      826.28 
Constant 1000 Best 121 485 898.80 150.0 0.341 826.28 1.32x10-9 
Worst 121 485 898.80 150.0 0.341 826.28 
Average      826.28 
Varied 10000 Best 121 485 898.80 150.0 0.341 826.28 157.46 
Worst 279 408 1507.53 216.1 0.296 1188.98 
Average      964.04 
Constant 10000 Best 121 485 898.80 150.0 0.341 826.28 85.84 
Worst 187 496 1231.94 214.5 0.298 1040.78 
Average      826.28 








5  Conclusions 
 
The PSO has proved to be a relatively robust tool for exploring optimal solutions for 
reinforced concrete beams.  It has not been very sensitive to the variations in the 
PSO parameters for swarm size, acceleration and momentum.  The tests all found a 
similar solution.  When the penalty functions were examined, it was found that fine 
tuning was necessary.  Inappropriate values of the penalty functions can lead to a 
breakdown in the search. 
The tests conducted investigated the effect of different parameters of the 
objective function and the PSO algorithm on the performance and results of the 
developed PSO program. The results indicated that the swarm size, acceleration 
coefficients and momentum coefficients have an effect on the processing time and 
convergence behaviour of the PSO algorithm.  The value penalty coefficients had a 
significant effect on the results, causing non-convergence when very large penalty 
coefficients where used, and convergence on non-viable results when very small 
penalty coefficients where used. 
One interesting result was the effect of linearly increasing the dimension ratio 
penalty function throughout the algorithm process. Linearly increasing the penalty 
coefficient had a tendency to cause the particles to converge on an initial position, 
not covering the search space and hence not finding the optimum solution. By using 
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