Del uso de la teoría de bifurcaciones para el control de ciclos límites en sistemas de tercer orden by Molina Regalado, Pablo Alejandro
Del uso de la teorı´a de bifurcaciones para el control
de ciclos lı´mites en sistemas de tercer orden.
Pablo Alejandro Molina Regalado
Universidad Nacional de Colombia - Sede Manizales
Facultad de Ingenierı´a y Arquitectura
Departamento de Electricidad, Electro´nica y Computacio´n
Manizales, Colombia
2009

Del uso de la teorı´a de bifurcaciones para el control
de ciclos lı´mites en sistemas de tercer orden.
Pablo Alejandro Molina Regalado
Ingeniero Electro´nico
Trabajo de investigacio´n presentado como requisito parcial para optar el tı´tulo de:
Magı´ster en Automatizacio´n Industrial
Directora:
Ph.D. Fabiola Angulo Garcia
Universidad Nacional de Colombia - Sede Manizales
Facultad de Ingenierı´a y Arquitectura
Departamento de Electricidad, Electro´nica y Computacio´n
Manizales, Colombia
2009
A esas mujeres que han estado a mi lado y me han apoyado incondicionalmente.
Mi madre Martha, quien con su amor inmensurable me ha guiado y apoyado en todo momento. A
mi hermana Leidy compinche y compan˜era de buenos y malos momentos. Mi abuelita Esther,
quien con carin˜o me ha instruido y aconsejado. Y mi novia Susana Andrea, quien me ha
comprendido y apoyado constantemente.
Agradecimientos
Son muchas las personas que aportaron de una u otra manera tanto a mi desarrollo personal
como a la realizacio´n de este trabajo. Primero que todo debo agradecer a mi familia en cabeza
de mi madre, quienes han sido el pilar y base de mi crecimiento profesional y personal, ellos han
definido y formado en mi a una persona luchadora, con altos valores y con grandes ambiciones.
Adema´s, agradezco a mi novia Susana Andrea, quien me acompan˜o´ en el desarrollo de este trabajo
y con paciencia me apoyo´ en su realizacio´n.
Especialmente tengo que agradecer a mi directora de trabajo de grado, la doctora Fabiola Angulo
G, quien con su inmensa paciencia y sabidurı´a me dio las bases te´cnicas, profesionales y personales
para realizar esta investigacio´n. Sin ella y sus consejos, este trabajo no hubiera logrado los buenos
resultados que tuvo. Adicionalmente agradezco a los profesores Gerard Olivar T. y Gustavo Osorio,
quienes aportaron y me ayudaron a resolver las dudas que surgieron en el desarrollo de este trabajo.
Quiero manifestar mis agradecimientos a la Universidad Nacional de Colombia - Sede Manizales y
a la direccio´n de investigacio´n de Manizales (DIMA), las cuales brindaron los recursos necesarios
para mi proceso de formacio´n desde el pregrado hasta la finalizacio´n de este trabajo de posgrado.
Por u´ltimo, pero no menos importante, a todos los integrantes de los grupos de trabajo acade´mico:
Percepcio´n y control inteligente (P.C.I) y Ana´lisis, Bifurcaciones y Control de sistemas Dina´micos
(ABCDynamics), compan˜eros y amigos de lucha cada dı´a y noche de trabajo en nuestros temas de
investigacio´n.
Mil Gracias !!!
Resumen
Debido a la existencia aplicaciones tales como maquinas de vibro impacto, sistemas de potencia
y biolo´gicos que tienen oscilaciones en tres variables (ciclo lı´mite 3D), es importante tener una
te´cnica de control ma´s eficiente con respecto al esfuerzo de control. Por esta razo´n, se propone una
te´cnica de control realimentado basado en la teorı´a de bifurcaciones, y en especial la bifurcacio´n
de colisio´n de esquina, buscando controlar la amplitud y/o la frecuencia aplicada a estos sistemas.
Con esta investigacio´n, se busca probar e implementar la te´cnica mencionada.
Las simulaciones realizadas en Matlab, muestran que esta te´cnica tiene buen comportamiento con
respecto al esfuerzo de control y comportamiento en la presencia de ruido. Por lo tanto, esta
te´cnica muestra un buen comportamiento y es importante verificar y comprarla con otras te´cnicas
de control.
Palabras claves: Te´cnica de control, Bifurcacio´n colisio´n de esquina, Mapa de Poincare´, Esfuerzo
de control, Control conmutado, Controlador de ciclos lı´mites 3D.
Abstract
Due to many applications such as vibro impact machines, power and biological systems that have
oscillations in the three variables (3D cycle limit), it’s important to have more efficient control
techniques in control efforts. For this reason, we propuse a control feedback technique based
on bifurcation theory, and more specifically on corner collision bifurcation, with the objective
of controlling the amplitude and/or frequency applied to these systems. With this work, we seek to
probe and to implement this technique.
The simulations using Matlab, show that this technique have a good behavior about control effort
and good behavior on presence of noise. In conclusion, this technique shows a general good
behavior in simulations and it’s important to verify it and compare with other control techniques.
Keywords: Control technique, Corner Collision bifurcation, Poincare´ Map, Effort Control,
Switching control, 3D Limit cycle controller.
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Notacio´n
S1 : Zona interna a la esquina, donde se efectu´a el control.
S2 : Zona sin control. Dina´mica original del sistema.
Σ: Frontera de discontinuidad en un sistema suave a tramos.
Σ1: Frontera por donde ingresa el ciclo lı´mite a la esquina de control.
Σ2: Frontera por donde sale el ciclo lı´mite.
F1: Flujo de la planta real.
F2: Flujo de control, interno a la esquina.
H1: Hiperplano que contiene a Σ1.
H2: Hiperplano que contiene a Σ2.
u: Vector de sen˜ales de control.
C: Interseccio´n entre Σ1 y Σ2.
K(x): Dina´mica a imponer.
ta: Tiempo que toma el ciclo lı´mite desde ingresar hasta salir de la esquina de control, sin que
esta tenga efecto.
tc: Tiempo que permanece el flujo de control al interior de la esquina.
tb: Tiempo que toma el flujo del sistema por fuera de la esquina.
1 Introduccio´n
En el presente capı´tulo se describe de modo gene´rico, la te´cnica de control por colisio´n de
esquina, se demuestra por que´ se justifica esta investigacio´n, cual es el estado del arte actual y
las principales contribuciones de este trabajo.
Un objetivo cuando se implementa una estrategia de control sobre un sistema dina´mico que presenta
ciclos lı´mites podrı´a ser cambiar caracterı´sticas tales como la amplitud y la frecuencia. Las te´cnicas
tradicionales, a menudo buscan cambiar la dina´mica global del sistema y adema´s al tener sen˜ales de control
continuo, el esfuerzo de control es alto. Otras te´cnicas como las aproximaciones de balanceo armo´nico [1]
(HBA: Harmonic balance approximations), son me´todos de control complejos para su disen˜o y para su
implementacio´n, adema´s si se tiene un sistema de mayor orden, ası´ mismo incrementara´ la dificultad de
implementarlo.
Buscando una alternativa, Angulo et. al., presentaron una te´cnica de control de ciclos lı´mites para sistemas
bidimensionales [2] con base en la teorı´a de bifurcaciones. Para ello se desarrollo´ el estudio del uso
de bifurcaciones, especialmente las de colisio´n de esquina, para el control realimentado de sistemas que
presentan ciclos lı´mites en un espacio bidimensional. Utilizar la teorı´a de bifurcaciones para estos esquemas
de control permite realizar un mejor ana´lisis e interpretacio´n del comportamiento que se presenta en el
sistema a controlar, cambiando para´metros o introduciendo elementos que cambien su comportamiento.
Con estas herramientas y el conocimiento desarrollado, en el presente trabajo se pretende llevar un
paso ma´s alla´ dicho estudio y aplicarla a sistemas de mayor orden dimensional, es decir sistemas 3-D,
y que permitira´ encontrar las diferentes particularidades para su implementacio´n en la bu´squeda de la
generalizacio´n de esta te´cnica. Para tal razo´n se ha realizado el estudio de sistemas dina´micos con 3 variables
de estado que presenten ciclos lı´mites y que permitan evaluar escenarios posiblemente no contemplados en
sistemas bidimensionales.
El ana´lisis se realiza en el espacio de estados, y dentro de este marco de referencia, el control de ciclos
lı´mites usa una esquina formada por dos variedades (hiperplanos) de manera que el espacio de estados se
divide en dos, uno en el cual se realiza la accio´n de control y el otro, en donde se permite la libre dina´mica
del sistema. Este esquema corresponde a un control realimentado y conmutado, en el cual se realiza una
correccio´n por un tiempo pequen˜o dentro del periodo de las sen˜ales oscilantes.
El control por colisio´n de esquina puede realizarse mediante dos esquemas:
1. Imponer un flujo de control fijo y realizar el control variando el a´ngulo o la penetracio´n de la esquina.
2. Imponer un flujo dina´mico al obligar que las lı´neas de flujo salgan por un punto fijo definido.
Cada uno de estos esquemas tienen sus ventajas y desventajas dependiendo de las condiciones al
implementar el control.
Con el fin de validar estos esquemas y compararlos, se utiliza el sistema de Ro¨ssler el cual adema´s de
poseer comportamiento cao´tico, presenta ciclos lı´mites estables. Con este, se realizaron las simulaciones
correspondientes obteniendo resultados favorables.
Otro tema de importancia en este esquema, consiste en determinar las restricciones de transversalidad y
no deslizamiento de los flujos sobre la esquina de control. Para mostrar este ana´lisis se realizo´ la simulacio´n
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de la te´cnica, con sus variantes, al sistema de Lotka Volterra, se hace e´nfasis en determinar las zonas de libre
flujo y aquellas zonas en las cuales se presentan conflictos.
Otra caracterı´stica que se tiene en cuenta, es el control del periodo del ciclo lı´mite modificando el tiempo
que se demora el flujo desde que ingresa hasta que sale de esquina. En este sentido, se simulo´ el control de
periodo del ciclo lı´mite aplicado en el sistema de Lotka Volterra produciendo los resultados esperados.
Por u´ltimo, como trabajo futuro se hace una investigacio´n exploratoria en donde se aplico´ el control por
colisio´n de esquina al sistema de Ro¨ssler en re´gimen de Caos, esto produce una variedad de comportamientos
abiertos a ser analizados posteriormente.
1.1. Justificacio´n - Motivacio´n
Las oscilaciones son parte fundamental del funcionamiento de un gran nu´mero de sistemas, como por
ejemplo el movimiento planetario, los sistemas nerviosos [3], los equipos industriales [4], los modelos
biolo´gicos [5], los modelos econo´micos [6] y muchos ma´s. Por esta razo´n, han sido un tema de gran impor-
tancia en la comunidad acade´mica, tanto para su comprensio´n, como para el control de sus caracterı´sticas
(frecuencia y amplitud).
En general, las variables de estado dentro de un sistema dina´mico no oscilan independientemente, ma´s bien
se encuentran afectadas por otras variables; al aplicar el control, la variacio´n de una de ellas podrı´a cambiar
el comportamiento de las otras, por lo tanto, es necesario contar con herramientas o te´cnicas que permitan
realizarlo teniendo en cuenta esta interrelacio´n.
Se debe buscar que el esfuerzo que se aplique para realizar el control se minimice, de manera que el gasto
energe´tico que requiera el controlador sea menor que el realizado por otras opciones de control. Teniendo en
cuenta las pautas sen˜aladas se ha propuesto un tipo de control para ciclos lı´mites planos1 que utiliza control
conmutado con base en la teorı´a de bifurcaciones y especialmente de colisio´n de esquina. Al ser una te´cni-
ca relativamente nueva, merece un ana´lisis ma´s detallado, buscando las caracterı´sticas de implementacio´n,
posibles restricciones y aplicar la te´cnica a sistemas con ma´s variables.
Un aspecto importante de estudiar consiste en el control del periodo de las oscilaciones utilizando una es-
quina de control, tema que no ha sido tan explorado como lo ha sido el control de amplitud. Por u´ltimo
es importante resaltar el potencial que tiene esta te´cnica para el control de sistemas cao´ticos partiendo del
hecho que, algunos sistemas, el caos es resultado del doblamiento de periodo de sen˜ales oscilatorias.
A manera de conclusio´n, el desarrollo del ana´lisis del control de ciclos lı´mites utilizando la teorı´a
de bifurcaciones, como es la colisio´n de esquina, en sistemas de mayor complejidad a los estudiados
actualmente, son un gran aporte al conocimiento cientı´fico de esta a´rea y adema´s, aporta una nueva
herramienta para su control. Es ma´s, esta investigacio´n podra´ en su momento, ser una base para el desarrollo
de controladores industriales, modelos de control biolo´gico o social, estrategias econo´micas, entre muchas
ma´s.
1.2. Estado del arte
1.2.1. Control de ciclos lı´mites
El estudio del control de Ciclos lı´mites ha sido de gran intere´s desde hace varias de´cadas. En los an˜os 60’s
se dieron varios trabajos relacionados con el tema. Entre estos se destaca el trabajo realizado por A. Gelb y
1Dos variables con oscilaciones autosostenidas
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W. Velde [7] en el an˜o de 1963. Estos autores presentaron el ana´lisis del control de ciclos lı´mites haciendo
uso de la funcio´n descriptiva dual y el modelado de entrada-salida del sistema.
Wang y Krstic [8] en el an˜o 1998 dieron a conocer una te´cnica de minimizacio´n de ciclos lı´mites llamada
“Bu´squeda extrema de la minimizacio´n para ciclos lı´mites”, en la cual se aplica un esquema realimentado
al sistema a controlar, y a trave´s de la introduccio´n de una sen˜al sinusoidal y un esquema de sintonizacio´n
permiten minimizar la amplitud del ciclo lı´mite, segu´n sus autores, al mı´nimo posible.
Aunque el teorema de Poincare´-Bendixson puede ser usado para probar la existencia de una solucio´n
perio´dica, en un dominio dado y cumpliendo ciertas restricciones, solo puede ser aplicado a sistemas en
R2 y no a sistemas de mayor orden. Como alternativa, entre el 2000 y 2001, Shahruz [9] establecio´ un
procedimiento para determinar la existencia de ciclos lı´mites en Rn. Tal procedimiento se basa en la
deteccio´n de los lı´mites de las variables de estado y la posterior desestabilizacio´n de los puntos de equilibrio
del sistema. En [10] se aplica tal procedimiento al sistema tridimensional de Lotka-Volterra.
Berns, Moiola y Chen [11] [1], en el an˜o 1997, plantearon un me´todo para el control de la amplitud de
oscilaciones en sistemas no lineales. Este me´todo es aplicado en el dominio de la frecuencia, utilizando
aproximaciones de balance armo´nico de alto orden (HBA Harmonic balance approximations). Esta´ basado
en la deteccio´n de la bifurcacio´n de Hopf dentro del espacio de para´metros y entonces se utiliza una ley de
realimentacio´n para el valor de los coeficientes de la curvatura, controlando ası´, el taman˜o de las oscilaciones
emergentes.
En el trabajo presentado por G. Chen [12] en el an˜o 2000 se muestra una recopilacio´n de algunos
sistemas de control para bifurcaciones; entre ellos destacan sistemas de control de bifurcaciones tipo Hopf y
consecuentemente el control de ciclos lı´mites. En este, se exhibieron algunas te´cnicas de control de amplitud
y multiplicidad de ciclos lı´mites planos basado en aproximaciones de balance armo´nico.
En el an˜o 2009 J. Tang [13] muestra un control realimentado de amplitud de ciclos lı´mites a partir
de me´todos de aproximacio´n, aplicado a sistemas de Van Der Pol. En el mismo an˜o, Y. Cui et al. [14]
basa´ndose en la teorı´a de la variedad central y de la reduccio´n de forma normal realizan un control no-lineal
realimentado de amplitud de ciclos lı´mites 3D en un sistema de Langford; vale destacar en este trabajo, la
alta complejidad para la definicio´n de las sen˜ales de control.
1.2.2. Usando teorı´a de bifurcaciones
En Julio de 1998 G. Yuan et. al. [15], demostraron que la gran mayorı´a de los feno´menos de bifurcacio´n
que se presentan en el convertidor buck se pueden clasificar como bifurcaciones de colisio´n de borde. Los
resultados de este trabajo marcan un precedente importante para varias investigaciones posteriores.
En el an˜o 2000, M. di Bernardo [16] expuso una te´cnica de control conmutado aprovechando que en varios
sistemas dina´micos, tales como dispositivos de vibro impacto o convertidores de potencia, tienen eventos de
bifurcaciones de borde. En dicho documento, se enfatiza el hecho que en los sistemas suaves a tramos o PWS
(Del ingle´s Piecewise Smooth) se pueden producir cambios drama´ticos cuando sus para´metros varı´an. Un
ejemplo de estos cambios son las repentinas transiciones desde un atractor perio´dico a uno cao´tico. Ası´ pues,
el autor propone una estrategia de control que lleva la dina´mica del PWS hacia un atractor deseable una vez
se detecta la bifurcacio´n de borde. Vale la pena destacar que el autor muestra la necesidad de implementar
esta teorı´a a sistemas de mayor orden.
Uno de los hallazgos ma´s importantes para la comprensio´n de la bifurcacio´n de colisio´n de esquina fue
la publicacio´n hecha por M. di Bernardo, C.J. Budds y A.R Champneys [17] en el an˜o de 2001, y en la
cual demostraron que, la bifurcacio´n de colisio´n de esquina implica una bifurcacio´n de borde. En el mismo
artı´culo, se estudian las caracterı´sticas y la clasificacio´n de la bifurcacio´n de colisio´n de esquina gene´rica y
se proponen herramientas para su ana´lisis y mejora la comprensio´n de este tipo de bifurcacio´n. Este trabajo
se convierte en base para las siguientes investigaciones relacionadas con las bifurcaciones de colisio´n de
4 1 Introduccio´n
esquina.
En el trabajo presentado por M. di Bernardo et al. [18] en 2002, se realizo´ un ana´lisis y clasificacio´n
de bifurcaciones no esta´ndares en sistemas realimentados suaves a tramos, con base en la definicio´n de
la C-bifurcacio´n dada por Feigin en 1970. Aquı´, di Bernardo et al. propusieron una clasificacio´n en:
colisiones de borde (border collision) para puntos fijos, bifurcaciones discontinuas de puntos de equilibrios,
bifurcaciones rozantes (grazing) en ciclos lı´mites y bifurcaciones deslizantes (sliding) para ciclos lı´mites.
El autor, clasifico´ a la bifurcacio´n colisio´n de esquina dentro de las bifurcaciones de borde, teniendo en
cuenta su asociacio´n a mapas normales suaves a tramos (PWS linear normal form maps). Y finalmente, los
autores enfatizaron: “Las bifurcaciones son mecanismos que resaltan la pe´rdida de estabilidad estructural
en sistemas realimentados (...) por lo tanto son instrumentos para el desarrollo de novedosas te´cnicas de
control para sistemas PWS”(Trad. desde el ingle´s de [18]).
Entre los an˜os de 2004 y 2005 Angulo, Fossas, Olivar y di Bernardo [19] [20] [2] [21], presentaron una
serie de trabajos que se basan en la teorı´a de bifurcaciones no suaves para el control de ciclos lı´mites.
Entre las te´cnicas ma´s representativas se encuentran: Control de ciclos lı´mites induciendo bifurcaciones de
rozamiento (Grazing), induciendo colisio´n - deslizamiento usando una esquina de control y principalmente
induciendo una bifurcacio´n de colisio´n de esquina. Se caracterizan por realizar el control a nivel local, de
la amplitud y estabilidad de ciclos lı´mites planos (2D), buscando minimizar el esfuerzo de control para tal
efecto.
Por u´ltimo, en el trabajo de tesis de doctorado presentado en el an˜o 2006 por Monica Comite [22] se
presenta el ana´lisis del control de ciclos lı´mites con bifurcaciones en sistemas discontinuos. Entre otros, en
este trabajo se aplican los conceptos de Angulo et al. [2] para mostrar la aplicacio´n de la te´cnica a un sistema
plano (Bifurcacio´n de Hopf) y a un sistema tridimensional (Sistema de Lotka Volterra); cabe resaltar que en
ambos casos se hace control de amplitud y se utiliza como flujo de control un campo vectorial constante.
Ası´, hasta el momento, este trabajo es la u´nica referencia en la cual se aplica la te´cnica de control de ciclos
lı´mites a un sistema de tercer orden utilizando el concepto de colisio´n de esquina.
1.3. Contribuciones
La te´cnica de control de ciclos lı´mites utilizando bifurcaciones de colisio´n de esquina que se encuentra en
el estado del arte, se ha desarrollado en general para sistemas planos, es decir donde dos variables oscilan,
y pocos trabajos [22] realizan su aplicacio´n a sistemas con tres variables. Esta investigacio´n consiste en
el ana´lisis la te´cnica mencionada para sistemas de tercer orden, que presenten ciclos lı´mites, buscando
determinar la forma ma´s adecuada del disen˜o del controlador. Para esto, se realiza el ana´lisis del proceso de
sı´ntesis desde la formalizacio´n de la esquina, hasta la aplicacio´n de la estrategia de control teniendo en cuenta
sus principales elementos. Por lo tanto, se ha analizado una serie de situaciones aplicadas principalmente a
sistemas 3-dimensionales e inclusive, parte de la teorı´a desarrollada, puede ser aplicada a sistemas 2D.
Se debe tener en cuenta que, el hecho de trabajar con sistemas de tercer orden, implica que se hagan ma´s
evidentes ciertos comportamientos que aquellos vistos en sistemas planos, en el sentido que habra´n a´reas
2D de flujo libre y a´reas restrictivas. Se realizo´, por lo tanto, un ana´lisis de transversalidad y deslizamiento
sobre la esquina ma´s alla´ de la vecindad al ciclo lı´mite, permitiendo encontrar las zonas de transversalidad,
deslizamiento o contra flujo de lı´neas de campo, este ana´lisis es de gran importancia dado que le permite al
disen˜ador del control garantizar el buen funcionamiento del controlador dentro de un rango definido; lo cual
no habı´a sido analizado anteriormente.
Ahora bien, algunos resultados de este trabajo son un aporte novedoso al ser la primera vez que se incluyen
en la teorı´a existente o bien, porque no habı´an sido profundizadas en este contexto. Dichas contribuciones
son:
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1. Control estableciendo punto de salida fijo.
2. Control de periodo de la o´rbita.
3. Ana´lisis de ruido controlando con colisio´n de esquina.
1.3.1. Control estableciendo punto de salida fijo
La te´cnica original contempla el control por colisio´n de esquina estableciendo un flujo fijo. Es decir, una
vez establecida la estructura y los valores para la dina´mica de control interna a la esquina, esta no cambiarı´a;
el control entonces se realiza principalmente variando el a´ngulo o penetracio´n de la esquina.
En esta investigacio´n, se plantea una nueva forma de utilizar la colisio´n de esquina, y consiste en definir el
punto por el cual saldra´n las lı´neas de flujo de la esquina. Este me´todo, tiene las siguientes ventajas:
1. Convergencia ma´s ra´pida: Dado que el punto por donde salen las lı´neas de flujo es fijo, una vez
se haga la primera correccio´n, el sistema converge a un ciclo lı´mite resultante y, mientras no se
presenten perturbaciones se mantendra´ en este. Ası´, se alcanza la convergencia al nuevo ciclo lı´mite
en el segundo periodo de control (Como ejemplo ver figura 4.12). Te´nganse en cuenta, que usando el
me´todo de flujo fijo, la convergencia al ciclo lı´mite resultante se produce asinto´ticamente a medida
que pasan varios ciclos (Ver figura 4.5) [2].
2. Mejor respuesta ante perturbaciones: Ya que cada vez que se ingresa a la esquina se envı´a el flujo
a un punto de salida fijo, la correccio´n de una perturbacio´n se hace dentro del siguiente ciclo, y una
vez se haga la correccio´n converge nuevamente al ciclo lı´mite objetivo.
3. Punto de salida como para´metro de control: Al modificar el punto de salida, se modifica la amplitud
del ciclo lı´mite resultante, de manera que se puede tomar este punto como para´metro de control de
amplitud.
Ası´, este me´todo dentro de la te´cnica es un aporte novedoso, ya que no se encuentra documentado en la
bibliografı´a y que promete ser un me´todo con mejores caracterı´sticas y ma´s sencillo que el me´todo con flujo
interno fijo en [2] [22] [19].
1.3.2. Control de periodo del ciclo lı´mite.
Una parte del trabajo presentado en este documento consiste en el uso de la te´cnica para controlar el
periodo del ciclo lı´mite. El control del periodo de ciclos lı´mites por colisio´n de esquina, consiste a grandes
rasgos, en controlar el tiempo que permanece el flujo de control adentro de la esquina de control y, por
consiguiente, se afecta el tiempo del periodo del ciclo lı´mite resultante. En esta investigacio´n se propone una
estructura de control, se analizan implicaciones, restricciones que se deben tener en cuenta e implicaciones
al realizar una implementacio´n pra´ctica. Se establece por lo tanto, un precedente para los futuros estudios
de control del periodo de un ciclo lı´mite utilizando te´cnicas basadas en teorı´a de bifurcaciones.
1.3.3. Ana´lisis de ruido
Un aspecto importante a tener en cuenta en las te´cnicas de control es su comportamiento con respecto a
condiciones ma´s reales, esto es: presencia de ruido, imprecisiones en el modelo, efectos no lineales, entre
otros. Con este fin, se realizaron simulaciones incluyendo ruido e imprecisiones que permitan determinar
cual sera´ el comportamiento de la te´cnica de control en funcio´n de estas perturbaciones y verificando ası´ su
estabilidad o vulnerabilidad al ser aplicada en modelos reales.
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1.4. Organizacio´n del documento
El presente documento esta´ organizando de la siguiente manera, en el capı´tulo 2 se presenta el marco
conceptual de los temas ma´s relevantes a la hora de definir el control por colisio´n de esquina. Posteriormente,
en el capı´tulo 3, se realiza la definicio´n formal de la te´cnica control por colisio´n de esquina para sistemas de
tercer orden, se describe adema´s, el esquema de control utilizando flujo fijo, punto de salida fijo y el control
de periodo. Se determinan sus caracterı´sticas y el proceso de sı´ntesis para la implementacio´n de cada una de
estas variantes.
Buscando corroborar lo mostrado en el capı´tulo 3, en el capı´tulo 4 se presentan dos ejemplos aplicando el
control por colisio´n de esquina en sus diferentes variantes. Se controlan dos sistemas, el primero, el sistema
de Ro¨ssler en el cual se enfatiza la comparacio´n entre el control usando flujo fijo con aquel que utiliza un
Punto de salida fijo y el segundo, el modelo presa-depredador o Lotka Volterra y el cual busca mostrar co´mo
se realiza el ana´lisis de transversalidad y deslizamiento de cada superficie de la esquina y su relacio´n con el
flujo del sistema y el flujo de control.
En el capı´tulo 5, a manera de investigacio´n exploratoria y trabajo futuro, se presenta la aplicacio´n de la
te´cnica de control al sistema de Ro¨ssler, en estado cao´tico, y se estudian los diferentes escenarios para
obtener o´rbitas n-periodicas del caos y viceversa. Finalmente, en el capı´tulo 6 se describen las principales
conclusiones y observaciones del presente trabajo.
2 Marco Conceptual General
En el presente capı´tulo se presentara´n los principales conceptos que permitira´n entender,
analizar, y desarrollar la te´cnica de control en investigacio´n; ya que para su posterior
comprensio´n y ana´lisis se hace imprescindible tener en cuenta herramientas matema´ticas tales
como teorı´a general de ciclos lı´mites, mapas de Poincare´, bifurcaciones de borde y esquina.
2.1. Orbitas perio´dicas y Ciclos Lı´mites
Las o´rbitas perio´dicas juegan un papel muy importante en varias areas del conocimiento, entre ellas la
biologı´a [3] [5], la economı´a [6], el caos [23], la ingenierı´a, etc. Por tal razo´n, es de gran importancia el
estudio del comportamiento y el control de estas. Wiggins [24] define una o´rbita perio´dica para un vector de
campo de la forma:
x˙ = f(x, t) x ∈ Rn (2.1)
y mapeo
x 7→ g(x) x ∈ Rn (2.2)
como:
Definicio´n 2.1. Orbitas perio´dicas [24]
Con respecto al vector de Campo - Una solucio´n de (2.1) a trave´s de x0 se dice perio´dica de periodo T , si
existe T > 0 tal que x(t, t0) = x(t+ T, x0) para todo t ∈ R.
Con respecto al mapeo - La o´rbita de x0 ∈ Rn se dice perio´dica de periodo k > 0 si gk(x0) = x0.
Es evidente que cualquier cualquier nT con n > 1 cumple con esta condicio´n, sin embargo se tomara´ co-
mo periodo al menor T que cumpla dicha relacio´n.
Muy ligado a esta definicio´n, se tiene los llamados Ciclos lı´mites, y que a grandes rasgos son una oscilacio´n
perio´dica autosostenida representada en un espacio de estados. Este comportamiento so´lo se puede encon-
trar en sistemas no lineales, y se caracterizan ya que son curvas cerradas y aisladas en este espacio. “La
trayectoria tiene que ser cerrada, indicando la naturaleza perio´dica del movimiento y aislada, indicando el
acotamiento del ciclo lı´mite.” [25].
Dependiendo del patro´n de movimiento de las trayectorias de la vecindad, en [25] se identifican tres tipos
de ciclos lı´mites (C.L.)(Ver Fig 2.1):
C.L. Estables Todas las trayectorias en la vecindad del ciclo lı´mite convergen al ciclo lı´mite, mientras
que t→∞.
C.L. Inestables Todas las trayectorias en su vecindad divergen en la medida que t→∞.
C.L. Semi-Estable Algunas trayectorias en la vecindad convergen, mientras que otras divergen mientras
t→∞.
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(a) Ciclo lı´mite estable (b) Ciclo lı´mite Inestable (c) Ciclo lı´mite Semiestable
Figura 2.1: Tipos de Ciclos lı´mites dependiendo de la convergencia de la vecindad
2.2. Mapa de Poincare´
El mapa de Poincare´ (Fig. 2.2) es una herramienta matema´tica muy utilizada en el estudio de sistemas
dina´micos. Permite simplificar el estudio de un sistema al producir un retrato con una dimension por debajo
de la dimensio´n original y adema´s, extrae la dina´mica en tiempo discreto de un sistema continuo.
En te´rminos generales, un mapa de Poincare´ (Ver Fig. 2.2) registra los eventos discretos del sistema
analizado al cruzar una seccio´n transversal Σ (llamada seccio´n de Poincare´). En dicha seccio´n se registran
elementos de dimension <n−1 y que, analizados en orden representan el mapa de retorno de P :
Σ → Σ. Usando la informacio´n del mapa de Poincare´ se pueden analizar comportamientos de manera
ma´s simplificada que si se hiciera con el sistema original, permitiendo ası´, un ana´lisis con menor peso
computacional.
Serı´a muy u´til tener un me´todo general para la construccio´n del mapa de Poincare´, sin embargo e´ste no
existe, y es debido a que, “la construccio´n del mapa de Poincare´ requiere de algu´n conocimiento de la
geometrı´a estructural del espacio de estados de la ODE que describe el sistema” (Trad. de [24]) y por
lo tanto, es necesario tener en cuenta las caracterı´sticas del sistema que se esta´ analizando para escoger la
estrategia ma´s adecuada para realizar un ana´lisis de este tipo. Hay varios me´todos registrados en la literatura
para la obtencio´n del mapa de Poincare´, pero dada la tema´tica de esta investigacio´n, se presentara´ u´nicamente
para o´rbitas perio´dicas.
2.2.1. Mapa de Poincare´ de o´rbitas perio´dicas
Conside´rese el sistema dina´mico continuo definido por,
x˙ = f(x), x ∈ Rn (2.3)
con f suave y se asume que (2.3) tiene una o´rbita perio´dica L0. To´mese un punto x0 ∈ L0 e introduzca una
seccio´n Σ transversal al ciclo en este punto (Ver Fig. 2.2).
La seccio´n transversal Σ es una hipersuperficie suave de dimensio´n n-1, e intersecta a L0 en un a´ngulo
diferente a cero; debido que la dimensio´n de Σ es uno menos que la dimensio´n del espacio de estado, se dice
que la Σ es de codimensio´n uno. Suponga que Σ se encuentra definida cerca del punto x0 sobre una funcio´n
escalar suave g : Rn → R1, g(x0) = 0 de manera que,
Σ = {x ∈ Rn : g(x) = 0} (2.4)
2.2 Mapa de Poincare´ 9
Figura 2.2: Representacio´n gra´fica del uso del mapa de Poincare´
Ahora, es necesario cumplir la condicio´n de transversalidad, esto es, la interseccio´n debe tener un a´ngulo
diferente a cero, tal que el gradiente
∇g(x) =
(
δg(x)
δx1
,
δg(x)
δx2
, ...,
δg(x)
δxn
)T
(2.5)
no sea ortogonal a L0 en x0, es decir,
〈∇g(x0), f(x0)〉 6= 0 (2.6)
donde 〈·, ·〉 es el producto escalar esta´ndar enRn. La escogencia ma´s simple de Σ es un hiperplano ortogonal
al ciclo L0 en x0 [26].
El ciclo en sı´ mismo es una o´rbita que comienza en un punto en Σ y regresa a Σ en el mismo punto
(x0 ∈ Σ) y dado que las soluciones de (2.3) dependen suavemente de sus puntos iniciales, una o´rbita que
comience en un punto x ∈ Σ suficientemente cercana a x0 tambie´n regresara´ a Σ transversalmente en un
punto x˜ ∈ Σ cerca de x0. Adema´s las o´rbitas cercanas tambie´n intersecara´n a Σ transversalmente. Ası´, se
construye un mapeo P : Σ→ Σ, esto es:
x→ x˜ = P (x) (2.7)
El mapa de Poincare´ P es definido localmente, y es suave en la medida que lo sea el lado derecho de (2.3)
e invertible cerca de x0 [26]. Tambie´n es importante notar que, todos los mapas de Poincare´ definidos con
respecto a cualquier seccio´n de Poincare´ transversal al flujo alrededor de una o´rbita perio´dica de una ODE
suave son localmente topolo´gicamente equivalentes [24], es decir, que siempre y cuando la seccio´n de
Poincare´ sea transversal su ubicacio´n no afectara´ los resultados del ana´lisis del sistema.
10 2 Marco Conceptual General
2.2.2. Mapas de corrimiento de tiempo
Cuando un sistema continuo en el tiempo presenta una oscilacio´n de periodo constante T0, la manera
ma´s simple de extraer un ana´lisis discreto es considerar el sistema en el espacio de estados generado por la
iteracio´n del mapa P = ϕT0 , donde ϕ es el operador de evolucio´n de flujo Σ → Σ. Este mapa es llamado
mapa de corrimiento de tiempo T0 a lo largo de las o´rbitas del sistema original [26]. Este mapeo se comporta
como un modelo estrobosco´pico tomando muestras de las variables de estado del sistema en un tiempo fijo
T0.
2.3. Bifurcacio´n por colisio´n de esquina
2.3.1. Sistemas suaves a tramos PWS y bifurcacio´n de colisio´n de borde
La bifurcacio´n por colisio´n de esquina se encuentra dentro del a´rea de estudio de los sistemas suaves a
tramos (o PWS por sus siglas en ingle´s: Piecewise smooth systems) los cuales se refieren a “un sistema
dina´mico cuyo espacio de fase puede ser dividido en regiones de dina´mica suave separado por muchas
fronteras de codimension uno” [17]
Existen feno´menos u´nicos para este tipo de sistemas, tales como la bifurcacio´n “de rozamiento” o grazing,
“chattering” y transicio´n al movimiento deslizante. Estas bifurcaciones incluyen el contacto con una frontera
Σ de cara´cter degenerativo en un espacio de fase local, D que separa en dos zonas con dina´mica suave. Se
supondra´ que se tiene una trayectoria acotada (tal como una o´rbita perio´dica) que se encuentra totalmente
en una de dichas zonas, en la medida que se cambia un para´metro, dicha trayectoria interseca a Σ dando la
posibilidad de dos comportamientos:
1. Sea Σ en si misma suave, y entonces sera´ un punto de tangencia ocurriendo una bifurcacio´n de
rozamiento (grazing).
2. Que Σ no sea suave y produzca otros comportamientos.
Cuando la frontera no es suave, se encuentra una teorı´a de bifurcaciones que resulta de mapas iterativos que
son localmente lineales a tramos; dichas bifurcaciones fueron llamadas C-bifurcaciones por Feigin [27] y
trabajadas ana´logamente por Nusse y Yorke, quienes denominaron a esta bifurcacio´n, Colisio´n de borde
(Border-collisio´n) [28]. La bifurcacio´n de borde se presenta cuando el espacio de estados se encuentra
dividido por superficies de “costura” (sewing) cuyos subespacios o dominios contienen dina´micas suaves
pero la transicio´n entre ellas son cambios abruptos, esto es, se producen saltos de los valores propios,
situacio´n que no podrı´a darse en un sistema dina´mico suave [29].
Para esta investigacio´n es importante dicho concepto ya que Mario di Bernardo en [17], demuestra que una
bifurcacio´n de colisio´n de esquina de un flujo implica una colisio´n de borde del punto asociado a un mapeo
de discontinuidad. Ası´, la colisio´n de esquina hereda caracterı´sticas de la colisio´n de borde.
2.3.2. Bifurcacio´n por colisio´n de esquina
Tal como se ha mencionado, en los sistemas suaves a tramos se tiene un conjunto de discontinuidades que
separan el espacio de estados. Para este caso conside´rese una discontinuidad en forma de esquina, esto es,
la interseccio´n entre dos superficies (Γ1 y Γ2) de codimensio´n uno en un a´ngulo diferente a cero, donde:
Γ1 := {x ∈ Rn : H1(x) = 0}
Γ2 := {x ∈ Rn : H2(x) = 0}
(2.8)
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Esta frontera divide el espacio en dos zonas, las cuales por convencio´n se denominara´n: S1 para la zona
interna a la esquina y S2 para la externa. A la interseccio´n de ambas superficies se notara´ como C y sera´ un
subconjunto (n − 2) dimensional de Rn. El paso de la trayectoria del flujo del sistema por un punto c ∈ C
es un evento de bifurcacio´n debido a que en la vecindad de la esquina, existen diferentes trayectorias que no
se comportan de forma similar con respecto a las regiones S1 y S2. Si la trayectoria de una o´rbita perio´dica
aislada p(t) cambia al interactuar con la esquina mencionada, entonces se dice que se ha producido una
bifurcacio´n de colisio´n de esquina [17]. Existen ba´sicamente 2 tipos de bifurcacio´n tipo colisio´n de esquina
Figura 2.3: Descripcio´n de esquina
: externa e interna. Segu´n la figura. 2.3, (a) representa una evento de bifurcacio´n externa (No´tese que en la
te´cnica planteada las bifurcaciones sera´n de este tipo) y (b) una bifurcacio´n de colisio´n de esquina interna.
Un tercer escenario puede ocurrir: (c), sin embargo, este no es catalogado como colisio´n de esquina, entre
otras consideraciones debido a que primero, no existe unicidad en tiempo inverso y segundo, se pueden
presentar deslizamientos. Entonces, excluyendo el caso (c), una condicio´n suficiente para que ocurra esta
bifurcacio´n consiste en garantizar la interseccio´n de una o´rbita perio´dica p(t) con la variedad C y dado que
se puede escoger la fase de p(t) para lo cual esto ocurra, entonces una colisio´n de esquina es una bifurcacio´n
de codimensio´n uno [17].
3 Control de Ciclos lı´mites a trave´s de
bifurcaciones de colisio´n de esquina
Se presenta la teorı´a general relacionada con la te´cnica control de ciclos lı´mites a trave´s de
la bifurcacio´n de colisio´n de esquina para sistemas de tercer orden. Se definen las condiciones
necesarias para que no exista deslizamiento sobre las fronteras de la esquina y que cumpla las
condiciones de transversalidad. Posteriormente, se analizan las variantes de la te´cnica, es decir,
control por colisio´n de esquina imponiendo un Flujo fijo e imponiendo un Punto de salida fijo.
Acto seguido, se presenta el control del periodo del ciclo lı´mite y finalmente se establecen los
criterios para determinar el esfuerzo de control al aplicar la te´cnica.
3.1. Resumen
El control realimentado a trave´s de bifurcacio´n tipo esquina, tal como lo presentaron Angulo et. al.
[2, 19, 20] y otros trabajos con respecto al tema [22], es una te´cnica que permite controlar la amplitud o
sistemas cuasiperio´dicos. Se utiliza una frontera en forma de esquina formada al utilizar dos hiperplanos de
codimensio´n uno con respecto a la dimensio´n del sistema (Ver seccio´n 2.3.2). Esta frontera al interactuar
con el flujo ocasiona cambios que, dependiendo de ciertos para´metros, producen alteracio´n del flujo y por
dicha razo´n se denomina bifurcacio´n de colisio´n de esquina. Esta esquina de control divide el espacio de
estados en dos regiones, una, en la cual el sistema evoluciona libremente (S2) y otra interna a la esquina,
donde se realiza el control (S1). El ana´lisis de control se realiza mediante el uso del mapa de Poincare´ y
consiste en cambiar el punto fijo inicial (ciclo lı´mite del sistema continuo) hacia un nuevo punto fijo, el cual
correspondera´ a un nuevo ciclo lı´mite del sistema con diferente amplitud. Es importante resaltar que esta
te´cnica actu´a localmente y cerca del punto fijo del ciclo lı´mite original, por lo tanto, no se pretende realizar
control global del sistema.
Las principales ventajas que propone esta te´cnica de control son:
1. Al ser un control local no se cambia significativamente la dina´mica del sistema.
2. El esfuerzo de control es relativamente menor al esfuerzo realizado por te´cnicas cla´sicas.
3. Dependiendo del sistema se podrı´a usar la teorı´a de bifurcaciones no suaves para el disen˜o de
controladores, lo que permitirı´a un estudio ma´s detallado de su comportamiento.
3.2. Descripcio´n de la te´cnica
Conside´rese el sistema de la forma:
x˙ = F(x) + B(x)u (3.1)
donde F := (f1, f2, · · · , fn) : Rn 7→ Rn, suave y diferenciable al menos en la regio´n de intere´s
D ∆= (S1 ∪ S2 ∪ Σ1 ∪ Σ2 ∪ C) ⊂ Rn y B(x) es la matriz asociada al vector de control u. S1 y S2
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corresponden a los espacio interno y externo de la esquina de control respectivamente; Σ1 y Σ2 son los
hiperplanos que forman la esquina y C corresponde a la interseccio´n de estos hiperplanos y es de dimensio´n
(n − 2). Para una mejor ilustracio´n ve´ase la figura 3.1. Se asumira´ que el sistema exhibe un ciclo lı´mite
estable de periodo T , esto es x(t) = x(t + T ), donde T es el menor nu´mero real que satisface la anterior
ecuacio´n .
Figura 3.1: Esquema general de control con colisio´n de esquina
El procedimiento para aplicar el control a trave´s del concepto de bifurcacio´n de colisio´n de esquina
consiste en los siguientes pasos:
Determinar los hiperplanos que compondra´n la esquina, teniendo en cuenta condiciones de
transversalidad, condiciones de deslizamiento o contraposicio´n de lı´neas de flujo.
Escoger una seccio´n de Poincare´ apropiada.
Determinar el flujo interno de la esquina respetando las restricciones encontradas en el primer paso.
Validar la efectividad a trave´s de simulaciones nume´ricas.
3.2.1. Definicio´n de esquina
Se pretende disen˜ar un controlador que permita modificar la amplitud y/o la frecuencia del ciclo lı´mite
dentro de la regio´n dada por una esquina de control definida como:
Σ1 := {x ∈ Rn : H1(x) = 0}
Σ2 := {x ∈ Rn : H2(x) = 0}
(3.2)
La interseccio´n entre Σ1 y Σ2 se denotara´ como C y sera´ de dimensio´n (n − 2) en el espacio de estados
Rn. Por las caracterı´sticas del esquema de control, la sen˜al de control sera´ de naturaleza conmutada, por lo
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(a)
(b)
(c)c
Figura 3.2: Proceso de bifurcacio´n de colisio´n de esquina. (a) Ciclo lı´mite original. (b) Bifurcacio´n de colisio´n de
borde (c) Colisio´n de esquina y destruccio´n del ciclo lı´mite.
tanto, se define como:
u =
{
Φ(x) = −F(x) + K(x;µ) si x ∈ S1
0 si x ∈ S2
(3.3)
Esto es, una vez ingrese a la esquina de control se contrarresta el flujo del sistema y se impone la dina´mica
deseada K(x;µ). Segu´n el disen˜o de control. La dina´mica K puede ser constante o funcio´n de x o cambiar
en funcio´n de un para´metro de control µ. Por fuera de la esquina de control se permite al sistema evolucionar
libremente.
En la figura 3.2 se muestra el proceso de una tı´pica bifurcacio´n de colisio´n de esquina. El paso de la
trayectoria del flujo del sistema por un punto c ∈ C es un evento de bifurcacio´n debido a que en la
vecindad de la esquina, existen diferentes trayectorias que no se comportan de forma similar con respecto
a las regiones S1 y S2, y por lo tanto, se cataloga como bifurcacio´n de colisio´n de esquina (Seccio´n 2.3.2).
No´tese, adema´s, que la te´cnica presentada corresponde a una bifurcacio´n de colisio´n de esquina externa tal
como se presenta en [17]. Dado que cada zona S1 y S2 tiene un flujo vectorial diferente, entonces se puede
expresar el sistema controlado como:
x˙ =
{
F1(x) si x ∈ S2
F2(x) si x ∈ S1 (3.4)
Donde F2(x) es la dina´mica resultante una vez aplicado el control al interior de la esquina e idealmente
corresponde a la dina´mica aplicada K(x), sin embargo, debido a las imprecisiones del modelo, ruido o
perturbaciones generalmente es diferente.
3.2 Descripcio´n de la te´cnica 15
3.2.2. Mapa de Poincare´
El control de amplitud del ciclo lı´mite se analiza a partir de la inclusio´n de una seccio´n de
Poincare´ (Ver seccio´n 2.2). Cuando el ciclo lı´mite no se encuentra afectado por el control, en el mapa
de Poincare´ corresponde a un punto fijo p0. Si se cambia esta ubicacio´n a un nuevo punto fijo p1, usando la
esquina de control, entonces se produce un cambio en la amplitud del ciclo lı´mite. En el caso del control de
la frecuencia, en el mapa de Poincare´ se podra´ mantener el punto fijo asociado al ciclo lı´mite sin cambios
(Control de frecuencia sin cambiar la amplitud) o cambiarlo segu´n las necesidades de control (Control de
frecuencia y amplitud simultaneo). Con un ciclo lı´mite 3D, se define un mapa de Poincare´ bidimensional,
por lo tanto para mostrar la evolucio´n del mapa de Poincare´, es necesario utilizar una variable como el
tiempo que ayude a determinar la secuencia o evolucio´n temporal de cada corte con la seccio´n (2D) de
Poincare´ produciendo una secuencia de puntos dentro de un espacio tridimensional.
3.2.3. Condiciones de transversalidad y deslizamiento
Con el fin de garantizar la penetracio´n del flujo en la esquina de control se debe comprobar que el flujo
sea transversal a los hiperplanos, esto es comprobar que:
< Fi,∇Hi >6= 0 (3.5)
Ahora, debido a que los flujos deben corresponder en sentido, y se deben evitar deslizamientos sobre la
frontera, entonces se deben cumplir ciertas restricciones de frontera [17]:
〈Fi,∇H1〉 < 0
〈Fi,∇H2〉 > 0
(3.6)
Note que, al garantizar las ecuaciones (3.6) se cumple tambie´n la ec. (3.5) y por consiguiente la
transversalidad de cada flujo con respecto a los hiperplanos.
En general, no es posible asegurar que todo el hiperplano cumpla con (3.6), por lo tanto, este ana´lisis
consistira´ en identificar la(s) zona(s), sobre los hiperplanos, que cumplan con las condiciones de
transversalidad y no deslizamiento, y aquellas zonas que posean comportamientos como deslizamientos,
contraflujo o chattering. Donde deslizamiento se produce cuando las lı´neas de flujo evolucionan sobre la
frontera de discontinuidad, el contraflujo cuando los flujos, desde ambos lados de la frontera, se encuentran
en sentidos opuestos y chattering cuando se produce una oscilacio´n de frecuencia y amplitud finita sobre la
discontinuidad.
Ya que la te´cnica en mencio´n posee dos dina´micas principales F1(x) y F2(x), la ec. (3.6) se expande en:
〈F1(x),∇H1〉 < 0 (3.7a)
〈F2(x),∇H1〉 < 0 (3.7b)
〈F1(x),∇H2〉 > 0 (3.7c)
〈F2(x),∇H2〉 > 0 (3.7d)
Cada una de estas ecuaciones corresponde a la interaccio´n entre uno de los flujos y los hiperplanos que
componen la esquina de control:
1. [ 〈F1(x),∇H1〉 < 0 ] Flujo del sistema F (x) con el hiperplano de ingreso a la esquina Σ1. Aquı´ se
definen la zona por la que se garantiza que el ciclo lı´mite ingrese a la esquina de control.
2. [ 〈F2(x),∇H1〉 < 0 ] Garantiza la transversalidad del flujo interno con el hiperplano de ingreso a la
esquina, importante para establecer continuidad del flujo entrante con el interno.
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3. [ 〈F1(x),∇H2〉 > 0 ] Permite definir la zona por las que al salir el flujo de la esquina, tendra´ conti-
nuidad. En las zonas que no se cumpla, el flujo del sistema estara´ en direccio´n opuesta a la direccio´n
del flujo de control, y al intentar salir podra´ existir deslizamiento, chattering o contra flujo.
4. [ 〈F2(x),∇H2〉 > 0 ] Garantiza que el flujo interno salga de la esquina y adema´s no presente
deslizamiento. En funcio´n de para´metros del sistema, ayuda a definir aquellas zonas por las cuales
el flujo interno sale transversalmente y sin deslizamiento.
Al cumplirse los puntos 1 y 2 se garantiza que no habra´ deslizamiento ni chattering en la ingreso del flujo en
la esquina de control. Si los puntos 2 y 3 se cumplen, entonces se garantiza que el flujo saldra´ de la esquina
sin los problemas antes mencionados.
Este ana´lisis permite definir restricciones ri, que corresponden a las fronteras entre zonas de flujo libre y
aquellas zonas donde se presentan efectos indeseables. Este ana´lisis es de gran importancia debido a que le
permite al disen˜ador del sistema de control:
1. Encontrar las restricciones de disen˜o que el controlador debe respetar para garantizar el buen
comportamiento del sistema controlado.
2. Definir zonas controlables que permitan establecer una esquina de control que garantice en su totalidad
la buena operacio´n del controlador.
3. Establecer los para´metros de control dentro de rangos definidos por las restricciones encontradas.
3.3. Te´cnica para sistemas de Tercer orden (3D)
En sistemas tridimensionales se cuenta con una variedad ma´s amplia de escenarios que en sistemas planos.
“Los sistemas tridimensionales auto´nomos (...) pueden mostrar una amplia diversidad de periodicidad,
periodicidad multiple y flujo cao´tico dependiente de los valores de uno o ma´s para´metros de control” [30].
Dado que la dina´mica de control se impone dentro de la esquina de control, se puede asumir sin pe´rdida de
generalidad que la matriz B(x) es la identidad. Por lo tanto, de (3.4) el caso tridimensional tendra´ la forma:
x˙1 = f1(x) + u1
x˙2 = f2(x) + u2
x˙3 = f3(x) + u3
(3.8)
Ahora, ya que el sistema se encuentra en un sistema tridimensional, los hiperplanos de la esquina de control
sera´n bidimensionales, ası´ como tambie´n la seccio´n de Poincare´. Como se ha mencionado anteriormente,
sobre los hiperplanos se establecera´n zonas de libre flujo y zonas con efectos no deseables, e´stas se definira´n
en un espacio bidimensional, sobre el hiperplano que se realiza el ana´lisis. El punto c ∈ C es unidimensional
y corresponde al punto de contacto del ciclo lı´mite con la variedad C, esto es, la interseccio´n entre los dos
planos que forman la esquina.
Ahora bien, dependiendo de las caracterı´sticas de la dina´mica resultante K(x, µ), se clasifica el control
en:
Control por flujo fijo: La dina´mica K, una vez sea establecida, no cambiara´. Se podra´ modificar la
amplitud del ciclo lı´mite variando la penetracio´n o apertura de la esquina.
Control por flujo variable: En este caso, la apertura y penetracio´n de la esquina de control
permanecera´ fija. La dina´mica K cambiara´ en funcio´n de uno o ma´s para´metros de control y el punto
de ingreso a la esquina. El caso ma´s representativo es el control por punto de salida fijo.
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3.3.1. Control de CLs con flujo interno fijo
Figura 3.3: Caso cuando el flujo interno es constante
Una de las formas directas de controlar un ciclo lı´mite a partir de una esquina de control, es aplicar un
campo fijo dentro de la zona de control (Fig. 3.3). Es decir el flujo interno en el caso tridimensional es de la
forma:
x˙1 = f21(x)
x˙2 = f22(x)
x˙3 = f23(x)
(3.9)
En este caso, f21, f22 y f23 no cambiara´n en el control. Para controlar la amplitud del ciclo lı´mite se
modifica la penetracio´n (Ver Fig. 3.4) y/o apertura (Ver Fig. 3.5) de la esquina. La convergencia es asinto´tica,
produciendo un cambio ma´s suave para obtener ciclo lı´mite resultante. Debido a este comportamiento,
el tiempo de permanencia dentro de la esquina tiende a un valor de estado estacionario cuando el flujo
se encuentra suficientemente cerca del ciclo lı´mite resultante, lo que puede producir cambios de fase y/o
frecuencia.
Este esquema de control se ajusta a aquellos procesos donde necesite aproximarse al ciclo lı´mite de
manera suave y que adema´s no se vea afectado por la variacio´n de fase o frecuencia inicial.
3.3.2. Control de CLs con punto de salida fijo
A diferencia del control con flujo fijo, en este tipo de control, la apertura y penetracio´n de la esquina
de control permanecen fijas. La dina´mica K(x), y por lo tanto F2(x), cambiara´ en funcio´n de uno o ma´s
para´metros de control. Para este caso se ha tomado como para´metro el punto Psal por el cual deben salir las
lı´neas de flujo, es decir, el flujo sera´ de la forma:
x˙1 = f21(x;Psalx1)
x˙2 = f22(x;Psalx2)
x˙3 = f23(x;Psalx3)
(3.10)
El valor de [x˙1, x˙2, x˙2] dependera´ entonces de la ubicacio´n por la cual el ciclo lı´mite ingresa a la esquina de
control y el valor establecido de la salida Psal. Dependiendo de la escogencia de F2(x) se debera´ realizar
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(a) (b)
(c) (d)
Figura 3.4: Control de amplitud variando la penetracio´n de la esquina de control
el ana´lisis correspondiente para determinar los valores de los para´metros que permitan que el flujo salga
por Psal, dependiendo del sistema dina´mico, el ana´lisis puede ser ma´s o menos complejo. Por lo tanto, por
conveniencia de ana´lisis e implementacio´n, se escoge F2(x) constante de manera que, las lı´neas de flujo
sean rectas, esto es:
x˙1 = γ
x˙2 = δ
x˙3 = η
(3.11)
donde γ, δ, η ∈ R1, lo que permite asumir la siguiente aproximacio´n:
∆x1
∆t1
=
x1f−x1ini
∆t = γ
∆x2
∆t2
=
x2f−x2ini
∆t = δ
∆x3
∆t3
=
x3f−x3ini
∆t = η
(3.12)
xini corresponde al punto de cruce del flujo con Σ1 y xf correspondera´ al punto de salida Psal,
consecuentemente, la diferencia (xf − xini) multiplicada por un factor de 1∆t (tiempo dentro de la esquina)
definira´ el valor de [γ, δ, η], para el cual las lı´neas del flujo interno salgan por el punto deseado. En la figura
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(a) (b)
(c) (d)
Figura 3.5: Control de amplitud variando el a´ngulo de la esquina de control
3.6 se puede observar este concepto. Ası´ pues, sin importar la ubicacio´n de ingreso a la esquina, las lı´neas
de flujo saldra´n siempre por el mismo lugar.
Caracterı´sticas del esquema
Este esquema presenta varias caracterı´sticas:
La convergencia hacia el nuevo ciclo lı´mite se presenta en un periodo de oscilacio´n y no es asinto´tico,
por lo tanto este me´todo de control es ma´s ra´pido que utilizando un control con flujo interno fijo; sin
embargo, este cambio puede ser ma´s abrupto.
Ante perturbaciones externas, el sistema retorna al ciclo lı´mite en un tiempo inferior a su periodo de
oscilacio´n.
El punto de salida permite definir con mayor exactitud la amplitud del ciclo lı´mite resultante, algo que
es ma´s difı´cil y menos preciso de establecer en el control utilizando flujo fijo [2].
La restriccio´n del flujo interno y el plano Σ2, se puede satisfacer directamente al escoger Psal dentro
de un a´rea transversal y sin posibilidad de deslizamiento.
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Figura 3.6: Flujo hacia un mismo punto de salida
Permite tener un control ma´s explı´cito del tiempo dentro de la esquina de control, lo cual permite
controlar el periodo del ciclo lı´mite, como se explicara´ en la siguiente seccio´n.
3.3.3. Control de periodo/frecuencia del ciclo lı´mite
Hasta ahora se ha visto co´mo el uso de una esquina de control permite la modificacio´n de la amplitud del
ciclo lı´mite ya sea usando un flujo interno fijo o un punto de salida fijo. La te´cnica de control por colisio´n de
esquina permite la modificacio´n, dentro de un rango definido, del periodo del ciclo lı´mite sabiendo que el
flujo interno se impone con las caracterı´sticas deseadas, entre ellas el tiempo que demora el flujo en salir de
la esquina. Por lo tanto, se puede cambiar el periodo del ciclo lı´mite resultante, aumentando o disminuyendo
el tiempo de permanencia del flujo en el interior de la esquina. No´tese, sin embargo, que el lı´mite inferior
del periodo resultante estara´ supeditado por el flujo F1(x) externo a la esquina.
Supo´ngase nuevamente un sistema de la forma 3.1 que presenta un ciclo lı´mite estable de periodo T . El
primer paso que se debe hacer consiste en determinar el tiempo que se demora el ciclo lı´mite sin controlar
desde que ingresa a la esquina (x∗1) hasta que sale de ella (x∗2), este tiempo se denomina ta (Ver Fig 3.7);
ası´ el tiempo por fuera de la esquina sera´ tb = T − ta. Si se define el tiempo que se demora el flujo de
control en salir de la esquina tc, entonces el nuevo periodo Tˆ sera´ igual a:
Tˆ = tb + tc
= T − ta + tc
= T + τ
(3.13)
donde
τ = tc − ta
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Figura 3.7: El tiempo dentro de la esquina si no se aplica control serı´a de ta, este sera´ el tiempo de referencia para
realizar el control del periodo
Dependiendo de las caracterı´sticas del flujo interno, cada problema de control de tiempo dependera´ de los
para´metros que ajusten la rapidez del flujo.
Siendo estrictos, el control de tiempo no podrı´a definirse en un control de flujo fijo (seccio´n 3.3.1), ya que al
tratar de controlar el tiempo se deben cambiar las caracterı´sticas del flujo perdiendo su naturaleza invariante.
Por otro lado, resulta ma´s pra´ctico implementar el control de tiempo en un esquema de control por punto de
salida fijo (seccio´n 3.3.2), esto debido a que se conoce de antemano el punto de salida y junto con el punto
de ingreso a la esquina, se pueden realizar los ca´lculos necesarios para encontrar los para´metros del flujo
que cumpla el tiempo deseado dentro de la esquina de control.
Ası´ pues, supo´ngase un problema de control por punto de salida fijo y con un flujo de la forma:
x˙ = K (3.14)
Donde K ∈ Rn es un vector de constantes que define la dina´mica del flujo interno a la esquina. Se escoge
esta dina´mica debido a:
Es suficiente para la mayorı´a de problemas de control conmutado por colisio´n de esquina.
Permite definir un control con menor costo computacional.
Resulta ma´s fa´cil realizar el disen˜o de control.
En este sentido, se realiza la siguiente aproximacio´n:
∆x
∆t
=
x∗2 − x∗1
tout − tin =
1
tc
(x∗2 − x∗1) = K (3.15)
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Por lo tanto, si se tiene predefinido el punto de salida y se conoce el punto de ingreso, se puede definir
el valor de K estableciendo el valor de tiempo tc deseado al interior de la esquina y por consiguiente, se
modifica el periodo del ciclo lı´mite en un rango teo´rico igual a [tb + tc,∞) donde tc > 0 el cual, en la
pra´ctica, dependera´ de las restricciones del elemento controlador y del sistema a controlar.
3.3.4. Esfuerzo de control
Una de las caracterı´sticas principales del control utilizando bifurcacio´n de esquina consiste en tener menor
esfuerzo de control. Debido a la naturaleza conmutada de las sen˜ales de control, el esfuerzo requerido para
modificar la amplitud o frecuencia de las oscilaciones sostenidas se concentra en el intervalo de tiempo en
que el flujo interno se demora en salir de la esquina.
Para el ca´lculo del esfuerzo de control, se usa la norma cuadra´tica:
urms =
√
1
T
∫ T
0
‖u(x, τ)‖2 dτ (3.16)
y para el caso tridimensional:
urms =
√
1
T
[∫ T
0
u1(x, τ)2dτ +
∫ T
0
u2(x, τ)2dτ +
∫ T
0
u3(x, τ)2dτ
]
(3.17)
donde u1, u2, u3 son las componentes de la sen˜al de control en cada una de las variables de estado y
T es el periodo del ciclo lı´mite. Con (3.17) se procedera´ a determinar si la te´cnica de control desarrollada
requiere ma´s o menos control que otras comu´nmente utilizadas en la teorı´a de control.
El siguiente capı´tulo se aplicara´n los conceptos mostrados anteriormente, en dos ejemplos enfocados de
la siguiente forma: Primero, el control por colisio´n de esquina de la amplitud del sistema de Ro¨ssler con
flujo fijo y con punto de salida fijo, esto con el fin de comparar los dos me´todos. Segundo, el control de
amplitud y periodo del sistema Lotka-Volterra haciendo e´nfasis en el ana´lisis de las areas de transversalidad
y deslizamiento; se compara adema´s la te´cnica con un esquema cla´sico de control.
4 Ejemplos de aplicacio´n de la te´cnica de
control
Se presentan un par de ejemplos de aplicacio´n del esquema de control para dos sistemas que
tienen al menos un ciclo lı´mite tridimensional. El primero consiste en el sistema cao´tico de
Ro¨ssler, en este ejemplo se centra el estudio en comparar el uso de flujo fijo con el Punto de
salida fijo para la aplicacio´n de la te´cnica de control usando colisio´n de esquina. El segundo
sistema estudiado, es el modelo depredador presa o Lotka Volterra, y para el cual se enfatiza en
el estudio de la transversalidad y no deslizamiento. Esto permite definir a´reas de libre cruce y
a´reas que pueden presentar conflictos.
4.1. Aplicacio´n de la te´cnica de control al atractor cao´tico de
Ro¨ssler
El atractor de Ro¨ssler es un sistema tridimensional que contiene una alta variedad de comportamientos
dina´micos en funcio´n del cambio de sus para´metro. Fue disen˜ado por el bio´logo alema´n Otto Ro¨ssler en
1976 y publicado en [31]:
x˙ = −(y + z)
y˙ = x+ ay
z˙ = b+ xz − cz
(4.1)
en particular a este modelo matema´tico se le conoce como sistema de Ro¨ssler de primer tipo [32].
Esta ODE se caracteriza por presentar ruta hacia el caos a partir de doblamiento de periodos fijando 2
para´metros cualquiera y variando el restante. Para la aplicacio´n de control utilizando colisio´n de esquina se
tomara´ como referencia el ana´lisis realizado por Zhanybai Zhusubaliyev [29]. Entre los hallazgos mostrados,
se encuentran: primero una bifurcacio´n de Hopf en a ≈ 0.12496 al fijar b = 2.0 y c = 4, posteriormente
en a ≈ 0.33 se inicia un doblamiento de periodo y finalmente en a ≈ 0.38 se produce la transicio´n al caos,
en la figura 4.1 se muestran algunos casos representativos de cada situacio´n. Por lo tanto, se tiene un rango
de valores entre los cuales el sistema exhibe un ciclo lı´mite tridimensional, y el cual se usara´ para aplicar
el control estudiado aquı´. Se tomara´n los valores a = 0.2 b = 2.0 y c = 4.0, los cuales producen un ciclo
lı´mite tal como se muestra en la figura 4.2 y sus proyecciones sobre los planos coordenados.
El sistema (4.1) tiene dos puntos de equilibrio [32], siempre y cuando c2 ≥ 4ab:
E1 =
(
1
2
(
c+
√
c2 − 4ab
)
,− 1
2a
(
c+
√
c2 − 4ab
)
,
1
2a
(
c+
√
c2 − 4ab
))
(4.2a)
E2 =
(
1
2
(
c−
√
c2 − 4ab
)
,− 1
2a
(
c−
√
c2 − 4ab
)
,
1
2a
(
c−
√
c2 − 4ab
))
(4.2b)
Reemplazando los valores dados se obtienen los puntos de equilibrio: E1 = [3.8974 − 19.4868 19.4868]
y E2 = [0.1026 − 0.5132 0.5132], el u´ltimo asociado al ciclo lı´mite.
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(a) Foco estable, a = 0.05 b = 2.0 y c = 4.0 (b) Ciclo lı´mite, a = 0.2 b = 2.0 y c = 4.0
(c) Solucio´n de periodo 2. a = 0.34 b = 2.0 y c = 4.0 (d) Caos. a = 0.43 b = 2.0 y c = 4.0
Figura 4.1: Escenarios que presenta el sistema de Ro¨ssler al variar el para´metro a
Para aplicar la te´cnica de control se escogen los siguientes hiperplanos, de manera que se intersecte el ciclo
lı´mite en estudio:
Σ1 = {(x1, x2, x3)/H1(x) := −x1 = 0}
Σ2 = {(x1, x2, x3)/H2(x) := x2 + 1.5x1 + 2.5 = 0}
(4.3)
Estos hiperplanos, se encuentran en un a´ngulo diferente a cero.
4.1.1. Ana´lisis de transversalidad y deslizamiento
Como se ha mencionado en varias ocasiones es importante asegurar que los hiperplanos que componen la
esquina sean transversales a los vectores de campo y que no exista deslizamiento sobre los hiperplanos que
componen la esquina, para esto se deben cumplir las siguientes condiciones:
〈Fi,∇H1〉 < 0
〈Fi,∇H2〉 > 0
4.1 Aplicacio´n de la te´cnica de control al atractor cao´tico de Ro¨ssler 25
(a) Vista tridimensional (b) Proyeccio´n sobre el plano XY
(c) Proyeccio´n sobre el plano XZ (d) Proyeccio´n sobre el plano YZ
Figura 4.2: Ciclo lı´mite en el sistema de Ro¨ssler usando los valores a = 0.2 b = 2.0 y c = 4.0
En primer lugar se calculan los gradientes de los planos:
H1 = −x1
∇H1 = −1xˆ1
(4.4)
H2 = x2 + 1.5x1 + 2.5
∇H2 = 1.5xˆ1 + xˆ2
(4.5)
Ahora, se buscan las restricciones que debe cumplir el controlador en funcio´n de cada flujo y la esquina
seleccionada.
Campo vectorial F1 y ana´lisis de transversalidad y deslizamiento
Ana´lisis de transversalidad y deslizamiento entre F1 y H1 〈F1,∇H1〉 < 0: Se analiza la
transversalidad del flujo de campo del sistema F1 con el hiperplano H1 correspondiente a la zona por donde
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el flujo ingresa a la esquina.
〈[f1, f2, f3], [−1, 0, 0]〉 < 0
−f1 < 0
(4.6)
esto es f1 = −x2 − x3 < 0 := ra, de manera que para que el flujo del sistema sea transversal con
el hiperplano H1 se debe cumplir la anterior desigualdad. Por lo tanto, cuando −x2 − x3 > 0 ocurre
deslizamiento.
Ana´lisis de transversalidad y deslizamiento entre F1 y H2 〈F1,∇H1〉 > 0: Ahora se hace el
estudio de la transversalidad del flujo del sistema F1 con respecto al hiperplano H2:
〈[f1, f2, f3], [1.5, 1, 0]〉 > 0
1.5f1 + f2 > 0
−1.5x2 − 1.5x3 + x1 + ax2 > 0
(4.7)
dado que el estudio de transversalidad se realiza sobre el plano x1 = 0 se reemplaza este valor en (4.7):
x3 <
kx2 − 53
1.5
:= rb (4.8)
donde k = a− 2.1667, y para el ejemplo a = 0.2, por lo tanto, k = −1.9667.
Como se puede observar en la figura 4.3 es posible escoger una esquina de control que cumpla en su
totalidad con las condiciones de transversalidad con la dina´mica de la planta. En este orden de ideas, se
define la esquina:
Σ1 = {(x1 = 0,−4.5 < x2 < −1, 0 < x3 < 0.8)/H1(x) := −x1 = 0}
Σ2 = {(x1 = 0,−4.5 < x2 < −1, 0 < x3 < 0.8)/H2(x) := x2 + 1.5x1 + 2.5 = 0}
(4.9)
De esta manera se limita el alcance de la esquina de control y se garantiza que esta se encuentre dentro de
una zona de transversalidad en toda su a´rea de operacio´n, Ver Figura 4.4.
Campo vectorial F2 y ana´lisis de transversalidad
Para el flujo interno se toma un campo lineal y constante:
x˙1 = γ
x˙2 = δ
x˙3 = η
donde {γ, δ, η} ∈ R. Igual al ana´lisis hecho con el flujo F1, es importante que se definan las condiciones
que permitan garantizar la transversalidad y no deslizamiento de cada uno de los hiperplanos con el flujo de
control F2.
Ana´lisis de transversalidad y deslizamiento entre F2 y H1 Se aplica el producto interno entre el
flujo de control y el gradiente del hiperplano:
〈[γ, δ, η], [−1, 0, 0]〉 < 0
−γ < 0
γ > 0
(4.10)
Por lo tanto, para este ejemplo es suficiente que γ sea mayor que cero para que el flujo sea transversal y no
deslice en H1.
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(a)
(b)
Figura 4.3: Restricciones del flujo del sistema con respecto a los hiperplanos que forman la esquina
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Figura 4.4: Esquina de control reducida permitiendo total transversalidad con el flujo del sistema
Ana´lisis de transversalidad y deslizamiento entre F2 y H2 Se realiza el estudio correspondiente
entre el flujo de control y el hiperplano de salida:
〈[γ, δ, η], [1.5, 1, 0]〉 > 0
1.5γ + δ > 0
δ > −1.5γ
(4.11)
Si δ = −1.5γ el flujo F2 tendrı´a una direccio´n en sentido paralelo con el hiperplano H2 y nunca lo cruzarı´a.
4.1.2. Control utilizando flujo interno fijo
Como se dijo anteriormente, al usar este esquema de control, el campo vectorial interno permanecera´ in-
variable. Se mostrara´n dos simulaciones, una en el cual la amplitud se reduce y la otra donde se aumenta.
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El flujo de control seguira´ siendo constante, es decir de la forma:
x˙1 = γ
x˙2 = δ
x˙3 = η
Dada la escogencia de la esquina de control, la cual se encuentra dentro de la una zona en la cual se cumple
la transversalidad con los flujos y no existe posibilidad de deslizamiento, este esquema no tendra´ zonas de
restriccio´n.
Se definira´ la seccio´n de Poincare´ y se escogera´n los valores para el flujo de control, para reducir y para
aumentar la amplitud del ciclo lı´mite segu´n sea el caso.
Mapa de Poincare´: Se escoge una seccio´n de Poincare´ sobre Σ1 (Γ ⊂ Σ1) y que se define como sigue:
Γ = {(x1, x2, x3)/x1 = 0}
Aplicacio´n del control
Simulando el sistema sin control, se encuentra que el periodo del ciclo lı´mite original es T = 6.1937 y el
tiempo dentro de la esquina de control es de ta = 0.2214, tomando estos datos como referencia se procede
a implementar la te´cnica.
Para asignar el valor de γ, δ y η se deben tener en cuenta las restricciones (4.10) y (4.11) con el fin de que
el flujo cruce la esquina de control.
Reducir amplitud: Para reducir la amplitud del ciclo lı´mite se toman los siguientes valores:
γ = 1
δ = 0.2
η = 0
Implementando el control por colisio´n de esquina y usando flujo fijo con estos valores se obtiene un nuevo
ciclo lı´mite, de menor amplitud, tal como se muestra en la figura 4.5.
Debido a que el flujo interno no cambia, se puede observar como el flujo resultante converge poco a poco
hasta el momento en el cual se obtenga un equilibrio entre la tendencia del ciclo lı´mite y la tendencia del
control. Este comportamiento provoca que el tiempo del periodo del ciclo tienda en forma asinto´tica hasta
un valor estable, y en el cual se alcanza el ciclo lı´mite resultante. Este tambie´n es el comportamiento cuando
perturbaciones lo saquen de su o´rbita, de manera que la recuperacio´n del mismo sera´ de forma asinto´tica. Por
otro lado, adema´s, se provoca un desfase inicial de las sen˜ales controladas, sumado el cambio de frecuencia
resultante debido al tiempo agregado por la esquina de control(Ver Figura 4.6). En la figura 4.7 se muestra
el periodo resultante versus el ciclo mostrando dicha tendencia. Este comportamiento tambie´n asinto´tico se
encuentra presente en la sen˜al de control, tal como puede ser observado en la figura 4.8. El valor de esfuerzo
de control se toma por lo tanto, cuando las sen˜ales han convergido dentro de una tolerancia deseable. Para
este caso el valor del esfuerzo de control medio es:
Urms = 0.50287 (4.12)
El cual es un valor relativamente pequen˜o al valor de las sen˜ales que se esta´n controlando. El periodo
resultante al aplicar la esquina de control con estos valores es igual a T = 6.4897, del cual tc = 0.4821
corresponde al tiempo que permanece el flujo al interior de la esquina de control.
Como se ha mencionado, para cambiar la amplitud del ciclo lı´mite se busca cambiar el punto fijo asociado
del mapa de Poincare´. Por lo tanto, y como es de esperarse, el punto fijo en el mapa de Poincare´ del sistema
original converge asinto´ticamente a uno nuevo, tal como se observa en la Figura 4.9
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Figura 4.5: Ciclo lı´mite resultante al usar un flujo de control fijo y constante γ = 1, δ = 0.2 y η = 0
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Figura 4.6: Comportamiento temporal del sistema de Rossler al usar control con flujo fijo: γ = 1, δ = 0.2 y η = 0
Figura 4.7: Convergencia del periodo del ciclo lı´mite usando control con flujo fijo
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Figura 4.8: Sen˜ales de control usando flujo fijo con valores γ = 1, δ = 0.2 y η = 0
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Figura 4.9: Mapa de Poincare´ del sistema controlado con flujo fijo y valores γ = 1, δ = 0.2 y η = 0
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Aumentando la amplitud
Ahora se buscara´ aumentar la amplitud del ciclo lı´mite, para lo cual se establecera´ el flujo de control:
γ = 1
δ = −0.4
η = 0
Estos valores cumplen con las restricciones (4.10) y (4.11) y por lo tanto, es un flujo adecuado para el
control. Se realizo´ la simulacio´n correspondiente, y se obtuvo el resultado mostrado en la Figura 4.10 en la
cual se observa co´mo la amplitud se incrementa. Para este caso se escogieron condiciones iniciales cerca
del ciclo lı´mite resultante, lo que permite visualizar de mejor forma el resultado de la te´cnica de control. Sin
embargo, se sigue presentando el comportamiento asinto´tico en los diferentes elementos involucrados, tal
como se mostro´ en el anterior ejemplo.
Figura 4.10: Ciclo lı´mite resultante al aplicar un flujo fijo: γ = 1, δ = −0.4 y η = 0
En la Figura 4.11 muestran las sen˜ales de control necesarias para llevar al ciclo lı´mite al nuevo valor de
amplitud. Al realizar el ca´lculo del esfuerzo de control se obtiene:
Urms = 0.88506 (4.13)
Ahora, por efecto de la esquina de control, se produce un cambio de periodo del ciclo lı´mite. Para este caso,
el periodo resultante es igual a T = 6.8212, siendo el tiempo al interior de la esquina tc = 0.9518. Estos
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Figura 4.11: Sen˜ales de control al aplicar un flujo fijo con valores γ = 1, δ = −0.4 y η = 0
valores servira´n ma´s adelante para replicar los resultados usando un punto de salida fijo como esquema de
control.
4.1.3. Control utilizando punto de salida fijo
En contraparte, al uso de un flujo fijo, en este caso se aplicara´ el control por colisio´n de esquina al
sistema de Ro¨ssler, utilizando como para´metro de control el punto por el cual saldra´n las lı´neas de flujo.
A continuacio´n, se realizara´n dos simulaciones que busquen reproducir los resultados obtenidos usando un
flujo fijo, para tal razo´n se establece tanto el punto de salida Psal como el tiempo al interior de la esquina tc,
obtenidos en el anterior ejemplo.
Reduciendo la amplitud del C.L
Al realizar la simulacio´n nume´rica para reducir la amplitud del sistema de Ro¨ssler usando flujo fijo, se
obtuvieron los siguientes datos:
T = 6.4897
tc = 0.4821
ˆPsal = [0.448 − 3.172 0.441]
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Donde T corresponde al periodo del ciclo lı´mite resultante, tc el tiempo al interior de la esquina de control
y ˆPsal el punto de salida, todos estos valores tomados una vez convergio´ el sistema al ciclo lı´mite resultante.
En este sentido, se realiza la simulacio´n del control tomando dichos datos, resultando el el ciclo lı´mite
mostrado en 4.12. Las sen˜ales de control correspondientes se muestran en 4.13, se calcula el esfuerzo de
Figura 4.12: Sistema de Rossler controlado al establecer un punto de salida fijo Psal = [0.448 − 3.172 0.441]
control:
Urms = 0.50334 (4.14)
Ya que se escogio´ el mismo punto de salida que el obtenido en el control con flujo fijo para disminuir la
amplitud, entonces este valor es aproximadamente igual al esfuerzo de control encontrado en (4.12). Ma´s
aun, el periodo resultante de ambas simulaciones es aprox. T = 6.4897 ya que se establece el valor del
tiempo al interior de la esquina como tc = 0.4821
En la figura 4.14 se pueden ver las diferencias entre el control usando bifurcacio´n de esquina con flujo
fijo vs punto de salida fijo. Primero, se observa claramente que el primer esquema tiende al valor de
convergencia del ciclo lı´mite, mientras que el segundo se establece inmediatamente se efectu´a la accio´n
de control; Segundo, se observa un ligero desfase por parte del control usando flujo fijo, tal como se preveı´a
anteriormente (Ver Fig. 4.7).
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Figura 4.13: Sen˜ales de control (u1, u2 y u3) para el control usando punto de salida fijo
Psal = [0.448 − 3.172 0.441]
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Figura 4.14: Comparacio´n de las sen˜ales controladas con flujo fijo y punto de salida fijo
4.1 Aplicacio´n de la te´cnica de control al atractor cao´tico de Ro¨ssler 39
Figura 4.15: Ciclo lı´mite resultante al controlar el sistema de Rossler usando control con punto de salida fijo:
Psal = [0.9518 − 3.9278 0.4366]
Aumentando la amplitud del C.L
Del mismo modo a la reduccio´n del ciclo lı´mite por los esquemas presentados, ahora se mostrara´n las
simulaciones realizadas incrementando la amplitud del ciclo lı´mite en estudio del sistema de Ro¨ssler. A
forma de comparacio´n, se toman los siguientes valores obtenidos una vez convergio´ la solucio´n del control
con flujo fijo, mostrado anteriormente:
T = 6.8212
tc = 0.9518
ˆPsal = [0.9518 − 3.9278 0.4366]
Usando estos valores para realizar el control estableciendo un punto de salida fijo, se obtiene un ciclo
lı´mite de mayor amplitud, tal como se muestra en la Fig. 4.15
Con el fin de confrontar ambos esquemas, en la figura 4.16 se realiza la comparacio´n de los resultados
al aplicar control con flujo fijo vs con punto de salida fijo. Se corroboran los resultados analizados en la
anterior simulacio´n es decir, primero, el comportamiento asinto´tico de las sen˜ales al aplicar flujo fijo, y
segundo el desfase ocasionado por ese tiempo transitorio.
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Figura 4.16: Comparacio´n de resultados al aplicar control con flujo fijo vs con punto de salida Fijo aumentando la
amplitud del ciclo
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Al igual que las anteriores simulaciones, se realizo´ el ca´lculo del esfuerzo de control:
Urms = 0.8851 (4.15)
Este valor, es aproximadamente igual al esfuerzo de control encontrado en las simulaciones con flujo fijo
4.13, lo que es resultado de utilizar el mismo punto de salida y el tiempo al interior de la esquina de control,
una vez convergio´ el ciclo lı´mite.
A manera de conclusio´n se puede observar que, a nivel de esfuerzo de control, ambos esquemas, flujo fijo y
punto de salida fijo, provocan el mismo esfuerzo de control. Esto, siempre y cuando, el punto de salida del
flujo y el tiempo al interior de la esquina sean iguales. Por otro lado, se comprueba que el comportamiento
del ciclo lı´mite al utilizar flujo fijo, provoca que el ciclo lı´mite llegue al resultado de forma asinto´tica, esto
se traduce, en mayor tiempo de estabilizacio´n y adema´s, esta convergencia conlleva un tiempo inicial que
tiene como consecuencia un desfase de la sen˜al con respecto a la sen˜al controlada con punto de salida fijo.
Estos criterios muestran que el esquema utilizando punto de salida fijo, independiente del esfuerzo de
control, tiene mejores caracterı´sticas de comportamiento que usando un flujo fijo. Sin embargo, se debe
tener en cuenta que cada caso en particular podrı´a tener caracterı´sticas que definen cual esquema es mejor.
Por ejemplo, la intolerancia del sistema a cambios bruscos, como los provocados usando punto de salida
fijo, sean indeseables y en este caso serı´a mejor un esquema con flujo constante.
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4.2. Aplicacio´n de la te´cnica de control al sistema Lotka Volterra
Como ejemplo de estudio, se presenta la aplicacio´n de la te´cnica en el sistema presa depredador tambie´n
conocido como sistema de Lotka Volterra. Este sistema ha sido ampliamente estudiado por la comunidad
acade´mica y tiene la caracterı´stica de tener ciclos lı´mites. La ecuacio´n diferencial que rige la dina´mica
depredador-presa esta´ dada por:
x˙1 = x1(k1(1− x1) + (1− x2)− µ(1− x3)) := f1
x˙2 = x2(k2(1− x1) + (1− x2)− λ(1− x3)) := f2
x˙3 = x3(k3(1− x1)− (1− x2) + k4(1− x3)) := f3
(4.16)
El sistema presenta un ciclo lı´mite estable con los siguientes valores:
k1 = k4 = 1.2 k2 = 2.65 k3 = −0.1
λ = 1 µ = 2.2
(4.17)
En la Figura 4.17 se muestra el comportamiento dina´mico de 4.16 con los para´metros dados en 4.17. Para
Figura 4.17: Ciclo lı´mite del sistema (4.16) sin control
aplicar la te´cnica de control se escogen los siguientes hiperplanos:
Σ1 = {(x1, x2, x3)/x1 − 1 = 0}
Σ2 = {(x1, x2, x3)/x2 − 2x1 + 1 = 0}
(4.18)
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Estas variedades dividen el espacio de estados en dos zonas, por notacio´n, S1 es la regio´n interna y
corresponde a aquella donde se realiza el control, y S2 es la regio´n externa a la esquina y esta´ libre de
control.
4.2.1. Ana´lisis de transversalidad y deslizamiento
Como se ha comentado anteriormente, una importante consideracio´n que se debe tener en cuenta al
momento del disen˜o de la estrategia de control es asegurar que los hiperplanos que componen la esquina
sean transversales a los vectores de campo:
〈Fi,∇H1〉 6= 0 (4.19)
De otro lado se debe evitar deslizamiento, para esto se debe cumplir las siguientes condiciones:
〈Fi,∇H1〉 < 0
〈Fi,∇H2〉 > 0
Es decir,
〈F1,∇H1〉 < 0 (4.20a)
〈F2,∇H1〉 < 0 (4.20b)
〈F1,∇H2〉 > 0 (4.20c)
〈F2,∇H2〉 > 0 (4.20d)
Inicialmente se evalu´an los gradientes de los hiperplanos:
∇Hi = ∂Hi
∂x1
xˆ1 +
∂Hi
∂x2
xˆ2 +
∂Hi
∂x3
xˆ3 (4.21)
Ası´, aplica´ndolo a los hiperplanos de la esquina de control se tiene que:
H1 = x1 − 1
∇H1 = 1xˆ1
(4.22)
H2 = x2 − 2x1 + 1
∇H2 = −2xˆ1 + xˆ2
(4.23)
Usando estos resultados, se procedera´ a realizar el ana´lisis con cada uno de los flujos; esto permitira´ encon-
trar las restricciones de control que debera´ cumplir el controlador.
Campo vectorial F1 y ana´lisis de transversalidad y deslizamiento.
Ana´lisis de transversalidad y deslizamiento entre F1 y H1 〈F1,∇H1〉 < 0: Para este caso se
analiza el flujo de campo del sistema con el hiperplano H1, esto es, aquel por el cual el flujo ingresa a la
esquina. Consecuentemente se aplica (4.20a):
〈[f1, f2, f3], [1, 0, 0]〉 < 0
f1 < 0
(4.24)
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Dado a que el ana´lisis se realiza sobre el hiperplano H1 para el cual x1 = 1 se reemplaza este valor en
(4.24):
(x1(k1(1− x1) + (1− x2)− µ(1− x3)))|x1=1 < 0
(1− x2)− µ(1− x3) < 0
(4.25)
Lo que resulta en la restriccio´n:
x3 <
x2 + µ− 1
µ
(4.26)
teniendo en cuenta que µ = 2, 2
x3 <
x2 + 1.2
2.2
(4.27)
La desigualdad (4.27) permite identificar 2 zonas. La primera corresponde a x3 < x2+1.22.2 ; en ella el sistema
cruza el hiperplano dada la direccio´n vectorial del flujo y la segunda, x3 > x2+1.22.2 donde su direccio´n se
aleja de la esquina y por lo tanto no cruza el hiperplano. En la Figura 4.18, se puede observar como la recta
dada por x3 = x2+1.22.2 sobre x1 = 1 divide a H1, es decir, una zona en la cual los vectores de flujo se
dirigen hacia adentro de la esquina y otra en donde salen de ella. El estudio del flujo sobre el plano es de
gran importancia ya permite establecer ciertas restricciones al momento de establecer la te´cnica de control,
esto es, no es de esperar que exista ingreso a la esquina por encima de la recta en cuestio´n.
Ana´lisis de transversalidad y deslizamiento entre F1 y H2 〈F1,∇H1〉 > 0: Siguiendo el
esquema anterior, se hace mismo ana´lisis con respecto al hiperplanoH2, esto es, resolver la ecuacio´n (4.20c):
〈[f1, f2, f3], [−2, 1, 0]〉 > 0
−2f1 + f2 > 0
−2 (x1(k1(1− x1) + (1− x2)− µ(1− x3))) + x2(k2(1− x1) + (1− x2)− λ(1− x3)) > 0
(4.28)
reemplazando por los valores dados en (4.17) se tiene:
−2x1
(
6
5
(1− x1) + (1− x2)− 2.2(1− x3)
)
+x2
(
2257
850
(1− x1) + (1− x2)− (1− x3)
)
> 0 (4.29)
Agrupando te´rminos:
12
5
x21 +
2257
850
x2 − 557
850
x1x2 − x22 −
22
5
x1x3 + x2x3 > 0 (4.30)
Finalmente para realizar el ana´lisis sobre el hiperplano H2 = x2 − 2x1 + 1 se reemplaza x2 por 2x1 − 1:
−3107
850
+
8471
850
x1 − 1237
425
x21 − x3 −
12x1x3
5
> 0 (4.31)
Se despeja x3:
x3 < − 1
170
3107− 8471x1 + 2474x21
5 + 12x1
(4.32)
Similar al caso anterior, la desigualdad (4.32) divide el plano en dos zonas, una inferior por la cual salen
las lı´neas de flujo de campo de la esquina y una superior en la cual las lı´neas de flujo se dirigen hacia el
interior de la esquina, lo dicho se corrobora en la simulacio´n del flujo de F1 sobre el hiperplano (Figura
4.19). Este ana´lisis conlleva a una fuerte restriccio´n al momento de introducir el flujo de control puesto que,
si el campo vectorial F2 interno a la esquina sale por la zona superior se pueden producir deslizamientos,
efectos inesperados y adicionalmente no se puede considerar como colisio´n de esquina. (Ver seccio´n 2.3.2).
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Campo vectorial F2 y ana´lisis de transversalidad y deslizamiento
Sin pe´rdida de generalidad, para el campo interno a la esquina se toma un flujo lineal el cual tiene la
forma:
x˙1 = γ
x˙2 = δ
x˙3 = η
(4.33)
donde {γ, δ, η} ∈ R. Ana´logamente, con el ana´lisis hecho con el flujo F1, es necesario definir las
condiciones que permitan garantizar la transversalidad de cada uno de los hiperplanos con el flujo de control
y que no se presente deslizamiento.Una vez realizado este estudio del flujo del sistema F1 con la esquina,
se debe garantizar que el flujo de control F2 cumpla al menos con las siguientes condiciones:
1. F2 debe ser transversal al hiperplano H1 y con direccio´n hacia el interior de la esquina. Esto es que
cumpla la condicio´n (4.20b)
2. F2 debe ser transversal al hiperplano H2 y saliendo de la esquina. Esto es que cumpla la condicio´n
(4.20d)
3. Se debe garantizar que el flujo F2 salga por una zona que cumpla la transversalidad y no haya
deslizamiento y direccio´n de salida de F1 con H2 (4.20c). Es decir, se debe garantizar la continuidad
de la direccio´n del flujo, evitando deslizamiento, chattering, contraflujo u otros comportamientos no
deseados.
Ana´lisis de transversalidad y deslizamiento entre F2 y H1 Ası´ como en los anteriores casos, se
desarrolla el producto interno entre el flujo y el gradiente del hiperplano, es decir, se desarrolla la ec. (4.20b):
〈[γ, δ, η], [1, 0, 0]〉 < 0
γ < 0
(4.34)
En consecuencia, para este ejemplo es suficiente que γ sea menor que cero para que el flujo sea transversal
y no deslice sobre H1.
Ana´lisis de transversalidad y deslizamiento entre F2 y H2 Para el ana´lisis con H2 se aplica
(4.20d), esto es:
〈[γ, δ, η], [−2, 1, 0]〉 > 0
−2γ + δ > 0
δ > 2γ
(4.35)
dado que γ < 0 por (4.34)
δ
γ
< 2 (4.36)
No´tese que cuando δγ = 2 el flujo F2 tendrı´a direccio´n paralela al hiperplano H2 y nunca lo cruzarı´a.
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Restriccio´n F1 con F2 sobre H2
Tal como se menciono´ anteriormente, es de gran importancia prevenir desde el disen˜o que las lı´neas de
flujo de la sen˜al de control no entren en conflicto con el campo vectorial del sistema original. Para este caso
en particular, consiste en evitar que las lı´neas de campo del flujo de control salgan por la parte superior de
la curva dada por (4.32). Se hara´ el ana´lisis de restriccio´n de F2 con respecto a F1 dentro del volumen de
control, es decir, la zona interior a la esquina formada por Σ1 y Σ2:
Σ1 = {(x1, x2, x3)/x1 − 1 = 0 : ∀ (−1 < x2 < 1, 0 < x3 < 1)}
Σ2 = {(x1, x2, x3)/x2 − 2x1 + 1 = 0 : ∀ (0.25 < x1 < 1, 0 < x3 < 1)}
(4.37)
Se hara´ uso de las restricciones (4.27) (desde ahora r1) y (4.32) (desde ahora r2), las cuales definen las
curvas en los planos que componen la esquina. En este sentido se busca que la proyeccio´n de r1 sobre
el hiperplano Σ2, usando el flujo interno, se encuentre localmente debajo de r2; para lo cual se hara´n los
siguientes pasos (Ver Fig.4.20):
1. Se toma inicialmente el punto extremo inferior de la recta r1 la cual es conocida y se denota como
[γ0, δ0, η0]. A partir de este punto, se resuelve el sistema (4.33) en funcio´n del tiempo.
2. Se toma el tiempo, T (x), desde [γ0, δ0, η0] a xf como referencia para encontrar la relacio´n entre los
valores de γ, δ y η.
3. Finalmente se usan las restricciones r1 y r2 para determinar una expresio´n que defina la relacio´n entre
γ, δ y η, de tal manera que se garantice que las lı´neas de flujo de F2 salgan por debajo de la restriccio´n
r2.
Como se ha mostrado anteriormente el campo interior es de la forma (4.33) y se repite aquı´ por comodidad:
x˙1 = γ
x˙2 = δ
x˙3 = η
La solucio´n de este sistema es:
x1(t) = γt+ γ0
x2(t) = δt+ δ0
x3(t) = ηt+ η0
(4.38)
donde [γ0, δ0, η0] son las condiciones iniciales, y para este caso coinciden con el punto extremo inferior
de la restriccio´n r1. Una vez realizada la proyeccio´n de este punto sobre el plano Σ2, la lı´nea de flujo
correspondiente finalizara´ en un punto que se llamara´ [x1f , x2f , x3f ]:
x1f = γT (x) + γ0 (4.39a)
x2f = δT (x) + δ0 (4.39b)
x3f = ηT (x) + η0 (4.39c)
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y de aquı´ se tiene:
T (x) =
x1f−γ0
γ
T (x) =
x2f−δ0
δ
T (x) =
x3f−η0
η
(4.40)
y de donde se obtiene las siguientes ecuaciones:
x1f − γ0
γ
=
x2f − δ0
δ
(4.41a)
x1f − γ0
γ
=
x3f − η0
η
(4.41b)
x2f − δ0
δ
=
x3f − η0
η
(4.41c)
El punto final xf debera´ cumplir x2f = 2x1f − 1 y que x3f < r2.
Se despeja x1f utilizando 4.41a:
x1f−γ0
γ =
x2f−δ0
δ
x1f−γ0
γ =
2x1f−1−δ0
δ
δ(x1f − γ0) = γ(2x1f − 1− δ0)
δx1f − δγ0 = 2γx1f − γ − δ0γ
x1f (δ − 2γ) = δγ0 + γ(1 + δ0)
x1f =
δγ0 + γ(1 + δ0)
δ − 2γ (4.42)
Siguiendo el orden, se prosigue a despejar x3f utilizando (4.41b):
x1f − γ0
γ
=
x3f − η0
η
despejando x3f ,
x3f =
η
γ
(x1f − γ0) + η0 (4.43)
se reemplaza x1f utilizando (4.42) de tal forma que:
x3f =
η
γ
(
δγ0 + γ(1 + δ0)
δ − 2γ − γ0
)
+ η0 (4.44)
luego,
x3f =
η
δ − 2γ (1 + δ0 + 2γ0) + η0
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y finalmente,
x3f =
k0η
δ − 2γ + η0 (4.45)
donde k0 = 1 + δ0 + 2γ0. Ahora, se debe garantizar que x3f se encuentre debajo de la restriccio´n r2, es
decir, se debe cumplir con la ecuacio´n (4.32). Para simplificar los ca´lculos se vuelve a presentar, pero ahora
en la siguiente forma:
x3 <
mx21 + nx1 + p
5 + 12x1
(4.46)
donde,
m = −14.5529
n = 49.8294
p = −18.2765
Asimismo, (4.42) se presenta de la forma:
x1f =
aδ + γb
δ − 2γ (4.47)
donde a = γ0 y b = 1 + δ0 + 2γ0. Ahora reemplazando (4.47) en (4.46) se obtiene:
x3f <
m
(
aδ+γb
δ−2γ
)2
+ n
(
aδ+γb
δ−2γ
)
+ p
5 + 12
(
aδ+γb
δ−2γ
)
Despue´s de una reduccio´n algebraica se llega a:
x3f <
m (aδ + γb)2 + n (aδ + γb) (δ − 2γ) + p (δ − 2γ)2
(δ − 2γ) (k1δ + k2γ) (4.48)
Utilizando el resultado (4.45) y reemplazando en 4.48:
k0η
δ − 2γ + η0 <
m (aδ + γb)2 + n (aδ + γb) (δ − 2γ) + p (δ − 2γ)2
(δ − 2γ) (k1δ + k2γ)
k0η + η0(δ − 2γ)
δ − 2γ <
m (aδ + γb)2 + n (aδ + γb) (δ − 2γ) + p (δ − 2γ)2
(δ − 2γ) (k1δ + k2γ)
dado que (δ − 2γ) > 0 por (4.35), este se puede simplificar sin cambiar el sentido a la desigualdad,
k0η + η0(δ − 2γ) < m (aδ + γb)
2 + n (aδ + γb) (δ − 2γ) + p (δ − 2γ)2
(k1δ + k2γ)
entonces resulta:
k0η <
m (aδ + γb)2 + n (aδ + γb) (δ − 2γ) + p (δ − 2γ)2
(k1δ + k2γ)
− η0(δ − 2γ) (4.49)
donde,
k1 = 5 + 12a = 5 + 12γ0
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k2 = 12b− 10 = 2 + 12δ0
y
[γ0, δ0, η0] =
[
1,−1, 1
11
]
La desigualdad (4.49) permite completar una serie de restricciones ((4.27), (4.32), (4.34),(4.36) y
(4.49)) para que, desde el disen˜o del controlador, se establezcan las condiciones para que el flujo de
control produzca los efectos de control deseados sin producir comportamientos tales como deslizamiento,
chattering, anulacio´n del campo, etc. Adicionalmente permite obtener informacio´n del sistema con el fin de
ubicar esquinas de control de manera ma´s eficiente. Partiendo de esta base, se procede a disen˜ar el control
por flujo interno fijo, punto de salida fijo y control de periodo utilizando colisio´n de esquina.
4.2.2. Control utilizando flujo interno fijo
Al usar este esquema de control, el campo vectorial interno permanecera´ invariante. Para este ejemplo
se aplicara´ un campo de la forma (4.33). El conjunto de valores [γ, δ, η] producira´ un nuevo ciclo lı´mite y,
por lo tanto, un nuevo punto fijo en el mapa de Poincare´, debido a la aplicacio´n de este flujo de control.
El ciclo lı´mite cambiara´ su amplitud y frecuencia siempre y cuando las restricciones de deslizamiento y
transversalidad lo permitan.
Volviendo con el ejemplo, se procede a definir la seccio´n de Poincare´ y se escogera´n los valores para el flujo
de control de forma tal que cumpla las restricciones antes mencionadas.
Mapa de Poincare´
Buscando tener una mejor informacio´n acerca del control sobre la esquina, se escoge la seccio´n de
Poincare´ sobre uno de los hiperplanos que forman la esquina. Esto es, Γ ⊂ Σ1, y que se define como
sigue:
Γ = {(x1, x2, x3)/x1 − 1 = 0}
Aplicacio´n de control
Ahora, para establecer valores consistentes para el presente problema se establece inicialmente γ teniendo
en cuenta (4.34) o sea, γ < 0. Se tomara´ el valor de γ = −0.1.
Una vez escogido el valor de γ se procede a establecer el valor de δ, el cual debera´ cumplir (4.36). Esto es,
−2γ + δ > 0
−2(−0.1) + δ > 0
δ > −0.2
(4.50)
Se tomara´ δ = 0.2.
Utilizando estos valores, los valores iniciales [γ0, δ0, η0] =
[
1,−1, 111
]
y la restriccio´n (4.49) se obtiene la
relacio´n:
η < 0.0364
Se tomara´ η = 0. Con estos valores se aplico´ el control sobre el sistema, como resultado se obtuvo
un ciclo lı´mite de menor amplitud. En la figura 4.21 se muestra el resultado en un espacio tridimensional
comparado con el ciclo lı´mite original del sistema. En la figura 4.22 se presenta la vista desde los planos
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coordenados X-Y, X-Z y Y-Z, en los cuales se aprecia el efecto de la esquina de control. Finalmente, en
la figura 4.23 se aprecia la evolucio´n de las variables en el tiempo, donde se puede ver el cambio de la
amplitud de cada una de las variables de control: la variable x1 cambia desde [min(x1),max(x1)] =
[0.1974 3.0812] hasta los valores [min(x1c),max(x1c)] = [0.3979 2.3221], por su parte x2 de
[min(x2),max(x2)] = [0.0175 4.5298] hasta [min(x2c),max(x2c)] = [0.0587 3.1810] y finalmente x3
desde [min(x3),max(x3)] = [0.2852 3.7071] hasta [min(x3c),max(x3c)] = [0.4401 2.6106].
Tal como se ha mencionado, uno de los principios de la te´cnica de control consiste en tomar un punto
fijo del mapa de Poincare´ del sistema original, y trasladarlo convenientemente a un nuevo punto fijo. Para
observar este comportamiento, en la Fig. 4.24 se ha graficado la evolucio´n de los puntos fijos del sistema
original y del sistema controlado sobre el plano de Poincare´ con respecto al tiempo.
Se puede observar en la Figura 4.24 que tanto la evolucio´n del sistema original como el controlado tienden
a puntos fijos, sin embargo en diferentes ubicaciones. Adicionalmente, la evolucio´n hacia el punto fijo tiene
la misma tendencia.
Arquitectura de implementacio´n
Con el fin de mostrar la estructura para la implementacio´n de control, se simulo´ el presente ejemplo en
Simulinkrde Matlabr. En este vale la pena resaltar los principales elementos que componen un control de
esta naturaleza(Ver Fig.4.25):
Planta a controlar: en este caso el sistema Lotka Volterra dado por 4.16.
Modelo de Planta: modelado aproximado de la planta real y con la cual se pretende contrarrestar el
efecto del sistema.
Conmutacio´n: dispositivo que activa el control con base a la esquina de control.
Esquina de control: dispositivo comparador que define la zona interna y la zona externa a la esquina.
Dina´mica a imponer: en este caso, constantes que definen el campo al interior de la esquina.
El funcionamiento del esquema es el siguiente: dependiendo de los valores que tengan las variables de
estado de la planta real, los elementos que establecen la esquina determinan si estos valores se encuentran
en el interior o en el exterior de esta, ası´ entonces se tienen 2 escenarios posibles.
1. Regio´n S2: En esta zona no se realiza el control y se permite al sistema evolucionar normalmente.
2. Regio´n S1: Cuando las variables de estado esta´n en esta zona se acciona la conmutacio´n y se utiliza el
modelo de la planta para compensar la accio´n de la planta real para finalmente, imponer la dina´mica
de control deseada.
Ana´lisis del esfuerzo de control
El esfuerzo de control es un buen indicador de la energı´a necesaria para controlar un sistema. En este
caso, se analiza la sen˜al de control y se determina su esfuerzo de control.
En la figura 4.26 se puede observar la sen˜al de control que se obtuvo al aplicar la te´cnica usando un flujo
fijo (Fig. 4.21), dicha sen˜al se obtiene a la salida del conmutador (Ver Fig. 4.25). Vale la pena resaltar que
los pulsos de control convergen suavemente hasta que se alcanza el nuevo ciclo lı´mite por lo tanto, esta
aproximacio´n es ma´s lenta que si se produjera en un solo ciclo (Tal como sucede en el control con punto de
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salida fijo ).
Se evaluara´ el valor del esfuerzo de control usando:
urms =
√
1
T
∫ T
0
‖u(x, τ)‖2 dτ (4.51)
Lo que, para este caso se traduce en:
urms =
√
1
T
[∫ T
0
u1(x, τ)2dτ +
∫ T
0
u2(x, τ)2dτ +
∫ T
0
u3(x, τ)2dτ
]
(4.52)
Donde ui es la sen˜al de control relacionada con xi siendo i = 1, 2, 3. Estas sen˜ales se muestran en la Fig.
4.26. Se hizo el calculo nume´rico de la ecuacio´n (4.52) y se obtuvieron los siguientes resultados:
T = 8.761∫ T
0 ϕ1(x, τ)
2dτ ∼= 0.10684∫ T
0 ϕ2(x, τ)
2dτ ∼= 0.0077016∫ T
0 ϕ3(x, τ)
2dτ ∼= 0.007968
(4.53)
urms = 0.11825 (4.54)
Este valor muestra que esta te´cnica utiliza un esfuerzo de control significativamente pequen˜o al tener en
cuenta que las sen˜ales del sistema tienen valores pico en valores entre 3-5 unidades.
4.2.3. Control utilizando punto de salida fijo
De forma ana´loga al caso del control con flujo fijo, se presenta el ana´lisis de la implementacio´n del
control al sistema Lotka Volterra (4.16) fijando el punto por el cual saldra´ las lı´neas de campo del flujo.
Se seguira´ presumiendo que el flujo interno es de la forma (4.33). Sin embargo en este caso, los valores de
[γ, δ, η] cambiara´n dependiendo del punto de salida que se establezca y el punto de ingreso a la esquina,
tal como se observa en la figura 4.27. Las condiciones de transversalidad y las restricciones r1 y r2 para
evitar soluciones de Filipov (deslizamientos) o contraflujo se siguen conservando; sin embargo, debido a
que el punto de salida se establece en el disen˜o, es ma´s fa´cil definir que el punto cumpla dichas restricciones
(Ecs. (4.26)(4.32)). Se toma el mismo punto de salida resultante de la anterior simulacio´n y las mismas
condiciones iniciales, es decir:
Psal = [0.766 0.5323 0.44]
CI =[1.4156 0.5 0.6121]
(4.55)
En la figura 4.28 se puede observar un ciclo lı´mite de menor amplitud con respecto al ciclo lı´mite original.
En la Fig. 4.29 se presenta una vista desde los planos coordenados y en la Fig. 4.30 la evolucio´n de las
variables en el tiempo. Como se puede observar, el regimen transitorio asinto´tico visto en el anterior caso,
figuras 4.21 y 4.24, en este caso ya no se presenta debido que una vez que se aplica el control dentro de la
esquina, el flujo converge al ciclo lı´mite resultante. Este comportamiento se corrobora en el flujo visto en el
espacio de estados 3D (Fig. 4.28) y que el mapa de Poincare´ (Fig. 4.31).
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Mapa de Poincare´
Del mismo modo que en el anterior caso, se escoge un seccio´n de Poincare´ tal que:
Γ = {(x1, x2, x3)/x1 − 1 = 0}
El resultado puede verse en 4.31 y es evidente la estabilizacio´n del ciclo lı´mite en el segundo ciclo, tal como
se dijo anteriormente.
Arquitectura de implementacio´n
La arquitectura de implementacio´n para el esquema de punto de salida fijo (Fig. 4.32), corresponde en
gran parte a la estudiada anteriormente, en este caso es necesario, adema´s, realimentar el valor actual del
estado, el cual permite encontrar el valor de [γ, δ, η] para salir de la esquina por el punto deseado (Ver
seccio´n 3.3.3).
Ana´lisis del esfuerzo de control
Una de las consideraciones importantes a tener en cuenta al aplicar esta te´cnica es el esfuerzo de control.
La sen˜al de control al establecer un punto de salida fijo se muestra en la figura 4.33, para este caso el pe-
riodo resultante es T = 7.4223 (Los cambios de periodo se analizara´n ma´s adelante). De manera similar al
estudio hecho para el caso de de flujo interno fijo se evaluo´ el valor medio del esfuerzo de control. Dada la
naturaleza de convergencia asinto´tica de esta te´cnica, en este caso se evaluara´ inicialmente el primer ciclo y
luego los ciclos posteriores, ya que, en teorı´a se conservan iguales.
a. Primer Ciclo En la primera ocasio´n que existe una interaccio´n con la esquina, el control en general
causara´ la compensacio´n necesaria para llevar el flujo existente al punto de salida. El esfuerzo de
control estara´ dado por el estado del sistema antes de aplicarse la te´cnica. El aporte de cada sen˜al de
control y el valor medio del total, para este ejemplo se muestra a continuacio´n:∫ T
0 ϕ1(x, τ)
2dτ ∼= 0.016564∫ T
0 ϕ2(x, τ)
2dτ ∼= 0.013346∫ T
0 ϕ3(x, τ)
2dτ ∼= 0.034734
urms = 0.093324
b. Siguientes Ciclos A diferencia del control utilizando flujo interno fijo, este control permite una
estabilizacio´n mucho ma´s ra´pida, idealmente en el segundo ciclo, esto se evidencia al analizar
el mapa de Poincare´. (Ver Fig.4.31), consecuentemente, el esfuerzo de control por cada ciclo, se
conservara´ igual posteriormente. Para el ejemplo se tienen los siguientes valores:∫ T
0 ϕ1(x, τ)
2dτ ∼= 0.014173∫ T
0 ϕ2(x, τ)
2dτ ∼= 0.085663∫ T
0 ϕ3(x, τ)
2dτ ∼= 0.0033227
urms = 0.11789
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Se tiende a pensar que el primer ciclo de control el esfuerzo de control sera´ mayor que sus consecutivos,
sin embargo, en este caso fue menor lo cual es debido a la condicio´n inicial, si se tuviese una condicio´n
inicial ma´s exigente (esto es la C.I ma´s alejada el punto de salida) el esfuerzo de control serı´a mayor al valor
una vez se estabilice el control.
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(a) Vista interna
(b) Vista externa
Figura 4.18: Flujo del sistema en relacio´n al hiperplano H1
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(a) Vista interna
(b) Vista externa
Figura 4.19: Flujo del sistema en relacio´n al hiperplano H2
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Figura 4.20: Proyeccio´n de restriccio´n r2 sobre Σ1 usando como valores [γ, δ, η]T = [−0.1 0.2 0]
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Figura 4.21: Control del ciclo lı´mite usando como valores [γ, δ, η]T = [−0.1 0.2 0]
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Figura 4.22: Proyeccio´n en los planos coordenados del ciclo lı´mite controlado.
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Figura 4.23: Evolucio´n de las variables en el tiempo.
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Figura 4.24: Mapa de Poincare´ del sistema original (rojo) y el controlado (azul) con relacio´n con el tiempo de cruce.
Al tener condiciones iniciales [γ, δ, η]T = [−0.1, 0.2, 0]
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Figura 4.25: Elementos para la implementacio´n de la te´cnica
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Figura 4.26: Sen˜ales de control al aplicar la te´cnica utilizando flujo fijo
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Figura 4.27: Flujo hacia un mismo punto de salida
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Figura 4.28: Control del ciclo lı´mite utilizando punto de salida fijo Psal = [0.766 0.5323 0.44]
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Figura 4.29: Vista desde diferentes planos del control del ciclo lı´mite utilizando punto de salida fijo
Psal = [0.766 0.5323 0.44]
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Figura 4.30: Evolucio´n de las variables de estado en el tiempo
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Figura 4.31: Evolucio´n del mapa de Poincare´ con respecto al tiempo
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Figura 4.32: Estructura para control con Punto de salida fijo
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Figura 4.33: Sen˜al de control con punto de salida fijo
70 4 Ejemplos de aplicacio´n de la te´cnica de control
4.2.4. Control de periodo del Ciclo Lı´mite
Figura 4.34: Control de periodo sin cambiar la Amplitud - Vista 3D
Tal como se vio en la seccio´n 3.3.3, el tiempo que permanece el flujo dentro de la esquina es un para´metro
que se puede controlar variando las caracterı´sticas del flujo interno, y por lo tanto se puede controlar el
periodo/frecuencia del ciclo lı´mite.
Siguiendo con el ejemplo de Lotka Volterra, se aplicara´ control de tiempo utilizando un punto de salida fijo
ya que es el esquema ma´s adecuado para implementar el control de periodo.
En primer lugar se debe extraer cierta informacio´n que permitira´ definir referencias para asignar
adecuadamente los para´metros de control, adema´s, esto sirve para comparar resultados de simulacio´n. Se
ubica la esquina de control sin que esta afecte el comportamiento del ciclo lı´mite, se miden y registran
algunos datos:
T ' 9.3111
t∗a ' 2.3045
t∗b ' 7.0066
x∗1 ' [1.0 0.019 0.4165]
x∗2 ' [0.5787 0.1575 0.2849]
(4.56)
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Figura 4.35: Control de periodo sin cambiar la Amplitud - Variables en el tiempo
Donde T representa el periodo del ciclo lı´mite sin ningu´n tipo de control, t∗a es el tiempo que permanece el
flujo sin control dentro de la esquina, t∗b es el tiempo que permanece por fuera de la esquina y x
∗
1 y x
∗
2 son
los puntos de entrada y salida respectivamente a la esquina.
Con estos datos se infiere que el periodo mı´nimo a controlar sera´ t∗b + tδ donde tδ corresponde al tiempo
mı´nimo que tardara´ el flujo interno en alcanzar el punto de salida, tδ debera´ ser mayor de cero. Buscando
definir varios escenarios y para una mejor comprensio´n de este esquema de control, se presentara´n los
siguientes secciones:
Control de periodo sin modificar la amplitud.
Modificacio´n de periodo y amplitud simulta´neamente.
Ana´lisis de esfuerzo de control variando el periodo del ciclo lı´mite.
Control de periodo sin modificar la amplitud
Si se busca modificar el periodo sin alterar la amplitud de la sen˜al, se debe garantizar que el punto por
donde sale el flujo interno sea el mismo al punto tal como si la esquina no efectuara control, es decir
Psal = x
∗
2 Por lo tanto, para el ejemplo en estudio, se establece x
∗
2 ' [0.5787 0.1575 0.2849], con este
punto de salida y tomando como referencia el tiempo t∗a = 2.3045 se realizaron 2 simulaciones:
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Simulacio´n 1 ta < t∗a : Para este caso se reduce el periodo del ciclo lı´mite, como ejemplo se establecio´ ta
en 0.8, ası´ el nuevo periodo Tˆ = 7.806548. El sistema simulado en el espacio de estados y las sen˜ales
en el tiempo se muestran en las figuras 4.34 y 4.35 respectivamente, claramente se puede observar que
la amplitud no se altera, sin embargo se ve como el periodo de la sen˜al cambia al modificar el tiempo
de permanencia del flujo de control dentro de la esquina. Ve´anse adema´s las sen˜ales de control para
este caso en Fig. 4.36.
Figura 4.36: Sen˜ales de control al controlar el C.L con un periodo resultante: T = 7.80665
Simulacio´n 2 ta > t∗a Para este caso el tiempo de permanencia dentro de la esquina del flujo de control es
mayor a la referencia, por consiguiente el periodo resultante es mayor. En simulacio´n se establecio´ el
valor de ta = 3 para lo cual provoca un periodo igual a T = 10.0066548. Se observa en las
simulaciones (Figuras 4.37 y 4.38) que la amplitud no se afecta pero el periodo aumenta.
Modificacio´n de periodo y amplitud simulta´neamente
Ahora se pretende controlar el periodo del ciclo lı´mite al mismo tiempo que se controla su amplitud.
Para este caso de establece ta = 5 de manera que el periodo resultante es igual a T = 12.0066548,
adicionalmente el punto de salida se cambia a Psal = [0.55 0.1 0.2] de manera que la amplitud se
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Figura 4.37: Control de periodo sin cambiar la Amplitud del ciclo lı´mite con ta = 3, Periodo Resultante
T = 10.0066548 - Espacio Estados
incremente. Los resultados de la simulacio´n se muestran en las Figuras 4.40, 4.41 y 4.42. Tanto en la
simulacio´n de espacio de estados, como en las sen˜ales en el tiempo, se observa que la amplitud aumenta; el
periodo tambie´n se incrementa tal como se preveı´a.
Ana´lisis de esfuerzo de control
Como es caracterı´stico del control por punto de salida fijo, el primer ciclo presenta un esfuerzo de control
diferente al de los ciclos siguientes. Recue´rdese que el esfuerzo de control se calcula encontrando el valor
medio de la sen˜al dentro de un periodo especifico, es decir:
urms =
√
1
T
[∫ T
0
u1(x, τ)2dτ +
∫ T
0
u2(x, τ)2dτ +
∫ T
0
u3(x, τ)2dτ
]
En las simulaciones mostradas se presentan los siguientes esfuerzos de control:
Simulacio´n 1 Sin cambiar amplitud.
ta = 0.8
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Figura 4.38: Control de periodo sin cambiar la Amplitud - Sen˜ales en el tiempo
T = 7.8067
Primer periodo: urms = 0.22621
Periodo sucesivos: urms = 0.12514
Simulacio´n 2 Sin cambiar amplitud.
ta = 3
T = 10.0067
Primer periodo: urms = 0.16414
Periodo sucesivos: urms = 0.071176
Simulacio´n 3 Cambia amplitud.
ta = 5
T = 12.0066548
Psal = [0.55 0.1 0.2]
Primer periodo: urms = 0.17638
Periodo sucesivos: urms = 0.10505
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Figura 4.39: Sen˜ales de control al controlar el C.L con un periodo T = 10.0066548
Para hacer un cuadro comparativo del esfuerzo de control con respecto al tiempo al interior de la esquina,
se simulo´ la te´cnica para varios valores de tc, sin cambiar la amplitud, los resultados se muestran en la tabla
4.1 y se grafican en la figura 4.43.
Se puede apreciar en la medida que tc 7→ 0 el esfuerzo de control se incrementa ya que la esquina debe
compensar el sistema original en un tiempo muy corto. Adema´s, cerca del tiempo de referencia se encuentra
el mı´nimo esfuerzo de control y de ahı´ en adelante se incrementa en relacio´n a la diferencia entre el tiempo
impuesto y tiempo de referencia original.
4.2.5. Comparacio´n Colisio´n de esquina con te´cnica cla´sica
Con el fin de determinar la relacio´n entre el esfuerzo de control de la te´cnica en discusio´n y las te´cnicas
existentes se simulo´ el control del sistema Lotka volterra estudiado, imponiendo una nueva dina´mica, con
la misma forma pero con un ciclo lı´mite de menor amplitud. La te´cnica utilizada consiste en el concepto
ba´sico de linealizacio´n por realimentacio´n, es decir se anula la dina´mica del sistema original y se impone la
nueva dina´mica deseada. Es decir:
u = −F (x) +G(x) (4.57)
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Figura 4.40: Control de periodo cambiando la Amplitud Psal = [0.550.10.2] del ciclo lı´mite con tc = 5, Periodo
Resultante T = 12.0066548
Donde F (x) representa a la dina´mica del sistema original y G(x) es la dina´mica que se desea imponer y
que para este caso, presenta el ciclo lı´mite al que se desea llevar el sistema. En esta simulacio´n G(x) tiene
un periodo de oscilacio´n aproximadamente igual al periodo de la planta a controlar.
A efectos de comparacio´n se simulo´ el control por colisio´n de esquina del sistema con punto de salida fijo y
se adecuo´ el tiempo interno de manera que no afecte el periodo del ciclo lı´mite.
Imponiendo la dina´mica
Para esta te´cnica de control se toma como dina´mica G(x):
x˙1 = 0.78x1(1.2(1− x1) + (1− x2)− 2.2(1− x3))
x˙2 = 0.78x2(2.6(1− x1) + (1− x2)− 0.5(1− x3))
x˙3 = 0.78x3(−0.1(1− x1)− (1− x2) + 1.2(1− x3))
(4.58)
Esta dina´mica posee un ciclo lı´mite con un periodo natural de oscilacio´n igual a 9.3s (igual al sistema
original).
Tomando como base u = −F (x) +G(x) se realiza la simulacio´n utilizando Simulink, y cuya estructura se
muestra en la figura 4.44.
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Figura 4.41: Control de periodo cambiando la Amplitud - Sen˜ales en el tiempo tc = 5
tc Tˆ Urms tc Tˆ Urms
0.4 7.4067 0.229770 2 9.0067 0.047387
0.6 7.6067 0.163590 2.2 9.2067 0.048842
0.8 7.8067 0.125140 2.3 9.3067 0.050818
1 8.0067 0.095448 2.4 9.4067 0.053285
1.2 8.2067 0.076069 2.6 9.6067 0.059018
1.4 8.4067 0.064702 2.8 9.8067 0.065126
1.6 8.6067 0.059375 3 10.0067 0.071176
1.8 8.8067 0.051243 3.5 10.5067 0.080287
Tabla 4.1: Esfuerzo de control con relacio´n al tiempo interno de la esquina tc
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Figura 4.42: Sen˜ales de control al controlar el C.L con un periodo T = 12.0066548
4.2 Aplicacio´n de la te´cnica de control al sistema Lotka Volterra 79
Figura 4.43: Relacio´n de ta con Esfuerzo de control Urms
Figura 4.44: Arquitectura de implementacio´n imponiendo una Dina´mica
Una vez aplicado el control se obtienen un ciclo lı´mite de menor amplitud, tal como se evidencia en la
gra´fica 4.45.
Este control se debe aplicar de forma continua, esto provoca que el gasto energe´tico de la sen˜al de control
sea permanente. Adema´s te´nganse en cuenta que la sen˜al de control debera´ compensar el efecto del sistema
original e introducir al sistema la nueva dina´mica que se desea imponer. La sen˜al de control para este caso
se muestra en la Fig. 4.46.
Al simular, la excursio´n de cada una de las variables de estado son:
0.3775 6 x1 6 1.92641
0.1422543 6 x2 6 2.69
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Figura 4.45: Resultado de aplicar control imponiendo una nueva dina´mica
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Figura 4.46: Sen˜al de control al imponer una dina´mica
0.44213 6 x3 6 2.18846
lo que se traduce en valores pico a pico de las sen˜ales:
x1pp = 1.54616
x2pp = 2.547745
x3pp = 1.74633
Se calculo´ el esfuerzo de control promedio de esta sen˜al de control:
urms = 0.53701
Control por colisio´n de esquina
El punto de salida del control por colisio´n de esquina se toma como Psal = [0.89 0.78 0.5] y permite la
excursio´n de las variables de estado en los rangos:
0.5008 6 x1 6 2.0253
0.1025 6 x2 6 2.6671
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0.4646 6 x3 6 2.2110
Es decir valores pico a pico:
x1pp = 1.5246
x2pp = 2.5646
x3pp = 1.7464
Estos valores se acercan a los valores pico a pico obtenidas con la te´cnica anterior, de manera que permiten
realizar una comparacio´n aproximada del esfuerzo de control realizado por cada te´cnica. Los resultados de
la simulacio´n se muestran en las figuras 4.47, 4.48 y 4.49.
Figura 4.47: Control con punto de salida fijo, con un ciclo lı´mite resultante aproximadamente igual a simulado al
imponer la dina´mica (4.58)
El esfuerzo de control resultante usando esta te´cnica:
urms = 0.25595
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Figura 4.48: Sen˜ales en el tiempo al aplicar un control con punto de salida fijo, con un ciclo lı´mite resultante
aproximadamente igual a simulado al imponer la dina´mica (4.58)
Como se observa el esfuerzo de control al utilizar la te´cnica de control estudiada es menor con respecto al
esfuerzo realizado por la te´cnica cla´sica (urms = 0.53701); la reduccio´n del esfuerzo de control para este
ejemplo es de 0.2811 del valor medio, esto es un 52.3375 % menos, obteniendo resultados similares.
4.2.6. Ana´lisis de la te´cnica en un ambiente ma´s real
Cuando una te´cnica de control se implementa en ambientes reales estos provocan alteraciones sobre el
comportamiento de las variables del sistema. Teniendo en cuenta esta situacio´n, a continuacio´n se mostrara´n
simulaciones incluyendo perturbaciones de los siguientes tipos:
Ruido: Se introduce ruido con media cero y amplitud pico a pico 0.02, dentro de un rango amplio de
frecuencia.
Perturbaciones eventuales: Con el fin de determinar el comportamiento al perturbar el sistema en un
instante dado, se introducen perturbaciones y se analiza la respuesta del sistema.
Imprecisio´n: Se cambian los para´metros en la dina´mica del modelo.
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Figura 4.49: Sen˜al de control de control con punto de salida fijo, con un ciclo lı´mite resultante aproximadamente
igual a simulado al imponer la dina´mica (4.58)
Ruido
Uno de los elementos que estara´ siempre presente en implementaciones reales es el ruido, el cual puede
ser de diferentes tipos pero que en general tienen media cero y se extienden en un amplio espectro. Para
probar el comportamiento de la te´cnica se introdujo ruido con media cero y valor pico a pico de 0.2.
El resultado de la simulacio´n se muestra en la Fig. 4.51 y las sen˜ales en el tiempo en la Fig.4.52.
Se puede observar que el comportamiento del control se mantiene, y a pesar de la introduccio´n de ruido
el ciclo lı´mite resultante se mantiene dentro de un rango aceptable; por lo tanto, la te´cnica tiene buen
comportamiento ante la presencia de ruido de amplitud moderada.
Perturbaciones Eventuales
Se entendera´n como perturbaciones eventuales a aquellas situaciones localizadas de baja probabilidad
que cambian el valor de las variables de estado del sistema. Para poder observar el comportamiento de la
te´cnica de control se aplican tres sen˜ales, una por cada variable de estado. La sen˜al aplicada se muestra en
la Fig 4.54 y el comportamiento de las sen˜ales se muestra en 4.55.
Es importante observar que en el momento de aplicar la perturbacio´n las sen˜ales se modifican
sustancialmente, pero inmediatamente que el flujo ingresa a la esquina de control, esta lleva el flujo
nuevamente al punto de salida, lo que permite volver al ciclo lı´mite deseado, tal como se observa en la
Fig.4.53. Este comportamiento dado por establecer un punto de salida fijo, provoca que el control sea ma´s
a´gil para responder ante perturbaciones y que, adema´s lo lleve nuevamente al estado deseado; situacio´n que
no ocurrirı´a con el me´todo de flujo fijo el cual tomarı´a varios ciclos para volver a estabilizarse en el ciclo
lı´mite resultante.
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Figura 4.50: Comparacio´n entre ciclo lı´mite original, C.Ls resultante utilizando te´cnica cla´sica y colisio´n de esquina
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Figura 4.51: Ciclo lı´mite con ruido
Imprecisiones del modelo
La mayorı´a de las ocasiones el modelo que busca anular a la dina´mica de la planta no representa fielmente
a la planta real. Se quiere determinar cual es el comportamiento de la te´cnica cuando se presentan diferencias
entre la planta real y el modelo. Para esto, se simulo´ la te´cnica cambiando el valor de λ que originalmente
vale λ = 1 a λ = 0.7. Se establece Psal = [0.766 0.532 0.44]
Cuando la dina´mica del modelo no elimina satisfactoriamente la dina´mica de la planta, el flujo interno
tendra´ otras componentes que no permitira´n que se cumpla el punto de salida establecido. Sin embargo,
la te´cnica converge a una nueva solucio´n cercana a Psal y se establece en ella. Este comportamiento en la
mayorı´a de casos serı´a tolerable y dependera´ de la diferencia que exista entre el modelo y la planta real.
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Figura 4.52: Sen˜al en el tiempo al adicionar ruido
88 4 Ejemplos de aplicacio´n de la te´cnica de control
Figura 4.53: Representacio´n en el espacio de estados a la sen˜al perturbada
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Figura 4.54: Perturbaciones que son aplicadas al ciclo lı´mite
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Figura 4.55: Sen˜ales en el tiempo del sistema perturbado
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Figura 4.56: Simulacio´n con un modelo impreciso
5 Trabajo Futuro: Paso de Caos a Ciclo lı´mite y
viceversa
A manera de investigacio´n exploratoria se muestra el resultado de aplicar el esquema usando
flujo fijo y punto de salida fijo para el control de sistemas cao´ticos, se toma al sistema de Ro¨ssler,
ya que presenta doblamientos de periodo y transicio´n al caos. Se muestran las simulaciones y se
obtienen las primeras conclusiones.
5.1. Generalidades
Figura 5.1: Diagrama de bifurcacio´n para el sistema de Ro¨ssler variando el para´metro a y con b = 2 y c = 4
Una de las caracterı´sticas representativas de sistemas cao´ticos es la denominada ruta al caos, y la
cual consiste en una serie de eventos de doblamiento de periodo que finalmente termina en caos. Este
comportamiento puede evidenciarse en un diagrama de bifurcaciones y, aunque difiere en sistemas que
presentan la misma estructura en general, es similar a la mostrada en la figura 5.1. Esta figura, corresponde
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al diagrama de bifurcaciones del sistema de Ro¨ssler de x1 al variar el para´metro a y estableciendo los
para´metros b = 2 y c = 4. Este comportamiento permite inferir que el caos es la suma de multiples
doblamientos de periodo, y por lo tanto, se podrı´an extraer usando alguna te´cnica. Es decir, desde
el comportamiento cao´tico se extraerı´a flujos 2-perio´dico, 4-perio´dico, 8-perio´dicos, etc. En resumen
establecemos la siguiente hipo´tesis:
Hipo´tesis 5.1 (Extraccio´n de doblamientos de periodo). Haciendo uso de te´cnica de control por colisio´n de
esquina es posible extraer, del re´gimen cao´tico, el comportamiento de un doblamiento periodo ocurrido en
el proceso de ruta al caos.
Usando una esquina de control se podrı´a configurar, dentro de cierto rango, las caracterı´sticas de amplitud
y frecuencia de una o´rbita n-perio´dica, sin necesidad de cambiar su n-periodicidad. Ası´ mismo, se puede
reducir el orden del doblamiento, por ejemplo, pasar de una o´rbita 8-perio´dica a una 4-perio´dica, 2-perio´dica
o Ciclo lı´mite.
Para mostrar este comportamiento se han realizado simulaciones usando como modelo de referencia el
sistema de Ro¨ssler (4.1), usando Punto de salida fijo y despue´s, flujo fijo.
5.2. Simulaciones
Con el fin de observar cual es el comportamiento de algunas etapas de la ruta al caos al introducir el
control por colisio´n de esquina, se implementaron los esquemas de control por Punto de salida fijo y por
flujo fijo. Se toma a como para´metro de bifurcacio´n y se fijan los para´metros en b = 2 y c = 4.
A manera de referencia, se realizara´ el control en los siguientes casos:
En a = 0.35 el sistema exhibe una o´rbita 2-perio´dica.
Para a = 0.38 se presenta una o´rbita 4-perio´dica
En 0.4 el sistema se encuentra en un re´gimen cao´tico.
Se plantea una hipo´tesis y con los resultados obtenidos se realiza un ana´lisis inicial.
5.2.1. Usando punto de salida fijo
Debido que el esquema de control por colisio´n de esquina siempre proyecta las lı´neas de flujo a un mismo
punto, y garantizando que el flujo retorne a la esquina de control, la o´rbita resultante siempre sera´ un ciclo
lı´mite. En las figuras 5.2, 5.3 y 5.4 se evidencia este comportamiento.
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Figura 5.2: Ciclo lı´mite a partir de o´rbita 2-perio´dica usando control por colisio´n de esquina con Punto de salida fijo.
5.2 Simulaciones 95
Figura 5.3: Ciclo lı´mite a partir de o´rbita 4-perio´dica usando control por colisio´n de esquina con Punto de salida fijo
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Figura 5.4: Se obtiene un ciclo lı´mite a partir de un re´gimen cao´tico, utilizando colisio´n de esquina con punto de
salida fijo
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5.2.2. Usando flujo fijo
A diferencia del control usando punto de salida fijo, al usar un flujo fijo se producen otros
comportamientos tales como generacio´n de caos o extraccio´n de o´rbitas n-perio´dicas a partir de o´rbitas
de mayor orden o el mismo caos.
Se simularon los siguientes casos:
Conservando la n-periodicidad pero cambiando la amplitud.
Reduccio´n de orden desde o´rbitas n-periodicas altas.
Extraccio´n de o´rbitas n-periodicas a partir del Caos.
Para simular los diferentes escenarios se fijaron los valores de γ = 1 y η = 0 y se cambia el valor de δ
Conservando la n-periodicidad pero cambiando la amplitud
Ası´ como se puede aumentar o disminuir la amplitud de un ciclo lı´mite usando el esquema de control
propuesto, es posible cambiar la amplitud de una o´rbita n-perio´dica de mayor orden. Para simular este caso
se tomo´ el sistema en el momento que exhibı´a una o´rbita 2-perio´dica, esto es, con a = 0.35 y se le aplico´ el
esquema de control con un valor de δ = −0.3. El resultado se muestra en la figura 5.5. Esta o´rbita al ser
2-perio´dica tiene dos ciclos de diferente amplitud, al aplicar el control, el ciclo ma´s grande resulta en mayor
amplitud, y el ma´s pequen˜o reduce la amplitud.
En figura 5.6 se puede observar co´mo la amplitud del ciclo principal se reduce y el ciclo de menor taman˜o
aumenta la amplitud. Este comportamiento, tambie´n puede reproducirse en una o´rbita 4-perio´dica, donde
unos ciclos aumentan su amplitud y otros la reducen, ver figura 5.7.
Como trabajo futuro, se propone analizar si este comportamiento es gene´rico en otros sistemas cao´ticos o es
exclusivo de solo algunos.
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Figura 5.5: Se mantiene el doblamiento de periodo aumentando la amplitud
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Figura 5.6: Se mantiene la o´rbita 2-perio´dica disminuyendo la amplitud
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Figura 5.7: Se mantiene el doblamiento de periodo disminuyendo la amplitud
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Reduccio´n de orden desde o´rbitas n-perio´dicas
Una de las caracterı´sticas interesantes que parece tener el control por colisio´n de esquina usando flujo
fijo, es poder extraer comportamientos anteriores a la aparicio´n de un doblamiento de periodo o caos. En las
figuras 5.8 y 5.9 se muestran como se pasa una o´rbita 2-perio´dica a un ciclo lı´mite. En la figura 5.10 se logra
extraer una o´rbita 2-perio´dica desde una 4-perio´dica al establecer δ = 0.1, adema´s si se establece δ = 0.4
se logra obtener un ciclo lı´mite.
Figura 5.8: Paso de flujo 2-perio´dica a Ciclo Lı´mite controlando con Flujo Fijo
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Figura 5.9: Paso de flujo 2-perio´dica a Ciclo Lı´mite controlando con Flujo Fijo
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Figura 5.10: Paso de flujo 4-perio´dica a 2-perio´dica
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Figura 5.11: Paso de flujo 4-perio´dica a Ciclo Lı´mite controlando con Flujo Fijo
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Extraccio´n de o´rbitas n-perio´dicas a partir del Caos
Tal como se habı´a mencionado anteriormente, el caos puede verse como un acumulado de doblamientos
de periodo. Entonces, es comprensible que del caos se extraigan o´rbitas 2,4,8...2n-perio´dicas. Se realizaron
simulaciones que muestran esta situacio´n, en la figura 5.12, al establecer δ = 0 se extrae desde el re´gimen
cao´tico una o´rbita 2-perio´dica y en la figura 5.13, con δ = 0.6 se obtiene un ciclo lı´mite.
Figura 5.12: Desde Caos a o´rbita 2-perio´dica
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Figura 5.13: Desde Caos a Ciclo lı´mite
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Generacio´n de caos desde una o´rbita n-perio´dica
Un caso particular encontrado al realizar esta investigacio´n exploratoria, consiste en generar caos a partir
de una o´rbita 4-perio´dica, el resultado dado al establecer δ = −0.3 se observa en la figura 5.14.
Figura 5.14: Al aplicar el control, se puede llevar una o´rbita 4-perio´dica a un re´gimen cao´tico
6 Conclusiones
En la presente trabajo se mostro´ la viabilidad y el esquema de implementacio´n de la te´cnica de control
usando el concepto de bifurcacio´n de colisio´n de esquina de sistemas tridimensionales que presentan
ciclos lı´mites u otros comportamientos como doblamiento de periodo y caos. Las simulaciones
muestran resultados satisfactorios y mejoras con respecto a te´cnicas cla´sicas.
Se establece una nueva variante del control por colisio´n de esquina, el cual consiste en definir un flujo
variable y obligarlo a salir por un punto de salida. Al aplicar este me´todo, el tiempo de convergencia
al ciclo lı´mite resultante es ma´s ra´pido que con el me´todo usando un flujo fijo, y por consiguiente, el
tiempo de respuesta ante perturbaciones es mejor. La amplitud del ciclo lı´mite es correspondiente este
punto de salida, lo que evita realizar complicados ca´lculos para determinar la amplitud el ciclo lı´mite
resultante.
Se desarrollo´ la aplicacio´n de la te´cnica en dos ejemplos de sistemas tridimensionales (Sistema de
Ro¨ssler y Lotka-volterra). Permitio´ encontrar las diferentes caracterı´sticas de la te´cnica de control
estudiada, sus variantes y el ana´lisis respectivo.
Haciendo uso del sistema de Ro¨ssler se realiza la comparacio´n entre el uso de un flujo fijo y el uso de
un punto de salida fijo para controlar ciclos lı´mites, esto permitio´ definir las principales diferencias,
entre ellas la velocidad de convergencia y el cambio de fase. Tambie´n se comprobo´ que el esfuerzo
asociado para cada una de estos me´todos es el mismo siempre y cuando, se establezcan las mismas
caracterı´sticas de punto de salida y tiempo al interior de la esquina de control.
Se definio´ la arquitectura para la implementacio´n de una solucio´n usando esta te´cnica de control.
Lo que permite verificar la viabilidad de la implementacio´n del controlador y adema´s, establece los
principales elementos necesarios.
Se realizo´ un ana´lisis de transversalidad y no deslizamiento en los hiperplanos de la esquina de control,
este ana´lisis es de gran importancia ya que determina que el flujo de control y el flujo del sistema se
relacionen adecuadamente y no existan conflictos entre ellos o con la esquina de control.
Se mostro´ que el control por colisio´n de esquina requiere un esfuerzo de control menor al de te´cnicas
tradicionales de control de ciclos lı´mites. Este aspecto es muy importante sobre todo en aplicaciones
industriales.
Teniendo como base el me´todo de control por punto de salida fijo, se propuso el control del periodo
de ciclo lı´mites al cambiar el tiempo de permanencia del flujo de control al interior de la esquina.
Esta te´cnica es la primera en su ge´nero y promete ser una herramienta muy u´til en varias a´reas del
conocimiento.
Con el fin de determinar el comportamiento del esquema de control se realizaron simulaciones
incluyendo ruido externo y perturbaciones eventuales, esto mostro´ que el esquema de control es
estable ante estas perturbaciones.
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Se mostro´ que a partir del caos y usando esta te´cnica de control, es posible extraer ciclos lı´mites u
o´rbitas perio´dicas. Se propone como trabajo a futuro determinar la generalidad de estos resultados y
los conceptos matema´ticos para un ana´lisis ma´s completo.
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