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LOCAL h-POLYNOMIALS, INVARIANTS OF SUBDIVISIONS, AND
MIXED EHRHART THEORY
ERIC KATZ AND ALAN STAPLEDON
Abstract. There are natural polynomial invariants of polytopes and lattice polytopes com-
ing from enumerative combinatorics and Ehrhart theory, namely the h- and h∗-polynomials,
respectively. In this paper, we study their generalization to subdivisions and lattice sub-
divisions of polytopes. By abstracting constructions in mixed Hodge theory, we introduce
multivariable polynomials which specialize to the h-, h∗- polynomials. These polynomials,
the mixed h-polynomial and the (refined) limit mixed h∗-polynomial have rich symmetry,
non-negativity, and unimodality properties, which both refine known properties of the clas-
sical polynomials, and reveal new structure. For example, we prove a lower bound theorem
for a related invariant called the local h∗-polynomial. We introduce our polynomials by de-
veloping a very general formalism for studying subdivisions of Eulerian posets that extends
the work of Stanley, Brenti and Athanasiadis on local h-vectors. In particular, we prove a
conjecture of Nill and Schepers, and answer a question of Athanasiadis.
1. Introduction
Given a polytope P , one can associate an invariant called the toric h-vector, which, if P is
simplicial, encodes the number of faces of a given dimension (see Example 3.14). Symmetry,
non-negativity and unimodality results constrain the possible toric h-vectors (see [13] for a
survey). If S is a polyhedral subdivision of P , then we are interested in understanding the
combinatorics of the cells of S. Analogously to above, one can associate an invariant h(S; t)
called the h-polynomial, which, if S is a triangulation, encodes the number of cells of S of
a given dimension. When S is the trivial subdivision, h(S; t) is Stanley’s g-polynomial of P .
The local h-polynomial lP (S; t) has symmetric coefficients and was introduced by Stanley
in [43]. When S is a rational polyhedral subdivision, he proved that h(S; t) and lP (S; t) have
non-negative coefficients, and, in addition, when S is regular, the coefficients of lP (S; t) are
symmetric and unimodal [43, Theorem 7.9]. The case when S is a triangulation of a simplex
has been of particular interest and we refer the reader to [2] for a survey.
If P is a lattice polytope, one is interested in understanding the Ehrhart theory of P i.e.
the enumerative combinatorics of the lattice points in all dilates of P . In this case, one
can encode the count of the number of lattice points in dilates of P in a certain invariant
h∗(P ; t) called the h∗-polynomial (also known as the δ-polynomial or Ehrhart h-polynomial).
The local h∗-polynomial l∗(P ; t) has symmetric coefficients and was introduced by Stanley
in [43, Example 7.13], and later independently by Borisov and Mavlyutov in [12] with the
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notation S˜(t). Stanley proved that the coefficients of h∗(P ; t) are non-negative in [45], and
conjectured that the coefficients of l∗(P ; t) were non-negative in [43, Example 7.13]. The
latter conjecture was proved by Karu [33, Theorem 1.1], and independently by Borisov and
Mavlyutov [12, Proposition 5.1]. If S is a polyhedral subdivision of P into lattice polytopes,
then the Ehrhart theory of P reduces to understanding the combinatorics of S, together with
the Ehrhart theory of the cells of S. In the special case when the cells of S are unimodular
simplices (although such a S may not exist for a given P ), understanding the Ehrhart
theory of P is equivalent to understanding the combinatorics of S, and h∗(P ; t) = h(S; t)
and l∗(P ; t) = lP (S; t). In contrast to the case of the local h-polynomial lP (S; t), we note
that in general the coefficients of l∗(P ; t) are not unimodal (see, for example, Example 7.22).
Motivated by geometry, specifically mixed Hodge theory, we will introduce new, pow-
erful combinatorial invariants which are multivariable generalizations of the classical in-
variants. In the case of polytopes, we introduce the mixed h-polynomial hP (S; u, v) =
1+
∑
i,j hi,ju
ivj ∈ Z[u, v] (Definition 5.1). This polynomial is invariant under the interchange
of u and v, and refines the h-polynomial in the sense that hP (S; u, 1) = h(S; u). The local
h-polynomial lP (S; t) is recovered by considering the terms of highest combined degree in u
and v in hP (S; u, v). When S is a triangulation of a simplex, hP (S; u, v) precisely encodes
the numbers fi,j := #{F ∈ S | dimF + 1 = i, dim σ(F )− dimF = j}, where, for any cell F
in S, σ(F ) denotes the smallest face of P containing F . In Corollary 6.7, we prove that if
S is a rational polyhedral subdivision, then the coefficients of hP (S; u, v) are non-negative,
and, if, furthermore, S is a regular subdivision, then the sequences {hi,k−i}i=0,...,k are sym-
metric and unimodal for all k ≥ 0. This generalizes the above results of Stanley for h(S; t)
and lP (S; t). When S is a triangulation of a simplex, it may be deformed to a rational
triangulation without changing the combinatorics (as in [43]), and the above result implies
non-trivial inequalities between the numbers {fi,j}i,j≥0.
In the lattice polytope case, we assume that P and the cells of S are lattice polytopes
and introduce a number of new invariants. Firstly, we introduce the mixed h∗-polynomial
h∗(P ; u, v) ∈ Z[u, v] (Section 7), which only depends on P and not S. This polynomial is
invariant under the interchange of u and v, and refines the h∗-polynomial h∗(P ; t) in the
sense that h∗(P ; u, 1) = h∗(P ; u). We recover the local h-polynomial l∗(P ; t) by considering
the terms of highest combined degree in u and v in h∗(P ; u, v). In Theorem 8.3, we prove
that the coefficients of the mixed h∗-polynomial are non-negative. This generalizes the
above results of Stanley, Karu, Borisov and Mavlyutov. When the cells of S are unimodular
simplices, then h∗(P ; u, v) = hP (S; u, v). More generally, we introduce the following diagram
of invariants refining the h∗-polynomial:
h∗(P,S; u, v, w)
u 7→uw−1
v 7→1
//
w 7→1

h∗(P ; u, w)
w 7→1

h∗(P,S; u, v)
v 7→1
// h∗(P ; u).
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The invariants h∗(P,S; u, v) ∈ Z[u, v] and h∗(P,S; u, v, w) ∈ Z[u, v, w] are called the limit
mixed h∗-polynomial and refined limit mixed h∗-polynomial, respectively. We note
that although analogues of these invariants exist in the polytope case (see Remark 5.10), we
will not study them in this work. We may write
h∗(P,S; u, v, w) = 1 + uvw2
dimP−1∑
r=0
∑
0≤p,q≤r
h∗p,q,ru
pvqwr,
for some integers h∗p,q,r, that we visualize in diamonds as follows: the r-local h
∗-diamond of
(P,S) is obtained by placing h∗p,q,r at point (q− p, p+ q) in Z
2 for 0 ≤ p, q ≤ r (see Figure 1
below). The coefficients of the h∗-polynomial are recovered by stacking the diamonds on top
of each other, summing the entries, and then summing along a fixed choice of diagonal. Also,
the coefficients of the local h∗-polynomial are recovered by summing the coefficients of the
(dimP −1)-local h∗-diamond along a fixed choice of diagonal. In Theorem 9.2, we show that
the coefficients of the diamonds are non-negative and symmetric about the horizontal and
vertical axes. In Theorem 9.3, we prove that each horizontal strip of the r-local h∗-diamond
satisfies the following lower bound theorem: its first entry is a lower bound for the other
entries. If S is a regular subdivision, then we prove that the coefficients of each vertical strip
of the r-local h∗-diamond are symmetric and unimodal (Theorem 9.4). In the special case
of regular, unimodular triangulations, the coefficients of each diamond vanish away from
the central vertical strip, and we deduce that the coefficients of the local h-polynomial are
unimodal (Example 8.8).
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Figure 1. r-local h∗-diamonds of (P,S) when dimP = 3
We have seen that the coefficients of the diamonds refine the coefficients of the h∗-
polynomial and local h∗-polynomial. Hence the structure of these diamonds provides insights
into the structure of these classical invariants. For example, we deduce the following lower
bound theorem (Theorem 7.20, Remark 8.6):
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Theorem. Let P ⊆ Rd be a lattice polytope. Then the local h∗-polynomial l∗(P ; t) = l∗1t +
· · ·+ l∗dimP t
dimP satisfies l∗1 = #(Int(P ) ∩ Z
d) ≤ l∗i for 1 ≤ i ≤ dimP .
We employ two distinct ways to view the above combinatorics from a geometric perspec-
tive. One the one hand, assume that P ⊆ Rd is a rational polytope, and consider the cone
generated by P × {1} ⊆ Rd ×R. Then S induces a fan refinement of the cone, and we have
a corresponding morphism of toric varieties, to which one can apply the decomposition the-
orem for intersection cohomology. The relative hard Lefschetz theorem [19, Theorem 1.6.3]
naturally gives rise to unimodal sequences. This approach is explained in detail in Section 6,
and we use it to prove the results above for the mixed h-polynomial hP (S; u, v). We note
that this extends ideas of Stanley [43] and also overlaps with recent work of de Cataldo,
Migliorini, and Mustata [20].
On the other hand, assuming that S is a regular lattice subdivision, the normal fan of P
corresponds to a different toric variety, and we may consider a family of hypersurfaces over
the punctured disc with Newton polytope P whose coefficients have asymptotics related to a
height function inducing S. The cohomology of the generic member of the family of hyper-
surfaces inherits a weight filtration induced by the monodromy around the puncture. This
gives rise to invariants called refined limit mixed Hodge numbers, which provide a geometric
interpretation of the coefficients h∗p,q,r. The action of the monodromy operator naturally
produces unimodal sequences. This perspective is explored in detail in [34] and summarized
in Remark 9.5.
Finally, in the paper itself we develop a new combinatorial theory for studying locally
Eulerian posets that generalizes previous work of Stanley [43], Brenti [15] and Athanasiadis
[1]. Here a locally Eulerian poset abstracts certain classes of polyhedral complexes. We
introduce the notion of a strong formal subdivision σ : Γ→ B of locally Eulerian posets,
which abstracts the notion of polyhedral subdivisions, and study an associated pushforward
map. Following Stanley [43], we consider the notion of polynomials that obey a particular
symmetry property with respect to a kernel, and are called acceptable, and we determine
the behavior of acceptable functions under pushforward. We also study the corresponding
theory in the context of Ehrhart theory. We believe this work will be of considerable interest
to combinatorialists. In particular, in Remark 6.5, we prove a conjecture of Nill and Schepers
[40], and answer a question of Athanasiadis [2, Question 2.16]. In this introduction, we have
presented a special case, firstly, for simplicity of exposition, and, secondly, to allow readers
the opportunity to understand some of the main results without using this machinery. In
the case described in the introduction, Γ is the poset of cells of S, B is the poset of faces of
P and σ takes a cell F of S to the smallest face Q of P such that F ⊆ Q. Moreover, in this
case, with notation to be introduced later in the paper, h(S; t) := h(Γ; t), lP (S; t) := lB(Γ; t)
and hP (S; u, v) := hB(Γ; u, v).
1.1. Organization of the paper. In Section 2, we review the formalism for Eulerian
posets. In Section 3, we study strong formal subdivisions of locally Eulerian posets. In
Section 4, we introduce the local h-polynomial of a strong formal subdivision which is then
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generalized to the mixed h-polynomial in Section 5. In Section 6, we prove that the local
h-polynomial is non-negative and is also symmetric and unimodal in the case of regular
polyhedral subdivisions by relating it to intersection cohomology. Section 7 begins the treat-
ment of Ehrhart theory while Section 8 introduces and establishes the properties of the limit
mixed h∗-polynomial. Section 9 deals with the refined limit mixed h∗-polynoimal, proving
a symmetry result that is important for [34]. Section 10 is an aside on tropical geometry in
which hypersurfaces are replaced by more general scho¨n subvarieties.
Notation and conventions. Throughout, we will consider the empty polytope to have dimen-
sion −1. If a(t) and b(t) are real-valued polynomials, then we write a(t) ≥ b(t) if a(t)− b(t)
has non-negative coefficients. All posets considered in this paper will be finite. We denote
by 1̂ (respectively 0̂) the unique maximal element (respectively minimal element) of a finite
poset if it exists.
Acknowledgements. We would like to thank Mark de Cataldo, Mircea Mustata, and Paul
Bressler for valuable conversations. Special thanks must go to Benjamin Nill who introduced
the authors to Stanley’s subdivision theory and advocated its importance in Ehrhart theory.
2. Combinatorics of posets
In this section, we will study posets with a view to understanding Eulerian posets. The
motivation is geometric. The poset will be thought of as describing the open strata of a
nice stratification of a complex algebraic variety. Associated to the closed strata will be
symmetric functions such as the Poincare´ polynomial of intersection cohomology which is
symmetric by Poincare´ duality. The functions associated to open strata will be obtained by
subtracting off the contributions of smaller closed strata where each contribution is weighted
by a function γ which encodes the singularities along the smaller strata. The functions
associated to open strata are not symmetric but they obey a reciprocity theorem. They are
called “acceptable”. The approach here is a generalization of that of Stanley [43, Sec. 6],
influenced by the work of Brenti [14, 15].
LetB be a finite poset. For any pair x ≤ x′ inB, we may consider the interval [x, x′] = {y ∈
B | x ≤ y ≤ x′}. The set of all intervals is identified with Int(B) := {(x, x′) ∈ B2 | x ≤ x′}.
Let R be a commutative ring with identity of characteristic not 2. Following [44, Section 3.6],
the incidence algebra I(B;R) of B with coefficients in R is the associative R-algebra with
elements given by all functions f : Int(B)→ R and addition and multiplication defined by
(f + g)(x, x′) = f(x, x′) + g(x, x′), (f ∗ g)(x, x′) =
∑
x≤y≤x′
f(x, y)g(y, x′),
for all f, g in I(B;R) and x ≤ x′ in B. The ring R is embedded as a subalgebra via r 7→ fr,
where fr(x, x
′) = r if x = x′ and 0 otherwise. We may think of this algebra as follows: fix an
ordering {x1, . . . , xr} of B such that xi ≤ xj implies that i ≤ j. Then I(B;R) is isomorphic
to the subalgebra A = {(ai,j)1≤i,j≤r | ai,j = 0 unless xi ≤ xj} of the algebra of r × r upper
triangular matrices. In particular, it follows immediately that I(B;R) is associative and an
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element f in I(B;R) is invertible if and only if f(x, x) ∈ R is invertible for all x ∈ B. For
x ≤ x′ in B, define ex,x′ in I(B;R) by
ex,x′(z, z
′) =
{
1 if x = z, x′ = z′,
0 otherwise.
Then I(B;R) is a free R-module with basis {ex,x′ | x ≤ x
′ ∈ B}.
Similarly, following [43, Section 6], we define RB to be the R-module consisting of all
functions f : B → R. Then RB is a right I(B;R)-module via
(f ∗ g)(x′) =
∑
x≤x′
f(x)g(x, x′),
for all f in RB, g in I(B;R) and x′ in B. Observe that when B contains a minimal element
0̂, then RB may be identified with the two-sided ideal of I(B;R) consisting of all functions
f : I(B)→ R satisfying f(x, x′) = 0 for x 6= 0̂. For x in B, define ex in R
B by
ex(z) =
{
1 if x = z,
0 otherwise.
Then RB is a free R-module with basis {ex | x ∈ B}.
Fix a ring involution r 7→ r of R, and let S(R) = {r ∈ R | r = r} be the invariant subring
of R. The incidence algebra I(B;R) gets an induced ring involution with invariant subring
I(B;S(R)). In particular, we may view I(B;S(R)) as the free S(R)-submodule of I(B;R)
with basis {ex,x′ | x ≤ x
′ ∈ B}. Similarly, RB gets an induced S(R)-module involution with
invariant submodule S(R)B, and we view S(R)B as the free S(R)-submodule of RB with
basis {ex | x ∈ B}.
For any subset A of R, let
U(B;A) = {f ∈ I(B;R) | f(x, x) = 1 for all x ∈ B, f(x, x′) ∈ A for all x < x′}.
Clearly, U(B;R) is invariant under the involution and the corresponding invariant subring
is U(B;S(R)). The following extends the corresponding definition in [43, Definition 6.2] (cf.
[43, Theorem 6.5]).
Definition 2.1. An element κ ∈ U(B;R) is a B-kernel if κ ∗ κ = 1.
We now extend the notion of an element being symmetric. When the kernel below is the
identity, this corresponds to the usual notion that an element is symmetric if it is invariant
under the involution. The following is an extension the corresponding definitions in [43,
Definition 6.2].
Definition 2.2. Let κ be a B-kernel. An element f in I(B;R) (respectively in RB) is
κ-totally acceptable (respectively κ-acceptable ) if f = f ∗ κ. The set of all κ-totally
acceptable functions forms a left S(R)-submodule of I(B;R) denoted T (B, κ) = T (B, κ;R).
The set of all κ-acceptable functions forms a left S(R)-submodule of RB denoted A(B, κ) =
A(B, κ;R).
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We will produce a basis for A(B, κ) and T (B, κ) by using particular elements of the
incidence algebra.
Definition 2.3. An element γ ∈ U(B;R) ∩ T (B, κ) is called an acceptability operator.
Note that an acceptability operator γ determines κ since γ−1 ∗ γ = κ by definition. We
note that, in a special case, Brenti uses the alternative notation “Kazhdan-Lusztig-Stanley
function” or “KLS-function’” for the acceptability operator (see [15, Theorem 2.1]).
Lemma 2.4. Fix a B-kernel κ and an acceptability operator γ. Then right multiplication
by γ gives an isomorphism of left S(R)-modules:
I(B;S(R))→ T (B, κ),
f 7→ f ∗ γ.
and
S(R)B → A(B, κ),
f 7→ f ∗ γ.
In particular, T (B, κ) is a free left S(R)-module with basis {ex,x′ ∗ γ | x ≤ x
′ ∈ B} and
A(B, κ) is a free left S(R)-module with basis {ex ∗ γ | x ∈ B}.
Proof. Let f ∈ I(B;R) or f ∈ RB. Then
f = f ⇐⇒ f ∗ γ = f ∗ γ ∗ γ−1 ∗ γ ⇐⇒ f ∗ γ = f ∗ γ ∗ κ,
and the result follows. 
Next we consider criterion to guarantee the existence and uniqueness of an acceptability
operator. Fix a subring R˜ of R invariant under the involution (often we set R˜ = R), and fix
a splitting of Z-modules
(1) R˜ = S(R˜)⊕ R′,
where R′ is a Z-submodule of R˜. Let K˜ denote the set of B-kernels defined over R˜. Let
D : R˜→ R′ be the projection onto R′.
Lemma 2.5. Fix the splitting (1) above with projection D, and assume that 2 ∈ R˜ is
invertible. Then there is a bijection
U(B;R′)→ K˜,
γ 7→ κ = γ−1 ∗ γ.
The inverse, denoted γκ = γB,κ (throughout we abuse notation and ignore the dependence on
the choice of splitting) is recursively defined by
(2) γκ(x, x
′) = D
(
−
1
2
∑
x≤z<x′
γκ(x, z)κ(z, x
′)
)
,
for x < x′ in B.
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Proof. We verify that the functions are inverses of each other. Note that if γ ∈ U(B;R′) and
κ = γ−1 ∗ γ, then the statement γ = γκ is equivalent to the statement that for all x < x
′,
γ(x, x′) = D
(
−
1
2
∑
x≤z<x′
γ(x, z)(γ−1 ∗ γ)(z, x′)
)
,
which holds if and only if γ(x, x′) = −D(γ(x, x′)). Since γ(x, x′) ∈ R′, the latter is equivalent
to the fact that γ(x, x′) + γ(x, x′) is symmetric.
Given κ ∈ K˜, it remains to show that γκ = γκ ∗ κ. By definition, this is equivalent to the
statement that for all x < x′,
(3) γκ(x, x
′)− γκ(x, x
′) =
∑
x≤z<x′
γκ(x, z)κ(z, x
′).
We will use the following easily-proved observation: if g ∈ R˜ is antisymmetric, then the
unique solution for a ∈ R′ to a − a = g is a = −1
2
D(g). Setting g to be the right hand
side of (3), it remains to show that g is anti-symmetric. This follows from the generalized
Dehn-Sommerville equations [43, Prop 6.4]. Explicitly, using induction on the length of a
maximal chain in an interval, we compute:
g =
∑
x≤z<x′
γκ(x, z)κ(z, x
′)
=
∑
x≤z<x′
[ ∑
x≤x′′≤z
γκ(x, x
′′)κ(x′′, z)
]
κ(z, x′)
=
∑
x≤x′′<x′
γκ(x, x
′′)
∑
x′′≤z<x′
κ(x′′, z)κ(z, x′)
= −g.

Remark 2.6. An alternative proof of the fact that the map in Lemma 2.5 is a bijection is
given in [43, Prop 6.11] for a specific splitting, but the proof holds in the more general case.
In fact, with the setup above, one easily obtains a non-recursive formula for the accept-
ability operator γκ.
Corollary 2.7. Fix the splitting (1) above with projection D, and assume that 2 ∈ R˜ is
invertible. Then we have the following explicit formula for γκ:
γκ(x, x
′) =
∑
x=x0<x1<···<xr=x′
(
−
1
2
)r
D(. . . (D(D(κ(x0, x1))κ(x1, x2)) . . .)κ(xr−1, xr))
for x < x′ in B.
Proof. This follows since one easily verifies that the above formula satisfies the recurrence
(2). 
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Remark 2.8. This corollary is closely related to the work of Brenti [14, Cor 6.5].
Example 2.9. If κ is the identity, then γκ is the identity, T (B, κ) = I(B;S(R)) and
A(B, κ) = S(R)B.
Example 2.10. Let R = Z[t±1/2] with involution r(t) = r(t−1). We may choose a splitting
by setting R = R˜ and R′ = {
∑
i∈Z<0 αit
i/2 | αi ∈ Z}. In this case, D(
∑
i∈Z αit
i/2) =∑
i∈Z<0(αi − α−i)t
i/2. Note that in this case 2 ∈ R is not invertible. We will consider this
example in further detail in Section 3.
Example 2.11. If 2 ∈ R is invertible, then let R = R˜ and let R′ be the (−1)-eigenspace of
R with respect to the involution. Then one may verify that γκ is inductively defined by:
γκ(x, x
′) = −
1
2
∑
x≤z<x′
γκ(x, z)κ(z, x
′)
for x < x′ in B. Alternatively, can verify γκ is given directly by the formula:
(4) γκ(x, x
′) =
∑
x=x0<x1<···<xr=x′
(
−
1
2
)r r−1∏
i=0
κ(xi, xi+1)
for x < x′ in B.
Example 2.12. Let k be a field of characteristic zero, and consider the Grothendieck
ring K0(Vark) of varieties over k. That is, K0(Vark) is the free Z-module with basis {[V ] |
V is a variety over k} modulo the relations [W ] = [V ] + [W r V ] whenever V is a closed
subvariety of W . We set  L := [A1], and let R = K0(Vark)[ L±1/2]. By [11, Corollary 3.4],
there is an involution Dk on K0(Vark)[ L
−1] that sends  L to  L−1 and is characterized by
Dk([X ]) =  L
− dimX [X ] for any smooth, proper variety X over k. This extends to a ring
involution of R by setting Dk( L
1/2) =  L−1/2. If we set R˜ = Z[ L±1/2], then as in Example 2.10,
we obtain a splitting as above by setting R′ = {
∑
i∈Z<0 αi L
i/2 | αi ∈ Z}.
3. Locally Eulerian posets and strong formal subdivisions
In this section, we will study subdivisions of locally Eulerian posets. There is a good
notion of subdivisions, strong formal subdivisions, which abstract polyhedral subdivisions in
the same way that Eulerian posets abstract polytopes. Given such a subdivision, we will
study an induced pushforward on acceptable functions on these posets.
3.1. Locally Eulerian posets. A finite poset B is locally graded if for every interval
[x, x′] in B, all maximal chains in [x, x′] have the same length, denoted ρ(x, x′). For example,
ρ(x, x) = 0. The rank rk(B) of B is the longest length of a maximal chain in B.
Definition 3.1. A ranked poset is a pair (B, r) such that B is locally graded, r : B → Z
and ρ(x, x′) = r(x′)− r(x) for all x ≤ x′ in B. We call r a rank function.
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If B is locally graded and contains a unique minimal element 0̂, then B is lower graded.
A lower graded poset is naturally a ranked poset with rank function ρ(x) := ρ(0̂, x). Note
that the following definition does not depend on the choice of a rank function.
Definition 3.2. A lower graded poset with unique minimal and maximal elements 0̂ and 1̂
respectively is Eulerian if every interval of positive length contains as many elements of even
rank as odd rank. A locally graded poset is locally Eulerian if every interval is Eulerian.
A locally Eulerian poset is lower Eulerian if it contains a unique minimal element 0̂.
Example 3.3. The poset of faces of a polytope P (including the empty face) is an Eulerian
poset under inclusion, called the face poset of P , with ρ(Q) = dimQ + 1 for every face Q
of P .
Example 3.4. The Boolean algebra on r elements consists of all subsets of a set of cardinality
r and forms an Eulerian poset under inclusion of rank r. This is the face poset of an (r−1)-
dimensional simplex.
Example 3.5. If B is a poset, then B∗ is the poset with the same elements as B and all
orderings reversed. In particular, B is Eulerian if and only if B∗ is Eulerian.
Throughout this section we will use the setup of Example 2.10. That is, R = Z[t±1/2] with
involution r(t) = r(t−1), and splitting R = S(R)⊕ R′, with R′ = {
∑
i∈Z<0 αit
i/2 | αi ∈ Z}.
We also set q = t1/2 − t−1/2. Let B be a locally graded poset, and let κ(x, x′) = qρ(x,x
′) for
all x ≤ x′ in B.
Lemma 3.6. [43, Proposition 7.1] The function κ is a B-kernel if and only if B is locally
Eulerian.
Proof. By unpacking the definition, and using the fact that q = −q, we see that for x < x′,
(κ ∗ κ)(x, x′) = qρ(x,x
′)
∑
x≤z≤x′
(−1)ρ(z,x
′).
This is zero if and only if the interval [x, x′] has the same number of elements z for which
ρ(z, x′) is even as it is odd. 
Now assume that B is locally Eulerian. By Lemma 2.5, we can produce a unique accept-
ability operator γB := γB,κ ∈ I(B;R
′) (as we will see in Lemma 3.10 below, we do not need
to invert 2 ∈ R in this case). In order to describe γB, we first recall the definition of the
g-polynomial of an Eulerian poset [44].
Definition 3.7. Let B be an Eulerian poset of rank n. If n = 0, then g(B; t) = 1. If n > 0,
then g(B; t) ∈ Z[t] is the unique polynomial in t of degree strictly less the n/2 satisfying
tng(B; t−1) =
∑
x∈B
g([0̂, x]; t)(t− 1)n−ρ(0̂B ,x).
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Example 3.8. The constant term of g(B; t) is g(B; 0) = 1. The linear coefficient of g(B; t)
is #{x ∈ B | ρ(0̂B, x) = 1} − n.
Example 3.9. One can verify that g(B; t) = 1 if and only if B is the Boolean algebra on r
elements for some r [6, Remark 4.2].
Lemma 3.10. Let B be a locally Eulerian poset. Then with the notation above, the accept-
ability operator γB := γB,κ ∈ I(B;R
′) is given by
γB(x, x
′) = t−ρ(x,x
′)/2g([x, x′]; t)
for x ≤ x′ in B.
Proof. This follows from unpacking Definition 3.7 and comparing with (3) in the proof of
Lemma 2.5. 
The acceptability operator γB also has an easy to describe inverse. We will use the
following theorem of Stanley. Recall from Example 3.5 that if B is Eulerian, then the dual
poset B∗ is also Eulerian.
Theorem 3.11. [43, Corollary 8.3] Let B be a locally Eulerian poset. Then with the notation
above, the inverse of the acceptability operator γB is given by
(γ−1B )(x, x
′) = (−1)ρ(x,x
′)t−ρ(x,x
′)/2g([x, x′]∗; t)
for x ≤ x′ in B.
We will also need the notion of the h-polynomial of a lower Eulerian poset.
Definition 3.12. [43, Example 7.2] Let B be a lower Eulerian poset of rank n. Then the
h-polynomial of B is defined by
tnh(B; t−1) =
∑
x∈B
g([0̂, x]; t)(t− 1)n−ρ(0̂B ,x).
Example 3.13. Let B be a lower Eulerian poset of rank n. By comparison of the recursive
formulas in Definition 3.7 and Definition 3.12, we see that, as in Example 3.8, the constant
term of h(B; t) is h(B; 0) = 1, and the linear coefficient of h(B; t) is #{x ∈ B | ρ(0̂B, x) =
1} − n.
Example 3.14. If B is an Eulerian poset of rank n, then comparison of the recursive
formulas in Definition 3.7 and Definition 3.12 implies that h(B; t) = g(B; t). If, furthermore,
n > 0, then B r {1̂} is a lower Eulerian poset of rank n− 1, and
(1− t)h(B r {1̂}; t) = g(B; t)− tng(B; t−1).
In particular, h(B r {1̂}; t) is a polynomial of degree n− 1 with symmetric coefficients. For
example, if B is the Boolean algebra on r elements, then h(Br{1̂}; t) = 1+t+· · ·+tr−1. More
generally, if P is a polytope, and B is the dual poset of the face poset of P (see Example 3.3),
then h(B r {1̂}; t) is the toric h-polynomial of P (see [13, (3),(4)]). When P is a rational
11
polytope, the coefficients of the toric h-polynomial have a well-known interpretation as the
dimensions of intersection cohomology of the toric variety associated to the normal fan
of P . For the relation with the geometry in this paper, see Remark 9.5 and Section 6.2
of [34], where the intersection cohomology groups above contribute to the ‘non-primitive’
intersection cohomology of a hypersurface with Newton polytope P .
3.2. Strong formal subdivisions. A function f : Γ → B between finite posets is order-
preserving if y ≤ y′ ∈ Γ implies f(y) ≤ f(y′) ∈ B. If (Γ, rΓ) and (B, rB) are ranked
posets, then a function f : Γ → B is rank-increasing if rΓ(y) ≤ rB(f(y)) for all y ∈ Γ.
Throughout, we let σ : Γ → B be an order-preserving, rank-increasing function between
locally Eulerian posets with rank functions ρΓ and ρB respectively.
Definition 3.15. Consider an order-preserving function σ : Γ→ B between locally Eulerian
posets. Then for all y ∈ Γ and x ∈ B such that σ(y) ≤ x, we may consider the lower
Eulerian posets Γ≥y := {y
′ ∈ Γ | y ≤ y′} and (Γ≥y)x := {y
′ ∈ Γ | y ≤ y′, σ(y′) ≤ x}, and the
locally Eulerian poset int((Γ≥y)x) := σ
−1(x) ∩ (Γ≥y)x. If Γ is lower Eulerian, then we write
Γx := (Γ≥0̂Γ)x and int(Γx) := int((Γ≥0̂Γ)x).
Definition 3.16. Let σ : Γ → B be an order-preserving, rank-increasing function between
locally Eulerian posets with rank functions ρΓ and ρB respectively. Then σ is strongly
surjective if it is surjective and for all y ∈ Γ and x ∈ B such that σ(y) ≤ x, there exists
y ≤ y′ ∈ Γ such that ρΓ(y
′) = ρB(x) and σ(y
′) = x.
Below we introduce a well-behaved notion of morphisms of locally Eulerian posets that are
fibered in locally Eulerian posets. In the way that Eulerian posets are modelled on polytopes,
these morphisms are modelled on subdivisions of polytopes. The property of subdivisions
that we will abstract is that the subdivision of the relative interior of a polytope has Euler
characteristic equal to 1.
Definition 3.17. Let σ : Γ → B be an order-preserving, rank-increasing function between
locally Eulerian posets with rank functions ρΓ and ρB respectively. Then σ is a strong
formal subdivision if it is strongly surjective and for all y ∈ Γ and x ∈ B such that
σ(y) ≤ x,
(5)
∑
y≤y′
σ(y′)=x
(−1)ρB(x)−ρΓ(y
′) = 1.
If Γ and B are lower Eulerian, then it follows that σ(0̂Γ) = 0̂B, and the rank rk(σ) ∈ Z≥0 of
σ is defined to be rk(σ) := ρB(0̂B)− ρΓ(0̂Γ). Alternatively, it follows from the fact that σ is
rank-increasing and strongly surjective that rk(σ) = rk(Γ)− rk(B).
The following is a straightforward consequence of Mo¨bius inversion.
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Lemma 3.18. With the notation above, let σ : Γ→ B be order-preserving, rank-increasing
and strongly surjective. Then σ is a strong formal subdivision if and only if∑
σ(y′)≤x
y≤y′
(−1)ρB(x)−ρΓ(y
′) =
{
1 if σ(y) = x,
0 otherwise,
for all y ∈ Γ, x ∈ B such that σ(y) ≤ x.
Example 3.19. The simplest example of a strong formal subdivision is the identity where
Γ = B and ρΓ = ρB.
Remark 3.20. If σ : Γ→ B is a strong formal subdivision, then for all y ∈ Γ, the restriction
σ : Γ≥y → B≥σ(y) is a strong formal subdivision of rank ρB(σ(y)) − ρΓ(y) between lower
Eulerian posets with rank functions restricted from Γ and B respectively.
Remark 3.21. One may restrict strong formal subdivisions to order ideals. More precisely,
let σ : Γ → B be a strong formal subdivision and let I be an order ideal of B i.e. if
x′ ∈ I and x < x′ then x ∈ I. Then σ−1(I) and I are locally Eulerian posets with rank
functions restricted from Γ and B respectively. One easily verifies from the definitions that
the restricted function σ : σ−1(I)→ I is a strong formal subdivision.
Remark 3.22. Combining Remark 3.20 and Remark 3.21, we see that if σ : Γ → B is
a strong formal subdivision, and y ∈ Γ, x ∈ B such that σ(y) ≤ x, then the restriction
σ : (Γ≥y)x → [σ(y), x] is a strong formal subdivision of rank ρB(σ(y))− ρΓ(y) between the
lower Eulerian poset (Γ≥y)x and the Eulerian poset [σ(y), x] with rank functions restricted
from Γ and B respectively.
For a poset B with minimum element 0̂, define the barycentric subdivision, Bary(B) to be
the set of all chains of elements of B containing 0̂, partially ordered under refinement. The
rank of a chain is the number of non-zero elements in the chain. Let B be a lower Eulerian
poset with rank function ρB(x) = ρB(0̂B, x). There is a rank-increasing map σ : Bary(B)→
B given by
σ : 0̂ = x0 < x1 < x2 < . . . < xk 7→ xk.
Lemma 3.23. The barycentric subdivision σ : Bary(B)→ B of a lower Eulerian poset is a
strong formal subdivision of rank 0.
Proof. We first show that σ is strongly surjective. Let y = {0̂ = x0 < x1 < x2 < . . . < xk} ∈
Bary(B). Then if σ(y) = xk ≤ x, we can refine y to a maximal chain y
′ terminating at x.
Consequently, σ(y′) = x and ρBary(B)(y
′) = ρB(x).
Now, let y ∈ Bary(B) and x ∈ B such that σ(y) ≤ x. We must show∑
y≤y′
σ(y′)=x
(−1)ρB(x)−ρBary(B)(y
′) = 1.
The elements y′ satisfying y′ ≥ y and σ(y′) = x are the chains refining y and terminating with
x. Without loss of generality, we may suppose that y terminates with a non-zero element x.
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Therefore, such chains must refine
0̂ = x0 < x1 < x2 < . . . < xk = x.
Let C(xi, xi+1) be the set of all chains in B starting with xi and terminating with xi+1. For
z ∈ C(xi, xi+1), let l(z) be the length of the chain. Then the sum can be rewritten
(−1)ρB(x)
k−1∏
i=0
∑
z∈C(xi,xi+1)
(−1)l(z) = (−1)ρB(x)
k−1∏
i=1
µB(xi, xi+1) = 1
where we have used Philip Hall’s theorem [44, Prop 3.8.5] and the fact that µB(xi, xi+1) =
(−1)ρB(xi+1)−ρB(xi) for a locally Eulerian poset. 
Our most important examples are polyhedral subdivisions of polytopes.
Definition 3.24. A polyhedral subdivision S of a polytope P ⊂ Rn is a subdivision
of P into a finite number of polytopes such that the intersection of any two polytopes is a
(possibly empty) face of both. A lattice polyhedral subdivision of a lattice polytope P
is a polyhedral subdivision of P into lattice polytopes. Let F be a (possibly empty) cell of
S. The link lkS(F ) of F in S is the subcomplex consisting of all cells F
′ of S that contain F
under inclusion. We will often abuse notation and identify lkS(F ) with its associated lower
Eulerian poset.
As in Example 3.3, let S ′ and S be polyhedral subdivisions of a polytope P , such that S ′
is a refinement of S. We identify S and S ′ with their face posets ordered under inclusion.
For every cell F ′ in S ′, let σ(F ′) denote the smallest cell of S containing F ′. When F ′ is the
empty cell of S ′, σ(F ′) is the empty cell of S. By abuse of notation, we write σ : S ′ → S for
the corresponding order-preserving function of posets. For example, when S is the trivial
subdivision of P , then the corresponding poset is the face poset of P .
Lemma 3.25. Let S ′ and S be polyhedral subdivisions of a polytope P such that S ′ refines
S. Then the function σ : S ′ → S is a strong formal subdivision of rank 0.
Proof. The map σ is clearly strongly surjective. Now, let F be a face of S ′ and Q be a face
of S containing F . By Lemma 3.18, we must show∑
σ(F ′)≤Q
F≤F ′
(−1)dimQ−dimF
′
=
{
1 if σ(F ) = Q,
0 otherwise.
The sum is the (−1)dimQ−dimF−1χ˜(lkS′|Q(F )), where lkS′|Q(F ) is link of F in the restriction
of the subdivision S ′ to Q. The conclusion follows because the link is contractible if F ⊆ ∂Q
(including the case when F ′ is the empty cell), and has the topology of a sphere of dimension
dimQ− dimF − 1 if σ(F ) = Q and dimF < dimQ. 
Remark 3.26. In the case of polyhedral and barycentric subdivisions, we made use of a
topological interpretation of strong formal subdivisions. We explain it in general here. Let
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σ : Γ→ B be an order-preserving function between lower Eulerian posets, and fix y in Γ and
x in B such that σ(y) ≤ x. Consider the poset (̂Γ≥y)x := (Γ≥y)x ∪{1̂} obtained from (Γ≥y)x
by adding a maximal element 1̂, and let (Γ>y)x denote the poset obtained from (Γ≥y)x by
removing the minimal element y. Since (Γ≥y)x is lower Eulerian, one computes the Mo¨bius
number of (̂Γ≥y)x to be
µ(y, 1̂) = −
∑
y≤y′∈Γ
σ(y′)≤x
(−1)ρΓ(y
′)−ρΓ(y) = −(−1)ρB(x)−ρΓ(y)
∑
y≤y′∈Γ
σ(y′)≤x
(−1)ρB(x)−ρΓ(y
′).
By Philip Hall’s theorem [44, Prop 3.8.5], µ(y, 1̂) is equal to the reduced Euler characteristic
χ˜(∆((Γ>y)x)) of the order complex ∆((Γ>y)x) of (Γ>y)x. Recall that ∆((Γ>y)x) is the sim-
plicial complex with i-dimensional faces corresponding to chains of length i in (Γ>y)x. We
conclude that the condition in Lemma 3.18 is equivalent to the following:
−χ˜(∆((Γ>y)x)) =
{
(−1)ρB(x)−ρΓ(y) if σ(y) = x,
0 otherwise.
3.3. Pushforwards along strong formal subdivisions.
Definition 3.27. Let (Γ, rΓ) and (B, rB) be ranked posets, and consider an order-preserving,
rank-increasing function σ : Γ→ B. Then the corresponding push-forward map is the left
S(R)-module homomorphism:
σ∗ : R
Γ → RB
(σ∗f)(x) =
∑
y∈σ−1(x)
f(y)qrB(x)−rΓ(y)
For any x ∈ B and y ∈ Γ, define η(x, y) ∈ R by:
σ∗(ey ∗ γΓ) =
∑
x∈B
η(x, y)ex.
One easily verifies the following lemma.
Lemma 3.28. Let (Ω, rΩ), (Γ, rΓ) and (B, rB) be ranked posets, and consider order-preserving,
rank-increasing functions τ : Ω→ Γ and σ : Γ→ B. Then σ ◦ τ : Ω→ B is order-preserving
and rank-increasing, and (σ ◦ τ)∗ = σ∗ ◦ τ∗.
We will give an alternative criterion for a function to be a strong formal subdivision in
terms of the pushforward map.
Proposition 3.29. Let σ : Γ→ B be an order-preserving, rank-increasing function between
locally Eulerian posets with rank functions ρΓ and ρB respectively. If σ is strongly surjective,
then the following are equivalent:
(1) σ is a strong formal subdivision,
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(2) the pushforward of an acceptable function is acceptable i.e.
σ∗ : A(Γ, κΓ)→ A(B, κB),
(3) for all y in Γ and x in B such that σ(y) ≤ x,
h((Γ≥y)x; t) = t
ρB(x)−ρΓ(y)h(int(Γ≥y)x; t
−1),
where
tρB(x)−ρΓ(y)h(int(Γ≥y)x; t
−1) :=
∑
y≤y′
σ(y′)=x
g([y, y′]; t)(t− 1)ρB(x)−ρΓ(y
′).
Proof. Consider any y in Γ and x in B. We compute from the definitions:
(6) σ∗(ey ∗ γΓ)(x) =
∑
y′∈σ−1(x)
y≤y′
γΓ(y, y
′)qρB(x)−ρΓ(y
′) if σ(y) ≤ x,
and equals 0 otherwise. On the one hand, if σ(y) ≤ x, since q = −q and γΓ is totally
acceptable:
σ∗(ey ∗ γΓ)(x) =
∑
y′∈σ−1(x)
y≤y′
γΓ(y, y
′)(−q)ρB(x)−ρΓ(y
′)
=
∑
y′∈σ−1(x)
y≤y′
∑
y≤z≤y′
γΓ(y, z)q
ρΓ(y
′)−ρΓ(z)(−q)ρB(x)−ρΓ(y
′)
=
∑
y≤z
σ(z)≤x
γΓ(y, z)q
ρB(x)−ρΓ(z)

 ∑
z≤y′
σ(y′)=x
(−1)ρB(x)−ρΓ(y
′)

 ,
and equals 0 otherwise. On the other hand, if σ(y) ≤ x,
(σ∗(ey ∗ γΓ) ∗ κB)(x) =
∑
x′≤x

 ∑
z∈σ−1(x′)
y≤z
γΓ(y, z)q
ρB(x
′)−ρΓ(z)

 qρB(x)−ρB(x′)
=
∑
y≤z
σ(z)≤x
γΓ(y, z)q
ρB(x)−ρΓ(z),
and equals 0 otherwise. It follows easily that (5) in Definition 3.17 holds if and only if
σ∗(ey ∗ γΓ) = σ∗(ey ∗ γΓ) ∗ κB for all y ∈ Γ. By Lemma 2.4, the latter condition is equivalent
to the condition that σ∗ takes acceptable functions to acceptable functions.
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Finally, for σ(y) ≤ x, unpacking the expressions for σ∗(ey ∗γΓ)(x) and (σ∗(ey ∗γΓ)∗κB)(x)
above using Lemma 3.10 and Definition 3.12, yields
σ∗(ey ∗ γΓ)(x) = t
(ρB(x)−ρΓ(y))/2h(int(Γ≥y)x; t
−1),
(σ∗(ey ∗ γΓ) ∗ κB)(x) = t
(ρB(x)−ρΓ(y))/2h((Γ≥y)x; t
−1),
and we deduce the equivalence with the third statement. 
Remark 3.30. Let τ : Ω → Γ and σ : Γ → B be strong formal subdivisions. Then
σ ◦ τ is strongly surjective and hence is a strong formal subdivision by Lemma 3.28 and the
acceptability criterion of Proposition 3.29. If Ω,Γ, B are lower Eulerian, then rk(σ ◦ τ) =
rk(σ) + rk(τ).
Remark 3.31. If σ : Γ→ B is a strong formal subdivision, then for all y in Γ and x in B,
a corollary of the proof of Proposition 3.29 is
η(x, y) = σ∗(ey ∗ γΓ)(x) =
{
t−(ρB(x)−ρΓ(y))/2h((Γ≥y)x; t) if σ(y) ≤ x,
0 otherwise.
Remark 3.32. If σ : Γ → B is a strong formal subdivision, then for all y in Γ and x in
B such that σ(y) ≤ x, condition (3) in Proposition 3.29, together with the fact that, by
definition, the degree of g([y, y′]; t) is strictly bounded by (ρΓ(y
′)− ρΓ(y))/2 for y < y
′ ∈ Γ,
implies that
h((Γ≥y)x; t) =
{
tρB(x)−ρΓ(y) + (βx,y − (ρB(x)− ρΓ(y))t
ρB(x)−ρΓ(y)−1 + l.o.t. if σ(y) = x,
βx,yt
ρB(x)−ρΓ(y)−1 + l.o.t. if σ(y) < x.
,
where
βx,y = #{y ≤ y
′ | σ(y′) = x, ρΓ(y
′) = ρΓ(y) + 1}.
Remark 3.33. In the case that Γ and B are lower Eulerian, one may verify that the notion
of a strong formal subdivision of rank 0 is strictly stronger than Stanley’s notion of a formal
subdivision [43, Definition 7.4].
4. Local invariants of strong formal subdivisions
In this section we introduce a symmetric polynomial associated to a strong formal subdi-
vision called the local h-polynomial.
We continue with the notation of the previous section, and let σ : Γ→ B be a strong formal
subdivision between locally Eulerian posets with rank functions ρΓ and ρB respectively. By
Proposition 3.29, push-forward gives a left S(R)-module homomorphism:
σ∗ : A(Γ, κΓ)→ A(B, κB)
We will write an expression for this linear map in terms of the bases {ey ∗ γΓ} and {ex ∗ γB}.
Explicitly, we will describe the elements λ(x, y) ∈ S(R) defined by
(7) σ∗(ey ∗ γΓ) =
∑
x
λ(x, y)ex ∗ γB =
∑
x
η(x, y)ex.
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First we need the following definition.
Definition 4.1. Let σ : Γ → B be a strong formal subdivision between a lower Eulerian
poset Γ and an Eulerian poset B. Then the local h-polynomial lB(Γ; t) ∈ Z[t] is defined
by
lB(Γ; t) =
∑
x∈B
h(Γx; t)(−1)
ρB(x,1̂B)g([x, 1̂B]
∗; t).
We also introduce the following convenient notation. Let σ : Γ → B be a strong formal
subdivision between locally Eulerian posets with rank functions ρΓ and ρB respectively, and
fix y ∈ Γ and x ∈ B. If σ(y) ≤ x, then recall from Remark 3.22 that we may consider the
restricted strong formal subdivision σ : (Γ≥y)x → [σ(y), x]. In this case we set
lB(Γ, x, y; t) := l[σ(y),x]((Γ≥y)x; t) =
∑
σ(y)≤x′≤x
h((Γ≥y)x′; t)(−1)
ρB(x
′,x)g([x′, x]∗; t).
We set lB(Γ, x, y; t) = 0 if σ(y)  x. We will abuse notation throughout by ignoring the
dependence of the local h-polynomial on σ.
Remark 4.2. Let σ : Γ→ B be a strong formal subdivision between a lower Eulerian poset
Γ and an Eulerian poset B. It follows from Theorem 3.11 that we recover the h-polynomial
of Γ via:
h(Γ; t) =
∑
x∈B
l[0̂B,x](Γx; t)g([x, 1̂B]; t).
Remark 4.3. Let σ : Γ→ B be a strong formal subdivision between a lower Eulerian poset
Γ and an Eulerian poset B, and assume that rk(σ) = 0. In this case, the definition of the
local h-polynomial lB(Γ; t) agrees with Stanley’s definition [43, Corollary 7.7]. Moreover, for
all y ∈ Γ, if σ is induced by a homology subdivision of a simplex or a polyhedral subdivision
of a polytope, then in this case the polynomial lB(Γ, 1̂B, y; t) agrees with the relative local
h-polynomial introduced by Athanasiadis in [1] and Nill and Schepers in [40] respectively.
We may now describe the elements λ(x, y) ∈ S(R).
Lemma 4.4. Let σ : Γ → B be a strong formal subdivision between locally Eulerian posets
with rank functions ρΓ and ρB respectively. Then
λ(x, y) = t−(ρB(x)−ρΓ(y))/2lB(Γ, x, y; t).
Proof. Note that our definition of λ(x, y) ∈ S(R) given in (7) is clearly equivalent to
λ(x, y) =
∑
x′
η(x′, y)(ex′ ∗ γ
−1
B )(x) =
∑
x′≤x
η(x′, y)γ−1B (x
′, x).
The result follows by substituting in our expressions for η(x′, y) and γ−1B (x
′, x) in Remark 3.31
and Theorem 3.11 respectively. 
We immediately deduce the following symmetry property of local h-polynomials (cf. [1,
Remark 3.7], [43, Corollary 7.7]).
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Corollary 4.5. Let σ : Γ→ B be a strong formal subdivision between a lower Eulerian poset
Γ of rank r and an Eulerian poset B. Then
lB(Γ; t) = t
rlB(Γ; t
−1).
Proof. By Lemma 4.4, λ(1̂B, 0̂Γ) = t
−(ρB(1̂B)−ρΓ(0̂Γ))/2lB(Γ; t) = t
−r/2lB(Γ; t). The result fol-
lows since λ(1̂B, 0̂Γ) ∈ S(R) is symmetric by definition. 
We also deduce the following property of the pushforward map.
Corollary 4.6. Let σ : Γ→ B be a strong formal subdivision between locally Eulerian posets.
Then σ∗ : A(Γ, κΓ)→ A(B, κB) is surjective.
Proof. By Lemma 4.4, λ(x, y) = 0 for σ(y)  x. For any x ∈ B, since σ is strongly surjective,
there exists an element y ∈ Γ such that ρΓ(y) = ρB(x) and σ(y) = x. Then y is maximal in
σ−1(x), and it follows that λ(x, y) = lB(Γ, x, y; t) = 1. The result follows. 
We have seen in Remark 3.30 that strong formal subdivisions are closed under composition.
The following is an immediate consequence of Lemma 4.4 and the definition of λ(x, y) as
matrix elements of a linear transformation (cf. [1, Proposition 3.6]). The second statement
follows from the first by substituting x = 1̂B and z = 0̂Ω.
Corollary 4.7. Let τ : Ω → Γ and let σ : Γ → B be strong formal subdivisions between
locally Eulerian posets. Then for z ∈ Ω, x ∈ Γ,
lB(Ω, x, z; t) =
∑
y∈Γ
lB(Γ, x, y; t)lΓ(Ω, y, z; t).
In particular, if Ω,Γ are lower Eulerian and B is Eulerian, then
lB(Ω; t) =
∑
y∈Γ
l[σ(y),1̂B ](Γ≥y; t)l[0̂Γ,y](Ωy; t).
Example 4.8. If B is Eulerian of rank n and σ : B → B is the identity, then
lB(B; t) =
{
1 if n = 0,
0 otherwise.
Example 4.9. If σ : Γ→ B is a formal subdivision of a lower Eulerian poset Γ by the single
element poset B, then lB(Γ; t) = h(Γ; t).
Example 4.10. Let σ : Γ → B be a strong formal subdivision between a lower Eulerian
poset Γ of rank r and an Eulerian poset B of rank n. Substituting the expression for
h(Γx; t) into Definition 4.1 and using the fact that, by definition, the degree of g([x, 1̂B]
∗; t)
is strictly bounded by ρB(x, 1̂B)/2 for x < 1̂B, together with the symmetry of lB(Γ; t) from
Corollary 4.5, we have:
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• The constant term of lB(Γ; t) is equal to the coefficient of t
r in lB(Γ; t), which is equal
to {
1 if n = 0,
0 if n > 0.
• The linear coefficient of lB(Γ; t) is equal to the coefficient of t
r−1 in lB(Γ; t), which is
equal to 

β − r if n = 0,
β − 1 if n = 1,
β if n > 1.
,
where
β = #{y ∈ Γ | σ(y) = 1̂B, ρΓ(0̂Γ, y) = 1}.
Example 4.11. Let σ : Γ→ B be a strong formal subdivision of rank rk(σ) = r−n between
a lower Eulerian poset Γ of rank r and an Eulerian poset B of rank n. By Example 4.10, we
have explicit formulas for the local h-polynomial when r ≤ 3:
lB(Γ; t) =


1 if (n, r − n) = (0, 0),
1 + t if (n, r − n) = (0, 1),
0 if (n, r − n) = (1, 0),
1 + (β − 2)t+ t2 if (n, r − n) = (0, 2),
(β − 1)t if (n, r − n) = (1, 1),
βt if (n, r − n) = (2, 0),
1 + (β − 3)t+ (β − 3)t2 + t3 if (n, r − n) = (0, 3),
(β − 1)t(1 + t) if (n, r − n) = (1, 2),
βt(1 + t) if (n, r − n) = (2, 1),
βt(1 + t) if (n, r − n) = (3, 0),
where
β = #{y ∈ Γ | σ(y) = 1̂B, ρΓ(0̂Γ, y) = 1}.
A poset B with minimal element 0̂ is simplicial if for every x in B, the interval [0̂, x]
is a Boolean algebra. This implies that every interval of B is a Boolean algebra, and, in
particular, B is lower Eulerian. We have the following generalization of [43, Proposition 2.2],
which is useful for computing examples.
Lemma 4.12. Let σ : Γ→ B be a strong formal subdivision between a simplicial poset Γ of
rank r and a Boolean algebra B of rank n with rank functions ρΓ and ρB respectively. Then
lB(Γ; t) =
∑
y∈Γ
(−1)r−ρΓ(0̂Γ,y)tr−e(y)(t− 1)e(y),
where e(y) = ρB(σ(y))− ρΓ(y) is the excess of y.
Proof. By Definition 4.1 and Example 3.9,
lB(Γ; t) =
∑
x∈B
h(Γx; t)(−1)
ρB(x,1̂B),
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Also, by Definition 3.12,
tρB(x)−ρΓ(0̂Γ)h(Γx; t
−1) =
∑
y∈Γ
σ(y)≤x
(t− 1)ρB(x)−ρΓ(y).
Hence
lB(Γ; t) =
∑
x∈B
(−1)ρB(x,1̂B)
∑
y∈Γ
σ(y)≤x
tρΓ(0̂Γ,y)(1− t)ρB(x)−ρΓ(y)
=
∑
y∈Γ
(−1)ρB(1̂B)−ρΓ(y)tρΓ(0̂Γ,y)(t− 1)e(y)
∑
σ(y)≤x≤1̂B
(t− 1)ρB(x)−ρB(σ(y))
Since [σ(y), 1̂B] is a Boolean algebra, the latter sum in the above formula equals t
ρB(σ(y),1̂B ),
and the result follows. 
Remark 4.13. We note that the results of Sections 3 and 4 hold for any commutative ring
R with involution that contains Z[t±1/2] as a subring such that the induced involution is
r(t) = r(t−1). More specifically, let B be a locally Eulerian poset and consider the B-kernel
κ(x, x′) = qρ(x,x
′) with q = t1/2 − t−1/2. If one chooses a splitting R = S(R) ⊕ R′, with
{
∑
i∈Z<0 αit
i/2 | αi ∈ Z} ⊆ R′, then the corresponding acceptability operator is described as
in Lemma 3.10, i.e. γB(x, x
′) = t−ρ(x,x
′)/2g([x, x′]; t). The rest of the sections hold verbatim.
In particular, the results above are independent of the choice of such an R′, and, as such, in
what follows we will ignore such a choice.
For example, we may set R = K0(Vark)[ L
±1/2] with Z[ L±1/2] ⊆ R as in Example 2.12 (see
Section 10). In subsequent sections, we will use the following two examples. Firstly, we con-
sider Ruv = Z[u±1/2, v±1/2] with involution r(u, v) = r(u−1, v−1), and Z[(uv)±1/2] ⊆ Ruv. Sec-
ondly, we consider Ruvw = Z[u±1/2, v±1/2, w±1] with involution r(u, v, w) = r(u−1, v−1, w−1),
and Z[(uvw2)±1/2] ⊆ Ruvw.
5. The mixed h-polynomial
In this section, we introduce and study the mixed h-polynomial, a two-variable invariant of
strong subdivisions of posets. The results of this section are presented for their own interest
and are not required in the sequel.
5.1. Definition. We will continue with the notation of previous section with R = Z[t±1/2],
but, as in Remark 4.13 we will also consider the ring Ruv = Z[u±1/2, v±1/2] with involution
r(u, v) = r(u−1, v−1) and inclusion Z[(uv)±1/2] ⊆ Ruv i.e. uv will play the role of t in the
previous sections. For example, as in Lemma 3.10, the acceptability operator of a locally
Eulerian poset B is given by γB(x, x
′)|t=uv = (uv)
−ρ(x,x′)/2g([x, x′]; uv).
We introduce our main definition below.
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Definition 5.1. Let σ : Γ → B be a strong formal subdivision between a lower Eulerian
poset Γ and an Eulerian poset B. Then the mixed h-polynomial hB(Γ; u, v) ∈ Z[u, v] is
defined by
hB(Γ; u, v) =
∑
x∈B
vrk(Γx)l[0̂B ,x](Γx; uv
−1)g([x, 1̂B]; uv).
We also introduce the following convenient notation. Let σ : Γ → B be a strong formal
subdivision between locally Eulerian posets with rank functions ρΓ and ρB respectively, and
fix y ∈ Γ and x ∈ B. If σ(y) ≤ x, then recall from Remark 3.22 that we may consider the
restricted strong formal subdivision σ : (Γ≥y)x → [σ(y), x]. In this case we set
hB(Γ, x, y; u, v) := h[σ(y),x]((Γ≥y)x; u, v) =
∑
σ(y)≤x′≤x
vρB(x
′)−ρΓ(y)l[σ(y),x′]((Γ≥y)x′; uv
−1)g([x′, x]; uv).
We set hB(Γ, x, y; u, v) = 0 if σ(y)  x. We will abuse notation throughout by ignoring the
dependence of the mixed h-polynomial on σ.
We have the following interpretation of the mixed h-polynomial in terms of the push-
forward map. Let σ : Γ → B be a strong formal subdivision between locally Eulerian
posets. Using the results of Sections 3 and 4, together with Remark 4.13, we have a left
S(Ruv)-module homomorphism
σ∗ : A(Γ, κΓ;Ruv)→ A(B, κB;Ruv),
determined by
σ∗(ey ∗ γΓ|t=uv) =
∑
x
λ(x, y)|t=uvex ∗ γB|t=uv =
∑
x
η(x, y)|t=uvex.
Note that since λ(x, y) ∈ S(R), it follows that λ(x, y)|t=uv−1 ∈ S(Ruv). Hence the definition
below is well-defined.
Definition 5.2. Let σ : Γ → B be a strong formal subdivision between locally Eulerian
posets. The mixed push-forward is the left S(Ruv)-module homomorphism
σ˜∗ : A(Γ, κΓ;Ruv)→ A(B, κB;Ruv),
defined by
σ˜∗(ey ∗ γΓ|t=uv) =
∑
x∈B
λ(x, y)|t=uv−1ex ∗ γB|t=uv =
∑
x∈B
η˜(x, y)ex,
for some η˜(x, y) ∈ Ruv.
Remark 5.3. If τ : Ω→ Γ and σ : Γ→ B are strong formal subdivisions of locally Eulerian
posets, then (˜σ ◦ τ)∗ = σ˜∗ ◦ τ˜∗. It follows that for every x ∈ B and z ∈ Ω:
η˜(x, z) =
∑
y∈Γ
η˜(x, y)λ(y, z)|t=uv−1.
The following lemma expresses the mixed pushforward in terms of the mixed h-polynomial.
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Lemma 5.4. Let σ : Γ → B be a strong formal subdivision between locally Eulerian posets
with rank functions ρΓ and ρB respectively. Then
η˜(x, y) = (uv)−(ρB(x)−ρΓ(y))/2hB(Γ, x, y; u, v).
Proof. By definition,
η˜(x, y) =
∑
x′≤x
λ(x′, y)|t=uv−1γB(x
′, x)|t=uv.
The result follows by substituting the expressions for λ(x′, y) and γB(x
′, x) in Lemma 4.4
and Lemma 3.10 respectively into the right hand side and comparing with the definition of
hB(Γ, x, y; u, v). 
Below we summarize some of the elementary properties of the mixed h-polynomial. These
generalize properties of the h-polynomial from previous sections.
Theorem 5.5. Let σ : Γ→ B be a strong formal subdivision of rank r − n between a lower
Eulerian poset Γ of rank r and an Eulerian poset B of rank n. Then the mixed h-polynomial
hB(Γ; u, v) satisfies the following properties:
(1) (uv-interchange) The mixed h-polynomial is invariant under the interchange of u and
v i.e.
hB(Γ; u, v) = hB(Γ; v, u).
(2) (specialization) We recover the h-polynomial of Γ via the specialization
hB(Γ; u, 1) = h(Γ; u).
(3) (symmetry) We have
(uv)rhB(Γ; u
−1, v−1) =
∑
x∈B
h[0̂B ,x](Γx; u, v)(uv − 1)
ρB(x,1̂B).
(4) (constant terms) We have hB(Γ; 0, v) = v
r−n.
(5) (identity subdivision) If Γ = B and σ is the identity function, then hB(B; u, v) =
g(B; uv).
(6) (interior) If n = 0, i.e. B is the single element poset, then
hB(Γ; u, v) = v
rlB(Γ; uv
−1) = vrh(Γ; uv−1).
(7) (degree) All terms in hB(Γ; u, v) have combined degree in u and v at most r, and the
terms of combined degree r equal vrlB(Γ; uv
−1).
(8) (inversion) We recover the local h-polynomial via
vrlB(Γ; uv
−1) =
∑
x∈B
h[0̂B,x](Γx; u, v)(−1)
ρB(x,1̂B)g([x, 1̂B]
∗; uv).
(9) (composition) Suppose that τ : Ω→ Γ and σ : Γ→ B are strong formal subdivisions
of locally Eulerian posets. Then for z ∈ Ω, x ∈ Γ,
hB(Ω, x, z; u, v) =
∑
y∈Γ
hB(Γ, x, y; u, v)v
ρΓ(y)−ρΩ(z)lΓ(Ω, y, z; uv
−1).
23
In particular, if Ω,Γ are lower Eulerian and B is Eulerian, then
hB(Ω; u, v) =
∑
y∈Γ
h[σ(y),1̂B ](Γ≥y; u, v)v
rk(Ωy)l[0̂Γ,y](Ωy; uv
−1).
Proof. Property (1) follows from Definition 5.1 and the symmetry of the local h-polynomial
(Corollary 4.5).
Property (2) follows from Definition 5.1 and Remark 4.2.
Property (3) follows from Lemma 5.4 together with the fact that
∑
x∈B η˜(x, y)ex ∈ A(B, κB;Ruv)
by definition.
Property (4) follows by substituting Example 3.8 and Example 4.10 into Definition 5.1.
Property (5) follows from Definition 5.1 and Example 4.8.
Property (6) follows from Definition 5.1 and Example 4.9.
Property (7) follows since g([x′, x]; uv) has combined degree in u and v strictly less than
ρB(x
′, x) for x′ < x.
Property (8) is equivalent to
∑
x∈B λ(x, y)|t=uv−1ex =
∑
x∈B η˜(x, y)ex ∗ γ
−1
B |t=uv, using
Lemma 4.4 , Lemma 5.4 and Theorem 3.11.
Property (9) follows from Remark 5.3, using Lemma 4.4 and Lemma 5.4. The second
statement follows from the first by substituting x = 1̂B and z = 0̂Ω. 
5.2. Examples. In subsequent sections, we will be interested in the case of a strong formal
subdivision induced by a polyhedral subdivision of a polytope, as in Lemma 3.25. In this
case, the coefficients of the mixed h-polynomial are non-negative integers by Theorem 6.1.
In general, the following example shows that the coefficients of the mixed h-polynomial may
be negative, even when the h-polynomial itself has non-negative coefficients.
Example 5.6. The following example is due to C. Chan, and was originally used to show
that the local h-polynomial may have negative coefficients [43, Example 2.3 (h)]. Let B
be the face poset of a simplex P with vertex set {1, 2, 3, 4}. Let F be the face spanned
by {1, 2, 3}. Consider a deformation F ′ of F such that the boundary of F is unchanged,
but the interior of F ′ is contained in the interior of P . If we add a vertex {5} to the
interior of F , then we may consider the simplicial complex Γ consisting of two simplices
{1, 2, 3, 4} and {1, 2, 3, 5} joined along F ′. Using, for example, Lemma 5.8, one verifies that
the corresponding map σ : Γ → B is a strong formal subdivision with mixed h-polynomial
hB(Γ; u, v) = 1+uv(u+v)−(uv)
2. Note that lB(Γ; t) = −t
2 and h(Γ; t) = hB(Γ; 1, t) = 1+t.
Below, we present some explicit formulas for the mixed h-polynomial.
Example 5.7. Let σ : Γ→ B be a strong formal subdivision of rank rk(σ) = r−n between
a lower Eulerian poset Γ of rank r and an Eulerian poset B of rank n. Using Example 4.11,
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we have explicit formulas for the mixed h-polynomial when r ≤ 3:
hB(Γ; u, v) =


1 if (n, r − n) = (0, 0),
u+ v if (n, r − n) = (0, 1),
1 if (n, r − n) = (1, 0),
u2 + (β − 2)uv + v2 if (n, r − n) = (0, 2),
u+ v + (β − 1)uv if (n, r − n) = (1, 1),
1 + βuv if (n, r − n) = (2, 0),
u3 + (β − 3)u2v + (β − 3)uv2 + v3 if (n, r − n) = (0, 3),
u2 + (µ− 2)uv + v2 + (β − 1)uv(u+ v) if (n, r − n) = (1, 2),
u+ v + (µ− 2)uv + βuv(u+ v) if (n, r − n) = (2, 1),
1 + (µ+ ν − 3)uv + βuv(u+ v) if (n, r − n) = (3, 0),
where
β = #{y ∈ Γ | σ(y) = 1̂B, ρΓ(0̂Γ, y) = 1},
µ = #{y ∈ Γ | ρB(σ(y), 1̂B) = 1, ρΓ(0̂Γ, y) = 1},
ν = #{x ∈ B | ρB(0̂B, x) = 1}.
The following lemma provides interesting examples of mixed h-polynomials, as well as
demonstrating their combinatorial significance (cf. Example 6.12). Recall that a poset B
with minimal element 0̂ is simplicial if for every x in B, the interval [0̂, x] is a Boolean
algebra.
Lemma 5.8. Let σ : Γ → B be a strong formal subdivision between a simplicial poset Γ of
rank r and a Boolean algebra B of rank n with rank functions ρΓ and ρB respectively. Then
hB(Γ; u, v) =
∑
y∈Γ
uρΓ(0̂Γ,y)(1− u)ρB(σ(y),1̂B )(v − u)e(y),
where e(y) = ρB(σ(y)) − ρΓ(y) is the excess of y. For any non-negative integers i, j, let
fi,j = #{y ∈ Γ | ρΓ(0̂Γ, y) = i, e(y) = j}. Then
hB(Γ; u, v) =
∑
i,j≥0
fi,ju
i(1− u)r−i−j(v − u)j,
and the mixed h-polynomial hB(Γ; u, v) determines and is determined by the numbers {fi,j}i,j≥0.
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Proof. We compute using Example 3.9 and Lemma 4.12,
hB(Γ; u, v) =
∑
x∈B
vρB(x)−ρΓ(0̂Γ)l[0̂B ,x](Γx; uv
−1)
=
∑
x∈B
vρB(x)−ρΓ(0̂Γ)
∑
y∈Γx
(−1)ρB(x)−ρΓ(y)(uv−1)ρB(x)−ρΓ(0̂Γ)−e(y)(uv−1 − 1)e(y)
=
∑
y∈Γ
(v − u)e(y)uρΓ(0̂Γ,y)
∑
σ(y)≤x
(−u)ρB(x)−ρB(σ(y))
=
∑
y∈Γ
(v − u)e(y)uρΓ(0̂Γ,y)(1− u)ρB(σ(y),1̂B ).
The second equality is a direct consequence. Finally, to see that the mixed h-polynomial
determines the numbers fi,j, note that
(1 + u)rhB(Γ;
1
1 + u
,
1 + v
1 + u
) =
∑
i,j
fi,ju
r−i−jvj.

Finally, we present the following interesting, concrete example of Lemma 5.8.
Example 5.9. Let S be the barycentric subdivision of a simplex P with n vertices. Note
that S may be realized as a rational polyhedral subdivision (cf. Section 6). By either
Lemma 3.23 or Lemma 3.25, we may consider the corresponding strong formal subdivision
σ : S → [∅, P ]. Then the h-polynomial of S is the Eulerian polynomial An(t) (see, for
example, [43, (7)]). That is, given a permutation w ∈ Symn, let ex(w) = #{i | w(i) > i} be
the number of excedances of w. Then
h(S; t) = An(t) =
∑
w∈Symn
tex(w).
The derangements Dn ⊆ Symn are the permutations without any fixed points. In [43,
Proposition 2.4], Stanley proved that
lP (S; t) := l[∅,P ](S; t) =
∑
w∈Dn
tex(w).
Observe that ex(w−1) = #{i | w(i) < i}. Using Stanley’s result, one may calculate that
hP (S; u, v) := h[∅,P ](S; u, v) =
∑
w∈Symn
uex(w)vex(w
−1).
More generally, a face F of S containing k vertices and contained in a faceQ of P , corresponds
to a chain of faces ∅ = S0 ( S1 ( · · · ( Sk ⊆ Sk+1 = Q. Let ri = dimSi − dimSi−1, for
i = 1, . . . , k + 1. Then Athanasiadis and Savvidou proved the following in [3, Example 5.2]:
lP (S, Q, F ; t) := l[∅,P ](S, Q, F ; t) =
k∏
i=1
Ari(t) ·
∑
w∈Drk+1
tex(w),
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where
∑
w∈Drk+1
tex(w) := 1 when rk+1 = 0. Using this result, a short computation gives
hP (S, Q, F ; u, v) := h[∅,P ](S, Q, F ; u, v) =
k∏
i=1
vri−1Ari(uv
−1) ·
∑
w∈Symrk+1
uex(w)vex(w
−1).
Remark 5.10. We briefly mention that there exists a natural generalization of the mixed
h-polynomial to an invariant of three variables with similar properties. We will discuss the
Ehrhart analogue of this invariant in detail in Section 9. Let τ : Ω → Γ and σ : Γ → B be
strong formal subdivisions between locally Eulerian posets, and assume that Ω,Γ are lower
Eulerian and B is Eulerian. Then we define
lB(Ω,Γ; u, v) :=
∑
y∈Γ
l[σ(y),1̂B ](Γ≥y; uv)v
rk(Ωy)l[0̂Γ,y](Ωy; uv
−1),
hB(Ω,Γ; u, v, w) :=
∑
x∈B
wrk(Ωx)l[0̂B ,x](Ωx,Γx; u, v)g([x, 1̂B]; uvw
2).
Observe that if σ is the identity function, then it follows from Example 4.8 and Definition 5.1
that lB(Ω, B; u, v) = v
rk(Ω)lB(Ω; uv
−1) and hB(Ω, B; u, v, w) = hB(Ω; uw, vw).
6. The geometry of the local h-polynomial
In this section, we consider polyhedral subdivisions of polytopes, as in Lemma 3.25, and
give a geometric interpretation of the corresponding local h-polynomials in terms of intersec-
tion cohomology. This interpretation is also studied by de Cataldo, Mustata, and Migliorini
[20] in the context of morphisms between toric varieties whose domain is simplicial. We
continue with the notation of the previous sections.
Let S be a rational polyhedral subdivision of a polytope P . That is, S is a polyhedral
subdivision, all of whose vertices have rational coordinates. Recall from Lemma 3.25 that
we have a corresponding strong formal subdivision σ : S → [∅, P ] of the face poset of P
by the face poset of S, where for every cell F in S, σ(F ) denotes the smallest face of P
containing F . For any face Q of P containing σ(F ), we may consider the corresponding
local h-polynomial:
lP (S, Q, F ; t) := l[∅,P ](S, Q, F ; t) = l[σ(F ),Q](lkS|Q(F ); t).
A natural class of polyhedral subdivisions are the regular subdivisions. They are induced
by a height function ω : A → R, for a set of points A ⊂ P containing the vertices of P .
The cells of the subdivision are the projections of the bounded faces of the convex hull of
UH = {(u, λ) | λ ≥ ω(u)} ∈ Rn × R. A subdivision is said to be regular if it is induced by
some height function. For more details, see [22, 26]. A rational, regular subdivision, possibly
after replacing P by an integer dilation nP , is induced by a height function ω : P ∩Zn → R.
Moreover, in this case we may ensure that ω takes integer values at lattice points.
The main result of this section is the following:
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Theorem 6.1. Let S be a rational polyhedral subdivision of a polytope P . Then for every cell
F of S and face Q of P containing F , the local h-polynomial lP (S, Q, F ; t) has non-negative
coefficients. Moreover, if S is a regular subdivision, then the coefficients of lP (S, Q, F ; t) are
symmetric and unimodal.
Our proof proceeds by giving a geometric interpretation of the local h-polynomial.
We refer the reader to [25] for the relevant background on toric varieties. If P is a polytope
in a vector space NR, then let τP denote the cone over P × {1} in NR × R. Let Σ denote
the fan refinement of τP induced by S, with cones given by the cones over F × {1}, where
F is a cell of S (the empty cell of S corresponds to {0}). Let X(Σ) and X(P ) denote the
toric varieties corresponding to Σ and τP respectively. For a face Q ⊆ P (resp. cell F of
Σ), let VQ (resp. VF ) be the closed subvariety of X(P ) (resp. X(Σ)) corresponding to τQ
(resp. τF ). There is an inclusion reversing correspondence between the cells F of S and
closed torus-invariant subvarieties VF of X(Σ). We have a corresponding proper, birational
morphism of toric varieties
π : X(Σ)→ X(P ).
Moreover, π is projective precisely when S is a regular polyhedral subdivision of P . In
particular, by restricting π to VF , we have a proper map
πF : VF → Vσ(F ) ⊆ X(P )
which is projective when S is a regular polyhedral subdivision.
We recall the following combinatorial interpretation of the Betti polynomials of intersection
cohomology [24, Thm 6.2]. Using the fact that, by Example 3.14, g([Q,P ]; t) = h([Q,P ]; t),
(8) g([Q,P ]; t) =
∑
i
dim IH2i(VQ;C)ti.
For VF , we have
(9) h(lkS(F ); t) =
∑
i
dim IH2i(VF ;C)ti.
The decomposition theorem [8] applied to πF (see [18, 19, 20] for details) states that
(πF )∗ICVF
∼=
⊕
Q⊇σ(F )
⊕
i
ICVQ(Li,Q,F )[−i](10)
for some constant local systems Li,Q,F on VQ. Write
ϕQ(F, i) = rkL2i,Q,F
where each ϕQ(F, i) is non-negative. Pushing forward to a point, we get the following formula
(11) h(lkS(F ); t) =
∑
σ(F )⊆Q⊆P
ϕP (S, Q, F ; t)g([Q,P ]; t),
where ϕP (S, Q, F ; t) =
∑
i ϕQ(F, dimQ− dimF − i)t
i.
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Lemma 6.2. The polynomial ϕP (S, Q, F ; t) only depends on (Q,S|Q, F ) in the following
sense: ϕP (S, Q, F ; t) = ϕQ(S|Q, Q, F ; t)
Proof. By the semi-simplicity theorem as described in [18], the local systems have a descrip-
tion in terms of usual and perverse cohomology sheaves as
Li,Q,F = i
∗
QH
−(n−dimQ)(pHi((πF )∗ICVF ))
where iQ : VQ →֒ X(P ). By naturality of this description, the conclusion follows. 
Lemma 6.3. ϕP obeys the following:
(1) The coefficients of ϕP (S, Q, F ; t) are symmetric:
ϕP (S, Q, F ; t) = t
dimQ−dimFϕP (S, Q, F ; t
−1);
(2) If S is a regular polyhedral subdivision, then the coefficients of ϕP (S, Q, F ; t) are
unimodal.
Proof. The first statement is Poincare´ duality for intersection cohomology. The second is
the relative hard Lefschetz theorem [19, Theorem 1.6.3]. 
Lemma 6.4. We have the identity
lP (S, Q, F ; t) = ϕP (S, Q, F ; t).
Proof. For any face Q ⊆ P containing F , by (11) and Lemma 6.2, we have
h(lkS|Q(F ); t) =
∑
σ(F )⊆Q′⊆Q
ϕP (S, Q
′, F ; t)g([Q′, Q]; t).
On the other hand, by Remark 4.2,
h(lkS|Q(F ); t) =
∑
σ(F )⊆Q′⊆Q
lP (S, Q
′, F ; t)g([Q′, Q]; t).
As in Remark 4.2, it follows from Theorem 3.11 that both lP (S, Q, F ; t) and ϕP (S, Q, F ; t)
are determined by the equation in Definition 4.1. 
Remark 6.5. When F = Q = ∅, Stanley gave a geometric interpretation of the local h-
polynomial lP (S; t) in terms of the decomposition theorem for intersection cohomology [43,
Theorem 5.2, Theorem 7.9] and proved the above theorem in this case. When S is a triangu-
lation, the non-negativity of lP (S, Q, F ; t) was conjectured by Nill and Schepers in [40], and
proved by Athanasiadis and Savvidou for triangulations of simplices in [3, Theorem 5.4]. For
regular triangulations of simplices, the fact that the coefficients of lP (S, Q, F ; t) are symmet-
ric and unimodal answers affirmatively a question of Athanasiadis [2, Question 2.16].
Remark 6.6. The condition in Theorem 6.1 that the polyhedral subdivision is rational is
almost certainly unnecessary. In fact, when S is a (not necessarily rational) polyhedral sub-
division of a polytope P , the identification of the coefficients of the local h-polynomial with
terms in the decomposition theorem can be phrased in terms of the intersection cohomology
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on fans, developed by Barthel, Brasselet, Fieseler and Kaup [4]. One may show in this way
that the coefficients of lP (S, Q, F ; t) are non-negative. However, at this time, an analogue of
the relative hard Lefschetz theorem is a topic of current research, and hence the unimodality
statement above can not currently be generalized. We note that the hard Lefschetz theo-
rem for intersection cohomology on fans due to Karu [32] implies that if S is regular then
lP (S, σ(F ), F ; t) = h(lkS|σ(F )(F ); t) has unimodal coefficients. Also, if S is a regular trian-
gulation of a simplex, then S can be deformed to a rational triangulation without changing
the corresponding strong formal subdivision of posets, and hence lP (S, Q, F ; t) has unimodal
coefficients.
For any face Q of P containing σ(F ), we may consider the corresponding mixed h-
polynomial:
hP (S, Q, F ; u, v) := h[∅,P ](S, Q, F ; u, v) = h[σ(F ),Q](lkS|Q(F ); u, v).
Corollary 6.7. Let S be a rational polyhedral subdivision of a polytope P . Then for every cell
F of S contained in a face Q of P , the mixed h-polynomial hP (S, Q, F ; u, v) has non-negative
integer coefficients. Moreover,
hP (S, Q, F ; u, v) ≥ v
dimQ−dimF lP (S, Q, F ; uv
−1).
If S is a regular subdivision, and we write hP (S, Q, F ; u, v) =
∑
i,j≥0 hi,ju
ivj for some non-
negative integers hi,j, then the sequences {hi,k−i}i=0,...,k are symmetric and unimodal.
Proof. By Definition 5.1,
hP (S, Q, F ; u, v) =
∑
σ(F )≤Q′≤Q
vdimQ
′−dimF lP (S, Q
′, F ; uv−1)g([Q′, Q]; uv).
It follows from Theorem 6.1 and (8) that the coefficients of each polynomial on the right
hand side of the above equation are non-negative integers. The first statement follows. If S is
regular, then by Theorem 6.1 the coefficients of vdimQ
′−dimF lP (S, Q
′, F ; uv−1) are symmetric
(with respect to the appropriate degree) and unimodal, and the second statement follows. 
Remark 6.8. Specializing Corollary 6.7 by setting Q = P and v = 1 gives
h(lkS(F ); u) ≥ l[σ(F ),P ](lkS(F ); u).
In the case when F = ∅ and S is a triangulation of a simplex, Stanley proved the stronger
statement that the coefficients of h(S; u)− lP (S; u) form an O-sequence [43, Corollary 4.8].
Remark 6.9. It would be interesting to have an explicit geometric description of hP (S, Q, F ; u, v).
From a different geometric perspective to the one in this section, we remark that when S is
a unimodular triangulation of a lattice polytope P , then the coefficients of hP (S; u, v) may
be interpreted as mixed Hodge numbers (see Example 7.19 and Remark 9.5).
Corollary 6.10. Let S be a rational polyhedral subdivision of a polytope P , and let S ′ be a
rational polyhedral subdivision refining S. Then
(12) hP (S
′; u, v) ≥ hP (S; u, v),
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(13) lP (S
′; t) ≥ lP (S; t).
Moreover, if S ′ and S are regular subdivisions, then lP (S
′; t)− lP (S; t) is a polynomial with
non-negative, symmetric, unimodal coefficients.
Proof. By (9) in Theorem 5.5,
hP (S
′; u, v)− hP (S; u, v) =
∑
∅6=F∈S
hP (S, P, F ; u, v)v
dimF+1lF (S
′|F ; uv
−1),
lP (S
′; t)− lP (S; t) =
∑
∅6=F∈S
lP (S, P, F ; t)lF (S
′|F ; t).
The first statement follows from Theorem 6.1 and Corollary 6.7, since the coefficients of each
polynomial on the right hand side of the above equations are non-negative integers. If S ′
and S are regular subdivisions, then by Theorem 6.1, the coefficients of each polynomial on
the right hand side of the second equation have symmetric (with respect to the appropriate
degree), unimodal coefficients and the second statement follows. 
Example 6.11. Let S be a polyhedral subdivision of a polytope P , and fix a cell F in S
contained in a faceQ of P . Then Example 5.7 gives an explicit description of hP (S, Q, F ; u, v)
when dimQ− dimF ≤ 3. In particular,
hP (S; u, v) =


1 if dimP = 0,
1 + βuv if dimP = 1,
1 + (µ+ ν − 3)uv + βuv(u+ v) if dimP = 2,
where β is the number of interior vertices of S, µ is the number of vertices of S contained
in the interior of an edge of P , and ν is the number of vertices of P .
Example 6.12. Let S be a triangulation of a simplex P . For any non-negative integers
i, j, let fi,j = #{F ∈ S | dimF + 1 = i, dim σ(F )− dimF = j}. It is natural to ask what
are the possible set of numbers {fi,j}i,j≥0 for any triangulation of a simplex. After possibly
deforming P and S, we may assume, that the triangulation is rational. By Lemma 5.8,
hP (S; u, v) =
∑
i,j≥0
fi,ju
i(1− u)dimP+1−i−j(v − u)j,
and hP (S; u, v) determines and is determined by the numbers {fi,j}i,j≥0. If we write hP (S; u, v) =∑
i,j≥0 hi,ju
ivj, then by Corollary 6.7, the coefficients hi,j are non-negative integers, and, if
S is a regular subdivision, then the sequences {hi,k−i}i=0,...,k are symmetric and unimodal.
This implies non-trivial relations between the numbers {fi,j}i,j≥0.
7. Ehrhart theory of lattice polytopes
7.1. Review of Ehrhart theory. In this section, we recall some basic combinatorial facts
about lattice points in lattice polytopes. We continue with the notation of the previous
sections. We recommend [7] as an introduction to Ehrhart theory.
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Let P be a non-empty lattice polytope in a lattice Zd. Consider the function fP (m) =
#(mP ∩ Zd), for m ∈ Z>0. By Ehrhart’s theorem [7, Section 3.3], fP (m) is a polynomial of
degree dimP , called the Ehrhart polynomial of P , and fP (0) = 1. Ehrhart recipricocity
[37] states that for m ∈ Z>0
fP (−m) = (−1)
dimPfP ◦(m)
where fP ◦(m) = #(Int(mP ) ∩ Zd). It follows that we can write
(14) fP (m) = f0(P ) + f1(P )m+ · · ·+ fdimP (P )m
dimP ,
where fi(P ) ∈ Z, and
EhrP (t) ≡ 1 +
∑
m>0
fP (m)t
m =
h∗(P ; t)
(1− t)dimP+1
,
where h∗(P ; t) is a polynomial of degree at most dimP called the h∗-polynomial of P (see,
for example, [7, Section 3.3]). A non-trivial theorem of Stanley [45] states that the coefficients
of the h∗-polynomial are non-negative integers. Throughout, we will use the notation
h∗(P ; t) =
dimP∑
i=0
h∗i t
i.
Example 7.1. It follows from the definition that h∗0 = 1 and h
∗
1 = #(mP ∩Z
d)−dimP −1.
It follows from Ehrhart reciprocity that h∗dimP = #(Int(P )∩Z
d). The sum of the coefficients
h∗(P ; 1) is equal to the normalized volume of P , i.e. after possibly replacing Zd with a
smaller lattice so that we may assume that dimP = d, h∗(P ; 1) is d! times the Euclidean
volume of P .
We also define
EhrP ◦(t) ≡
∑
m>0
fP ◦(m)t
m.
If P is empty, then we set fP (m) ≡ 0 and EhrP (t) = EhrP ◦(t) = h
∗(P ; t) = 1. One may
verify that Ehrhart reciprocity is equivalent to the following (see, for example, [46, (22)]):
(15) EhrP (t) = (−1)
dimP+1EhrP ◦(t
−1)
The following definition was introduced by Stanley in [43, Example 7.13], generalizing
the definition of Betke and McMullen in the case of a simplex [10]. It was independently
introduced by Borisov and Mavlyutov in [12] as S˜(t).
Definition 7.2. The local h∗-polynomial l∗(P ; t) of P is
l∗(P ; t) =
∑
Q⊆P
(−1)dimP−dimQh∗(Q; t)g([Q,P ]∗; t).
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Note that if P is empty, then l∗(P ; t) = 1. Throughout, we will use the notation
l∗(P ; t) =
dimP∑
i=0
l∗i t
i.
We record some known properties of the local h∗-polynomial in the following lemma, that
are analogous to properties of the local h-polynomial from Section 4.
Lemma 7.3. Let P be a non-empty lattice polytope. Then the local h∗-polynomial l∗(P ; t)
satisfies the following properties:
(1) The local h∗-polynomial is symmetric in the sense that l∗(P ; t) = tdimP+1l∗(P ; t−1).
(2) The h∗-polynomial of a polytope can be recovered from the local h∗-polynomials of its
faces via
h∗(P ; t) =
∑
Q⊆P
l∗(Q; t)g([Q,P ]; t).
(3) The coefficients l∗i of l
∗(P ; t) are non-negative integers.
(4) We have l∗0 = 0 and l
∗
1 = l
∗
dimP = h
∗
dimP = #(Int(P ) ∩ Z
d).
Proof. Properties (1) and Property (2) are established in [43, Example 7.13]. We will prove
them in Lemma 7.11 and Remark 7.9 below respectively.
Property (3) was conjectured by Stanley in [43, Example 7.13], and proved independently
by Borisov and Mavlyutov [12, Proposition 5.1] and Karu [33, Theorem 1.1].
Properties (4) is proven in Example 4.7 of [6]. Note that by definition, for Q 6= P , the
degree of g([Q,P ]∗; t) is strictly bounded by (dimP − dimQ)/2. It follows that l∗(P ; t) has
degree at most dimP with l∗dimP = h
∗
dimP . The result now follows from Property (1) and
Example 7.1. 
Example 7.4. If P ⊆ Zd is a simplex and Π is the parallelepiped spanned by the vertices
of P × {1} in Rd × R, then
l∗(P ; t) =
∑
w∈int(Π)∩Zd+1
tψ(w), h∗(P ; t) =
∑
Q⊆P
l∗(Q; t)
where ψ : Zd+1 → Z denotes projection onto the last co-ordinate. This was proven as
Proposition 4.6 of [6] and was the original definition of Betke and McMullen in [10] of the
local h∗-polynomial of a simplex.
We introduce the following analogue of Definition 5.1 (cf. Example 7.19).
Definition 7.5. Let P be a non-empty lattice polytope. The mixed h∗-polynomial is
defined by
h∗(P ; u, v) =
∑
Q⊆P
vdimQ+1l∗(Q; uv−1)g([Q,P ]; uv).
33
We see from Lemma 7.3 and (8) that the mixed h∗-polynomial has non-negative integer
coefficients, is invariant under the interchange of u and v, and specializes to the h∗-polynomial
by setting v = 1. We will study generalizations of this polynomial in subsequent sections.
For the moment, we have the following analogue of (7) in Theorem 5.5 (cf. Example 7.19).
Remark 7.6. All terms in h∗(P ; u, v) have combined degree in u and v at most dimP + 1,
and the terms of combined degree dimP + 1 equal vdimP+1l∗(P ; uv−1).
We introduce the following convenient way to visualize this polynomial.
Remark 7.7. Assuming P is non-empty, we may write
h∗(P ; u, v) = 1 + uv
∑
0≤p,q≤dimP−1
h∗p,qu
pvq.
for some non-negative integers h∗p,q. We may visualize these coefficients and the coefficients
of the local h∗-polynomial in diamonds, which we call the h∗-diamond and local h∗-
diamond of P , by placing h∗p,q at point (q − p, p + q) and l
∗
i at point (i − 1, n − 1 − i) in
Z2 respectively (see Figure 2 below). Observe that the h∗-diamond is symmetric about the
vertical axis, identically zero above the middle horizontal strip, and encodes the coefficients
of the local h∗-polynomial along the middle horizontal strip. Also, we recover the coefficients
of h∗(P ; u) by summing the coefficients of the h∗-diamond along a fixed choice of diagonal
i.e. h∗i+1 =
∑
p+q=i h
∗
p,q. It follows from Theorem 7.20 below that each horizontal strip of the
diamonds satisfies the following lower bound theorem: its first entry is a lower bound for the
other entries i.e. h∗k,0 ≤ h
∗
k−i,i for i = 0, . . . , k and l
∗
1 ≤ l
∗
i for i = 1, . . . , dimP .
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Figure 2. h∗-diamond and local h∗-diamond of P when dimP = 4
34
Recall that the face poset [∅, P ] of P is an Eulerian poset with rank function ρ(Q) =
dimQ + 1. More generally, if S is a lattice polyhedral subdivision of P , then we identify
S with its lower Eulerian poset of cells, with rank function ρ(F ) = dimF + 1. Recall that
R = Z[t±1/2] with kernel κ(Q,Q′) = qρ(Q
′)−ρ(Q), where q = t1/2 − t−1/2, and acceptability
operators γP := γ[∅,P ] and γS given by Lemma 3.10. Recall that Ruv = Z[u±1/2, v±1/2], with
the corresponding kernel and acceptability operators obtained by replacing t with uv. We
will write RP := R[∅,P ] and RPuv := R
[∅,P ]
uv .
Definition 7.8. Let S be a lattice polyhedral subdivision of a lattice polytope P . Define
elements η♥S , λ
♥
S ∈ R
S and η˜♥S ∈ R
S
uv by:
η♥S (F ) = t
−(dimF+1)/2h∗(F ; t) = qdimF+1EhrF (t),
λ♥S (F ) = t
−(dimF+1)/2l∗(F ; t),
η˜♥S (F ) = (uv)
−(dimF+1)/2h∗(F ; u, v),
respectively. When S is the trivial subdivision of P , then we write η♥P := η
♥
S , λ
♥
P := λ
♥
S and
η˜♥P := η˜
♥
S .
Remark 7.9. By Theorem 3.11 and Definition 7.8, η♥S = λ
♥
S ∗γS and η˜
♥
S = λ
♥
S |t=uv−1∗γS |t=uv.
Remark 7.10. Note that η♥S (F ) = η
♥
F (F ), λ
♥
S (F ) = λ
♥
F (F ) and η˜
♥
S (F ) = η˜
♥
F (F ) only depend
on F and not on S by definition.
As observed in [46, p. 201], η♥S is acceptable. In fact, we have the following slightly
stronger statement.
Lemma 7.11. The following statements are equivalent:
(1) Ehrhart reciprocity,
(2) l∗(P ; t) = tdimP+1l∗(P ; t−1) for all lattice polytopes P ,
(3) h∗(P ; u, v) = h∗(P ; v, u) for all lattice polytopes P ,
(4) η♥S ∈ A(S, κS) for all lattice polyhedral subdivisions S,
(5) λ♥S ∈ S(R) for all lattice polyhedral subdivisions S,
(6) η˜♥S ∈ A(S, κS ;Ruv) for all lattice polyhedral subdivisions S.
Proof. By definition, (2) is equivalent to (5). By Remark 7.9 and Lemma 2.4, (4) and (5)
are equivalent. The equivalence of (2) and (3) follows from Definition 7.5 and Remark 7.6.
Evaluating at v = 1, we see that (6) implies (4). On the other hand, (5) implies that
λ♥S |t=uv−1 ∈ S(Ruv), and hence, by Lemma 2.4 and Remark 7.9, η˜
♥
S = λ
♥
S |t=uv−1 ∗ γS |t=uv is
acceptable. We deduce that all conditions except (1) are equivalent.
By definition, η♥P is acceptable if and only if η
♥
P = η
♥
P ∗ κ, if and only if for all faces Q of
P ,
EhrQ(t) =
∑
Q′⊆Q
(−1)ρ(Q
′) EhrQ′(t
−1).
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Since every lattice point in a polytope lies in the relative interior of some face, EhrQ(t) =∑
Q′⊆Q Ehr(Q′)◦(t). Hence η
♥
P is acceptable if and only if∑
Q′⊆Q
(−1)ρ(Q
′) EhrQ′(t
−1) =
∑
Q′⊆Q
Ehr(Q′)◦(t)
for all faces Q of P . It follows from (15) that Ehrhart reciprocity is equivalent to the fact
that η♥P is acceptable for all lattice polytopes P . The latter condition is equivalent to (4) by
Remark 7.10. 
7.2. Subdivisions and pushforwards in Ehrhart theory. Now, we study the properties
of the h∗-polynomial and local h∗-polynomial under subdivision. These will be analogous to
Corollary 4.7 and (9) in Theorem 5.5.
Lemma 7.12. Let σ : S → [∅, P ] be the strong formal subdivision induced by a lattice
polyhedral subdivision S of a lattice polytope P . Then the following holds:
(1)
σ∗(η
♥
S ) = η
♥
P ,
(2)
h∗(P ; t) =
∑
F∈S
σ(F )=P
h∗(F ; t)(t− 1)dimP−dimF ,
(3)
h∗(P ; t) =
∑
F∈S
l∗(F ; t)h(lkS(F ); t),
(4)
l∗(P ; t) =
∑
F∈S
l∗(F ; t)l[σ(F ),P ](lkS(F ); t).
Moreover, the statements that each of these conditions hold for all pairs (P,S) are equiv-
alent.
Proof. First note that expanding out the definitions yields the equivalence of (1) and (2).
Secondly, by Remark 7.9, (1) is equivalent to σ∗(λ
♥
S ∗γS) = η
♥
P . Expanding out the definitions
using (3) in Proposition 3.29 shows the equivalence of (1) and (3). Similarly, σ∗(λ
♥
S ∗ γS) ∗
γ−1P = λ
♥
P is equivalent to (4).
Note that (2) is equivalent to
EhrP (t) =
∑
F∈S
σ(F )=P
(−1)dimP−dimF EhrF (t).
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By Ehrhart reciprocity (see (15)), this is equivalent to
EhrP ◦(t) =
∑
F∈S
σ(F )=P
EhrF ◦(t).
The latter statement holds since every interior lattice point in P lies in the relative interior
of a unique cell of S. 
Remark 7.13. When S is a triangulation, (2) and (4) in Lemma 7.12 are due to Betke and
McMullen [10, Theorem 1] and Nill and Schepers [40] respectively. In the general case, (4)
in Lemma 7.12 was suggested by Nill.
Remark 7.14. Let S be a lattice polyhedral subdivision of a lattice polytope P , and let
S ′ be a lattice polyhedral subdivision refining S. Let σ : S ′ → S denote the corresponding
strong formal subdivision. Then it follows immediately from Lemma 7.12 that σ∗(η
♥
S′) = η
♥
S .
Recall from Definition 5.2 that the mixed pushforward is the left S(Ruv)-module homo-
morphism σ˜∗ : A(S, κS ;Ruv)→ A([∅, P ], κP ;Ruv) defined by
σ˜∗(eF ∗ γS |t=uv) =
∑
Q⊆P
λ(Q,F )|t=uv−1eQ ∗ γP |t=uv.
Corollary 7.15. Let σ : S → [∅, P ] be the strong formal subdivision induced by a lattice
polyhedral subdivision S of a lattice polytope P . Then σ˜∗(η˜
♥
S ) = η˜
♥
P .
Proof. By Remark 7.9, σ˜∗(η˜
♥
S ) = η˜
♥
P is equivalent to∑
F∈S
λ♥S (F )|t=uv−1
∑
Q⊆P
λ(Q,F )|t=uv−1eQ ∗ γP |t=uv =
∑
Q⊆P
λ♥P (Q)|t=uv−1eQ ∗ γP |t=uv.
The fact that
∑
F∈S λ
♥
S (F )|t=uv−1λ(Q,F )|t=uv−1 = λ
♥
P (Q)|t=uv−1 follows immediately from
(4) of Lemma 7.12. 
Remark 7.16. Let S be a lattice polyhedral subdivision of a lattice polytope P , and let S ′ be
a lattice polyhedral subdivision refining S. Let σ : S ′ → S denote the corresponding strong
formal subdivision. Then it follows immediately from Corollary 7.15 that σ˜∗(η˜
♥
S′) = η˜
♥
S .
Following the proof of [10] and the conjectural proof of [40], we present a proof the non-
negativity of the coefficients of the h∗-polynomial and local h∗-polynomial respectively.
Theorem 7.17. The coefficients of h∗(P ; t) and l∗(P ; t) are non-negative.
Proof. By Example 7.4, this conclusion is true for simplices. Because every lattice polytope
admits a lattice triangulation, and by the non-negativity of the h-polynomial and the local
h-polynomial (Theorem 6.1 and (9)), the conclusion follows from (3) and (4) in Lemma 7.12.

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Remark 7.18. It follows from the proof of Theorem 7.17, that we have the stronger state-
ment that
h∗(P ; t) ≥ h(S; t), l∗(P ; t) ≥ lP (S; t),
for any lattice polyhedral subdivision S of a lattice polytope P .
Example 7.19. Let S be a unimodular triangulation of a lattice polytope P , and consider
the corresponding strong formal subdivision σ : S → [∅, P ]. That is, S is a lattice polyhedral
subdivision such that every non-empty cell F in S is isomorphic to a standard simplex. If F is
a standard simplex, then l∗(F ; t) = 0 by Example 7.4. Hence, by (3) and (4) in Lemma 7.12,
h∗(P ; t) = h(S; t), l∗(P ; t) = lP (S; t).
In particular, it follows Definition 5.1 and Definition 7.5 that in this case the mixed h∗-
polynomial is equal to the mixed h-polynomial:
h∗(P ; u, v) = hP (S; u, v).
Equivalently, in this case, σ∗(e∅S ∗ γS) = η
♥
P = λ
♥
P ∗ γS and σ˜∗(e∅S ∗ γS |t=uv) = η˜
♥
P . More
generally, if S ′ is a unimodular triangulation refining a lattice polyhedral decomposition S of
P , with corresponding strong formal subdivision σ : S ′ → S, then σ∗(e∅
S′
∗γS′) = η
♥
S = λ
♥
S ∗γS
and σ˜∗(e∅
S′
∗ γS′|t=uv) = η˜
♥
S .
Moreover, if S is a regular unimodular triangulation, then it follows from Theorem 6.1
that l∗(P ; t) has unimodal coefficients [40, (4)]. Note that not all lattice polytopes admit
unimodular subdivisions [22], but we can sometimes get unimodality with weaker hypotheses
(see Remark 7.23 below).
Hibi’s lower bound theorem [31, Theorem 1.1] states that if Int(P )∩Zd 6= ∅, then h∗1 ≤ h
∗
i
for i = 1, . . . , dimP − 1. We deduce the following counterpart for the local h∗-polynomial.
Theorem 7.20. Let P ⊆ Rd be a non-empty lattice polytope. Then the local h∗-polynomial
l∗(P ; t) = l∗1t+ · · ·+ l
∗
dimP t
dimP satisfies l∗1 = #(Int(P ) ∩ Z
d) ≤ l∗i for 1 ≤ i ≤ dimP .
Proof. Let S be a regular, lattice polyhedral subdivision of P such that for every positive-
dimensional cell in S contains no interior lattice points. By Theorem 6.1, (4) in Lemma 7.12
and (4) in Lemma 7.3,
l∗(P ; t) = l(S; t) + α(t)t2,
where l(S; t) has non-negative, symmetric, unimodal coefficients and α(t) has non-negative
integer coefficients. 
Remark 7.21. It follows immediately from Theorem 7.20 and the symmetry of the local h∗-
polynomial ((1) in Lemma 7.3) that the coefficients of the local h∗-polynomial are symmetric
and unimodal for dimP ≤ 4.
Example 7.22. The coefficients of the local h∗-polynomial are not unimodal in general. For
example, let f = 1
3
(1, 1, 1, 1, 1) and M = Z5 + Z · f . Then if P is the convex hull of the
origin and the standard basis vectors e1, . . . , e5 of Z5, one computes using Example 7.4 that
l∗(P ; t) = t2 + t4.
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Remark 7.23. We don’t need the existence of a unimodular triangulation to guarantee the
unimodality of the coefficients of the local h∗-polynomial. Indeed, it follows from (4) in
Lemma 7.12 and Theorem 6.1 that if P admits a regular lattice polyhedral decomposition
S such that, for every cell F in S, either l[σ(F ),P ](lkS(F ); t) = 0 or l
∗(F ; t) has symmetric,
unimodal coefficients, then l∗(P ; t) has symmetric, unimodal coefficients.
8. The limit mixed h∗-polynomial
In this section, we introduce the limit mixed h∗-polynomial,a two-variable invariant of a
lattice polyhedral subdivision S of a lattice polytope P .
8.1. Definition of limit mixed h∗-polynomial. We continue with the notation of previous
sections with R = Z[t±1/2] and Ruv = Z[u±1/2, v±1/2]. Recall that, by Proposition 3.29, we
have a pushforward map σ∗ : A(S, κS ;Ruv)→ A([∅, P ], κP ;Ruv), satisfying
σ∗(eF ∗ γS |t=uv) =
∑
Q⊆P
η(Q,F )|t=uveQ =
∑
Q⊆P
λ(Q,F )|t=uveQ ∗ γP |t=uv.
Recall that, by Remark 7.9 and Lemma 7.11, we may consider η˜♥S =
∑
F∈S λ
♥
S (F )|t=uv−1eF ∗
γS |t=uv ∈ A(S, κS ;Ruv).
Definition 8.1. Let S be a lattice polyhedral subdivision of a lattice polytope P . Define
η♥S,∞ ∈ A([∅, P ], κP ;Ruv) and λ
♥
S,∞ ∈ S(Ruv)
P by
η♥S,∞ = λ
♥
S,∞ ∗ γP |t=uv := σ∗(η˜
♥
S ).
The analogous polynomial invariants are described below.
Definition 8.2. Let S be a lattice polyhedral subdivision of a lattice polytope P . The limit
mixed h∗-polynomial of (P,S) is
h∗(P,S; u, v) :=
∑
F∈S
vdimF+1l∗(F ; uv−1)h(lkS(F ); uv),
and the local limit mixed h∗-polynomial of (P,S) is
l∗(P,S; u, v) :=
∑
F∈S
vdimF+1l∗(F ; uv−1)l[σ(F ),P ](lkS(F ); uv).
If P is empty, then h∗(P,S; u, v) = l∗(P,S; u, v) = 1. Equivalently, we may define:
h∗(P,S; u, v) := (uv)(dimP+1)/2η♥S,∞(P ),
l∗(P,S; u, v) := (uv)(dimP+1)/2λ♥S,∞(P ).
These polynomials satisfy a number of immediate properties.
Theorem 8.3. Let S be a lattice polyhedral subdivision of a lattice polytope P . Then the limit
mixed h∗-polynomial h∗(P,S; u, v) and local limit mixed h∗-polynomial l∗(P,S; u, v) satisfy
the following properties:
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(1) (uv-interchange) The limit mixed h∗-polynomial and local limit mixed h∗-polynomial
are invariant under the interchange of u and v i.e.
h∗(P,S; u, v) = h∗(P,S; v, u), l∗(P,S; u, v) = l∗(P,S; v, u).
(2) (specialization) We have the specializations:
h∗(P,S; u, 1) = h∗(P ; u), l∗(P,S; u, 1) = l∗(P ; u).
(3) (symmetry) We have
(uv)dimP+1h∗(P,S; u−1, v−1) =
∑
Q⊆P
h∗(Q,S|Q; u, v)(uv − 1)
dimP−dimQ,
(uv)dimP+1l∗(P,S; u−1, v−1) = l∗(P,S; u, v).
(4) (constant terms) If P is non-empty, then
h∗(P,S; 0, v) = 1, l∗(P,S; 0, v) = 0.
(5) (identity subdivision) If S is the trivial subdivision, then
h∗(P,S; u, v) = h∗(P ; u, v), l∗(P,S; u, v) = vdimP+1l∗(P ; uv−1).
(6) (non-negativity) The coefficients of the limit mixed h∗-polynomial and local limit
mixed h∗-polynomial are non-negative.
(7) (inversion) We have
h∗(P,S; u, v) =
∑
Q⊆P
l∗(Q,S|Q; u, v)g([Q,P ]; uv),
l∗(P,S; u, v) =
∑
Q⊆P
(−1)dimP−dimQh∗(Q,S|Q; u, v)g([Q,P ]
∗; uv).
Proof. Property (1) follows from the symmetry of the local h∗-polynomial ((1) of Lemma 7.3).
Property (2) follows from Lemma 7.12.
Property (3) follows since η♥S,∞ ∈ A([∅, P ], κP ;Ruv) and λ
♥
S,∞ ∈ S(Ruv)
P .
Property (4) follows from (4) in Lemma 7.3, Example 3.13 and Example 4.10.
Property (5) follows from Remark 7.9.
Property (6) follows from (3) in Lemma 7.3, Example 9 and Theorem 6.1.
Property (7) follows since η♥S,∞ = λ
♥
S,∞ ∗ γP |t=uv by definition, using Theorem 3.11.

The following generalizes Remark 7.7.
Remark 8.4. Assuming that S is a lattice polyhedral subdivision of a non-empty lattice
polytope P , we may write
h∗(P,S; u, v) = 1 + uv
∑
0≤p,q≤dimP−1
h∗p,qu
pvq,
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l∗(P,S; u, v) = uv
∑
0≤p,q≤dimP−1
l∗p,qu
pvq.
for some non-negative integers h∗p,q and l
∗
p,q. We may visualize these coefficients in diamonds,
which we call the h∗-diamond and local h∗-diamond of (P,S), by placing h∗p,q and l
∗
p,q at
point (q − p, p+ q) in Z2 respectively (see Figure 3 below). Note that when S is the trivial
subdivision, the h∗-diamond and local h∗-diamond of (P,S) coincide with the h∗-diamond
and local h∗-diamond of P introduced in Remark 7.7. Observe that the h∗-diamond and local
h∗-diamond are symmetric about the vertical axis, and the local h∗-diamond is symmetric
about the horizontal axis. By comparing the coefficients of udimP vq+1 in h∗(P,S; u, v) and
l∗(P,S; u, v) using, for example, (7) in Theorem 8.3, the h∗-diamond and local h∗-diamond
are identical along the part of the boundary of the diamonds that is above and including
the horizontal middle strip i.e h∗dimP−1,q = l
∗
dimP−1,q for all q. We recover the coefficients of
h∗(P ; u) and l∗(P ; u) by summing the coefficients of the h∗-diamond and local h∗-diamond
respectively along a fixed choice of diagonal i.e. h∗i+1 =
∑
p+q=i h
∗
p,q, l
∗
i+1 =
∑
p+q=i l
∗
p,q. It
follows from Theorem 7.20 that each horizontal strip of the diamonds satisfies the following
lower bound theorem: its first entry is a lower bound for the other entries i.e. h∗k,0 ≤ h
∗
k−i,i,
h∗dimP−1,k ≤ h
∗
dimP−1−i,k+i, l
∗
k,0 ≤ l
∗
k−i,i and l
∗
dimP−1,k ≤ l
∗
dimP−1−i,k+i. Moreover, if S is
regular then the coefficients of each vertical strip of the local h∗-diamond are symmetric and
unimodal by Theorem 9.4 below.
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Figure 3. h∗-diamond and local h∗-diamond of (P,S) when dimP = 4
Remark 8.5. As a consequence of properties (6) and (7) in Theorem 8.3 together with
the non-negativity of the g-polynomial justified by formula (8), we have h∗(P,S; u, v) ≥
l∗(P,S; u, v). In particular, the coefficients of the local h∗-diamond are a lower bound for
the corresponding coefficients of the h∗-diamond (more generally, see Theorem ??).
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Remark 8.6. The fact that the coefficients of each vertical strip of the local h∗-diamond are
symmetric and unimodal when S is regular implies the lower bound theorem ,Theorem 7.20.
Indeed, let S be a regular, lattice polyhedral subdivision of P such that every positive-
dimensional cell in S contains no interior lattice points. By Example 8.9, l∗0,q = 0 for all
q > 0, and hence
l∗1 =
∑
q
l∗q,0 = l
∗
0,0 ≤ l
∗
i,i ≤
∑
q
l∗q+i,i = l
∗
i+1,
for i ≥ 0.
Our invariants are well-behaved under refinement. The following result generalizes Lemma 7.12.
Proposition 8.7. Let S be a lattice polyhedral subdivision of a lattice polytope P , and let
S ′ be a lattice polyhedral subdivision refining S. Then
(1)
h∗(P,S ′; u, v) =
∑
F∈S
σ(F )=P
h∗(F,S ′|F ; u, v)(uv− 1)
dimP−dimF ,
(2)
h∗(P,S ′; u, v) =
∑
F∈S
l∗(F,S ′|F ; u, v)h(lkS(F ); uv),
(3)
l∗(P,S ′; u, v) =
∑
F∈S
l∗(F,S ′|F ; u, v)l[σ(F ),P ](lkS(F ); uv),
Proof. Let τ : S ′ → S and σ : S → [∅, P ] be the corresponding strong formal subdivisions.
By definition, for any cell F in S,
τ∗(η˜
♥
S′)(F ) = (uv)
−(dimF+1)/2h∗(F,S ′|F ; u, v).
Hence (1) follows from the fact that η♥S′,∞ = σ∗(τ∗(η˜
♥
S′)). The other two formulas follow as
in Lemma 7.12. 
8.2. Examples.
Example 8.8. Let S be a unimodular triangulation of a lattice polytope P . Then for every
non-empty face F of S, l∗(F ; t) = 0. By definition, we have
h∗(P,S; u, v) = h∗(P ; uv) = h(S; uv),
l∗(P,S; u, v) = l∗(P ; uv) = lP (S; uv).
In particular, the h∗-diamond and local h∗-diamond are concentrated on the central vertical
strip. As in Example 7.19, if the triangulation is regular, then the coefficients of l∗(P,S; u, v)
as a polynomial in uv are unimodal by Theorem 6.1.
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Example 8.9. We continue with the notation of Remark 8.4. Recall that h∗(P,S; u, 1) =
h∗(P ; u) and l∗(P,S; u, 1) = l∗(P ; u) and the linear coefficients of h∗(P ; u) and l∗(P ; u) are
#(P ∩M)−dim P −1 and #(Int(P )∩M) respectively, by Example 7.1 and both Properties
(1) and (4) of Lemma 7.3 respectively. By comparing coefficients of uvq+1 in both sides of
the equations in Definition 8.2, and using Example 3.13 and Example 4.10, we deduce that
for q > 0,
h∗0,q = h
∗
q,0 =
∑
F∈S
dimF=q+1
#(Int(F ) ∩M),
dimP + 1 + h∗0,0 =
∑
F∈S
dimF≤1
#(Int(F ) ∩M),
l∗0,q = l
∗
q,0 = l
∗
dimP−1,dimP−1−q = l
∗
dimP−1−q,dimP−1 =
h∗dimP−1,dimP−1−q = h
∗
dimP−1−q,dimP−1 =
∑
F∈S,σ(F )=P
dimF=q+1
#(Int(F ) ∩M),
l∗0,0 = l
∗
dimP−1,dimP−1 = h
∗
dimP−1,dimP−1 =
∑
F∈S,σ(F )=P
dimF≤1
#(Int(F ) ∩M).
This gives an explicit combinatorial description of the boundaries of the h∗-diamond and
local h∗-diamond of (P,S). In particular, this gives a complete description of both diamonds
when dimP = 1, 2.
Example 8.10. If dimP = 3, then Example 8.9 describes every term in the h∗-diamond and
local h∗-diamond except the middle terms h∗1,1 and l
∗
1,1 respectively. The remaining terms
can be computed via the formulas
l∗2 = l
∗
1,1 + 2 ·
∑
F∈S,σ(F )=P
dimF=2
#(Int(F ) ∩M),
h∗2 = h
∗
1,1 + 2 ·
∑
F∈S,σ(F )=P
dimF=2
#(Int(F ) ∩M) +
∑
F∈S,F⊆∂P
dimF=2
#(Int(F ) ∩M).
Example 8.11. In the case when S is a lattice triangulation of P , we have the following
description of h∗(P,S; u, v). If P is a lattice polytope in a lattice N , then let τP denote
the cone over P × {1} in NR × R. Let Σ denote the fan refinement of τP induced by S,
with cones given by the cones over F × {1}, where F is a cell of S (the empty cell of S
corresponds to {0}). Then the lattice points in τP admit a well-known involution ι. More
specifically, a non-zero lattice point w in τP lies in the relative interior of a unique cone τ
in Σ, corresponding to a non-empty face F of S with vertices v1, . . . , vr. We may uniquely
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write w =
∑r
i=1 αi(vi, 1) for some αi ∈ Q>0. Then ι(w) =
∑r
i=1(⌈αi⌉ + ⌊αi⌋ − αi)(vi, 1),
ι(0) = 0, and
h∗(P,S; u, v)/(1− uv)dimP+1 =
∑
w∈τP∩(N×Z)
uψ(w)vψ(ι(w)),
where ψ : N × Z→ Z denotes projection onto the second co-ordinate. If we further assume
that P is a simplex, then (7) of Theorem 8.3 implies that
l∗(P,S; u, v)/(1− uv)dimP+1 =
∑
w∈Int(τP )∩(N×Z)
uψ(w)vψ(ι(w)).
9. The refined limit mixed h∗-polynomial
In this section, we introduce the refined limit mixed h∗-polynomial, a three-variable in-
variant of a lattice polyhedral subdivision S of a lattice polytope P .
9.1. Definition and properties. We continue with the notation of previous sections with
R = Z[t±1/2] and Ruv = Z[u±1/2, v±1/2]. As in Remark 4.13, we also consider Ruvw =
Z[u±1/2, v±1/2, w±1] with involution r(u, v, w) = r(u−1, v−1, w−1), and Z[(uvw2)±1/2] ⊆ Ruvw
i.e. uvw2 will play the role of t in the previous sections. For example, as in Lemma 3.10 and
with a slight abuse of notation, the acceptability operator of a locally Eulerian poset B is
given by γB(x, x
′)|t=uvw2 = (uvw
2)−ρ(x,x
′)/2g([x, x′]; uvw2).
Recall that if S is a lattice polyhedral subdivision of a lattice polytope P , then η♥S,∞ ∈
A([∅, P ], κP ;Ruv) and λ
♥
S,∞ ∈ S(Ruv)
P are defined by
η♥S,∞ = λ
♥
S,∞ ∗ γP |t=uvw2 := σ∗(η˜
♥
S ).
Consider the natural inclusion iw : S(Ruv)
P → S(Ruvw)
P , iw(f(u, v)) = f(u, v). This induces
a natural inclusion
jw : A([∅, P ], κP ;Ruv)→ A([∅, P ], κP ;Ruvw),
jw(f) = ιw(f ∗ γ
−1
P |t=uv) ∗ γP |t=uvw2 .
Definition 9.1. Let S be a lattice polyhedral subdivision of a lattice polytope P . Then the
refined limit mixed h∗-polynomial of (P,S) is
h∗(P,S; u, v, w) =
∑
Q⊆P
wdimQ+1l∗(Q,S|Q; u, v)g([Q,P ]; uvw
2).
If P is empty, then h∗(P,S; u, v, w) = 1. Equivalently, we may define:
h∗(P,S; u, v, w) := (uvw2)(dimP+1)/2jw(η
♥
S,∞(P )).
The refined limit mixed h∗-polynomial satisfies a number of immediate properties.
Theorem 9.2. Let S be a lattice polyhedral subdivision of a lattice polytope P . Then the
refined limit mixed h∗-polynomial h∗(P,S; u, v, w) satisfies the following properties:
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(1) (uvw-interchange) The refined limit mixed h∗-polynomial satisfies:
h∗(P,S; u, v, w) = h∗(P,S; v, u, w),
h∗(P,S; u, v, w) = h∗(P,S; u−1, v−1, uvw).
(2) (specialization) We have the specializations:
h∗(P,S; u, v, 1) = h∗(P,S; u, v),
h∗(P,S; uw−1, 1, w) = h∗(P ; u, w).
Hence, we have the following commutative diagram of invariants
h∗(P,S; u, v, w)
u 7→uw−1
v 7→1
//
w 7→1

h∗(P ; u, w)
w 7→1

h∗(P,S; u, v)
v 7→1
// h∗(P ; u)
u 7→1
// (dimP )! vol(P ),
where vol(P ) is the Euclidean volume of P .
(3) (symmetry) We have
(uvw2)dimP+1h∗(P,S; u−1, v−1, w−1) =
∑
Q⊆P
h∗(Q,S|Q; u, v, w)(uvw
2− 1)dimP−dimQ.
(4) (constant terms) We have h∗(P,S; 0, v, w) = h∗(P,S; u, v, 0) = 1.
(5) (identity subdivision) If S is the trivial subdivision, then
h∗(P,S; u, v, w) = h∗(P ; uw, vw).
(6) (non-negativity) The coefficients of the refined limit mixed h∗-polynomial are non-
negative.
(7) (inversion) We have
wdimP+1l∗(P,S; u, v) =
∑
Q⊆P
(−1)dimP−dimQh∗(Q,S|Q; u, v, w)g([Q,P ]
∗; uvw2).
(8) (degree) All terms in h∗(P,S; u, v, w) have degree in w at most dimP + 1, and the
coefficient of wdimP+1 is l∗(P,S; u, v).
Proof. The equations in Property (1) follow from (1) and (3) in Theorem 8.3 respectively.
The equations in Property (2) follow from (7) and (2) in Theorem 8.3 respectively.
Property (3) is equivalent to the fact that jw(η
♥
S,∞) ∈ A([∅, P ], κP ;Ruvw).
Property (4) follows from (4) in Theorem 8.3 and Example 3.8.
Property (5) follows from (5) in Theorem 8.3 .
Property (6) follows from (5) in Theorem 8.3 and (8).
Property (7) follows since iw(λ
♥
S,∞) = jw(η
♥
S,∞) ∗ γ
−1
P |t=uvw2 by definition, using Theo-
rem 3.11.
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Property (8) follows since g([Q,P ]; uvw2) has degree in w strictly less than dimP −dimQ
for Q * P .

If S is a lattice polyhedral subdivision of a non-empty lattice polytope P , we may write
h∗(P,S; u, v, w) = 1 + uvw2
dimP−1∑
r=0
∑
0≤p,q≤r
h∗p,q,ru
pvqwr,
for some non-negative integers h∗p,q,r. We may visualize these coefficients in diamonds as
follows: for 0 ≤ r ≤ dimP − 1, the r-local h∗-diamond of (P,S) is obtained by placing
h∗p,q,r at point (q − p, p + q) in Z
2 for 0 ≤ p, q ≤ r (see Figure 4 below). With the notation
of Remark 8.4, the local h∗-diamond of (P,S) is equal to the (dimP − 1)-local h∗-diamond
of (P,S) i.e. l∗p,q = h
∗
p,q,dimP−1, and the h
∗-diamond of (P,S) is obtained by stacking the
r-local h∗-diamonds of (P,S) on top of each other and summing for 0 ≤ r ≤ dimP − 1 i.e.
h∗p,q =
∑
r h
∗
p,q,r. Each r-local h
∗-diamond is symmetric about the horizontal and vertical
axes. By summing the coefficients of the r-local h∗-diamond of (P,S) along a fixed choice of
diagonal, we recover the (r+1)st horizontal strip of the h∗-diamond of P . For example, if S
is the trivial subdivision, then the r-local h∗-diamond of (P,S) is concentrated on the middle
horizontal strip which coincides with the (r + 1)st horizontal strip of the h∗-diamond of P .
By Theorem 9.3 below, the first entry of each horizontal strip of the r-local h∗-diamond is a
lower bound for the other entries. By Theorem 9.4 below, if S is regular then the coefficients
of each vertical strip of the r-local h∗-diamond are symmetric and unimodal.
❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍
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Figure 4. r-local h∗-diamonds of (P,S) when dimP = 3
Substituting Definition 8.2 into Definition 9.1 gives the following alternative expression
for the refined limit mixed h∗-polynomial h∗(P,S; u, v, w):
(16)
∑
F∈S
∑
σ(F )⊆Q⊆P
wdimQ+1vdimF+1l∗(F ; uv−1)lQ(S|Q, F ; uv)g([Q,P ]; uvw
2).
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By Theorem 7.17, Theorem 6.1 and formula (8) of Section 6, the coefficients of all terms
above have non-negative coefficients. We will use this expression below.
Theorem 9.3. The first entry of each horizontal strip of the r-local h∗-diamond is a lower
bound for the other entries: h∗k,0,r ≤ h
∗
k−i,i,r and h
∗
r,k,r ≤ h
∗
r−i,k+i,r.
Proof. Consider the expression (16) above. We have seen that all terms have non-negative
coefficients. Hence h∗(P,S; u, v, w) is the sum of terms of the form α(uv)kwrl∗(F ; uv−1), for
some non-negative integers α, k, r and some cell F ∈ S. By Theorem 7.20, the polynomials
vdimF+1l∗(F ; uv−1) satisfy the property that their linear coefficient is a lower bound for the
other coefficients. The result follows. 
The theorem below states that if the lattice polyhedral subdivision S is regular, then, for
r = 0, . . . , dimP − 1, the coefficients of each vertical strip of the r-local h∗-diamond form a
symmetric, unimodal sequence.
Theorem 9.4. Let S be a regular lattice polyhedral subdivision of a lattice polytope P . Then
for 0 ≤ k ≤ r ≤ dimP − 1, the sequence {h∗k+i,i,r ∈ Z≥0 | 0 ≤ i ≤ r − k} is symmetric,
non-negative and unimodal.
Proof. Symmetry and non-negativity of the coefficients was established in (1) and (6) of
Theorem 9.2 respectively. Consider the expression (16) above. We have seen that all
terms have non-negative coefficients. Hence h∗(P,S; u, v, w) is the sum of terms of the
form αupvqwrlQ(S|Q, F ; uv), for some non-negative integers α, p, q, r and some cell F ∈ S
contained in a face Q ⊆ P , such that r − p− q = dimQ− dimF . Unimodality now follows
from Theorem 6.1 applied to lQ(S|Q, F ; uv). 
Remark 9.5. Theorem 9.4 can also be proved geometrically by identifying the coefficients
of the refined limit mixed h∗-polynomial with refined limit mixed Hodge numbers associated
to a corresponding degeneration of hypersurfaces [34, Corollary 5.11]. The unimodality
statement then follows immediately from properties of the associated monodromy operator.
This was the original motivation for the introduction of the refined limit mixed h∗-polynomial
and was our original proof of Theorem 9.4 and, as explained in Remark 8.6, Theorem 7.20.
The polytope P specifies a projective toric variety. It is useful for geometric applications
to resolve singularities of the toric varieties. This allows us to interpret l∗ as the Hodge-
Deligne polynomial of a particular limit mixed Hodge structure. We do this combinatorially
here. Let ∆P denote the normal fan to P with all maximal cones removed. The cones CQ
in ∆P are in inclusion-reserving correspondence with the positive dimensional faces Q of
P . Let ∆′P denote a fan refinement of ∆P . We will assume that ∆
′
P is simplicial, which is
possible by the resolution of singularities algorithm for toric varieties [25, Sec. 2.6]. Recall
that ∆′P is simplicial if every cone C
′ in ∆′P is generated by precisely dimC
′ rays. Let
Γ, B be the lower Eulerian poset of cones of ∆′P ,∆P ordered by inclusion, respectively. Let
σ : Γ → B be defined by letting σ(C ′) be the smallest cone in ∆P containing C
′. It follows
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from Lemma 3.25 that σ is a strong formal subdivision. We set
Φ(P,S,∆′P ; u, v, w) =
∑
Q⊆P
dimQ>0
(−1)dimQh∗(Q,S|Q; u, v, w)
∑
C′∈∆′P
σ(C′)=CQ
(uvw2 − 1)dimCQ−dimC
′
,
and
Λ(P,S,∆′P ; u, v, w) =
∑
C′∈∆′
P
(uvw2 − 1)dimP−dimC
′
− Φ(P,S,∆′P ; u, v, w).
Lemma 9.6. We have the following symmetry
Λ(P,S,∆′P ; u, v, w) = (uvw
2)dimP+1Λ(P,S,∆′P ; u
−1, v−1, w−1).
Proof. The cones CQ in the normal fan ∆˜P of P are in inclusion-reserving correspondence
with the non-empty faces Q of P . We may consider a simplicial fan ∆˜′P that refines ∆˜P , and
contains ∆′P as a subfan. Let Γ˜,B˜ be the lower Eulerian poset of cones of ∆˜
′
P ,∆˜P ordered
by inclusion, respectively. Consider the corresponding strong formal subdivision σ˜ : Γ˜→ B˜.
Since h∗(Q,S|Q; u, v, w) = 1 when Q is a point, it follows that Λ(P,S,∆
′
P ; u, v, w) has the
form:∑
C′∈∆˜′
P
(uvw2−1)dimP−dimC
′
−
∑
∅6=Q⊆P
(−1)dimQh∗(Q,S|Q; u, v, w)
∑
C′∈∆˜′
P
σ˜(C′)=CQ
(uvw2−1)dimCQ−dimC
′
.
It follows from Example 3.14 that h(Γ˜; t) = tdimPh(Γ˜; t−1) =
∑
C′∈∆˜′
P
(t− 1)dimP−dimC
′
. By
(3) in Proposition 3.29, we may rewrite the above as:
(17) Λ(P,S,∆′P ; u, v, w) = h(Γ˜; uvw
2) +
∑
∅6=Q⊆P
(−1)dimQ+1h∗(Q,S|Q; u, v, w)h(Γ˜CQ; uvw
2).
Using the above expression (17), together with (3) in Theorem 9.2 and (3) in Proposition 3.29,
we compute:
(uvw2)dimP+1Λ(P,S,∆′P ; u
−1, v−1, w−1) = uvw2h(Γ˜; uvw2)
+
∑
∅6=Q⊆P
(−1)dimQ+1
∑
Q′⊆Q
h∗(Q′,S|Q′; u, v, w)(uvw
2− 1)dimQ−dimQ
′
h(int(Γ˜)CQ ; uvw
2).
Dividing the above expression into the two cases when Q′ = ∅ and Q′ 6= ∅, we have the
following formula for (uvw2)dimP+1Λ(P,S,∆′P ; u
−1, v−1, w−1):
uvw2h(Γ˜; uvw2) + (1− uvw2)
∑
∅6=Q⊆P
(1− uvw2)dimQh(int(Γ˜)CQ ; uvw
2)
+
∑
∅6=Q′⊆P
(−1)dimQ
′+1h∗(Q′,S|Q′ ; u, v, w)
∑
Q′⊆Q
(1− uvw2)dimQ−dimQ
′
h(int(Γ˜)CQ ; uvw
2).
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It follows from Definition 3.12 that if σ : Γ → B is any strong formal subdivision between
lower Eulerian posets, and B has rank n and rank function ρB, then
trk(Γ)h(Γ; t−1) =
∑
y∈Γ
g([0̂Γ, y]; t)(t− 1)
rk(Γ)−ρ(0̂Γ,y)
=
∑
x∈B
(t− 1)n−ρB(0̂,x)
∑
y∈int(Γx)
g([0̂Γ, y]; t)(t− 1)
rk(Γx)−ρ(0̂Γ,y)
=
∑
x∈B
(t− 1)n−ρB(0̂,x)trk(Γx)h(int(Γ)x; t
−1).
Replacing t with t−1 gives:
(18) h(Γ; t) =
∑
x∈B
(1− t)n−ρB(0̂,x)h(int(Γ)x; t).
Using (18), our previous expression for (uvw2)dimP+1Λ(P,S,∆′P ; u
−1, v−1, w−1) simplifies to
uvw2h(Γ˜; uvw2) + (1− uvw2)h(Γ˜; uvw2)
+
∑
∅6=Q′⊆P
(−1)dimQ
′+1h∗(Q′,S|Q′; u, v, w)h(Γ˜CQ′ ; uvw
2).
The result now follows by comparing the above expression with (17). 
We have the following important characterization of the refined limit mixed h∗-polynomial.
Corollary 9.7. The refined limit mixed h∗-polynomial as an invariant of polyhedral subdi-
visions of lattice polytopes is uniquely characterized by the following properties:
(1) The degree of h∗(P,S; u, v, w) as a polynomial in w is at most dimP + 1.
(2) The refined limit mixed h∗-polynomial specializes to the limit mixed h∗-polynomial i.e.
h∗(P,S; u, v, 1) = h∗(P,S; u, v).
(3) If ∆′P denotes a simplicial fan refinement of ∆P then for Λ defined in terms of the
refined limit mixed h∗-polynomial as above, we have
Λ(P,S,∆′P ; u, v, w) = (uvw
2)dimP+1Λ(P,S,∆′P ; u
−1, v−1, w−1).
Proof. The properties were established above.
Note that
Φ(P,S,∆′P ; u, v, w) = h
∗(P,S; u, v, w) + λ(u, v, w),
where λ(u, v, w) involves terms of the form h∗(Q,S|Q; u, v, w) where dimQ < dimP . By
induction on dimension, we may assume that λ(u, v, w) is determined. Then by (1), as a
polynomial in w, Φ(P,S,∆′P ; u, v, w) is known in w-degree strictly greater than dimP + 1.
Hence by (3) it is known in w-degree strictly less than dimP + 1. Finally, (2) determines
h∗(P,S; u, v, w). 
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Similarly, we have the following characterization of the mixed h∗-polynomial. With the
notation above, we set Λ(P,S,∆′P ; u, w) := Λ(P,S,∆
′
P ; uw
−1, 1, w). Using (??) in Theo-
rem 9.2, we may write this as:∑
C′∈∆′
P
(uw − 1)dimP−dimC
′
−
∑
Q⊆P
dimQ>0
(−1)dimQh∗(Q,S|Q; u, w)
∑
C′∈∆′P
σ(C′)=CQ
(uw − 1)dimCQ−dimC
′
.
Corollary 9.8. The mixed h∗-polynomial as an invariant of lattice polytopes is uniquely
characterized by the following properties:
(1) All terms in h∗(P ; u, w) have combined degree in u and w at most dimP + 1.
(2) The mixed h∗-polynomial specializes to the h∗-polynomial i.e.
h∗(P ; u, 1) = h∗(P ; u).
(3) If ∆′P denotes a simplicial fan refinement of ∆P then for Λ defined in terms of the
mixed h∗-polynomial as above, we have
Λ(P,S,∆′P ; u, w) = (uw)
dimP+1Λ(P,S,∆′P ; u
−1, w−1).
9.2. Examples.
Example 9.9. Let S be a unimodular triangulation of a lattice polytope P . Then it follows
from Example 8.8 that
h∗(P,S; u, v, w) =
∑
Q⊆P
wdimQ+1lQ(S|Q; uv)g([Q,P ]; uvw
2).
In this case, all r-local h∗-diamonds are concentrated on their central vertical strips. More
generally, if S is a lattice polyhedral subdivision of P and there exists a unimodular trian-
gulation S ′ refining S, then it can be shown that, with the notation of Remark 5.10,
h∗(P,S; u, v, w) = hP (S
′,S; u, v, w).
Example 9.10. We continue with the notation above. We have an explicit description of
some of the coefficients of h∗(P,S; u, v, w). Recall that if F is a (possibly empty) face of S,
then σ(F ) denotes the smallest face of P containing F . Using Example 8.9, we compute
that for q, r > 0,
h∗0,q,r = h
∗
q,0,r = h
∗
r,r−q,r = h
∗
r−q,r,r =
∑
F∈S
dimF=q+1
dimσ(F )=r+1
#(Int(F ) ∩M),
h∗0,0,r = h
∗
r,r,r =
∑
F∈S
dimF≤1
dimσ(F )=r+1
#(Int(F ) ∩M),
dimP + 1 + h∗0,0,0 =
∑
F∈S
dimF≤1
dim σ(F )≤1
#(Int(F ) ∩M).
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When dimP = 1, this gives an explicit description of h∗(P,S; u, v, w):
h∗(P,S; u, v, w) = 1 + uvw2 ·#(Int(P ) ∩M).
When dimP = 2, this gives an explicit description of h∗(P,S; u, v, w):
h∗(P,S; u, v, w) = 1 + uvw2
[
h∗0,0,0 + w
[
(1 + uv)h∗0,0,1 + (u+ v)h
∗
0,1,1
]
.
When dimP = 3, we have
h∗(P,S; u, v, w) = 1 + uvw2
[
h∗0,0,0 + w
[
(1 + uv)h∗0,0,1 + (u+ v)h
∗
0,1,1
]
+w2
[
(1 + (uv)2)h∗0,0,2 + (u+ v)(1 + uv)h
∗
0,1,2 + (u
2 + v2)h∗0,2,2 + uvh
∗
1,1,2
]]
,
where each term has an explicit description above except h∗1,1,2. By (2) of Theorem 9.2,∑
p,q,r h
∗
p,q,r = 6 vol(P ), and this determines h
∗
1,1,2 and hence h
∗(P,S; u, v, w).
10. Tropical geometry
In this section, we give an outline of how to apply our setup to tropical geometry. We
refer the reader to [34] for details.
Let K = C(t) and let X◦ ⊆ (K∗)n be a closed subvariety that is scho¨n in the sense of
Tevelev [48, Definition 1.1]. The associated tropical variety Trop(X◦) ⊆ Rn may be given
a rational polyhedral structure Σ. For any cell γ ∈ Σ, let rec(γ) denote the corresponding
recession cone i.e. γ = P + rec(γ), for some bounded polytope P . The collection of cones
{rec(γ) | γ ∈ Σ} forms a fan ∆ called the recession fan of Σ. The corresponding dual
posets are locally Eulerian with rank functions ρΣ∗(γ) = − dim γ and ρ∆∗(τ) = − dim τ
respectively. One can show that taking recession cones gives a strong formal subdivision:
rec : Σ∗ → ∆∗,
γ 7→ rec(γ).
Let X∆ denote the closure of X
◦ in the toric variety associated to ∆ over K. Then X∆
admits a natural stratification X∆ = ∪τ∈∆X
◦
τ , where X
◦
{0} = X
◦. We may naturally view a
variety defined over K as a family of complex varieties over a small punctured disc D∗ with
co-ordinate t. In this case, there exists a canonical extension of X∆ to a family over the
whole disc D, and the central fiber X0 = ∪γ∈ΣX◦γ admits a natural stratification by explicit
(and easily computed) complex varieties X◦γ .
As in Example 2.12, let R = K0(VarC)[ L
±1/2] be an extension of the Grothendieck ring of
complex varieties, with corresponding involution DC. We define an element ζ ∈ I(Σ
∗;R) in
the incidence algebra of Σ∗ by:
ζ(γ) = (−1)dim γ  Ldim γ/2[X◦γ ].
We define an element ψ ∈ I(∆∗;R) in the incidence algebra of ∆∗ by:
ψ(τ) = (−1)dim τ  Ldim τ/2ψX◦τ ,
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where ψX◦τ ∈ K0(VarC) is the motivic nearby fiber of X
◦
τ , as introduced by Denef and
Loeser [23]. Then our formula for the motivic nearby fiber [34, Theorem 1.2] is equivalent
to the statement that ζ pushes forward to ψ via rec, i.e.
rec∗(ζ) = ψ.
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