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Общая характеристика работы
Актуальность темы. Игры поиска представляют собой прикладное на-
правление теории игр. Такие игры возникают в военных приложениях, зада-
чах распределения ресурсов, охраны объектов и др. Им посвящено большое
количество работ. Такие игры рассматриваются как в статической (задача
с неподвижным прячущимся), так и в динамической (задача с подвижным
прячущимся) постановках. Классической задачей теории поиска является за-
дача, в которой один участник прячет объект, а другой распределяет ре-
сурсы так, чтобы его обнаружить. Ищущий заинтересован в минимизации
времени обнаружения объекта, а прячущий старается это время максимизи-
ровать. Поэтому задачу поиска можно изучать как игру с нулевой суммой, в
которой под значением игры понимается вероятность, с которой ищущий най-
дет спрятанный объект. Значительно меньше число работ посвящено задачам
патрулирования, которые актуальны при охране ценных коллекций музеев,
художественных галерей, банков и других объектов. Владельцы недвижи-
мого имущества заинтересованы в том, чтобы маршруты охранников были
оптимальны. Под охранником понимается ищущий игрок или патрулирую-
щий, а прячущий выступает в роли атакующего, который пытается причи-
нить ущерб охраняемому объекту. В зависимости от действий и возможностей
игроков можно получать различные вариации игры и отвечать на следующие
вопросы:
1. При каком минимальном количестве патрулирующих выигрыш в игре
максимален?
2. Как изменятся маршруты патрулирующих, если на местности будут
установлены камеры слежения, добавлены новые маршруты, расширены или
уменьшены допустимые стратегии игроков (т. е. появление в игре дополни-
тельных параметров)?
3. Как изменится выигрыш патрулирующего, если атакующий перестанет
быть пассивным и окажет сопротивление?
В некоторых случаях предполагается, что на охраняемой местности уста-
новлена камера слежения, т.е. как только атакующий появится на объекте,
об этом сразу же узнает патрулирующий и направляется к месту атаки. От-
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метим, что термины "прячущийся объект"и "подвижный игрок"яляются си-
нонимами.
Если патрулирующих игроков несколько, то стоит поднять вопрос о спра-
ведливом дележе выигрыша (заработной платы). Распределение выигрыша
между игроками в кооперативной игре является важной задачей теории игр.
Популярными способами дележа являются C-, N-, K-ядро, вектор Шепли.
Иногда участники игры могут образовывать коалиционные структуры, то-
гда выигрыш каждого игрока можно вычислить, например, используя вектор
Оуэна или Ауманна-Дрезе. Каждый способ распределения выигрыша обла-
дает своими достоинствами и недостатками, следовательно, выбранный спо-
соб дележа необходимо четко аргументировать. Традиционно игры патрули-
рования исследуются как некооперативные игры. В данной работе так же
рассматривается игра патрулирования с коалиционной структурой.
Целью диссертационной работы является разработка методов и ал-
горитмов для построения решений в теоретико-игровых моделях поиска и
патрулирования.
Поставленные задачи. 1. Нахождение оптимальных маршрутов патру-
лирования для графов различной топологии и нахождение значения игры. 2.
Оптимизация распределения выигрыша между патрулирующими на основе
методов кооперативной теории игр. 3. Нахождение оптимального распределе-
ния поисковых ресурсов в динамической модели поиска нескольких объектов.
Научная новизна работы. Все основные результаты, сформулирован-
ные в тексте диссертации, являются новыми. Найдено значение игры патру-
лирования для разных видов графов. Сложность нахождения равновесия в
рассматриваемой игре заключается в том что число маршрутов патрулиру-
ющего при большом количестве вершин графа велико. В настоящей работе
проводится сравнение выигрыша патрулирующего в игре без установленных
камер слежения с выигрышем патрулирующего в игре, когда камеры уста-
новлены. Получены новые результаты для графа, который является моделью
жилого дома.
Впервые изучены значения вектора Оуэна в кооперативной игре патрули-
рования с коалиционной структурой. Проведено сравнение значений вектора
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Оуэна со значениями вектора Ауманна-Дрезе.
Усовершенствована многошаговая модель поиска подвижного игрока. Но-
вым предположением в модели является то, что прячущихся игроков двое,
из-за чего функции выигрышей игроков имеют другой вид. Так же предложе-
но распределение бюджета по группам вершин, имеющих общего родителя.
В такой модели получены новые результаты, связанные с распределением
бюджета, поведением подвижных игроков.
Теоретическая и практическая значимость. Найденные значения
игры патрулирования и оптимальные стратегии охранников могут быть ис-
пользованы при выборе места, где будет размещен тот или иной ценный
предмет. Дана прикладная интерпретация значениям вектора Оуэна, кото-
рые могут быть использованы при распределении заработной платы, если с
игроками заключен трудовой договор найма. Из решения многошаговой игры
поиска можно оценивать какая из вершин графа более или менее предпочти-
тельна для подвижных игроков и какую долю бюджета стоит туда направить
для эффективного поиска.
Получено свидетельство о государственной регистрации программы для
ЭВМ № 2017614131 "Программа для поиска оптимальных путей в задаче
патрулирования".
Положения, выносимые на защиту.
1. Разработаны методы нахождения оптимальных стратегий в модели по-
иска неподвижного объекта для графов различной топологии, в частности,
для ориентированных графов.
2. Предложено для распределения выигрыша в задаче поиска вторжения
использовать вектор Оуэна и Ауманна-Дрезе.
3. Предложена и исследована многошаговая модель поиска двух подвиж-
ных объектов с фиксированным бюджетом искателя на каждом шаге.
4. Реализован алгоритм сокращения маршрутов и атак игроков в виде
комплекса программ для нахождения равновесных стратегий патрулирую-
щего и атакующего.
Методы исследования включают: методы динамического программи-
рования, линейное и нелинейное программирование, теория графов, методы
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математической теории игр, дискретный анализ.
Апробация работы. Результаты диссертационной работы были пред-
ставлены и обсуждались на научных конференциях: 1. NGM-2015, International
Workshop Networking Games and Management, Petrozavodsk-2015, Institute of
Applied Mathematical Research Karelian Research Centre of RAS (2015), г. Пет-
розаводск. 2. Международная научная конференцией «Теория игр и менедж-
мент – 2015» (GTM-2015), г. Санкт-Петербург. 3. NGM-2016, International
Workshop Networking Games and Management, Petrozavodsk-2016, Institute of
Applied Mathematical Research Karelian Research Centre of RAS (2016), г. Пет-
розаводск. 4. Международная научная конференцией «Теория игр и менедж-
мент – 2016» (GTM-2016), г. Санкт-Петербург. GTM 2016. 5. VIII Moscow
International Conference on Operations Research (ORM 2016). Moscow, October
2016.
Публикации.По теме диссертации опубликовано 9 работ, из них 4 статьи
в рецензируемых журналах из списка ВАК РФ и 5 работ опубликовано в
материалах тезисов докладов.
Личный вклад автора. Все представленные в диссертации результаты
получены автором лично.
Структура и объем диссертации. Работа состоит из введения, трех
глав, разбитых на подразделы, списка литературы и приложения. Текст со-
держит 13 рисунков и 21 таблицу. Общий объем диссертации составляет 139
страниц. Библиографический список включает 75 наименований.
Содержание работы
Во введении обосновывается актуальность темы исследования, форму-
лируется цель работы, дается обзор научной литературы по изучаемой про-
блеме, приводится краткое содержание по главам.
В первой главе рассматривается теоретико-игровая модель патрулирова-
ния на графе, в которой атакующий имеетm единиц времени для атаки неко-
торой вершины графа, а стратегией патрулирующего является выбор марш-
рута в графе. Найдены равновесие в игре с нулевой суммой и средняя длина
патрулирования для различных графов.
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Рассмотрим игру патрулирования G =< P,A;Q;S1, S2;H >, в которой P
– патрулирующий; A – атакующий; Q =< V,E > – неориентированный граф,
где V – множество вершин,E – множество ребер, n = |V | - количество вершин
в графе. Вершины графа Q будем обозначать vj, j = 1, ..., n, запись vj = 0
означает, что vj не является вершиной. Две разные вершины графа могут
соединяться только одним ребром, может существовать ребро вида (vk, vk).
Заметим, что граф Q может быть несвязным.
Множество стратегий патрулирующего S1 представляет маршруты пат-
рулирования u = vk1 − vk2 − ... − vkT , где ∀j = 1, ..., T : vkj ∈ V, 1 ≤ kj ≤
n, T ≥ 1;∀t = 1, ..., T − 1 : (vkt, vkt+1) ∈ E. Элементы множества S2 (стра-
тегии атакующего), которые будем называть атаками, представим в виде
0− ...− 0︸ ︷︷ ︸
t−1
− v − ...− v︸ ︷︷ ︸
m
− 0 − ... − 0 t = 1, ..., T − m + 1, или более кратко
w = (t, v), где t момент посещения вершины v.
Функцией выигрыша H(u,w), u ∈ S1, w ∈ S2, является вероятность поим-
ки атакующего игрока патрулирующим игроком:
H(u,w) =
{
0,∀j = 1, ...,m : vkt+j 6= v;
1,∃j = 1, ...,m : vkt+j = v.
Если H(u,w) = 1, то будем говорить, что маршрут u ловит атаку w.
Игру G =< P,A;Q;S1, S2;H > для краткости запишем как G (Q, T,m),
где m – время, которое необходимо атакующему для проведения атаки; T –
длина маршрута (m ≤ T ). Нас будут интересовать в данной игре ситуация
равновесия и значение игры.
Лемма 1.1.1. Пусть патрулирующий выбирает путь u ∈ S1. Тогда пат-
рулирулирующий ловит не более m (T −m+ 1) атак атакующего.
Теорема 1.3.1. Обозначим σk = (k+1, k+2, ..., n, 1, 2, ..., k), k = 0, ..., n−
1 – перестановку чисел 1, 2, 3, . . . , n; σk(j) – j-й элемент набора σk. Введем σk′,
где k′ > n−1, σk′(j) = σk′mod n(j). Если патрулирующий выбирает маршруты
из множества
S1 =
{
vσ0(j) − vσ1(j) − vσ2(j) − ...− vσT−1(j)|j = 1, ..., n
}
,
с вероятностью 1n , а атакующий – все стратегии из S2 с вероятностью
1
n(T−m+1) ,
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то такой набор стратегий будет ситуацией равновесия со значением игры
H∗ = min{mn , 1}.
Теорема 1.4.1. Пусть T ≥ m+1; σ0 = (1, 2, 1, 3, ..., 1, n) - упорядоченный
набор чисел 2, 3, ..., n и единиц. Пусть σk при 0 < k ≤ 2(n−1)−1 получается
из σ0 путем перемещения последних k чисел с конца в начало. Если k >
2(n− 1)− 1, то σk = σk mod 2(n−1). Если патрулирующий выбирает маршруты
из множества
S1 =
{
vσ0(j) − vσ1(j) − vσ2(j) − ...− vσT−1(j)|j = 1, ..., 2(n− 1)
}
,
с вероятностью 12(n−1) , а атакующий – атаки из множества
S2 =
{
vk − ...− vk︸ ︷︷ ︸
m
− 0− ...− 0, 0− vk − ...− vk︸ ︷︷ ︸
m
− 0...− 0|k = 2, ..., n
}
,
с вероятностью 12(n−1) , то такой набор стратегий будет ситуацией равновесия
со значением игры H∗ = min{ m2(n−1) , 1}.
Рассмотрим линейный граф Ln, состоящий из n вершин. Уже для линей-
ного графа оптимальные пути и атаки не элементарны и не всегда удается
записать значение игры в виде формулы. В данном разделе найдены значения
игры для некоторых частных случаев в зависимости от параметров T,m, n.
Теорема 1.5.3. Если T + n ≤ 2m, то H∗ = 1.
Теорема 1.5.5. Пусть m = n, T < m + n − 2. Если патрулирующий
выбирает маршруты из множества S1 = {u1, u2, ..., uT−m+1, un,
un+1, ..., un+T−m} с вероятностью 12(T−m+1) , а атакующий – атаки из множества
S2 = {1− ...− 1︸ ︷︷ ︸
m
− 0− ...− 0, ..., 0− ...− 0− 1− ...− 1︸ ︷︷ ︸
m
,
n− ...− n︸ ︷︷ ︸
m
− 0− ...− 0, ..., 0− ...− 0− n− ...− n︸ ︷︷ ︸
m
}
с вероятностью 12(T−m+1) , то выбранные стратегии являются ситуацией рав-
новесия со значением игры H∗ = T−m+22(T−m+1) .
Длина маршрута патрулирующего определяется моментом поимки атаку-
ющего, либо равна T , если поимки не произошло. Среднюю длину маршрута
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будем обозначать µ.
µ =
|S1|∑
i=1
|S2|∑
j=1
T˜ijxiyj,
где |S1|, |S2| – количество маршрутов и атак в ситуации равновесия для иг-
ры G(Q, T,m) соответственно ; T˜ – сумма длин ребер, по которым прошел
патрулирующий до встречи с атакующим, 0 ≤ T˜ ≤ T − 1; xi– вероятность
выбора i-го маршрута; yj – вероятность выбора j-й атаки.
Теорема 1.7.1. Пусть в ситуации равновесия в игре G(Q, T,m) атакую-
щий выбирает всевозможные атаки, а в оптимальных маршрутах патрулиру-
ющего в каждый момент времени t каждая вершина встречается один раз. В
таком случае µ = (T − 1) (1− V2 ).
Теорема 1.9.1. Пусть в каждой вершине связного неориентированного
графа Q установлена камера слежения. Тогда значение игры G(Q, T,m) рав-
но 1r , где r - число графов покрытия Q.
Покроем граф Q, используя следующий алгоритм:
Шаг 1. Находим в графе концевой узел, который имеет наибольший уро-
вень в графе Q. Обозначим эту вершину va, а уровень вершины va как Ua.
Шаг 2. Для вершины va определяем местоположение вершины vb, такой,
что маршрут u(vb, va) существует и уровень вершины vb равен Ua −m (если
Ua −m < 0, то vb - корень дерева Q). Обозначим Q(vb) дерево с корнем vb.
Шаг 3. Вычитаем из Q граф Q(vb) и получаем Q′, т.е. Q′ = Q \Q(vb).
Шаг 4. Продолжаем выполнять шаги 1-3 до тех пор, пока вершина vb не
совпадет с корнем графа Q′.
Теорема 1.10.1. Значение игры G(Q, T,m) равно 1r , где r - число графов
покрытия графа Q.
Пусть Bn - ориентированный граф из n вершин, в котором каждая вер-
шина является либо начальной вершиной, либо конечной. Обозначим N -
множество начальных вершин, K - множество конечных вершин. |N |, |K| -
количество начальных и конечных вершин, соответственно.
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Теорема 1.8.1. Значение игры G(Bn, T,m) равно
H =
{
1
n , T ≥ 2m− 1;
1
r , T < 2m− 1,
где r – минимальное число подграфов покрытия из двух вершин графа Bn.
Во второй главе исследуется модель кооперативной игры патрулиро-
вания с коалиционной структурой. Показано, что векторы Шепли, Оуэна и
Ауманна-Дрезе в рассматриваемой игре совпадают друг с другом при нечет-
ном количестве патрулирующих.
Введем характеристическую функцию игры. Зададим ее следующим об-
разом:
v(K) =

1
m
(
1 +
[
|K|−1
2
])
, P1 ∈ K;
1
m
[
|K|
2
]
, P1 /∈ K.
,
где |K| — количество патрулирующих в коалиции K ∈ N. Значение характе-
ристической функции v(K) равно вероятности поимки атакующего коалици-
ей K.
Теорема 2.7.1. Вектор Шепли в игре Γ(·) вычисляется по формуле
φi(v) =

1
m , i = 1;
1
2m , i 6= 1, N − нечетно;
N−2
2m(N−1) , i 6= 1, N − четно.
Теорема 2.7.2. Значения Ауманна-Дрезе в игре Γ(·) вычисляется по
формуле
φpiei =

1
m , i = 1;
1
2m , |B(i)| = 2;
0, |B(i)| = 1, i 6= 1.
Вектор Оуэна, вычисленный для эффективной коалиционной структуры,
совпадает с вектором Ауманна-Дрезе.
В третьей главе построена многошаговая модель поиска двух подвиж-
ных обектов. Пусть G = 〈V,E〉 – ориентированное дерево без петель с фикси-
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рованным корнем, где V – множество вершин, E – множество ребер. Все вер-
шины графа перенумерованы, нулем обозначим корень дерева.E = {(i, j)} , i, j ∈
V , где (i, j) ∈ E, – ориентированное ребро графа G.Если (i, j) ∈ E, то вер-
шину j будем называть потомком вершины i.
Обозначим L = {i|∃j ∈ V : (j, i) ∈ E;∀l ∈ V : (i, l) /∈ E} – множество листо-
вых вершин G; ∀j ∈ V \ L определим ch(j) = {i|(j, i) ∈ E} – множество
потомков вершины j. Предполагаем, что на множество E есть два ограниче-
ния: 1. ∀j ∈ V, j 6= 0∃!i ∈ V : (i, j) ∈ E; 2. (i, i) /∈ E.
Пусть на шаге 1 (последний шаг) первый подвижный объект находится в
вершине g, второй в вершине l, g, l ∈ v(n− 1), g 6= l. Определим игру
Γ(1, g, l,Φg,Φl) = 〈I, II, III;P (g), Q(l),Ψ(g) ∪Ψ(l);H1(·), H2(·), H3(·)〉 ,
где I, II, III – игроки, P (g), Q(l),Ψ(g)∪Ψ(l) – множества стратегий игроков
Определим функции выигрышей игроков на шаге 1.
H1(1, p(g), ϕ(g)) =
∑
i∈ch(g)
pi(1− e−αiϕi)
H2(1, q(l), ϕ(l)) =
∑
j∈ch(l)
qj(1− e−αjϕj)
H3(1, p(g), q(l), ϕ(g), ϕ(l)) =
∑
i∈ch(g)
∑
j∈ch(l)
piqj(1− e−αiϕi−αjϕj),
p(g) ∈ P (g), q(l) ∈ Q(l), ϕ(g) ∈ Ψ(g), ϕ(l) ∈ Ψ(l) (1)
∀i ∈ ch(g),∀j ∈ ch(l) : pi ≥ 0, qj ≥ 0, ϕi ≥ 0, ϕj ≥ 0; (2)∑
i∈ch(g)
pi = 1,
∑
j∈ch(l)
qj = 1,
∑
i∈ch(g)
ciϕi = Φg,
∑
j∈ch(l)
cjϕj = Φl. (3)
Теперь определим игры Γ2(k, g, l,Φg,Φl),Γ1(k, g,Φg) на шагах 2, 3, ..., n.
Пусть на шаге k = 2, 3, ..., n первый и второй подвижные объекты находятся
в вершинах g, l,∈ v(n− k − 1) соответстенно.
Γ(k, g, l,Φg,Φl) = 〈I, II, III;P (g), Q(l),Ψ(g) ∪Ψ(l);H1(·), H2(·), H3(·)〉 ,
где функции выигрышей игроков имеют вид
H1(k, p(g), ϕ(g)) =
∑
i∈ch(g)
pi(1− e−αiϕi) +
∑
i∈ch(g)
pie
−αiϕiH∗1(k − 1, i,Φi),
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H2(k, q(l), ϕ(l)) =
∑
j∈ch(l)
qj(1− e−αjϕj) +
∑
j∈ch(l)
qje
−αjϕjH∗2(k − 1, j,Φj),
H3(k, p(g), q(l), ϕ(g), ϕ(l)) =
∑
i∈ch(g)
∑
j∈ch(l)
piqj(1− e−αiϕi−αjϕj)+
∑
i∈ch(g)
∑
j∈ch(j)
piqje
−αiϕi−αjϕjH∗3(k − 1, i, j,Φi,Φj).
Лемма 3.4.1. В играх Γ1(k, g,Φg) и Γ2(k, g, l,Φg,Φl) существует равнове-
сие по Нэшу.
Теорема 3.5.1. В игре Γ2(1, g, l,Φg,Φl) верны следующие равенстваH∗1(1, g,Φg) =
1− exp
(
−Φg∑
i∈ch(g)
ci
αi
)
, H∗2(1, l,Φl) = 1− exp
(
−Φl∑
j∈ch(l)
cj
αj
)
,
H∗3(1, g, l,Φj,Φl) = 1− exp
(
− Φg∑
i∈ch(g)
ci
αi
− Φl∑
j∈ch(l)
cj
αj
)
Теорема 3.8.1. Пусть оба подвижных объекта находятся в вершине g на
шаге n. Тогда оптимальные стратегии игроков имеют вид
ϕ∗i =
[
Φg/αi∑
j∈M(j)
cj
αj
− 1
αi
∑
j∈M(g)
cj
αj
lnβj∑
j∈M(g)
cj
αj
+
lnβi
αi
]+
,
p∗i =
{
ci/αi∑
j∈M(g) cj/αj
, i ∈M(g);
0, i /∈M(g).
В большинстве работ вероятность обнаружения объекта равна 1− e−αiϕi.
Если устремить число ресурсов в бесконечность, то такая вероятность об-
наружения будет быстро стремиться к единице. Однако, на практике, при
большом количестве ресурсов методы и алгоритмы обнаружения подвижно-
го объекта могут быть не так просты, т. е. вместо экспоненциальной веро-
ятности обнаружения следует рассмотреть другие функции, которые задают
вероятность поимки объекта.
Теорема 3.9.1. Пусть f(x) дифференцируема на [0; +∞), выпукла низ,
строгоубывающая функция. Тогда в игре с нулевой суммой Γ = 〈I, II;P,Ψ;H(P,Ψ)〉
значение игры и ситуация равновесия имеют вид
H∗(P ∗,Ψ∗) = f
(
Φ∑n
i=1
ci
αi
)
, p∗i =
ci/αi∑n
i=1
ci
αi
, ϕ∗i =
Φ/αi∑n
i=1
ci
αi
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В конце третьей главы приводится описание программного комплекса,
разработанного для решения задач патрулирования.
Для решения задачи поиска неподвижного объекта создан программный
продукт «Программа для поиска оптимальных путей в задаче патрулиро-
вания» (свидетельство о государственной регистрации программы для ЭВМ
№2017614131, см. приложение А). Тип ЭВМ: персональный компьютер. Язык:
Object Pascal (Delphi XE2). ОС: MS Windows. Объём программы: 112 Кб.
Назначение программного комплекса — получение решения игры патру-
лирования.
Основные функции: 1. Составление платежной матрицы игры; 2. Сокра-
щение стратегий игроков; 3. Нахождение оптимальных вероятностей выбора
путей и атак патрулирующим и атакующим игроками соответственно.
Схема работы приложения с момента ввода данных до поиска решения
изображена на рис. 3.10.1
Рис 3.10.1. Схема работы приложения
Отметим необходимость в создании приложения. Если граф состоит из
большого количества вершин, то количество путей в графе может быть зна-
чительно велико. Платежная матрица будет иметь высокую размерность, что
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затрудняет решение задачи. Работа с приложением. Основное окно програм-
мы имеет вид (рис. 3.10.2).
Рис 3.10.2 Окно программы
В окне можно ввести значения параметров, выбрать тип игры (G0 – непе-
риодическая игра, в которой патрулирующий необязательно возвращается в
вершину из которой он начал движение. Gp – периодическая игра, патрулиру-
ющий обязательно возвращается в вершину из которой он начал движение).
Так же можно задать матрицу инцидентности графа и посмотреть ее, на-
жав на соответствующие кнопки. После ввода необходимой информации при
нажатии на кнопку «Платёжная матрица» появляется окно на рис 3.10.3.
Рис 3.10.3 Платежная матрица
В данном окне можно посмотреть платежную матрицу, размерность ко-
торой указывается в заголовке окна. Пример выходных данных изображен
на рис. 3.10.4.
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Рис 3.10.4. Пример выходных данных
Заключение
Большая часть работы посвящена нахождению ситуации равновесия в иг-
рах поиска и патрулирования. При поиске неподвижного объекта на графе
рассмотрены основные виды графов: цикл, звезда и линейный граф и дру-
гие. Сложность нахождения равновесия в рассматриваемой игре заключается
в том, что для разных видов графов получаются разные решения, которые не
всегда удается записать аналитически в общем виде. Число путей патрулиру-
ющего при большом количестве вершин графа велико, что так же затрудняет
нахождение оптимальных стратегий игроков. Однако, используя доказанные
в диссертации утверждения, можно оценивать вероятность поимки атакую-
щего, что может быть полезно в практических задачах. Допущение предполо-
жения о камере слежения существенно меняет решение задачи. Полученные
результаты могут применяться на практике для анализа полезности камер
слежения.
Предложенные способы дележа, основанные на принципах кооперативной
теории игр, могут быть использованы в ситуациях при оплате труда работни-
ков. При этом, наиболее удобным для определения выплат является вектор
Оуэна. Во многих работах векторы Шепли, Оуэна и Ауманна-Дреза отличны
друг от друга. Однако, для рассматриваемой игры патрулирования показа-
но, что такие способы дележа совпадают при нечетном количестве патрули-
рующих, среди которых один сильный игрок. Показано, что вектор Оуэна
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учитывает конкуренцию среди патрулирующих.
При рассмотрении многошаговой игры поиска двух подвижных объектов
можно сделать вывод, что искателю не нужно знать сколько прячущихся
игроков находится в той или иной вершине графа. Так же заметим, что оп-
тимальные стратегии подвижных игроков не зависят от бюджета искателя,
что является немаловажным результатом для прикладных задач.
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