Abstract. We show that the Dirichlet series associated to the Fourier coefficients of a half-integral weight Hecke eigenform at squarefree integers extends analytically to a holomorphic function in the half-plane ℜe s > 1 2 . This exhibits a high fluctuation of the coefficients at squarefree integers.
Introduction
Some modular forms are endowed with nice arithmetic properties, for which techniques in analytic number theory can be applied to unveil their extraordinary features. For instance, Matomäki and Radziwill [11] made an important progress for multiplicative functions with an application (amongst many) to give a very sharp result on the holomorphic Hecke cusp eigenforms of integral weight. The Hecke eigenforms of halfintegral weight is substantially different from the case of integral weight. A simple illustration is the multiplicativity of their Fourier coefficients. If f is a Hecke eigenform of integral weight (for SL 2 (Z)), its Fourier coefficient a f (m) will be factorized into a f (m) = p r m a f (p r ). However, for a Hecke eigenform f of half-integral weight (for Γ 0 (4)), we only have a f (tm 2 ) = a f (t) p r m a f (p 2r ) for any squarefree t, due to Shimura. (Both a f (1) = a f (1) = 1 are assumed.) This, on one hand, alludes to the mystery of {a f (t)} ♭ t 1 † and, on the other hand, provides an interesting object {a f (n)} n 1 whose multiplicativity (is limited to the square factors) has no analogue to the classical number-theoretic functions.
The classical divisor function τ (n) := d|n 1 appears to be Fourier coefficients of some Eisenstein series. In the literature there are investigations on {τ (t)} ♭ t 1 and on the associated Dirichlet series L(s) := ♭ t 1 τ (t)t −s , which is however rather obscure. Using the multiplicative properties of τ (n), L(s) is connected to the reciprocal of the Riemann zeta-function ζ(2s) 3 , and it extends analytically to (a slightly bigger region containing) the half-plane ℜe s > 1 2 with exactly one double pole at s = 1. A further extension is equivalent to a progress towards the Riemann Hypothesis.
On the other hand, to study the sign-changes in {a f (t)} ♭ t 1 , Hulse et al. [3] recently considered L ♭ f (s) := ♭ t 1 λ f (t)t −s (where λ f (t) = a f (t)t −(ℓ/2−1/4) ). Interestingly they showed that L ♭ f (s) extends analytically to a holomorphic function in ℜe s > 3 4 . One naturally asks how far L ♭ f (s) can further extend to. Compared with the case of τ (n) but without adequate multiplicativity, a continuation to the region ℜe s > The argument of proof in [3] is based on the convexity principle and includes two key ingredients:
(a) the inequality λ f (tr 2 ) ≪ ε |λ f (t)|r ε , (b) the functional equations of the twisted L-functions for f by additive characters e(un/d).
The inequality (a) is a substitute for the unsettled Ramanujan Conjecture for halfintegral weight Hecke eigenforms, and this is derived from the Shimura correspondence and the Deligne bound for modular forms of integral weight. According to various d's, the functional equations of (b) involves the Fourier expansions of f at different cusps, which is detailedly computed in [3] . However, due to the multiplier system, the Fourier expansion at the cusp 1 2 is not of period 1, of which Hulse et al seemed not aware. We shall propose an amendment in Section 4.
Our main goal is to prove that L ♭ f (s) extends analytically to ℜe s > . We shall not use the convexity principle but apply the approximate functional equation with the point s close to the line ℜe s = (from right). The cancellation amongst the exponential factors and real quadratic characters arising from the twisted L-functions are explored. Without a known Ramanujan Conjecture, the inequality (a) is crucial and indeed we need more -an inequality of the same type for the Fourier coefficients at all cusps, which is done in Section 3. There we study the Fourier coefficients of a (complete) Hecke eigenform at the two cusps 0 and 1 2 , and derive some inequalities and bounds useful for analytic approaches, which are of their own interest.
Main results
Let ℓ 2 be a positive integer, and denote by S ℓ+1/2 the set of all holomorphic cusp forms of weight ℓ + 1/2 for the congruence subgroup Γ 0 (4). The Fourier expansion of f ∈ S ℓ+1/2 at ∞ is written as
where e(z) = e 2πiz and H is the Poincaré upper half plane. Define . Moreover, for any ε > 0 we have
where the implied constant depends on f and ε only.
Remark 1. It follows immediately the Riesz mean
, exhibiting a support towards square-root cancellation of {λ f (t)} ♭ n 1 .
An application of Theorem 1 is a better lower bound (than [10, Theorem 4] ) for the sign-changes of {λ f (t)} ♭ t 1 with t ∈ [1, x] and the other is to consider mean value of λ f (t), which will be done in other papers.
3. Half-integral weight cusp forms for Γ 0 (4) We follow Shimura [15] to explicate the definition of f ∈ S ℓ+1/2 . The main aim is to discuss some properties of the Fourier coefficients at all cusps when f is a complete Hecke eigenform.
Let GL + 2 (R) be the set of all real 2 × 2 matrices with positive determinant. Define G to be the set of all (α, ϕ(z)) where α = a b c d ∈ GL + 2 (R) and ϕ(z) is a holomorphic function on H such that
Then G is a group under the composition law (α, ϕ(z))(β, ψ(z)) = (αβ, ϕ(βz)ψ(z)).
The projection map (α, ϕ(z)) → α is a surjective homomorphism from G to GL
gives an anti-homomorphism on
where ε d = 1 or i according as d ≡ 1 or 3 (mod 4), the extended Jacobi symbol c d and the square root (cz+d) 1/2 are defined as in [15] . The map γ → γ * with γ * := (γ, j(γ, z)) is an one-to-one homomorphism from Γ 0 (4) to G. For γ ∈ Γ 0 (4), we will abbreviate
A cusp form f of weight ℓ + 1/2 for Γ 0 (4) is a holomorphic function on H such that 1
• f admits a Fourier series expansion at every cusp a ∈ {0, − , ∞},
c n e((n + r)z).
Here ρ ∈ G satisfies that its projection is a scaling matrix for the cusp a, i.e. ρ * (∞) = a, and for some |t| = 1,
where η is a generator of the stabilizer Γ a in Γ 0 (4) for the cusp a. 
for a = 0. , the factor ε
For our purpose, we set
Their Fourier series expansions (at ∞) are of the form
where the sequence {λ g (n)} is supported on positive integers n ≡ (−1) ℓ (mod 4), and
(ii) The form h is a cusp form for Γ 0 (4) but g is a cusp form for Γ 0 (16). (iii) Using the Rankin-Selberg theory, one can prove that
See [10, Section 3], for example. (There the assumption that f is a complete Hecke eigenform is not necessary, which is clearly seen from the proof.)
Eigenform properties of a complete Hecke eigenform at various cusps.
Let N be a positive integer divisible by 4, and p ∤ N be any prime. The action of the Hecke operator T(p 2 ) on a modular form f of half-integral weight
we obtain ρ * β h ρ
. Note that this choice implies p − 8h + 16hd ≡ p(1 − 2d) (mod p 2 ) and dp ≡ 4h(1 − 2d) (mod p 2 ). The latter implies p | (1 − 2d), so the former is ≡ 0 (mod p 2 ). Next the ϕ-part of ρβ
To evaluate the ϕ-part of γ * α ⋆ d , we remark that j(γ, z) = j(γ −1 , γz) −1 and thus consider γ * −1 whose j-part is simply
where L(·, χ t ) is the Dirichlet L-function associated to the character
is the L-function for the cusp form of integral weight 2ℓ with nebentypus χ 2 0 ,
The Shimura lift f → Sh t f commutes with Hecke operators:
‡ It follows that the coefficients λ f (mp 2r ) satisfy a recurrence relation in r when f is a T(p 2 )-Hecke eigenform. Moreover, if f is a Hecke eigenform of T(p 2 ) for all p / ∈ S (where S is any set of primes), the right-hand side of (3.7) will admit a factorization (see Corollary 1.8 and Main Theorem in [15] )
Remark that the product p / ∈S remains the same for lifts of different squarefree t's.
The commutativity between Sh t and T(p 2 ) implies that ω p is also an eigenvalue of the Hecke operator T (p) for Sh t f. Decompose
where each f i is a newform (of perhaps lower level) and f i (ℓ i z)'s are linearly independent. Let S ′ be the set of all prime p dividing the level of Sh t f, so S ′ = {2} in our case.
14)] and [7, Section 14.7] .) Applying T (p) on both sides of (3.9), we thus see that ω p is the T (p)-eigenvalue of some newform (for p ∤ level of Sh t f) and hence
by Deligne's bound. Consequently we have the following estimate for f ∈ S ℓ+1/2 . 
Remark 3. Every integer m 1 decomposes uniquely into the desired form: Decompose m uniquely into m = tn 2 where t is squarefree, write n = ur such that p | u implies p ∈ Q and p | r implies p / ∈ Q, and then set q = tu 2 .
Proof. Let m = qr 2 = tu 2 r 2 be decomposed as in Remark 3. By (3.8), we see that
Möbius function. The case r = 1 tells that the first bracket is t ℓ/2−1/4 λ f (tu 2 ), i.e. t ℓ−1/4 λ f (q). Next, since |ω c | τ (c) (by (3.10) and its definition), the absolute value of the second bracket is τ (r)
2 .
3.4. Bounds for coefficients of a complete Hecke eigenform at all cusps. § In case f is a complete Hecke eigenform, we may express (3.8) as
where the Shimiura lift F is a cusp form independent of t. As the Ramanujan's conjecture holds for holomorphic newforms of integral weight, the rth Fourier coefficients of F are ≪ f τ (r)r ℓ−1/2 , where the implied constant is independent of t. Consequently the question of the size of λ f (m) is reduced to the size at the squarefree part of m:
if m = tr 2 and squarefree t. Due to Iwaniec [4] or Conrey & Iwaniec [1] , etc, there are good estimates for
The content of this subsection is not used in the remaining part of the paper but we would include here for its own interest and for applications in other occasions. for some 0 < ̺ < 1 4 . The value of ̺ is 1 6 + ε by [1] . We know from Lemma 3.1 that for a complete Hecke eigenform f, the forms g and h are eigenforms of T(p 2 ) with the same corresponding eigenvalue for all odd prime p. But for p = 2, we do not get the same conclusion. This may result in an unpleasant situation of without (3.12) 
if f (z) = n 1 a(n) e(nz). Then it follows easily that g|T(2 2 ) = 0, because by (3.14) and (3.2), 
where the sum is obviously zero. Thus g is also a complete Hecke eigenform although it takes the different eigenvalue 0 for T(2 2 ), implying the validity (3.12) for g as well. However for the case of h, we cannot get the conclusion of T(2 2 )-eigenform and we shall get the analogous bound via some bypass. To its end, let us recall Niwa's result in [12] 
Suppose f|T(2 2 ) = cf for some scalar c. ¶ By (3.16) and U 4 = T(2 2 ), we get
(Note that the operator acts on f from right.) In particular we observe that c = 0, because otherwise, −2µ 2 f = 0 implying f = 0. As h = f|W 4 and W 4 is an involution (i.e. W 2 4 is the identity), we deduce that
We separate into two cases:
• Case 1: c 2 = 2µ 2 . We set α := cµ/(2µ 2 − c 2 ) and consider the form H := h + αf ∈ S ℓ+1/2 . Then cα + µ = 2αµ
2 /c and thus by (3.17),
i.e. The cusp form H is an eigenform of T(2 2 ), and by Lemma 3.1, H is also an eigenform of T(p 2 ) for all odd primes p. (Note that f and h have the same T(p 2 )-eigenvalue.) Consequently, both coefficients λ H (m) and λ f (m) satisfy (3.12). As λ h (m) = λ H (m) − αλ f (m), we establish (3.18) for h. ¶ Here we write f|T(p 2 ) for T(p 2 )f.
• Case 2: c 2 = 2µ 2 . We infer from (3.17) and (3.14) that for all integers n 1,
Let d = c/4 ℓ/2−1/4 . This recurrence relation gives
Note µ 2 = 2 2ℓ−2 , so |d| = 1, and (3.12) holds for λ f (4 J−j n). Hence, for any integer m = tr 2 4 J where t is squarefree and r is odd,
By Lemma 3.2 with Q = {2}, we get |λ h (tr 2 )| ≪ |λ h (t)|τ (r) 2 and consequently
In summary, we have proved the following.
Lemma 3.3. Let f be a complete Hecke eigenform, g and h be defined as in (3.3). For any integer m = tr 2 where t 1 is squarefree, we have
for f = f, g, h respectively, where ̺ satisfies (3.13). The first implied ≪-constant depends only f and the second implied ≪-constant depends at most on f and ̺. U 4 pr is taken in place of T(2 2 ), where pr is the orthogonal projection onto the plus space, cf. [9, p. 42-43]. If f is an eigenform of T + (2 2 ) and T(p 2 ) for all odd primes p, then Lemma 3.3 will still be valid. Firstly Lemma 3.1 and (3.11) hold for f and hence (3.12). Next we claim (3.12) holds for g and h. For g, (3.15) holds if f ∈ S ℓ+1/2 , thus g is a complete Hecke eigenform so (3.12) holds. Note 2µh = f| U 4 once f is in the plus space, see [8, Proposition 2] ; thus 2µλ h (m) = λ f (4m), the claim follows from (3.12) for f.
A preparation
We start with the method of proof in [3] for the set-up. Meanwhile we amend, for the case 2 d, the functional equation to relate f with g (not f (−ε σ 1 + ε).
To obtain the functional equation of L f (s, u/d), one considers for rational q,
The integral is absolutely convergent for every s ∈ C. We define Λ(g, q, s) and Λ(h, q, s) in the same way. 4.5) and the symbols λ(n; d) and ̟ d (n, v) defined as:
with 44 
Remark 5. For the case 2 d, the right-side of the equation (4.9) is of period d or probably its divisor in the parameter v, which is not obvious in view of the factor e(− nv 4d
). Indeed, one checks that
ℓ (mod 4) in light of the support of {λ g (n)}.
Assume σ < 0. Applying the functional equation (4.9) to (4.3), we obtain
With a change of running index into v (as uv ≡ 1 ( mod d)), we observe from (4.6) that the sum over u mod d is a particular case of Kloosterman-Salié sums, see [4, Section 3] . Immediately we have the Weil bound, *
But in fact it carries more arithmetic properties, as shown below. 
where Let ε > 0 be small and σ = −ε. Applying (4.11) and Stirling's formula to (4.10), it follows that (recalling q d = d or 2d)
To assure the convergence in (4.1), we require 1 − 3σ < −1 and hence conclude the following.
+ ε σ 1 + ε and τ ∈ R.
Remark 6. We have applied only the mean square estimate (3.6) for g and h, and only the Hecke eigenform property of f is used. In the next section, we will invoke the arithmetic property revealed in (4.12), the eigenform properties of all f, g, h and the approximate functional equation to prove the main result.
Proof of Theorem 1
We begin with the approximate functional equation for L f (s, u/d) below, whose proof is given in Section 7. 
where uv ≡ 1 (mod d), V (y) and V s,T (y) are smooth functions on (0, ∞) and satisfy the following: for any 0 < η < ,
and for any η > 0, both V (y) and V s,T (y)
Now we deal with L ♭ f (s). In (4.1), we replace the even squarefree r by 2r and thus
Next we separate the sum over d according as
, where
We shall verify the uniform convergence for the three series of holomorphic functions in ℜe s > 1 2 , and concurrently obtain the desired upper estimate (2.3). Let σ 0 = 
where e = 0, 1, 2. Now we apply Lemma 5.1 and observe, as before, the set of v given by uv ≡ 1 (mod d) runs through a reduced residue class as u varies. We are led to
where λ f,e (m) := λ f,2 e (m), see (4.6), and T e = 2T or 4T according as e = 0 or not (so that q 2 e a 2 b T = a 2 bT e , see (4.5)). Inserting (4.12) into Σ 2 in (5.2), we further decompose a = f g and m = f g 2 h in light of the squarefreeness of f and the conditions f | a 2 and (a 2 /f ) | m.
To justify the uniform convergence, it suffices to consider the sum over dyadic ranges: 
Next we treat the sum over h in order for the following estimate :
To establish (5.5), we invoke Lemmas 3.1 and 3.2, to remove g inside λ f,e (f hg 2 ), and the estimate for V s,T . Set Q to be the set of all primes not dividing g, and write h = qr 2 where p 2 |q implies p ∈ Q and p|r implies p / ∈ Q (see Remark 3). As (2f, g) = 1, Q contains 2 and all the prime factors of f . Thus p 2 |f q implies p ∈ Q. Thus, |λ f,e (f hg 2 )| = |λ f,e (f q(gr)
2 )| ≪ ε |λ f,e (f q)|(gr) ε . From Lemma 5.1, we deduce the estimate
otherwise.
Throughout the proof, ε denotes an arbitrarily small positive number whose value may differ, up to our disposal, at each occurrence.
The sum over h (F BT ) 1+ε is negligible, in fact ≪ (T F GB) ε (for which we may use the crude bound |λ f,e (f q)| ≪ (f q) 1/2 by (3.6)). Consequently, the left side of (5.5) is
|λ f,e (f q)|q
(recalling σ σ 0 > 1/2) which is (5.5) after renaming q into h. Inserting (5.5) into (5.4), we deduce that
Write m = f g and note the divisor function τ (m) ≪ ε m ε . The double sum is
by (3.6). In summary, we get
Recall σ 0 = 
recalling the multiple summations range over powers of two. We turn to Σ 1 in (5.1) which is plainly treated in the same fashion and indeed easier. The inner exponential sum in (5.1) equals
Noting that a, b are squarefree and (a, b) = 1, we write δ = 2 j f k, a = f g and b = kl where j = 0 or 1. Then the summation over m will be confined to run over the sequence of m = 2 e−j f g 2 lh for positive integers h. Explicitly we have
Analogously we divide the summation ranges into dyadic intervals and consider the subsum of f,g,k,l,c with (f, g, k, l, c) ∼ (F, G, K, L, C). Repeating the above argument * * , * * For the calculation as in (5.5), there is a little variant since the exponent σ of |h s | is > correspondingly we obtain
which assures the uniform convergence and the upper estimate. Our proof is complete by changing ε 0 into 2ε.
Proof of Lemma 4.2
First consider e = 1 or 2, and take the complex conjugate of the left side to simplify a bit the exponential factor. Then by (4.6), * We write v = α8b + βa 2 . Note that v runs over a reduced residue class mod 2 e a 2 b when α (mod a 2 ) and β (mod 2 e b) run over the respective reduced residue classes, since a is odd and (a, 2b) = 1. Our substitution choice implies v ≡ β (mod 4) and thus ε v = ε β . Moreover, the extended Jacobi symbol may be written as, cf. We separate the sum in (6.2) into two subsums, whose summands take the same value of ε β , as follows: * .
Recalling (4.7), this yields
.
We shift the line of integration to the right, yielding V s,T (y) ≪ η y −η for any η > 0 and shift to the left to derive
for any 0 < η < . The main term is O(1) by (7.1). The proof of Lemma 5.1 ends.
