The Cauchy problem 
2Þ=½N À 2 þ such that a peaking solution (incomplete blow-up solution) of (P) exists. Denote the solution of (P) by u t : We show that if u 0 ðxÞ is nonincreasing in large r ¼ jxj and decays slowly: u 0 ðxÞ ¼ Oðjxj Àa Þ as jxj-N ð2=ðp À mÞoaÞ; then u t is classified into one of the next three types according to the value t as follows: There exists t 1 Að0; NÞ such that (I) u t blows up completely in finite time if t > t 1 ; (II) u t blows up incompletely in finite time and 
Introduction
In this paper we shall consider the Cauchy problem where u t ¼ @u=@t; mX1; p > 1; and u 0 ðxÞX0; ABCðR N Þ (bounded continuous functions in R N ). We shall only consider nonnegative solutions u: We are interested in the asymptotic behavior of the solutions.
It is well known that a unique nonnegative weak solution of (1.1) and (1.2) exists locally in time and can be extended as the time variable t increases as far as uðÁ; tÞAL N ðR N Þ [3] [4] [5] [6] 19, 23] . If we denote the solution of (1.1) and (1.2) by uðx; t; u 0 Þ and put That is, m þ 2=N is the cutoff number between the blow-up case (I) and the global existence case (II).
Furthermore, when the initial data u 0 is radially symmetric, Galaktionov and Vazquez [11, 12] Here we define the post-blow-up solution uðx; t; u 0 Þ in R N Â ð0; NÞ by the supremum of bounded subsolutions vðx; tÞ of (1.1) and (1.2) satisfying vðx; 0Þpu 0 ðxÞ; at each point ðx; tÞ (see [12, 26] ).
(B) Let p s opop p where p p is some constant defined in Section 4. Then, there exists an incomplete blow-up solution (called a peaking solution) which becomes finite after the blow-up time. That is, t b ðu 0 ÞoN and t c ðu 0 Þ ¼ N: Namely, p s is the cut off number between the complete blow-up case and the incomplete blow-up case when pop p :
Of course, in the supercritical case p > p s ; complete blow-up solutions also exist and some sufficient conditions on initial data for the complete blow-up are given by Galaktionov and Vazquez [12] . But, we do not know whether or not an incomplete blow-up solution exists when pXp p :
Here, we mention the peaking solution w T ðr; tÞ ðr ¼ jxjÞ precisely. It is radially symmetric in x; blows up at the origin at t ¼ T; decays to zero as t-N and is made of a backward self-similar blow-up solution with blow-up time T and a forward selfsimilar solution decaying to zero. Further, it satisfies for some C > 0; then t b ðu 0 ÞoN (see [20, 25] ).
(ii) If u 0 ðxÞpw T ðx; TÞ ¼ c 1 jxj À 2 pÀm ðc 1 > 0Þ and u 0 ðxÞcw T ðx; TÞ then t b ðu 0 Þ ¼ N (see [12] ).
So, throughout this paper, in order to ensure the existence of a global solution of (1.1) and (1.2) with initial data tu 0 for small t > 0; we assume the following condition on u 0 : Let aAð 2 pÀm ; NÞ: There exists a constant C > 0 such that
Further, throughout this paper we use the following notations. For two functions f ðtÞ and gðtÞ; we say that f ðtÞ ¼ OðgðtÞÞ as t-N if lim sup t-N jf ðtÞ=gðtÞjoN and that f ðtÞ ¼ oðgðtÞÞ as t-N if lim sup t-N jf ðtÞ=gðtÞj ¼ 0: Further, we say that f ðtÞBgðtÞ as t-N if f ðtÞ ¼ OðgðtÞÞ as t-N and gðtÞ ¼ Oðf ðtÞÞ as t-N: L q ð1pqpNÞ is the usual space of all L q -functions in R N with norm jjf jj q jjf jj L q ðR N Þ : Our aim of this paper is to study the asymptotic behavior solutions of (1.1) and (1.2) more precisely in the supercritical case when the initial data u 0 ðxÞ ¼ u 0 ðrÞ ðr ¼ jxjÞ is a radially symmetric function and satisfies condition (1.9 
When m ¼ 1 and the initial data has the compact support, similar results were obtained by Mizoguchi [21] . But, in Types II and III the order of the decay rate of jjuðt; tu 0 Þjj N as t-N was not obtained there. Her methods are based mainly on comparing solutions with radially symmetric stationary solutions of (1.1) and using the energy methods. But, in our proof we only compare solutions with some incomplete blow-up solution with initial data u 0 ðxÞ ¼ minfh; kjxj Àa g; which is like a peaking solution. It seems that her methods cannot be applied directly to our case where the initial data decay slowly. But, our methods of the proof are essentially based on the idea of the proof of Theorem 15.1 of [12] , as in the proof of Lemma 4.1 of [21] .
Thus, our methods are based on the comparison theorem and comparing solutions with some incomplete blow-up solution with initial data u 0 ðxÞ ¼ minfh; kjxj Àa g; which is constructed by the methods using a peaking solution w T ðr; tÞ: Then, as in [12, 21] , we make use of the nonincrease of intersection number between a solution of (1.1) and the incomplete blow-up solution (or a peaking solution w T ðr; tÞ). Hence, we must restrict ourselves to radially symmetric solutions which is nonincreasing in large r ¼ jxj:
In the subcritical case mopop s ; there are some papers studying these problems. Especially, when m ¼ 1; Kawanago [16] obtained the following very interesting results: He clarifies the structure of the space of positive solutions of (1.1) with the initial data u 0 ðxÞðc0Þ decaying exponentially as jxj-N: Namely, uðt; tu 0 Þ is classified into one of the next three types according to the value of t > 0 as follows: There exists t 1 > 0 such that We note that in these results the radial symmetry of solutions is not assumed.
When mX1 and the initial data u 0 decays more slowly, Suzuki [25] also studies these problems. He extends the Kawanago's results partially.
The rest of the paper is organized as follows. In Section 2, we define a weak solution of (1.1) and state the main results (Theorem 2.5 and Corollary 2.6). In Section 3, we summarize preliminary lemmas and propositions, and in Section 4 we introduce the peaking solution w T ðx; tÞ; which is made in [12] . The existence of an incomplete blow-up solution with initial data u 0 ðxÞ ¼ minfh; kjxj Àa g is shown in Section 5. Finally, in Section 6 we prove Theorem 2.5 and Corollary 2.6.
Definitions and main results
In this section, we state the definition of a weak solution and a post-blow-up solution of (1.1) (see [26] 
where n denotes the outer unit normal to the boundary.
A supersolution (or subsolution) of (1.1) in O Â ð0; TÞ is defined by (i)-(iii) of Definition 2.1 with equality (2.1) replaced by X (or p).
As such that x n -x 0 ; t n -t 0 ; uðx n ; t n Þ-N as n-Ng: ð2:3Þ
(ii) For any bounded subsolution vðx; tÞ of (1. 
Proof. See [26] . & Now, we shall state the main results of this paper. For this aim, we introduce several spaces of functions as follows. When aAð0; NÞ; let L We set
We denote by @K a the boundary of K a in X a and IntðK a Þ the interior of K a in X a : Put
(when 1pNp10; p p ¼ N), where ½a þ ¼ maxfa; 0g and p p is introduced by Galaktionov and Vazquez [12] .
Theorem 2.5. Suppose p s opop p and 2=ðp À mÞoaoN: Then we obtain the following: 
if tAðt 0 ; NÞ:
Corollary 2.6. When m ¼ 1; in Theorem 2.5 we can replace X a and X þ a byX a and X a \f0g; respectively, wherẽ
is nonincreasing in rXr 0 for some r 0 > 0g: ð2:17Þ Remark 2.7. As mentioned in Section 1, in the subcritical case mopop s similar results were obtained by Kawanago [16] (when m ¼ 1) and Suzuki [25] (when mX1).
In the rest of this section, we state the fundamental properties of the post-blow-up solution, which are proved by Suzuki [26] . 
Preliminary
In this section, in order to show the theorem we state the properties of solutions of (1.1) and (1.2) with the initial data u 0 ðxÞAX a : Lemma 3.1. Suppose 0oaoN and u 0 AX a : Let uðx; tÞ be a weak solution of ( 1.1) 
4). &
The next proposition shows the nonincreasing character of the intersection number between some two solutions of (1.1) in time whose initial data belong to X a ; and this character plays an important role in the proof of the theorem. [7] (see also the proof of (ii) below). Eq. (3.45) is clear, since supp u e ðÁ; tÞ spreads out to R N as t-N: (ii) The methods of the proof are same as those of Jimbo and Sakaguchi [14] . where ''Á'' means the inner product in R N : A forms a hyperplane in R N : The upper (or lower) half-space of R N with respect to A is defined as [26] we get (3.42). Applying the maximum principle to w ¼ s AðrÞ u e ðx; tÞ À u e ðx; tÞ; we obtain (3.44) by (3.58) and (3.60) (see [7, 24] ). Eq. (3.60) is also reduced to u e ðx; tÞAX a CX a for 0otot b ðu 0;e Þ and Lemmas 3.1 and 3.2 hold with X a replaced bỹ X a : The proof is complete. &
Peaking solutions
In order to show the theorem we use peaking solutions which are constructed by Galaktionov and Vazquez [12] . A peaking solution is consist of a backward selfsimilar blow-up solution and a forward self-similar global solution of (1.1).
We first introduce backward self-similar blow-up solutions of (1.1). Let T > 0 and w T ðr; tÞ ¼ ðT À tÞ 
ð4:5Þ
Hence, w T ðr; tÞ is a backward self-similar solution which blows up at t ¼ T:
Proof. See [12] . & 
Proof. See [12] . & Thus, we can construct peaking solutions as in [12] . On the other hand, for rA½ðk=hÞ 1=a ; r 1 ; Namely, v k 0 ðx; tÞ is an incomplete blow-up solution of (1.1).
Proof. Since v 0;k AX a ; by Lemma 3.1 we see that v k ðÁ; tÞAX a for tAð0; t b ðu 0;k ÞÞ: Put
Then, 0ok 0 oN: Furthermore, by Theorem 1 of [26] we have t c ðv 0;k Þ ¼ N: Next, we show (5.3). Let w T ðx; tÞ be a peaking solution which is constructed in Section 4. By inequality a > 2=ðp À mÞ; Corollary 4.7 implies that if T is large enough, then for any kAð0; k 0 Þ; w T ðr; 0Þ and v 0;k ðrÞ ðr ¼ jxjÞ intersect in rX0 only at one point and w T ð0; 0Þov 0;k ð0Þ:
Noting lim tmT w T ð0; tÞ ¼ N; we see the existence of t 1 ¼ t 1 ðkÞAð0; TÞ satisfying Thus, noting 2=ðp À mÞoa; by (5.13) and (5.14) we see that there exists r 0 > 0 such that for any kAðk 0 ; k 0 þ d;
Therefore, by (5.12) and (5.15), there exists k 2 Aðk 0 ; k 0 þ dÞ such that for k 0 okok 2 ; Proof. By inequality 2=ðp À mÞoa; we note that for some C > 0; jjvjj NðpÀmÞ=2 pCjjvjj N;a : Hence, it follows from Theorem 4.1 of Kawanago [17] that if jju 0 jj N;a is small enough then t b ðu 0 Þ ¼ N: This fact shows that u 0 0 is in IntðD a Þ: Let u 0 AD a \f0g and put uðx; tÞ ¼ uðx; t; u 0 Þ: Then, by Proposition 3.4 we see that (3.42)-(3.45) hold with e ¼ 0 for some r 0 > 0; t 0 > 0 and d > 0: Hence, for hAð0; dÞ; u ¼ h and u ¼ uðr; t 0 Þ ¼ uðx; t 0 Þ ðr ¼ jxjÞ intersect in rX0 only at one point. Further, by virtue of Lemma 3.2, we get for some C > 0; where @D a is the boundary of D a in X a :
Proof. We first show Hence, puttingũ n ðx; tÞ ¼ uðx; t;ũ 0;n Þ and uðx; tÞ ¼ uðx; t; u 0 Þ; by Proposition 2.9 we getũ n ðx; tÞmuðx; tÞ as n-N for each ðx; tÞAR N Â ð0; NÞ: ð6:30Þ The methods of the proof are similar to those of the proof of Proposition 6. Next, we consider the case m ¼ 1: Let u 0 AX a \f0g and uðx; tÞ ¼ uðx; t; u 0 Þ: Then, we note that uðx; tÞ > 0 in R N Â ð0; NÞ: Hence, by the proof of (ii) of Proposition 3.4 we get uðÁ; tÞAX þ a for tAð0; t b ðu 0 ÞÞ: Put vðx; tÞ ¼ uðx; t; v 0 Þ: Then, if we consider uðx; t 1 Þ and vðx; t 1 Þ (0ot 1 ominft b ðu 0 Þ; t b ðv 0 Þg) as initial data u 0 ðxÞ and v 0 ðxÞ; respectively, by the positivity of solutions we can get the assertion of (i) as above.
(ii) The methods of the proof are the same as those of (i) and we omit the proof.
(iii) We first consider the case m > 1: We note, by Propositions 6.1 and 6.3, that IntðK a Þ ¼ D a and @K a ¼ @D a : Let u 0 AX þ a : Then, by u 0 0AD a and the blow-up theorem, it is not difficult to see that tu 0 AD a if t is small enough and tu 0 eK a if t is large enough. Hence, there exists t 0 > 0 such that t 0 u 0 A@K a ¼ @D a ; that is, t b ðt 0 u 0 ÞoN and t c ðt 0 u 0 Þ ¼ N: Thus, by virtue of (i) and (ii) above, if 0otot 0 then tu 0 AD a ¼ IntðK a Þ; and if t > t 0 then tu 0 AC a ¼ X a \K a : The case m ¼ 1 is also proved by the same methods. The proof is complete. & Proof of Theorem 2.5. (i) By Proposition 6.3, we see K a ¼ D a ,@D a : Hence, it is clear that K a is a closed subset in X a ; C a is an open subset in X a and 0AIntðK a Þ: By the proof of Theorem 1 of Kawanago [16] , it is also clear that C a ; IntðK a Þ and K a are unbounded subsets in X a :
Property (ii) follows from Lemma 3. 
