This chapter focuses on the eye-mind link in reading, or how perceptual and cognitive processes influence when and where the eyes move when people read. The chapter is organized into four parts. First, early theoretical accounts of the eye-mind link are reviewed, and key findings that are problematic for these accounts are discussed. Timing constraints on the eye-mind link that have been derived from behavioral and neurophysiological studies are examined, along with the implications of these constraints for current models of eye-movement control in reading. Next, evidence is provided for the direct control of eye movements during reading from a number of eye-movement experiments that have used distributional analyses and survival analyses to examine the time course over which perceptual and/or lexical variables affect fixation durations during reading. Finally, the findings of the review are summarized, and possible directions for future research on this topic are presented.
Given the critical importance of the eye-mind link in reading, our primary goal is to examine the validity of the direct lexical-control hypothesis (e.g., Rayner & Pollatsek, 1981) , which argues that lexical and linguistic processes play a major role in determining the durations of individual fixations during reading. Recently, Reingold, Reichle, Glaholt, and Sheridan (2012) proposed a general framework for the investigation of the possible mechanisms that might mediate the control of fixation durations in reading. In the present chapter, we present an extended version of this approach. Accordingly, we begin with a brief overview of the central ideas, terminology, and assumptions concerning eye-movement control in reading. Next we outline some of the timing constraints that must be considered in evaluating the feasibility of the direct control of eye movements in reading and their implications for models of eye-movement control in reading. Finally, we review several categories of empirical findings that make a compelling case for a tight link between visual and lexical processing and fixation duration in reading. It is important to note that in the present chapter we exclusively review evidence from reading studies that employed European alphabetic languages.
Eye-Movement Control in Reading: Brief History and Basic Concepts
Models of eye-movement control in reading attempt to explain the considerable variability in both saccade amplitude (Mean = 7-9 letter spaces; Range = 1-20 letter spaces) and fixation duration (Mean = 200-250 ms; Range = 50-1,000 ms). Prior to the 1970s, there was a great deal of skepticism over whether cognitive processes could have an impact on eye movements (for reviews see Rayner, 1978; Rayner & McConkie, 1976) . This was in part based on the cognitive-lag assumption, or the widely held belief that cognition was simply too slow to have an impact on eye-movement parameters (e.g., Kolers, 1976) . For that reason, it was commonly believed that skilled reading was characterized by a consistent and nonvariable pattern of forward eye movements, with the exception of occasional regressions, or backward eye movements to previously read text. These early conceptualizations of eye-movement control in reading (called minimal-control models by Rayner, 1978) ascribed variability in saccade amplitude and fixation duration to random variation or physiological factors and postulated no meaningful association between eye movements and properties of the fixated text.
Minimal-control models were unable to explain the finding that difficult text passages produced longer fixation durations and shorter saccade amplitudes. This led to the development of indirect-control models, which assumed that cognition can have delayed (i.e., non-real-time) influences on fixation durations and saccade amplitudes based on global processing difficulty and contextual factors (e.g., task instructions). For example, gain-control models (e.g., Kolers, 1976) assumed that fixation duration and saccade amplitude varied randomly around a preset rate that (on average) allowed enough time to encode the text, but with cognition being used to adjust the overall reading rate via feedback to the oculomotor system. Similarly, buffer-control models (e.g., Bouma & DeVoogd, 1974) assumed that readers maintain an optimal reading rate by increasing the speed of their eye movements whenever their cognitive buffer is empty and decreasing the speed whenever the buffer is full. Thus, indirect-control models could account for effects of text difficulty in a manner that does not require assuming immediate cognitive influences.
Interestingly, however, more than fifty years prior to the introduction of indirect-control models, Buswell (1922) reported a finding that could not be explained by these models. Specifically, Buswell observed that fixation PRINTED FROM OXFORD HANDBOOKS ONLINE (www.oxfordhandbooks.com). (c) Oxford University Press, 2014. All Rights Reserved. Under the terms of the licence agreement, an individual user may print out a PDF of a single chapter of a title in Oxford Handbooks Online for personal use (for details see Privacy Policy). Subscriber: Oxford University Press -Master Gratis Access; date: 09 December 2014 durations on unfamiliar words were longer than fixations on other words, and given that indirect-control models assume that the properties of the fixated word could have no bearing on the duration of that fixation, such models could not account for this particular finding. Although the theoretical significance of this finding might have been underappreciated at the time, it latter spurred the development of another class of eye-movement control modelsthose that posit direct control. In marked contrast to indirect-control models which assume delayed adjustment of fixation duration based on the global processing difficulty of the text, direct-control models argue for an immediate fixation-by-fixation adjustment based on the properties of the local stimulus (i.e., the word being fixated). Thus in the context of the eye-movement control literature, the direct/indirect dichotomy often incorporates both the immediate/delayed and local/global distinctions. For example, in the Reader model proposed by Just and Carpenter (1980) two key assumptions were incorporated: (1) the immediacy assumption which hypothesized that readers will attempt to interpret each word as soon it is encountered, even though the initial interpretation might occasionally turn out to be wrong in light of subsequent visual, lexical, semantic, or syntactic processing, and (2) the eye-mind assumption which postulated that the currently fixated word is processed completely before the eyes move to the next word. Thus, according to this model, eye-movement control entails both immediate and local control (i.e., the fixation duration on a word exclusively reflects the processing of that word).
Unfortunately, there is considerable vagueness and inconsistency in the literature concerning the use of the terms "immediate" and "local" as part of the definition of direct-control. For example, it is often unclear if immediate processing of the fixated word (Word N) implies that such processing begins with the first fixation on Word N. This simple view is not tenable, because it has long been known (see Rayner, 1978 ) that information about Word N can be extracted during a fixation on the previous word (i.e., the parafoveal preview of Word N during the fixation on Word N-1). This suggests that the concept of immediacy should be extended to include the preprocessing of Word N during the parafoveal preview. Similarly, it is often unclear if local control implies control based entirely on the processing of Word N, or whether it should be extended to include the processing of the adjacent words (e.g., Word N-1 and Word N+1). To avoid the ambiguities inherent in the terms "immediate" and "local," Reingold et al. (2012) defined "direct control" as the assumption that the processing of the properties of the fixated word (Word N) influences the timing of the saccade terminating that fixation, regardless of whether this processing was initiated while Word N was foveated or when it was parafoveally processed during fixations on the previous word (Word N-1).
Early direct-control models made vastly different assumptions concerning the role of ongoing lexical and linguistic processes in controlling eye movements in reading (see Rayner, 1998 Rayner, , 2009 . Oculomotor models (e.g., McConkie, Kerr, Reddix & Zola, 1988; McConkie, Kerr, Reddix, Zola & Jacobs, 1989; O'Regan, 1990) assumed that nonlexical, low-level information determines eye-movement control in reading. In contrast, processing models (e.g., Just & Carpenter, 1980; Henderson & Ferreira, 1990; Morrison, 1984; Pollatsek & Rayner, 1990; Rayner & Pollatsek, 1981 ) advocated a critical role for lexical and attentional processes. The nature of this debate has become more complex in recent years with several mixed-control models that incorporate combinations of direct and indirect control mechanisms. To help clarify these issues, Reingold et al. (2012) proposed a taxonomy of eye-movement control mechanisms based on two orthogonal dimensions: (1) the type of eye-movement control that is assumed (direct vs. indirect) and (2) the type of information (lexical vs. nonlexical) used in the control. Reingold et al. further proposed two nonmutually exclusive general types of direct-control mechanisms: (1) a triggering mechanism whereby some index of Word N processing fluency triggers the programming of the saccade terminating a fixation, and (2) an interference mechanism whereby some index of Word N processing difficulty delays the initiation and/or execution of the saccade terminating a fixation (see Figure  1) . Based on the preceding taxonomy, the assumption that the completion of some stage of lexical processing initiates saccadic programming (e.g., Reichle, Pollatsek, Fisher, & Rayner, 1998) is an example of a direct-control triggering mechanism based on lexical information. In contrast, the proposal that lexical processing difficulty inhibits saccade initiation (e.g., Engbert, Nuthmann, Richter, & Kliegl, 2005) represents a direct-control interference mechanism based on lexical information. Examples of direct-control mechanisms based on the processing of prelexical visual information also include both triggering (e.g., McDonald, Carpenter, & Shillcock, 2005) and interference versions (e.g., Reilly & Radach, 2006) . Furthermore, examples of indirect lexical mechanisms include a cognitive-buffer assumption (e.g., Bouma & DeVoogd, 1974) and the assumption that saccades are initiated at an average rate that is occasionally adjusted to support the overall pace of lexical processing (e.g., Kolers, 1976) . Conversely, saccade triggering by a random timer (e.g., Engbert et al., 2005) Click to view larger Figure 1 A schematic diagram showing two general types of direct-control mechanisms: A triggering mechanism whereby some index of the fluency of processing of the fixated word triggers the programming of the saccade terminating the fixation (top panel), and an interference mechanism whereby some index of the difficulty of processing of the fixated word produces delays in the initiation or execution of the saccade terminating the fixation (bottom panel). In either triggering or interference mechanisms, the first discernible influence of the processing of the fixated word on the timing of the saccade terminating that fixation would be expected to be constrained by the minimum input (visual), output (oculomotor), and processing delays.
It is important to emphasize that the taxonomy proposed by Reingold et al. (2012) provides a basis for classifying the mechanisms that control eye movements during reading, and not the models themselves, which often incorporate more than a single mechanism. Interestingly, most current models of eye-movement control propose either triggering or interference mechanisms but not both (but see Reingold et al., 2012) . Another curious of aspect of current models is the fact that they largely ignore (but see Ehrlich & Rayner, 1983; Kennedy, 1998; Kennedy, Pynte & Ducrot, 2002; Reingold et al., 2012; Risse & Kliegl, 2012) an important distinction made by Rayner and McConkie (1976) between eye-movement control that is driven by the output of various processes versus eyemovement control that is based on a system that monitors the progress of such processes (henceforth called the process-monitoring hypothesis). In the final section of this paper we briefly discuss the potential advantage of incorporating process monitoring into current models of eye-movement control in reading. Thus over the past four decades, an intensive investigation of the nature of eye-movement control during reading has generated a wealth of findings as well as considerable controversy. Recently, the theoretical focus in this field has shifted away from qualitative models and toward quantitative implemented models (e.g., Engbert et al., 2005; McDonald et al., 2005; Reichle et al., 1998; Reilly & Radach, 2006; Salvucci, 2001) . Importantly, these models require precise (quantitative) architectures that specify the mechanisms that control the eyes during reading, which then raises questions about whether the theoretical assumptions and parameters that are incorporated into the models are feasible given the available evidence about neural delays in the perceptual and oculomotor systems. These timing constraints are explored in the next section.
Timing Constraints and Models of Direct Control in Reading
To be plausible, the direct control of fixation duration in reading must respect fairly severe timing constraints. As shown in Figure 1 , for either triggering or interference mechanisms the fastest influence of the processing of the properties of Word N on the timing of the saccade terminating a fixation on Word N should equal the sum of the duration of the following intervals: (1) minimum input delay, or the time required for information about Word N to reach the cortical systems where processing of Word N begins; (2) processing delay, or the time required for the processing system (e.g., visual, lexical) or the process-monitoring system to establish that the encoding of Word N is progressing well (i.e., processing fluency) or that progress is stalled (i.e., processing difficulty); and (3) minimum output delay, or the time required to transmit a facilitatory (triggering) or inhibitory (interference) signal to the oculomotor system and brainstem circuitry that is ultimately responsible for moving the eyes. In this section we briefly summarize what has been learned about direct-control timing constraints from studies using two different electophysiological measures-event-related potentials (ERPs) and megnetoencephalography (MEG). Reichle and Reingold's (2013) review of studies employing ERP and MEG methodology, displaying mean and range estimates of input latencies involved in the arrival of text information to cortical processing centers (retina-brain lag), visual encoding, and lexical processing. Reichle and Reingold (2013) reviewed studies using ERP and MEG methodology in order to evaluate the minimum latencies with which visual information can be propagated from the eyes to the brain (i.e., the retina-brain lag), and the processing delays associated with visual encoding and lexical processing of printed words. As explained earlier, several models of eye-movement control in reading posit a tight link between the eye and mind, with lexical processing directly triggering most decisions about when to start programming a saccade to move the eyes from one word to the next. One potential problem with this theoretical assumption, however, is that it may violate neurophysiological constraints imposed by the time required to first encode visual information, then complete some amount of lexical processing, and then program a saccade. Note that this objection is simply a restatement of the cognitive-lag hypothesis that was discussed earlier. The findings from the studies reviewed by Reichle and Reingold (2013) are summarized in Figure 2 . Given that the estimates derived from these studies are inherently conservative because they correspond to the first statistically reliable effects of experimental variables on neuroimaging markers, Figure 2 displays the minimum, mean, and maximum values of each estimate. As can be seen by an inspection of this figure, mean estimates of 60, 92, and 148 ms were obtained for the retina-brain lag, visual encoding time, and lexical processing time, respectively.
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If one accepts that the latency for lexical processing is approximately 150 ms, then the remaining time in the average fixation duration of 200 to 250 ms (i.e., 50-100 ms) is insufficient for completing all of the operations that are necessary for initiating and programming the saccade that terminates the fixation. This is because eyemovement experiments (e.g., Becker & Jürgens, 1979; Rayner, Slowiaczek, Clifton & Bertera, 1983) suggest that saccades require 120 to 200 ms to program. Furthermore, Reingold et al. (2012) found that word-frequency effects (a marker of lexical processing) on target words were discernible more than 100 ms earlier when target words were available for parafoveal processing (i.e., normal reading) than when parafoveal processing was prevented. Consideration of these findings led Reichle and Reingold (2013) to argue that, given that the average fixation duration on Word N lasts approximately 250 ms, the temporal constraints imposed by visual processing and saccadic programming are too severe to permit direct lexical control of fixation duration without a significant amount of parafoveal processing (i.e., preprocessing of Word N from Word N-1).
The preceding estimates derived from ERP and MEG studies have broader implications for direct-control models that incorporate a triggering mechanism. Most importantly, these estimates underscore the fact that triggering must be based on shallow, partial, and rapid processing of Word N. This insight is consistent with the trend in the literature. Recall that the Reader model proposed by Just and Carpenter (1980) postulated a triggering mechanism based on the complete lexical and postlexical processing of Word N. More recently, advocates of the triggering mechanism have adopted a much more modest view about how much word processing must be completed to trigger an eye movement. For example, in the EMMA model (Salvucci, 2001) , the saccadic program to move the eyes from Word N to Word N+1 is triggered by the encoding of Word N, but not its subsequent processing. Similarly, the E-Z Reader model (Reichle, et al., 1998 ; see also Reichle & Sheridan, this volume) assumes that a superficial stage of lexical processing triggers saccadic programming. This early stage of processing has been described as corresponding to either a rapid recognition response that reflects the familiarity of Word N (Reichle & Perfetti, 2003) or orthographic processing (Reichle, Tokowicz, Liu, & Perfetti, 2011) . By either interpretation the completion of this stage indicates that access to the meaning of Word N is imminent, so that the oculomotor system can begin programming a saccade to move the eyes to Word N+1 (see also Reingold & Rayner, 2006; . The amount of cognitive processing that, by assumption, is necessary to initiate saccadic programming is even further reduced in the SERIF (McDonald et al., 2005) and Glenmore (Reilly & Radach, 2006) models, where visual word encoding rather than lexical processing provides the trigger that determines when the eyes will move. incorporate an interference mechanism. Although there were several proposals of interference mechanisms in the literature on eye-movement control in reading (e.g., Engbert et al., 2005; Nuthmann & Henderson, 2012; Reingold et al., 2012; Yang & McConkie, 2001) , the most complete instantiation of such a mechanism is incorporated into the SWIFT model (e.g., Engbert et al., 2005) . According to this model, saccades are triggered by an autonomous random timer (which is an exemplar of an indirect-control mechanism), and not by the completion of some cognitive process. Importantly, lexical processing difficulty can modulate fixation durations by actively inhibiting the timer so that it cannot initiate new saccadic programs. The assumption here is that by preventing the initiation of saccadic programming, fixations will be lengthened, allowing additional time for lexical processing. In order to avoid unnecessary interruptions to the reading process, it is likely that establishing processing difficulty would require a more conservative threshold and longer delay than establishing processing fluency. However, experiments using the saccadic inhibition paradigm in reading (e.g., Reingold & Stampe, 1999 , 2000 suggest that once processing difficulty has been established, the minimum latency for inhibiting saccades via a direct-control interference mechanism should be on the order of 20 to 30 ms (see Reingold & Stampe, 2000 for reviews of the timing constraints involved in saccadic inhibition based on evidence from both behavioral and neurophysiological studies). In addition, temporal constraints are further relaxed for a reading model such as SWIFT due to the assumption that multiple words are processed in parallel, thereby permitting the parafoveal processing of Word N during fixations on Word N-1 and Word N-2.
The Empirical Case for Direct Control
It is now generally accepted that fixation times in reading are influenced by both lexical and nonlexical variables. Importantly, only the analysis of the duration of the very first fixation on Word N (henceforth, first-fixation duration) offers a straightforward opportunity for examining the possible influence of direct control of fixation duration (see Reingold, Yang, & Rayner, 2010 for a related discussion). This is because refixations on the word, either immediate (i.e., on the first-pass through the text) or delayed (i.e., rereading the word following a regression back to that region of text), might be influenced by a variety of other factors such as the memory for the previous foveal analysis. Nonlexical variables with an influence on first-fixation duration include word length (e.g., Just & Carpenter, 1980; Rayner, Sereno & Raney, 1996) and initial landing position (e.g., Kliegl, Nuthmann, & Engbert, 2006; McDonald et al., 2005; Vitu et al., 2001 Vitu et al., , 2007 . In addition, lexical variables which were demonstrated to influence first-fixation duration in reading include word frequency (Inhoff & Rayner, 1986; Rayner & Duffy, 1986; Reingold et al., 2012; see White, 2008 for a review), contextual constraint or predictability (Ehrlich & Rayner, 1981; Rayner, Ashby, Pollatsek, & Reichle, 2004; Rayner & Well, 1996; Sheridan & Reingold, 2012a) , lexical ambiguity (e.g., Duffy, Morris, & Rayner, 1988; Rayner & Duffy, 1986; Sheridan & Reingold, 2012b; Sheridan, Reingold, & Daneman, 2009; see Duffy, Kambe, & Rayner, 2001 for a review), and age of acquisition (e.g., Juhasz & Rayner, 2006) . However, simply showing that a variable affects the mean first-fixation duration is insufficient for demonstrating direct control because such an effect might be due to a very infrequent but sizable influence of a variable that does not have an impact on the vast majority of fixations.
The analysis of distributions is inherently more suitable than the analysis of mean fixation durations for determining the time-course of the influence of variables on fixation duration. Accordingly, in this section of the chapter we primarily focus on reviewing the results from recent studies that employed distributional analysis methods in order to study the time course of direct control of fixation duration in reading. Specifically, we summarize findings from studies using an ex-Gaussian fitting procedure that was introduced by Staub, White, Drieghe, Hollway, and Rayner (2010) , and a survival analysis technique that was introduced by Reingold et al. (2012) . In addition, we explore how these findings provide convergent evidence for the conclusions from earlier investigations which employed the text-onset delay paradigm (e.g., Dambacher, Slattery, Yang, Kliegl & Rayner, 2013; Hohenstein, Laubrock & Kliegl, 2010; Inhoff, Eiter & Radach, 2005; Luke et al., 2013; Morrison, 1984; Nuthmann & Henderson, 2012; Rayner & Pollatsek, 1981) and the disappearing text paradigm (Blythe, Liversedge, Joseph, White, & Rayner, 2009; Ishida & Ikeda, 1989; Liversedge, Rayner, White, Vergilino-Perez, Findlay & Kentridge 2004; Rayner, Inhoff, Morrison, Slowiaczek, & Bertera, 1981; Rayner, Liversedge, & White, 2006; Rayner, Liversedge, White, & Vergilino-Perez, 2003; Rayner, Yang, Castelhano, & Liversedge, 2011) .
Direct Control and Evidence from Distributional Analysis Methods
Recently, ex-Gaussian fitting (Staub et al., 2010) and a survival analysis technique (Reingold et al., 2012) used to provide valuable information about the time-course of lexical and nonlexical influences on fixation durations during reading. The characteristic shape of the empirical distribution of fixation durations resembles a Gaussian normal distribution, but the right tail of the distribution is typically skewed to some degree. Consequently, the ex-Gaussian distribution, which is the convolution of the Gaussian normal distribution and an exponential distribution, appears to be a good candidate for modeling the empirical distributions of fixation durations. The exGaussian distribution was previously established to generate excellent fits for reaction time distributions (see Balota & Yap, 2011 for a review) and Staub et al. (2010) first demonstrated its great promise for modeling fixation durations in reading. The ex-Gaussian distribution can be specified with the parameters µ (which corresponds to the mean of the Gaussian distribution), σ (which corresponds to the standard deviation of the Gaussian distribution), and τ (the exponential component which indicates the degree of skew). Importantly, the sum of the µ and τ parameters from the ex-Gaussian distribution equals the mean of the empirically obtained fixation-duration distribution, and a comparison of the best-fitting µ and τ parameters can reveal whether a variable's impact on the mean empirical fixation durations is due to an overall shift in the location of the distribution and/or a change in the degree of skew. Whereas a shift effect (i.e., a difference in µ between conditions) indicates that the variable has an early acting influence on the majority of fixation durations, a skew effect (i.e., a difference in τ between conditions) indicates that the variable primarily influences the long fixation durations.
Using this logic, Staub et al. (2010) fitted an ex-Gaussian distribution to individual participants' first-fixation duration distributions on both high-and low-frequency target words. These fits indicated that the low-frequency distribution was significantly shifted to the right of the high-frequency distribution, and that the low-frequency distribution also exhibited greater positive skew than the high-frequency distribution. The finding that word frequency caused a shift in the distributions indicates that this lexical variable has an impact on both short and long fixations (see Rayner, 1995) ; this was predicted by the direct lexical-control hypothesis. However, the more pronounced positive skew for the low-frequency distribution also indicates that long fixations are differentially affected by word frequency. Figure 3 An illustration of the valid and invalid preview conditions that were used by Reingold et al. (2012) . Three consecutive fixations are shown in each condition (the arrow above each sentence denotes the location of the fixation). In invalid preview trials, an unrelated letter string (e.g., purty) occupied the position of the target word (e.g., table). During the saccade that crossed an invisible boundary (illustrated by the dotted vertical line) the target word replaced the unrelated letter string. In contrast, in the valid preview condition which represents normal reading, target words were always displayed throughout the trial.
Click to view larger
Another approach for examining the distributions of fixation duration was introduced by Reingold et al. (2012) . This approach was aimed at deriving a precise estimate for the first discernible influence of a variable on fixation duration. Specifically, Reingold et al. (2012) explored the onset of the influence of a lexical variable (word frequency: high vs. low frequency) and a nonlexical variable (initial landing position on the fixated word: central vs. outer location) on first-fixation duration using a novel survival analysis technique. In this procedure, for a given time t, the percentage of first fixations with a duration greater than t is referred to as the percent survival at time t. Thus, when t equals zero survival is at 100%, but then declines as t increases. For each variable and condition, Reingold et al. (2012) calculated survival curves and computed confidence intervals using a bootstrap resampling procedure (Efron & Tibshirani, 1994) in order to examine the earliest point at which the survival curves for highversus low-frequency words and for central-versus outer-location fixations first started to diverge (henceforth referred to as the divergence point). Importantly, Reingold et al. (2012) provide estimates of the earliest significant influence of word frequency and initial landing position on first-fixation duration, and consequently that this analysis technique is uniquely suited for testing the feasibility of lexical and nonlexical direct-control mechanisms.
In addition, in order to test the role of parafoveal processing in enabling direct control of first-fixation duration, Reingold et al. (2012) employed the gaze-contingent boundary paradigm (Rayner, 1975) to contrast invalid and valid preview trials. As shown in Figure 3 , in invalid preview trials an unrelated letter string occupied the position of the target word and was replaced with the target word during the saccade that crossed an invisible boundary located just to the left of that word. In contrast, in the valid preview condition which represents normal reading, target words were always displayed throughout the trial. Finally, in order to replicate and extend the findings reported by Staub et al. (2010) , in addition to survival analysis, Reingold et al. (2012) also used ex-Gaussian fitting in order to investigate the time-course of the influence of word frequency and initial landing position in both the valid and invalid preview conditions. Figure 4 displays some of the key findings reported by Reingold et al. (2012) . As can be seen by an inspection of the divergence points shown in the figure, under normal reading conditions (i.e., the valid preview condition shown in the top two panels), word frequency and initial landing position produced an equally rapid influence on firstfixation duration (divergence point = 145 ms). In contrast, preventing parafoveal processing of target words (i.e., the invalid preview condition shown in the bottom two panels) had a dramatic impact on the onset of the wordfrequency effect (divergence point = 256 ms), but did not influence the timing of the effect of the initial landing position (divergence point = 142 ms). Similarly, the results of the ex-Gaussian analysis indicated a strong effect of preview validity on word frequency. In the valid preview condition, the low-frequency distribution exhibited a rightward shift (i.e., µ effect) and a greater skew (i.e., τ effect), whereas in the invalid preview condition only a τ effect was obtained. Furthermore, the pattern of results for the initial fixation position was qualitatively different, with a µ effect but not a τ effect occurring in both the valid and invalid preview conditions. Reingold et al. (2012) argued that taken together, these findings clearly demonstrated the critical role of parafoveal processing in enabling direct lexical control of fixation duration despite the tight constraints imposed by neural delays in the perceptual and oculomotor system. In addition, Reingold et al. (2012) suggested that the results from the distributional analyses of the influence of initial landing position on fixation duration provide strong support for the existence of a direct nonlexical control mechanism. Such a mechanism might involve the processing of visual cues that are extracted very early during the first fixation on the word (e.g., Vitu et al., 2001 Vitu et al., , 2007 , or reliance upon the internal monitoring of the signal sent to the oculomotor muscles (i.e., the efference copy) prior to the execution of the saccade that first moved the eyes to the word (Nuthmann et al., , 2007 ; see also Engbert et al., 2005; McDonald et al., 2005; Reichle, Warren & McConnell, 2009 All divergence points were significant (p < .001), and the percentages of fixations with a duration that is shorter than the divergence point are shown in brackets next to each divergence point. Exp. = Experiment. See original studies for details.
As summarized in Table 1 , following Staub et al. (2010) and Reingold et al. (2012) , the influence of a variety of lexical and nonlexical variables on first-fixation duration have been examined using ex-Gaussian fitting or survival analysis. During normal reading, all of the variables that have been examined to date have shown rapid influences on first-fixation durations, as indicated by a significant µ effect (i.e., a shift effect) for all of the variables in the table, and by survival analysis results showing that the first discernible influence of these variables occurs 112 to 146 ms after fixation onset. Taken together, the ex-Gaussian and survival analysis results provide strong support for direct control by demonstrating that a variety of variables can have a rapid influence on both short and long fixation durations.
The survival analysis technique can also be used to compare the time-course of variables under different reading conditions. As previously discussed, Reingold et al. (2012) showed that word frequency effects were substantially delayed in the absence of a parafoveal preview. Similarly, Sheridan, Rayner, and Reingold (2013) investigated the hypothesis that lexical processing would be delayed by the removal of interword spaces (see Rayner, Fischer, & Pollatsek, 1998) findings indicate that rapid lexical processing is facilitated by the availability of parafoveal preview and by interword spacing, and these findings demonstrate the usefulness of the survival analysis technique for testing predictions about the time-course of lexical processing (see also Inhoff & Radach, 2014; Schad, Risse, Slattery, & Rayner, 2014) .
In addition to considering µ effects and survival divergence points, it is also informative to consider the relationship between the µ and τ parameters shown in Table 1 . For example, Staub and Benatar (2013) suggested that τ effects might reflect the probability of processing disruption (i.e., episodes when normal processing fails and some type of repair or recovery process is necessary), whereas µ effects might reflect variations in processing difficulty. For example, the word frequency variable might cause a µ effect because low-frequency words are more difficult to process, and might cause a τ effect because low-frequency words are more likely to produce episodes of processing disruption (e.g., failure to access or integrate a word's meaning). In support of the hypothesis that µ and τ effects for fixation-duration distributions reflect functionally distinct processes, Staub and Benatar (2013) performed a correlation analysis and demonstrated that the µ and τ parameters varied independently across subjects. Moreover, as shown in Table 1 , the two parameters appear to be functionally dissociable because it is possible to find instances in which µ effects occur in the absence of τ effects and vice versa. For example, whereas word frequency produced a τ effect in the absence of a µ effect in the invalid preview condition (Reingold et al., 2012) , a variety of other variables produced µ effects in the absence of a τ effect, including the initial fixation position (Reingold et al., 2012) , predictability (Sheridan & Reingold, 2012a; Staub, 2011) , lexical ambiguity (Sheridan & Reingold, 2012b) , and stimulus quality (White & Staub, 2012) . Furthermore, word frequency produced µ and τ effects during normal reading, as did the contrast between valid and invalid parafoveal preview (Reingold et al., 2012) .
Thus, to summarize, Table 1 lists a wide range of ex-Gaussian results, including simultaneous µ and τ effects, selective µ effects, and a selective τ effect. As discussed by Staub and Benatar (2013) , the suggestion that µ and τ reflect functionally distinct processes has been controversial (for further discussion of this issue in the reactiontime literature see Matzke & Wagenmakers, 2009) , and future work is required to further explore this issue. However, the evidence provided by this method in combination with the evidence of rapid survival divergence points provides support for both lexical and nonlexical direct control by demonstrating a fast-acting influence of several important reading-related variables on fixation durations.
Direct Control and the Text-Onset Delay and Disappearing Text Paradigms
The findings from studies employing distributional analyses methods are also consistent with evidence in support of lexical and nonlexical direct control that was previously obtained using two gaze-contingent techniques, the textonset delay paradigm (e.g., Dambacher et al., 2013; Hohenstein et al., 2010; Inhoff et al., 2005; Luke et al., 2013; Morrison, 1984; Nuthmann & Henderson, 2012; Rayner & Pollatsek, 1981) and the disappearing text paradigm (Blythe et al., 2009; Ishida & Ikeda, 1989; Liversedge et al., 2004; Rayner et al., 2003 Rayner et al., , 2006 Rayner et al., , 2011 . In this section we briefly outline the key findings from these investigations. Click to view larger Figure 5 An illustration of the text-onset delay paradigm and disappearing text paradigm. The arrow above each sentence denotes the location of the fixation. A display change occurs in both paradigms following a certain interval from the onset of each fixation. In the text-onset delay paradigm, a mask which is shown at the onset of the fixation is replaced by the fixated word after a delay. In contrast, in the disappearing text paradigm, the fixated word that is displayed normally at the onset of the fixation is replaced by a mask or blanked after a delay (see text for details).
It is often argued that the text-onset delay paradigm offers the most straightforward approach for demonstrating that information extracted during a fixation has an impact on the timing of the saccade terminating that fixation (i.e., direct control of fixation duration). As illustrated in Figure 5 , the basic procedure used in this paradigm involves delaying the availability of a portion of the text during an interval at beginning of each fixation. This "dead time" at the beginning of each fixation is implemented by replacing the text with a visual mask during the preceding saccade and reinstating the text at a certain delay from the onset of the fixation (the range of delays used across studies was 0-350 ms).
Importantly, direct-control models would predict that the saccade terminating the fixation should be delayed and that the magnitude of this delay should be proportional to length of the interval during which the text information was unavailable. In contrast, indirect-control models assume that the properties of the fixated word do not have an impact on the duration of the fixation and consequently would predict no difference in fixation times as a function of the length of the delay. The key findings that were initially reported by Rayner and Pollatsek (1981) and Morrison (1984) provided support for both direct and indirect influences on fixation duration (i.e., mixed-control). Specifically, the general pattern of an increase in fixation duration that was proportional to the length of the delay provided support for the existence of a direct-control mechanism, which influenced a large population of fixations. However, there was a distinct population of fixations with durations that were shorter than the delay (especially for longer text-onset delays). These fixations, which were terminated prior to the removal of the mask, likely reflected the influence of an indirect-control mechanism and/or saccadic programming that was initiated based on parafoveal processing of the text during the previous fixation (see Dambacher et al., 2013; Hohenstein et al., 2010; Inhoff et al., 2005 for investigations of the role of parafoveal processing using the text-onset delay paradigm). One potential complication in interpreting the findings obtained using the text-onset delay paradigm is due to the fact that the visible display change due to the removal of the mask results in saccadic inhibition (e.g., Reingold & Stampe, 1999 , 2000 . However, although saccadic inhibition clearly contributes to prolonging fixation duration, it could not fully account for the qualitative pattern of findings that is observed across delays (see also Luke, Nuthmann, & Henderson, 2013; Nuthmann & Henderson, 2012; Slattery, Angele, & Rayner, 2011) , and consequently it is safe to conclude that the results from studies employing the text-onset delay paradigm provide strong support for a sizable influence of direct control on fixation duration in reading.
The disappearing text paradigm (see Figure 5 for an illustration) is essentially the inverse of the text-onset paradigm in that text is either removed or masked after some amount of time following fixation onset (Blythe et Ishida & Ikeda, 1989; Liversedge et al., 2004; Rayner et al., 2003 Rayner et al., , 2006 Rayner et al., , 2011 . The key finding from this paradigm is that reading is relatively unimpaired provided that the text is visible during the first 50 to 60 ms during the fixation (i.e., before it is blanked or masked). Most importantly, despite the disappearance or masking of the text, the fixation duration on the word is strongly influenced by the frequency of the word, indicating that direct lexical influences on fixation duration primarily depend on information that is extracted during the parafoveal preview period and during the first 50-60 ms of foveation on the word. In further support of the importance of parafoveal processing in the disappearing text paradigm, Rayner et al. (2006) demonstrated that simultaneous removal of the fixated word (Word N) and the word to the right of the fixation (Word N+1) substantially disrupts reading performance.
Conclusions and Future Directions
This chapter attempted to outline some of the main contours of a controversy concerning the control of the duration of fixations during reading that was over a century in the making. We would strongly argue that at the present juncture, due to the growing emphasis on computational modeling and the emerging convergence across multiple lines of empirical evidence, a consensus position can be reached which would represent true progress in this field. Specifically, given the decisive accumulated evidence for direct lexical and nonlexical influences on individual fixation durations, the current literature on the topic is beginning to transcend the existence proof stage and has instead become more focused on deriving quantitative estimates for the timing and magnitude of these influences. Such estimates constitute critical benchmarks for the development and testing of computational models of eye-movement control in reading.
Another point of emerging consensus calls into question the widely held assumption that lexical and linguistic processing are simply too sluggish to produce real-time adjustment of fixation durations (i.e., the cognitive-lag hypothesis). Specifically, when the essential role of parafoveal lexical processing is taken into account, the tight timing constraints imposed by neural delays are no longer inconsistent with the hypothesis of direct lexical control of fixation duration in reading. Based on our review, we would suggest that mechanisms of eye-movement control that are incorporated into current computational models are likely to be somewhat oversimplified. Processing of the fixated word could potentially result in both facilitatory and inhibitory influences on the timing of the saccade terminating the fixation. Furthermore, models might need to include both lexical and nonlexical direct control mechanisms (possibly combining both triggering and interference versions of direct control), as well as a variety of indirect control influences. The fact that models of eye-movement control require more than one mechanism to explain how the processing of a word influences the time spent looking at that word suggests that the term "eyemind link" is probably a gross misnomer-to fully explain the patterns of looking times that are observed in reading, eye-movement models have to posit multiple linkages that interact in various ways.
One immediate advantage that comes from adopting this more complex perspective about how the mind interacts with the eyes is that it suggests that the models might be improved by considering how the various basic mechanisms that we have been discussing are configured in reading. Because existing models only occupy a small part of the space of possible configurations, we suspect that our understanding of eye-movement control in reading might really benefit from examining those parts of the space that have been ignored. In particular, as we argued earlier, we believe that the process-monitoring hypothesis that was first suggested by Rayner and McConkie almost 40 years ago deserves more consideration. Given the complexity just described, it is not parsimonious to assume that multiple processes and mechanisms have dedicated interfaces to the oculomotor system. It seems to us far more intuitive that at least some of the influences on fixation duration might be mediated by a system that could monitor the pattern of activation across a variety of prelexical, lexical, and postlexical processes in order to monitor their progress and infer fluency and/or difficulty without accessing the content of the various input and output representations that are involved. Such a process monitoring system could also provide a common structure for the summation of multiple influences and for interfacing with the oculomotor system. Clearly, further exploration is required in order to enhance our understanding of the nature of eye-movement control in reading.
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