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We propose a novel scheme for frequency-tunable sub-cycle electromagnetic pulse generation. To
this end a pump electron beam is injected into an electromagnetic seed pulse as the latter is reflected
by a mirror. The electron beam is shown to be able to amplify the field of the seed pulse while
upshifting its central frequency and reducing its number of cycles. We demonstrate the amplification
by means of 1D and 2D particle-in-cell simulations. In order to explain and optimize the process, a
model based on fluid theory is proposed. We estimate that using currently available electron beams
and terahertz pulse sources, our scheme is able to produce mJ-strong mid-infrared sub-cycle pulses.
Generation of few cycle electromagnetic pulses has
steadily advanced, driven by applications which require
probing or control of ultra-fast processes [1, 2]. Recently
a lot of effort has been devoted to producing sub-cycle
pulses in which the time-envelope is modulated at time
scale shorter than a single cycle. Such pulses bring tem-
poral resolution to its ultimate limits and are unique tools
for the control of electron motion in solids [3], electron
tunneling in nano-devices [4], reaction dynamics at the
electronic level [5], as well as the generation of isolated
attosecond and zeptosecond X-ray pulses [6]. Several
methods like optical synthesis or parametric amplifica-
tion have been developed for the generation of sub-cycle
pulses from the THz to X-ray regimes (see the review
[7]). While for few-cycle pulse durations these methods
can lead to mJ pulse energies, the energies of sub-cycle
pulses are limited to a few µJ. The main limitation of
the typically used parametric amplification methods is
the material damage threshold under intense fields [8].
On the other hand, methods exploiting plasmas or elec-
tron beams as a frequency conversion medium, such as
high-harmonic generation from solid targets [9], Thom-
son scattering amplification [10], scattering by relativistic
mirrors [11] and frequency down-conversion in a plasma
wake [12, 13] are not subject to a damage threshold.
However, these methods are not able to generate isolated
sub-cycle pulses.
In this letter, we propose a method to generate
frequency-tunable isolated sub-cycle pulses reaching rel-
ativistic intensities. We particularly focus on the mid-
infrared (MIR) regime [15]. Such pulses would lead to
an ultra-strong light-matter coupling and might enable
the switching of light-matter interaction within less than
one cycle of light for the observation of new quantum me-
chanical non-adiabatic phenomena [16] or high harmonic
and isolated zeptosecond pulse generation with a signif-
icantly extended frequency cut-off [3, 6]. As visualized
in Fig. 1, our scheme involves the interaction of a seed
electromagnetic pulse with a short duration pump elec-
tron beam at a thin foil. The thin foil acts as a mirror
reflecting the seed pulse, while the electron beam enters
in the middle of the pulse and leads to its amplification
in a co-propagating configuration. As will be shown be-
low, a substantial part of the electron beam energy can
be transferred to the electromagnetic pulse, more than
doubling its energy. Currently available single-cycle THz
sources reaching mJ-pulse energies for central frequen-
cies up to νTHz = 4 THz can be employed to produce
suitable seed pulses [17, 18]. To obtain sub-cycle pulses
of comparable energy and with the central frequency in
the MIR, 10-MeV nC electron bunches which are shorter
than a single THz oscillation can be produced by com-
pact laser-wakefield accelerators (LWFA) [19, 20].
We demonstrate the scheme through a 2D particle-in-
cell (PIC) simulation with the code SMILEI [21]. A lin-
early polarized single-cycle seed pulse is focused strongly
onto a thin almost perfectly reflecting foil. However, as
will be clarified later on, our scheme can also operate
with many-cycle seed pulses. The incoming seed pulse is
focused at the mirror to obtain the y-polarized electric
field E = Ein0 exp(−y2/y20) exp(−t2/T 20 ) sin(ω0t)ey, with
FIG. 1. Schematic representation of the electron beam driven
amplification (EBDA) scheme: (a) The counter-propagating
seed electromagnetic pulse and pump electron beam are mov-
ing towards a mirror (thin foil). (b) The electromagnetic pulse
is reflected by the mirror and interacts with the electron beam
as it exits through the mirror, leading to the generation and
amplification of an intense sub-cycle pulse.
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FIG. 2. (a) Electric field snapshot after the interaction of a
strongly focused low-frequency pulse with a mono-energetic
electron beam passing the standing mirror at x = 0. Cor-
responding on-axis signal (b) and spectrum (c) demonstrat-
ing the generation of an intense higher-frequency sub-cycle
pulse with a cold mono-energetic electron beam (solid red
lines), a beam with 150% energy spread having the same to-
tal energy (dash-dotted blue lines) and without the electron
beam (dashed gray lines). (d) Conversion efficiency versus
seed field strength. (e) Amplified peak electric field depen-
dence on delay time td. The parameters are: te = 0.016T0,
ye = 0.3λ0, n
max
e = 28.3nc, γe = 20, t0 = 0.21T0 and
Ein0 = Ec [except in (d)]. The simulation was performed
with 1600 points per electromagnetic pulse carrier wavelength
along x, 100 points along y, 1608 points per electromagnetic
pulse carrier oscillation and 100 macroparticles per cell. We
consider an aluminium foil of thickness 1.4c/ω0 acting as a
mirror. Since such a foil does not stop MeV-electrons [14,
p. 376] and ensures the reflection of the low-frequency seed
pulse, we simply model it as a dense electron plasma.
the field amplitude Ein0 = Ec where Ec = cmeω0/qe,
ω0 = 2pi/T0 is the carrier frequency corresponding to
the wavelength λ0 = cT0, y0 = 0.3λ0 characterizes the
beam width, t0 = 0.21T0 gives the time duration and ey
is the unit vector along y. The electron beam is enter-
ing from the back side of the foil. It is initialized with
a constant gamma factor γe = 20 and a Gaussian den-
sity profile ne = n
max
e exp(−y2/y2e ) exp[−(x+λ0)2/(cte)2]
with thickness ye = 0.3λ0, duration te = 0.016T0 and
peak density nmaxe = 28.3nc, where nc = me0ω
2
0/q
2
e is
the critical density for a resting plasma. A snapshot of
the electric field after the amplification process has been
completed is presented in Fig. 2(a). We observe a strong
sub-cycle pulse around x = 1.91λ0. It is well collimated
compared to the residual driving electromagnetic pulse
which diffracts strongly due to the tight focusing. This
is an advantageous property of the scheme because of the
natural separation between the seed and amplified elec-
tromagnetic pulse. As the on-axis electric field time-trace
in Fig. 2(b) demonstrates, already after propagation for
two seed-wavelengths, the pulses are almost separated.
The corresponding frequency spectrum in Fig. 2(c) shows
that the generated sub-cycle pulse is up-shifted by a fac-
tor of seven in terms of peak frequency and is therefore
diffracting much less than the seed pulse. The energy of
the pulse is amplified by a factor of 2.4.
The process remains effective when using an electron
beam with 150% energy spread, i.e. with a Maxwellian-
like spectrum similar to those produced by LWFA operat-
ing in the self-modulated regime [19, 20], see Figs. 2(b,c).
For cold electron beams the overall efficiency η = (Eout−
Eseed)/Ee, where Eout, Eseed and Ee are the outgoing, seed
pulse and electron beam energies, ranges from 1% for
weak seed pulses, up to 18% for stronger seed pulses [see
Fig. 2(d)]. For Maxwellian-like electron beam spectra,
the conversion efficiency is slightly lower, yet remains
above 9% for strong seed pulses [see Fig. 2(d)], imply-
ing that such electron beams are still usable for the pro-
duction of mJ-level mid-IR sub-cycle pulses. Moreover,
amplification is robust with respect to jitter effects [see
Fig. 2(e)]. We note that the radiation reported here
is distinct from transition radiation [22, 23], which can
dominate for weak seed pulses but has very different
properties (see Appendices).
In order to illustrate why a standing mirror is required
in addition to the electron beam in order to produce
sub-cycle pulses, we consider the simplified space-time
diagrams in Fig. 3. We restrict attention to 1D geom-
etry and consider the limit of an infinitely dense and
sharply rising electron beam front. Without the standing
mirror [Fig. 3(a)] the setup is known as the relativistic
flying mirror concept [11]. The solid red line indicates
the edges of the incoming electromagnetic pulse which
is perfectly reflected by the electron beam. Due to the
double Doppler shift effect the frequency of the reflected
pulse is upshifted and its amplitude amplified by a factor
≈ 4γ2e [24]. While the duration of the reflected pulse is
shortened by the same factor, the number of cycles re-
mains invariant. By contrast, when the standing mirror
is introduced [solid black line at x = x0 in Fig. 3(b)],
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FIG. 3. Space-time diagrams visualizing the electron
beam (blue line) moving with speed vb and electromagnetic
pulse (red lines) without (a) or with (b) the standing mirror
at x = x0 [black line in (b)]: Without the mirror the whole
electromagnetic pulse and with the mirror only part of the
electromagnetic pulse interacts with the electron beam allow-
ing for sub-cycle pulse generation.
3the leading part of the electromagnetic pulse is simply
reflected and not amplified. Only the trailing part in-
teracts with the electron beam and, thus, the number of
amplified cycles is reduced.
We now present a simplified 1D (∂z = ∂y = 0) fluid
model of the interaction (for details see Appendices) in
order to illuminate the mechanism of the electron-beam-
driven amplification (EBDA). The transverse fluid mo-
mentum p⊥ evolves according to
∂tp⊥ = qeE⊥ , (1)
where E⊥ is the transverse electric field, and qe is the
electron charge. This leads to conservation of trans-
verse canonical momentum, p⊥ = −qeA⊥, where E⊥ =
−∂tA⊥ and A⊥ is the vector potential (in the Coulomb
gauge). The transverse current reads
J⊥ = (qe/me)p⊥ne/γe , (2)
where γe =
√
1 + |p|2/(mec)2, me is the electron mass
and c the speed of light in vacuum. If we choose a
sufficiently weak seed pulse, the longitudinal momentum
of the electrons dominates and γe ≈ px/(mec). This al-
lows us to neglect the effect of the seed pulse on the lon-
gitudinal electron beam momentum, i.e., to employ an
undepleted pump beam approximation (UPBA). Equa-
tion (1) is then solved together with Maxwell’s equa-
tions with a source term given by Eq. (2) for a given
electron beam dynamics with prescribed ne(x, t) and
vx(x, t) = px(x, t)/[meγe(x, t)]. For simplicity we assume
a density profile moving with a constant speed vb and γe,
ne(x, t) = n
max
e exp
[−(t− td − x/vb)2/t2e] , (3)
with some delay td. The seed pulse arriving from x =
+∞ is perfectly reflected by the mirror at x = 0, i.e.,
the electric field at the mirror is zero. The fields can
be decomposed into forward and backward propagating
parts E−z and E
+
z respectively such that the seed pulse
electric field at the mirror is defined by
E±z (t) = ∓Emaxz sin (ω0t) exp
(−t2/t20) . (4)
In Fig. 4(a), an example of an ne/γe-profile (dotted line)
and an outgoing seed electric field (dashed line) is shown.
The solution of the fluid model for a weak seed pulse
and a density profile shorter than the cycle duration is
shown in Fig. 4(b). We indeed observe a partial amplifi-
cation of the incoming seed pulse (dashed line), leading
to the formation of a sub-cycle pulse in the center of the
original pulse. After the interaction, the pulse energy
increases by a factor of 10 and the maximum electric
field of the electromagnetic pulse is enhanced by about
a factor of 14 (solid line). We compare the result of the
fluid model with PIC simulations [dark red solid line in
Fig. 4(b) and Figs. 2(d)] to find an excellent agreement
which justifies the use of the fluid picture and the UPBA.
(a) (b)
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FIG. 4. (a) Visualization of the amplification mechanism:
electric field approximated by the unperturbed reflected seed
pulse field (dashed line), corresponding vector potential (solid
line), electron density (dotted line) and time-dependent en-
ergy density gain Ugain (dash-dotted line). (b) Electric field
after the interaction of the incoming plane wave single-cycle
pulse (dashed line) with the electron beam according to the
fluid model (dotted line) and PIC (solid line). (c) Spectra ac-
cording to PIC simulation. The parameters are: te = 0.016T0,
td = 0, n
max
e = 28.3nc, γe = 20, t0 = 0.21T0, E
in
0 = 0.001Ec.
The distance from the mirror to the detector is 6.37c/ω0.
(d) Peak electric field amplitude amplification for different in-
coming seed pulse amplitudes according to PIC simulations.
The remaining parameters are the same as above.
As Fig. 4(c) shows, the spectrum of the reflected pulse is
up-shifted by a factor of seven and strongly broadened.
From Poynting’s theorem and Eqs. (1) and (2) we can
compute the energy density Ugain transferred to the elec-
tromagnetic field at any given point in space during the
interaction as (see Appendices)
Ugain(t) =
q2e
me
t∫
−∞
|A⊥|2 ∂
∂τ
(
ne
γe
)
dτ . (5)
Here we ignored terms that identically vanish after the
end of the interaction. It is important to note that the
sign of Ugain at any given time only depends on the rate
of change of ne/γe. For a constant γe, the rising part
of the electron beam gives a gain, while the descending
part of the electron beam gives a loss. Assuming a sym-
metric electron beam profile, a net gain after the end of
the interaction (t → ∞) requires an asymmetry in the
amplitude of electromagnetic field vector potential |A⊥|.
For a quantitative assessment A⊥ has to be determined
by solving the full problem.
A great advantage of our scheme (see Fig. 1) is that
the introduction of the standing mirror allows the elec-
tron beam to be injected into the seed pulse in a way
that such an asymmetry, and thus a net gain, can be
achieved. This is illustrated in Fig. 4(a) where, in order
to explain the interaction in simple terms, we assumed
the electric field Ez to be the one of the unperturbed
reflected seed pulse (dashed line). The corresponding
4transverse vector potential A⊥ = −p⊥/qe for our ex-
ample can be then directly computed from Eq. (1) and
is also presented in Fig. 4(a) (solid line). This gives the
evolution of Ugain (dash-dotted line), which first increases
at the rising edge of ne/γe [dotted line in Fig. 4(a)] and
then decreases at the descending edge. Since in our ex-
ample we have chosen a slightly positive electron beam
delay td = 0.05T0, a final local nonzero energy gain can
be expected. We shall note that injecting the beam with
td = 0 as for Figs. 4(b-c) leads also to an energy gain
after some propagation since the electron beam is slower
than the seed pulse. In order to take into account other
effects that may become important, such as the modifi-
cation of the electric field due to its amplification or the
contribution of the incoming part of the seed pulse, the
full model needs to be solved.
For electron beam duration that is much shorter than
the laser cycle we may Taylor-expand A⊥(x, t) in Eq. (5)
around t = td
Ugain(+∞) = − q
2
e
me
∂
∂t
|A⊥(td)|2
∫ +∞
−∞
ne/γe dt . (6)
This shows explicitly the dependence of the energy gain
on the electromagnetic field profile when the bunch exits
through the mirror. We see that, in this limit, the max-
imum energy gain is independent of the electron beam
duration for a constant charge. Equation (5) can be used
to predict many other trends, such as a decrease of the
amplification for longer electron beams, the possibility to
maintain the amplification using many-cycle seed pulses
if td 6= 0 or using a chirp (see Appendices for details).
The fluid model, within the UPBA, predicts a linear
increase of the amplification with the amplitude of the
seed pulse. As Figs. 2(d), 4(d) show, this is true up to
relativistic seed pulse amplitudes. This feature of our
scheme implies the possibility to up-scale the amplitudes
of the sub-cycle pulses up to relativistic intensities.
10x(a) (b)
FIG. 5. Electric field time-traces before (dashed lines) and
after (solid lines) the interaction using a few-cycle seed pulse
and an underdense electron beam without (a) or with (b)
the mirror. The field after the interaction without the mir-
ror [solid line in (a)] has been magnified by a factor of 10
for a better comparison. The parameters are: te = 0.016T0,
nmaxe = 5.66nc, γe = 10, t0 = 0.85T0, E
in
0 = 0.1Ec. The
simulations were performed with 1600 points per electromag-
netic pulse carrier wavelength and with 1000 particles per cell.
The mirror has been modeled as a dense electron plasma with
thickness 0.22λ0.
As the example in Fig. 5 demonstrates, our sub-cycle-
pulse generation and amplification scheme works not only
for single-cycle but also for few-cycle driving electromag-
netic pulses. Actually, the scheme would lead to ampli-
fication for any duration of the driving pulse. As long
as the electron beam duration is small compared to elec-
tromagnetic pulse cycle duration 2pi/ω0, Eq. (6) predicts
a potential energy gain independent on the number of
cycles in A⊥.
The cases demonstrated in Fig. 4 and Fig. 5 also differ
in terms of the maximum value for ne/γe. In the former
case, the electron beam is overdense (nmaxe /γe > nc) for
the carrier frequency ω0, while in the latter case it is
underdense (nmaxe /γe < nc), i.e., the reflectivity due to
the electron beam itself is almost zero. Nevertheless, due
to the mirror the incident electromagnetic pulse is fully
reflected. Thus, its amplitude is amplified by a factor
of 4.8 and the energy is doubled even in the underdense
case. By contrast, without the mirror, the reflected pulse
contains only 1.7% of the initial electromagnetic pulse
energy, its amplitude is diminished by 20 times compared
to the seed pulse and no sub-cycle pulse is generated.
Up to now we presented our results in normalized units:
in particular frequencies were normalized to ω0, dura-
tions to T0 = 2pi/ω0, electric fields to Ec = cmeω0/qe
and densities to the critical density nc. This implies the
possibility to tune the frequency spectrum of the gen-
erated sub-cycle pulse with the input parameters. The
output frequencies can be tuned proportionally with the
seed carrier frequency ω0 if ne/γe is increased with ω
2
0 ,
the electron beam duration and transverse size are de-
creased with 1/ω0. This corresponds to a reduction of
the beam charge and sub-cycle pulse energy with 1/ω0,
but, a peak electric field amplitude rise with ω0.
For the cases we are looking at in this Letter, the cen-
tral frequency up-shifts by about a factor of 10. This
leads to the frequency conversion key as presented in Ta-
ble I including the necessary bunch duration, transverse
size and charge computed from the electron density while
assuming equal size in both transverse dimensions.
In summary, we have proposed a scheme for the gener-
ation of isolated, intense, sub-cycle pulses which is based
on the interaction of an electron beam with a seed elec-
tromagnetic pulse reflected by a mirror. The mirror is
a crucial element which allows to introduce the electron
beam with the correct phase into the fully reflected seed
pulse. This ensures an efficient energy conversion from
the beam to the pulse leading up to relativistic intensi-
ties and down to sub-cycle duration. In particular, we
have shown that using currently available intense tera-
hertz pulse sources and laser-wakefield-accelerated elec-
tron beams, mJ-strong mid-infrared sub-cycle pulses can
be generated. We believe that our proposed scheme will
trigger further theoretical and experimental investiga-
tions of both, intense sub-cycle pulse sources and appli-
cations.
5Seed carrier frequency Charge [pC] Transverse size [µm] Bunch duration [fs] Output central wavelength
THz 1− 10 THz 500-5000 30-300 10-100 (Mid)-IR 3− 30 µm
(Mid)-IR 10− 100 THz 50-500 3-30 1-10 Optical 300 nm − 3 µm
Optical 100− 1000 THz 5-50 0.3-3 0.1-1 EUV 30 nm − 300 nm
TABLE I. Frequency conversion key between seed and amplified electromagnetic pulse for the sub-cycle generation mechanism.
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Appendices
COLD-FLUID THEORY OF
ELECTRON-BEAM-DRIVEN AMPLIFICATION
IN 1D
In the main article, we investigate the interaction of a
seed electromagnetic pulse with an electron beam passing
through a conducting foil. As has been shown by 1D and
2D particle-in-cell simulations, this interaction process
leads to generation of an intense sub-cycle pulse. We call
this process electron-beam-driven amplification (EBDA).
In the following, we present the model which is used in
the main article to explain the amplification process.
We assume that the dynamics of the electron beam
follows the Euler equation for a cold fluid
∂tp+ (v · ∇)p = qe(E+ v ×B), (7)
where p is the electron fluid momentum, v is the electron
fluid velocity, qe is the electron charge, E is the electric
field and B is the magnetic field. The longitudinal com-
ponent of this equation in 1D (assuming ∂y = 0 = ∂z)
writes
∂tpx + vx∂xpx = qe (Ex + vyBz − vzBy) . (8)
The transverse components, without the presence of a
longitudinal magnetic field (Bx = 0), read
∂tpy + vx∂xpy = qe(Ey − vxBz) (9)
∂tpz + vx∂xpz = qe(Ez + vxBy). (10)
We can introduce the vector potential in the Coulomb
gauge A with the transverse components Ay and Az by
E = −∂tA, B = ∇×A. (11)
Then, Eqs. (9), (10) can be rewritten to
∂t(py + qeAy) = −vx∂x(py + qeAy) (12)
∂t(pz + qeAz) = −vx∂x(pz + qeAz). (13)
Initially, before the electron bunch interacts with the seed
pulse
(py + qeAy)(t = −∞) = 0 (14)
(pz + qeAz)(t = −∞) = 0. (15)
everywhere in the region where the later interaction takes
place. Thus, Eqs. (12), (13) dictate that here for all times
py + qeAy = 0 (16)
pz + qeAz = 0. (17)
Rewriting this equation again in terms of the electric
field, we obtain Eq. (1) of the main article
∂tp⊥ = qeE⊥ , (18)
with p⊥ = (py, pz)T and E⊥ = (Ey, Ez)T . This equation
needs to be coupled to Maxwell’s equations
∂xEy = −∂tBz −∂xBz = 1
c2
Ey +
µ0qe
me
ne
γe
py (19)
∂xEz = ∂tBy ∂xBy =
1
c2
Ez +
µ0qe
me
ne
γe
pz, (20)
where we have used that J = qenep/(meγe), ne is the
electron beam density, me is the electron mass and γe
is the gamma factor. This model [Eqs. (18)-(20)] de-
scribes the EBDA for a given space-time evolution of
ne/γe. To obtain the result in Fig. 4b of the main article,
we solved this model assuming that the electron beam
moves with a constant speed and has an unperturbed
Gaussian density profile. For this purpose, the finite-
difference-time-domain Yee-scheme solver ARCTIC [25]
was used. This approach has been successfully bench-
marked against particle-in-cell simulations (see Fig. 4(b)
of the main article).
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FIG. 6. (a) Final energy density gain versus electron beam duration computed from Eq. (28) assuming an unperturbed reflected
seed pulse electric field, a constant charge and the parameter t0 = 0.21T0 and td = 0.05T0 same as in Fig. 4(a) of the main
article. (b) Visualization of the amplification mechanism for different delays of the electron beam: electric field approximated
by the reflected seed pulse field (solid red line), electron density (dotted blue line), time-dependent energy density gain Ugain
with delay td = 0.8T0 (solid black line) and without delay (dashed black line). (c) Visualization of the amplification mechanism
for a long electron beam and chirped seed pulse: electric field approximated by the unperturbed chirped reflected seed pulse
field with C = 0.2T−20 (solid red line), electron density (dotted blue line), time-dependent energy density gain Ugain with
chirp (solid black line) and without chirp (dashed black line). In (b) and (c) te = 6.4T0 and t0 = 5.9T0.
In the following, we use Eq. (18) and Poynting’s theo-
rem to show when the seed pulse can be amplified by the
electron beam. Poynting’s theorem reads
∇ · S+ J ·E+ ∂tu = 0, (21)
where u is the electromagnetic energy density and S =
E×B/µ0 is the Poynting vector [22]. Using u(x,±∞) =
0, we obtain the energy density gain
Ugain(x) =
+∞∫
−∞
∇ · S dτ = −
+∞∫
−∞
(JxEx + J⊥ ·E⊥) dτ
(22)
at one particular spatial position. The first term on the
right-hand side can be rewritten using Eq. (8) and Jx =
qenepx/(meγe) as
+∞∫
−∞
JxEx dτ =
+∞∫
−∞
qe
ne
γe
[1
2
(
∂tp
2
x + vx∂xp
2
x
)
− px (vyBz − vzBy)
]
dτ . (23)
We assume that the electron beam moves uniformly along
x with the speed vx = vb and thus p
2
x is a function of
x− vbt. This makes the terms in the first round bracket
on the right-hand side of Eq. (23) vanish identically. The
second term can be approximated as
−px (vyBz − vzBy) ≈ c (−pyBz + pzBy) ≈ pyEy + pzEz
(24)
using vx ≈ c and Ez ≈ cBy as well as Ey ≈ −cBz for a
forward propagating electromagnetic wave and thus
+∞∫
−∞
JxEx dτ ≈
+∞∫
−∞
J⊥ ·E⊥ dτ . (25)
We now focus on the time-integral of J⊥ · E⊥. Using
Eq. (18) and J⊥ = qenep⊥/(meγe) we deduce
Ugain(x,∞) = − 1
me
∞∫
−∞
∂τ |p⊥|2 ne
γe
dτ (26)
= −|p⊥|
2
me
ne
γe
∣∣∣∣∣
t=+∞
t=−∞
+
∞∫
−∞
|p⊥|2
2me
∂τ
(
ne
γe
)
dτ
=
1
me
∞∫
−∞
|p⊥|2 ∂τ
(
ne
γe
)
dτ . (27)
Finally, we generalize the definition of the energy density
gain Ugain and using Eqs. (11), (18) we obtain for all t
Ugain(x, t) =
q2e
me
t∫
−∞
|A⊥|2 ∂τ
(
ne
γe
)
dτ . (28)
As can be seen from this equation, a time-increasing value
of ne/γe contributes to an energy gain, while a decrease
in time induces a loss.
To quantify the energy density gain using Eq. (28) it
is necessary to know the vector potential A⊥ or the elec-
tric field E⊥ = −∂tA⊥. This is in general only possible
by solving Eqs. (18)-(20) as has been done for Fig. 4b of
the main article. To obtain an estimation of the energy
density gain without solving the full problem, the electric
field can be approximated as the unperturbed seed elec-
tric field (see discussion of Fig. 4(a) of the main article).
This simplified approach can be used to give predic-
tions about the energy gain and the amplification pro-
cess. First, we consider the energy density gain for dif-
ferent electron beam duration keeping the total charge,
i.e. the time-integral of ne, constant. An example with a
7single-cycle seed pulse following the discussion of Fig. 4
in the main article is shown in Fig. 6(a). As predicted by
Eq. (6) of the main article, the gain goes to a constant
value for te/T0 → 0 and decreases for longer electron
bunches.
Second, one may ask whether it is possible to amplify
many-cycle seed pulses with electron bunches that are
longer than the seed wavelength. In the main article
we have shown an example in Fig. 5, that amplification
is possible for electron beam duration shorter than the
seed wavelength. For longer electron beam durations, ac-
cording to Eq. (28), the amplification at the rising edge
of ne/γe is possible independently of the evolution of A⊥
and thus also for many-cycle pulses. If td = 0, then en-
ergy is gained at the rising edge of ne/γe and completely
released at its descending edge. Thus no final energy gain
is expected [see Fig. 6(b), dashed black line]. However, an
asymmetry of the seed pulse with respect to the electron
beam can introduce a final gain: For example if the elec-
tron beam is delayed with respect to the seed pulse [see
Fig. 6(b), solid black line], or if the seed pulse has been
already deformed due to loss at the one edge and gain
at the other edge, or in the vicinity of the standing mir-
ror when, in addition to the reflected, the incoming part
of the seed pulse interacts with the electron bunch in
counter-propagation. Moreover, the asymmetry can be
introduced actively using asymmetric electron bunches
or a positively chirped seed pulse with the electric field
Ez(t) = E
max
z sin
(
ω0t+ Ct
2
)
exp
(−t2/t20) . (29)
as presented in Fig. 6(c). In contrast to the case with-
out chirp (dashed black line), one obtains a final energy
gain even for td = 0. However, one should keep in mind
that Eq. (28) using the unperturbed reflected seed elec-
tric field can give only a qualitative prediction and should
be confirmed by Maxwell-consistent modeling accounting
for the modifications of the electric field in the future.
ELECTRON-BEAM-DRIVEN AMPLIFICATION
VS TRANSITION RADIATION
When a relativistically fast electron beam passes
through a conducting foil, then even without a seed pulse
a short electromagnetic pulse is created. This radiation
is called transition radiation (TR) [22, 23]. One dis-
tinguishes between incoherent transition radiation (ITR)
which scales with ne and the typically much stronger co-
herent transition radiation (CTR) which scales with n2e .
A signature of TR can be seen in Fig. 7(a,c). Since the
current emitting TR is longitudinal, TR is radially po-
larized in 3D having a doughnut-shaped transverse radia-
tion profile with a sharp zero in its center. The duration
of the TR pulse is determined by the gamma-factor of
the electrons γe. The larger γe, the shorter the pulse.
However, the pulse duration is typically longer than the
(a) (b)
(c) (d)
FIG. 7. Electric fields snapshot after the interaction of a
strongly focused low-frequency pulse with an electron beam
passing the standing mirror at x = 0: (a, c) The field Ey
associated with the transition (TR) radiation and the field Ez
associated with the radiation from the electron-beam-driven
amplification (EBDA). In (a, b) we selected as in the main
article γe = 20 and in (c, d) a less energetic electron beam
with γe = 7. Other parameters are as in the main article:
te = 0.016T0, y0 = 0.3λ0, n
max
e = 28.3nc, γe = 20, t0 = 0.21T0
and Ein0 = Ec, where Ec = cmeω0/qe. The simulation was
performed with 1600 points per electromagnetic pulse carrier
wavelength along x, 100 points along y and 1608 points per
electromagnetic pulse carrier oscillation. For every species 100
particles per cell were used. The mirror has been modeled as
a dense electron-proton plasma with thickness 1.4c/ω0.
duration of the electron bunch and is limited by its trans-
verse dimensions resulting in ps-long sub-cycle pulses in
the THz frequency range [26–28].
It is important to distinguish TR from the electron-
beam-driven amplification (EBDA) which is the central
subject of the main article. One should note that no TR
exists in a 1D system with translational invariance in y
and z. In 3D, TR is radially polarized with a doughnut-
shaped transverse profile while the EBDA radiation is
linearly polarized with a Gaussian transverse profile for
a linearly polarized Gaussian seed pulse. In addition, the
TR pulse which is dominated by CTR is longer than the
electron beam duration [23] while the EBDA pulse is typ-
ically as long as the electron beam. Due to its Gaussian
shape and shorter pulse duration which corresponds to a
higher central frequency, the EBDA pulse is more colli-
mated than the TR and can be separated in the far-field.
This also implies that the EBDA pulse can be focused
more strongly than the TR pulse. Moreover for compari-
son of the two mechanisms one can use that the TR beam
has a sharp zero in its center, where the EBDA beam has
its largest field strength.
8FIG. 8. Comparison of the peak electric fields from the
electron-beam-driven amplification (EBDA) and transition
radiation (TR) for the parameters of Fig. 2 of the main arti-
cle. The dashed line specifies the expected scaling according
to the undepleted pump beam approximation (UPBA).
For numerical simulations, the 2D set-up is advanta-
geous because it allows us to separate the EBDA radia-
tion from the TR radiation already in the near-field if the
linearly polarized seed pulse is chosen to be Ez-polarized,
where z is the translation invariant direction. The TR
is generated by the Jx current, where x is the electron
beam propagation axis. Thus, it generates TR with the
field components Ex, Ey and Bz. The Ez-polarized seed
pulse drives radiation only with field components Bx, By
and Ez.
Transition radiation is quite intense for the electron
beam parameters considered in the main article. As can
be seen in Figs. 7(a,b), for this example it is more intense
than the EBDA pulse. However, the relative intensity of
TR and EBDA depends on both the seed pulse ampli-
tude and electron beam energy. On one hand, the field
strength of the TR is larger than for EBDA radiation
in case of weak seed pulses but less intense for relativis-
tic seed pulses as can be seen in Fig. 8. On the other
hand, TR becomes weaker for less energetic beams, while
the radiation from EBDA scales (in the ideal case) with
ne/γe (see Sec. ). Despite the fact that electron beam de-
pletion and propagation effects reduce the EBDA for low
electron beam energies, we show in Fig. 7(c,d) that the
EBDA radiation can compete with TR even for weaker
seed pulses and low beam energies.
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