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Abstract
The past decade has seen the development of many shared-
memory graph processing frameworks intended to reduce
the effort of developing high performance parallel applica-
tions. However many of these frameworks, based on Vertex-
centric or Edge-centric paradigms suffer from several issues,
such as poor cache utilization, irregular memory accesses,
heavy use of synchronization primitives or theoretical ineffi-
ciency, that deteriorate over-all performance and scalability.
Recently, a cache and memory efficient partition-centric
paradigm was proposed for computing PageRank [17]. In
this paper, we generalize this approach to develop a novel
Graph Processing Over Partitions (GPOP) framework that is
cache-efficient, scalable and work-efficient. GPOP exploits
the locality of partitioning to dramatically improve the cache
performance of a variety of graph algorithms. It achieves
high scalability by enabling completely lock and atomic
free computation. GPOP’s built-in analytical performance
model enables it to use a hybrid of source and partition
centric communication modes in a way that ensures work-
efficiency each iteration while simultaneously boosting high
bandwidth sequential memory accesses. Finally, the GPOP
framework is designed with programmability in mind. It
completely abstracts away underlying parallelism and pro-
gramming model details from the user, and provides an easy
to program set of APIs with the ability to selectively continue
the active vertex set across iterations. Such functionality is
useful for many graph algorithms but not intrinsically sup-
ported by the current frameworks.
We extensively evaluate the performance of GPOP for a
variety of graph algorithms, using several large datasets. We
observe that GPOP incurs upto 8.6× and 5.2× less L2 cache
misses compared to Ligra and GraphMat, respectively. In
terms of execution time, GPOP is upto 19× and 6.1× faster
than Ligra and GraphMat, respectively.
1 Introduction
Real world problems arising in web and social networks,
transportation networks, biological systems etc. are often
modeled as graph computation problems. Applications in
these domains generate huge amounts of data that require
efficient large-scale graph processing. To this purpose, many
distributed frameworks have been proposed to process very
large graphs on clusters [7, 13, 19, 20]. However, because of
the high communication overheads of distributed systems,
even single threaded implementations of graph algorithms
have been shown to outperform many such frameworks
running on several machines [23].
The growth in DDR capacity also allows large graphs to
fit in the main memory of a single server. Consequently,
many frameworks have been developed for high perfor-
mance graph analytics on multicore platforms [12, 26–28,
31, 34]. However, multi-threaded graph algorithms may in-
cur race conditions and hence, require expensive synchro-
nization (atomics or locks) primitives that can significantly
decrease performance and scalability. Furthermore, graph
computations are characterized by large communication vol-
ume and irregular access patterns that make it challenging to
efficiently utilize the resources even on a single machine [?
].
Recent advances in hardware technologies offer poten-
tially new avenues to accelerate graph analytics, in partic-
ular, new memory technologies, such as Hybrid Memory
Cube (HMC) and scratchpad caches. However, many graph
analytics frameworks are based on the conventional push-
pull Vertex-centric processing paradigm [5, 12, 28, 34], which
allows every thread to access and update data of arbitrary
vertices in the graph. Without significant pre-processing,
this leads to unpredictable and fine-grained random memory
accesses, thereby decreasing the utility of the wide memory
buses and deterministic caching features offered by these
new architectures. Some frameworks and application spe-
cific programs[17, 27, 36, 39] have adopted optimized edge-
centric programming models that improve access locality
and reduce synchronization overhead. However, these pro-
gramming models require touching all or a large fraction
of edges of the graph in each iteration, and are not work
optimal for algorithms with dynamic active vertex sets, such
as bfs, seeded random walk etc. A work inefficient imple-
mentation can significantly underperform an efficient serial
algorithm if the useful work done per iteration is very small.
In this paper, we describe GPOP: a Graph Processing Over
Partitions framework 1 that enhances cache-efficiency and
memory performance to efficiently execute a variety of graph
algorithms. GPOP executes an algorithm as bulk synchro-
nous steps of message exchange between vertex subsets
called partitions (scatter), and message processing (gather).
1https://github.com/souravpati/GPOP
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GPOP also utilizes a hierarchical active list structure to en-
sure that work done in each iteration is proportional to the
number of active edges along with a novel dual communi-
cation mode technique that enables completely sequential
memory accesses while scattering messages from high work-
load partitions. Thus, GPOP extracts maximum performance
from the memory hierarchy while guaranteeing theoretically
efficient implementations.
GPOP provides exclusive ownership of a partition to one
thread to avoid unnecessary synchronization and achieve
good scalability. We utilize this property to develop an easy
to program set of APIs, that completely abstract away the
underlying parallelism from the user and ensure correctness
of the parallel implementation without requiring the user
to lock or atomically update the vertex data. This is in stark
contrast with many popular frameworks [12, 28, 34] where
the burden of ensuring correctness of a parallel program
is left to the user. GPOP also facilitates flexible manipula-
tion and selective continuity of the active vertex set across
iterations, which is not possible with existing frameworks.
The major contributions of our work are as follows:
1. We propose the Graph Processing Over Partitions
(GPOP) frameworkwith novel optimizations that (a) im-
proves cache performance, (b) achieves high DRAM
bandwidth, (c) minimizes synchronization and, (d) en-
sures work efficiency of a given algorithm.
2. GPOP provides an easy to program set of APIs allowing
selective continuity in frontiers across iterations. This
functionality is essential for many algorithms such
as Nibble, Heat Kernel PageRank [29] etc., but is not
supported intrinsically by the current frameworks.
3. GPOP ensures parallel correctness without the use
of locks or atomics and demonstrates good scalability
with upto 17.9× speedup on BFS using 36 threads, over
a sequential implementation.
4. We evaluate the performance of GPOP by executing
a variety of graph algorithms on large real-world and
synthetic datasets. We show that GPOP incurs radi-
cally less cache misses and achieves upto 19× and 6.1×
speedup over Ligra and GraphMat, respectively.
2 Graph Processing Challenges
Typically, graph applications execute iteratively, with a fron-
tier of active vertices in each iteration, until a halting criteria
is met. The performance of a graph analytics framework
depends on the cache efficiency, DRAM communication, use
of synchronization primitives and theoretical efficiency of its
underlying programming model. We say that a parallel im-
plementation is theoretically efficient if the amount of work
done in an iteration is proportional to the number of out-
going edges from active vertices i.e active edges (for single
iteration execution and some applications, such as BFS, this
is equivalent to being work-efficient). Note that theoretical
efficiency implies the work done is optimal for the given al-
gorithm, within constant factors. In this section, we illustrate
several challenges faced by current frameworks, in regard
with the aforementioned aspects.
Vertex-centric (VC) programming is one of the most popu-
lar approaches used in graph processing [20]. Shared-memory
frameworks [12, 28, 34] typically execute an iteration using
either (ref. Algorithm 1)
• Push VC – where the set Va of active vertices (frontier) is
divided amongst worker threads who modify the attributes
of their out-neighbors. In general, synchronization primi-
tives such as atomics are required to ensure correctness of
concurrent threaded access to common out-neighbors; this
can limit the scalability of the program. While atomics can
enable limited number of simple actions (compare and swap,
fetch and add), applications performing a complex set of
operations may require more expensive locks on vertices.
• Pull VC – where threads traverse the in-edges of vertices
andmodify their private attributes, requiring no synchroniza-
tion. However, since edges from active and inactive neigh-
bors are interleaved, all edges need to be probed resulting in
a theoretically inefficient implementation and large runtime
even if only few vertices are active.
Algorithm 1 Vertex-centric push and pull methods
Ni (v)/No(v): in/out neighbors of vertex v
val[v]: attribute ofv (eg. distance in SSSP, parent in BFS)
1: function push(G(V ,E),Va )
2: for v ∈ Va do in parallel
3: for all u ∈ No(v) do
4: val[u] = updateAtomic(val[v],val[u])
5: function pull(G(V ,E))
6: for v ∈ V do in parallel
7: for all u ∈ Ni (v) do
8: val[v] = update(val[v],val[u])
Most frameworks store the graph in a Compressed Sparse
format (CSR or CSC) [? ] which allows efficient sequential
access to edges of a given vertex. However, probing neigh-
bor vertex values generates fine-grained random accesses
as neighbors are scattered. For large graphs, such accesses
increase cachemisses and DRAM traffic, becoming the bottle-
neck in graph processing. Figure 1 is an illustrative example.
Here, > 75% of the total DRAM traffic in a PageRank iteration
is generated by the random vertex value accesses.
To improve locality ofmemory accesses, Edge-Centric (EC)
programming and blocking techniques [8, 27, 39] are also
used. In EC, vertex values are written on edges in a semi-
sorted manner (analogous to bucket sort) to increase spa-
tial locality and cache-line utilization. Blocking restricts the
range of vertices accessed by each thread and thus, improves
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Figure 1. DRAM Traffic generated by random accesses to vertex
data in PageRank
cache hit ratio. While such methods improve cache perfor-
mance, they still incur coarse-grained random accesses limit-
ing the bandwidth of CPU-DRAM communication. Recently,
a Partition-Centric Programming Methodology (PCPM) [17]
for PageRank computation was proposed that avoids random
DRAM accesses and sustains high bandwidth. However, all
of these approaches [8, 17, 27, 39] iterate over all vertices
and edges in the graph, making them theoretically inefficient
and extremely expensive for executing iterations with very
few active vertices.
3 Graph Processing Over Partitions
In this paper, we describe GPOP: a Graph processing frame-
work that enhances cache and memory performance, while
guaranteeing theoretically efficient execution of a variety of
graph algorithms. GPOP can be viewed as a generalization
of partition based Pagerank [17]. Dividing the vertex set
into cacheable disjoint partitions, GPOP implements each
iteration of an algorithm in 2 phases:
1. Inter-partition communication (Scatter)→ In this phase,
the out edges of active vertices in a partition are streamed
in and vertex data is communicated to other partitions in
the form of messages (fig. 2).
2. Intra-partition vertex data updates (Gather) → In this
phase, incoming messages of a partition are streamed
in and the vertex data is updated as per a user-defined
function. This phase also generates a list of vertices that
become active and will communicate in the next iteration.
GPOP processes multiple partitions in parallel during both
phases. For Scatter, each partition is provided a distinct mem-
ory space (called bin) to write its outgoing messages. During
Gather, a single thread has exclusive access to all vertices
in the partitions it processes. Thus, GPOP can communi-
cate and compute vertex data without using synchronization
primitives, such as locks or atomics.
Each thread in GPOP processes one partition at a time.
Within each partition (in either phase), vertex data is reused
while edges and messages are only accessed once. GPOP
ensures high temporal locality since a partition’s vertex data
is designed to fit in the private cache of a core. At the same
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Figure 2. Conceptual demonstration of two phases in GPOP - Core
1 is writing messages in Scatter phase and Core 2 is processing
them in Gather phase. Note that in the actual implementation, all
threads are in the same phase at any given instant of time.
time, GPOP enjoys high spatial locality of message reads and
writes by storing them in consecutive locations in bins. All
threads in GPOP synchronize at the end of each Scatter and
Gather phase to ensure that all partitions have received and
processed all incoming messages before they get overwritten
in the next iteration. Algorithm 2 describes the execution
flow for an iteration of a typical graph application in GPOP.
GPOP chooses between two different scatter modes based
on an analytical model that evaluates the tradeoff in work
done per active edge versus maximizing main memory per-
formance. In particular, GPOP achieves completely sequen-
tial DRAM accesses for scattering partitions with large num-
ber of active edges while slightly increasing the work. How-
ever, in all cases work done is always within a constant
predetermined factor of the number of active edges, thus
guaranteeing theoretical efficiency.
3.1 GPOP System Optimizations
GPOP decreases DRAM communication volume, improves
cache-efficiency and spatial locality while ensuring theoret-
ical efficiency of the underlying implementation through
careful system optimizations, as detailed below.
A. Graph Partitioning: GPOP uses a lightweight index
scheme for partitioning vertices into k disjoint equisized
sets2. Vertex setV p of partition p consists of all vertices with
indices ∈ [p Vk , (p + 1)Vk ) while (Epa ) Ep denotes the set of
(active) out-edges from V p . k is chosen to be the smallest
2Graph partitioning algorithms such as [6, 18] can optimally pack out-
neighbors of vertices into partitions, further reducing the number of
(partition-centric) messages exchanged in GPOP. However there is a trade-
off between pre-processing time and the speedup obtained. To demonstrate
the fundamental performance improvements delivered by GPOP, we down-
play partitioning effects by using only the lightweight scheme described.
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number satisfying both the following performance metrics 1)
Cache-efficiency: We make partitions cacheable - the data for
q = V /k vertices should fit in the largest private cache (L2
cache in Xeon servers). 2) Load balance: there is sufficient
parallelism to avoid threads being completely idle. For this
purpose, we setk ≥ 4t , where t is the number of threads. Hav-
ing more partitions than the number of threads also assists
dynamic load balancing at runtime, especially in algorithms
such as BFS, where workload changes every iteration.
B. Message Generation and Communication: GPOP drasti-
cally reduces total communication volume during Scatter by
aggregating messages. (Active) vertex v generates Pdv mes-
sages (where Pdv denotes its out-partition-degree) - exactly
one message for each of its neighboring partitions (contain-
ing out-neighbors of v). We use rp = (∑i ∈p Pdv )/Ep to de-
note the average aggregation factor of partition p. A message
consists of source vertex data and list of all out-neighbors in
the neighboring partition. For example, in BFS a vertex can
send its visited status or its index (to compute parents in BFS
tree) as the vertex data. These messages are stored within
distinct memory spaces called bins, allotted to each partition-
pair. Specifically, bin[p][q] is used to store all messages from
partition p to partition q within two arrays - data_bin[] and
id_bin[] - for storing vertex data and list of out-neighbors,
respectively. Each bin is pre-allocated the maximum amount
of space required to store all potential messages that can be
exchanged between the corresponding partition-pair.
Algorithm 2 An Iteration of a Graph algorithm in GPOP
PNo(v) → set of neighboring partitions of v
1: for p ∈ sPartList do in parallel ▷ Scatter
2: for all v ∈ V pa do
3: for all q ∈ N po [v] do
4: insert {val[v],V q ∩ No(v)} in bin[p][q]
5: for all v ∈ V pa do ▷ reInit Frontier
6: val[v] = update1(val[v])
7: if !cond1(val[v]) then V pa = V pa \v
8: __synchronize()__
9: for p ∈ дPartList do in parallel ▷ Gather
10: for allmsд ∈ bin[:][p] do
11: for all v ∈msд.id do
12: val[v] = acc(msд.val ,val[v])
13: V pa = V
p
a ∪v
14: for all v ∈ V pa do ▷ filter Frontier
15: val[v] = update2(val[v])
16: if !cond2(val[v]) then V pa = V pa \v
17: __synchronize()__
Each partition p is scattered by one thread at a time with
exclusive access to the corresponding row of bins bin[p][:],
using one of two communication modes:
Source-centric (SC) mode: When the number of active
edges are small, the thread reads and processes only active
vertices inp (lines 2-4, Alg. 2). 1) (Aggregated) messages from
a given active vertex are written (in destination partition
order) into the corresponding bin[p][:] before processing
the next vertex. 2) Successive messages to any partition q
from active vertices in p are written to contiguous addresses
in bin[p][q], labeled as insertion points of bins. The small
number of partitions ensures that all insertion points used
by a thread are likely to fit in the cache, thus enabling efficient
data packing in the cache lines with increased spatial locality.
The SC mode is optimal in terms of work done (≈ rpEpa
messages in expectation), however, a thread will switch par-
titions (bins) being written into which can negatively impact
the sustained memory bandwidth and overall performance.
This motivates an alternate communication mode for GPOP.
Partition-centric (PC) mode: All vertices in V p are scat-
tered. To ensure communication-efficiency, (aggregated)mes-
sages from V p are scattered in partition-centric order, i.e
messages are not interleaved between partitions (lines 2-4,
Alg. 3). Herewe use the Partition-Node bipartite Graph (PNG)
data layout (proposed in [17]) to Scatter. Using this layout, a
thread generates and writes all messages to bin[p][q] before
moving to bin[p][q+1], thereby ensuring completely sequen-
tial DRAM accesses and high sustained memory bandwidth.
PC mode requires all out-edges of a partition to be tra-
versed. Consequently, the order in which messages are writ-
ten always stays the same and adjacency information written
once can be reused across multiple iterations. Messages to
bin[p][q] only need to contain vertex data from p, written
in the same locations of data_bin[] every iteration, while
neighbor identifiers are present in a separate id_bin[] writ-
ten only once during pre-processing, thereby dramatically
reducing DRAM communication volume.
Algorithm 3 GPOP Scatter in Partition-Centric mode
N
p
i (q) → vertices in p that have out-neighbors in q
1: for p ∈ sPartList do in parallel ▷ Scatter
2: for all q ∈ P do
3: for all v ∈ N pi (q) do
4: insert val[v] in bin[p][q]
The PC and SC modes trade off DRAM bandwidth effi-
ciency for slight increase in work (redundant messages). To
achieve the best of both worlds, GPOP analytically evalu-
ates the processing cost and chooses the lower cost mode
individually for each partition each iteration (Sec.3.2).
Finally, during Gather, the thread for partition q exclu-
sively reads all messages from bin[:][q]. These reads generate
completely sequential memory accesses (in both modes). All
messages inbin[:][q] update vertex data of partition q (which
is cached) providing good temporal locality. Thus, GPOP en-
ables atomic and lock-free communication and computation
4
in both phases with improved cache performance. Many ap-
plications also require conditional reinitialization of active
frontier in each iteration (parallel Nibble, Heat Kernel PageR-
ank [29] etc.). GPOP intrinsically supports this functionality.
After processing messages in either phase, user functions
update (cached) data of active vertices and re-evaluate their
active status (lines 5-7, 14-16 in alg. 2).
C. 2-level Active List: If Gather is unaware of the bins that
are empty (not written into at all in the preceding Scatter
phase), it will probe all the bins performing at least θ (k2)
work in the process. Theoretically, probing all partitions
can make the implementation inefficient since k = θ (V )
(partition size is capped by cache size). Practically, even if
k is small (in thousands for very large graphs), k2 can be
large (in millions). This can heavily deteriorate performance,
especially when the useful work done per iteration is very
small, for instance, in the Nibble algorithm [30].
We propose a hierarchical list data structure to avoid
these performance inefficiencies. At the top level, we im-
plement a global list, called дPartList , that enumerates all
partitions (columns of bins) which have received at least one
incoming message in the current iteration. At the second
level, we implement a local list for each partition, called
binPartList , that enumerates all the bins of a given partition
which have received at least one incoming message. Thus,
when a partition p sends a message to partition q during
scatter phase, it inserts (1) the message into bin[p][q], (2) q
into дPartList and (3) p into binPartList[q].
During Gather, the дPartList serves as a queue of tasks to
be executed in parallel. The thread allocated to partition q
processes all bin[:][q] listed in binPartList[q]. Finally, dur-
ing Gather, GPOP also 1) Populates another list (sPartList )
enumerating all partitions with at least one active vertex and
2) For each partition p, creates a frontier V pa of vertices that
will be active in the next iteration.
3.2 Performance Modeling
Next we describe GPOP’s analytical performance model for
choosing the optimal communication mode for each par-
tition. Let si denote the size of a vertex index and sv =
sizeo f (val(v)) denote the size of a message data element
(vertex value), respectively (both assumed 4B for the applica-
tions in this paper). Then the total communication volume
generated by partition p in SC mode is given by:
(V pa + Epa )si + 2(rpEpasv + Epasi )
The first term represents Scatter phase traffic for reading
V
p
a offsets (CSR) and E
p
a edges. These generate messages
containing an expected rpEpa data values and E
p
a destination
IDs (second term) - which are exactly read by the succeeding
Gather phase (factor of 2). Note that it is possible to exactly
count messages in SC but we use rp as a faster approximation.
The PC mode reads rpEp edges and k offsets from the
PNG layout and writes rpEp messages containing only vertex
data. The Gather phase, however, reads both the vertex data
and the destination IDs from these messages. Total DRAM
communication for PC mode is given by:
rpEpsi + ksi + 2rEpsv + Epsi = Ep ((rp + 1)si + 2rsv ) + ksi
Since graph algorithms are mostly memory-bound, we
compute the execution time as a ratio of communication
volume and bandwidth (BWSC or BWPC ). GPOP chooses PC
mode for scattering a partition only if:
Ep ((rp + 1)si + 2rsv ) + ksi
BWPC
≤ 2r
pE
p
asv + 3E
p
asi +V
p
a si
BWSC
(1)
The ratio BWPCBWSC is a user configurable parameter which is
set to 2 by default. Note that although PC mode generates
more messages, it is selected only if it does work within a
constant factor of optimal . Also note thatV pa (E
p
a ) for a parti-
tion can increase or decrease each iteration (depending on the
algorithm). By carefully evaluating the communication mode
individually for each partition, each iteration, GPOP gener-
ates work efficient implementations of graph algorithms that
achieve high bandwidth for DRAM communication.
4 GPOP Programming Interface
We carefully assess the program structure in GPOP to con-
struct the right set of APIs that (a) hide all the details of
parallel programming model from the user and allow an ap-
plication to be described algorithmically, (b) do not restrict
the functionality of the framework and provide enough ex-
pressive power to implement a variety of applications.
In each iteration comprising a Scatter and a Gather phase,
the GPOP back-end calls four main user-defined functions
that steer application development:
1. scatterFunc(node): Called for all (active) vertices dur-
ing (SC) Scatter; should return an (algorithm-specific) value
to propagate (write in bins) to neighbors of node (Eg. alg. 4).
2. initFunc(node): Applied to all active vertices at the end
of Scatter (Alg. 2: lines 5-7). It allows conditional continuation
of a vertex in active frontier i.e. a vertex remains active for
the next iteration if this function returns true. A specific ex-
ample is Alg. 4: lines 4-6, where, if PR[node] ≥ 2ϵ∗deд[node],
then the vertex stays active, irrespective of whether it gets
updated or not during Gather. The programmer can also use
initFunc() to update vertex data before Gather begins. In
Alg. 4, for example, only half the PR of a vertex is retained
after scattering amongst its out-neighbors.
To the best of our knowledge, existing frameworks put the
onus of implementing such selective continuity in the fron-
tier, on the programmer, thus increasing program complexity.
In contrast, GPOP intrinsically provides such functionality
that appreciably reduces programmer effort, both in terms
of length and complexity of the code.
3. gatherFunc(val,node): For all messages read during
Gather phase, this function is called with the data value
and destination vertex of the message as input arguments.
The user can accordingly update the vertex data without
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worrying about atomicity or locking. For example, in paral-
lel Nibble (Alg. 4), the gatherFunc() adds the input value
to the current probability of the node. The concerned vertex
is marked active if the function returns true.
4. filterFunc(node): This function applies to all active ver-
tices in the preliminary frontier built after message process-
ing and can be used to filter out (deactivate) some vertices.
For example, in parallel Nibble, filterFunc() performs the
threshold check on all active vertices. The semantics of this
function are similar to initFunc. It can also be used to up-
date the final aggregated vertex values computed by gath-
erFunc(). For instance, in PageRank (Alg. 6), we use this
function to apply the damping factor to each vertex.
For the case of weighted graphs, the user can define how
the weight should be applied to the source vertex’ value,
using the applyWeight() function.
5 Applications
In this paper, we evaluate the performance of GPOP on five
key applications. Algorithms 4-7 illustrate the respective user
codes in GPOP. Program initialization and iterative calls to
Scatter-Gather execution are similar for all applications and
therefore only illustrated for Alg. 4 (lines 13-17).
Nibble (Alg. 4) - Computes the probability distribution of a
seeded random walk. Nibble is often used for strongly local
clustering [29, 30], where it is mandatory for the parallel
implementation to be work-optimal.
Algorithm 4 Parallel Nibble implementation in GPOP
1: structUF {
2: procedure scatterFunc(node)
3: return PR[node]/(2 ∗ deд[node]);
4: procedure initFunc(node)
5: PR[node] = PR[node]2 ; //update1//
6: return (PR[node] ≥ ϵ ∗ deд[node]); //cond1//
7: procedure gatherFunc(val, node)
8: PR[node]+ = val;
9: return true;
10: procedure filterFunc(node)
11: return (PR[node] ≥ ϵ ∗ deд[node]); //cond2//
12: };
13: function nibble(G,vs ) ▷ vs → start node
14: loadFrontier (G,vs );
15: PR[] = 0; PR[vs ] = 1;
16: while (G . f rontierSize > 0 andMAX_ITER) do
17: scatter_and_дather (&G,UF );
Breadth-First Search (BFS) (Alg. 5) - Used for rooted graph
traversal or search (second kernel in Graph500 [25]). The
scatterFunc returns the ID of the active node; the init-
Func resets the frontier ; and the gatherFunc updates the
parent of a vertex if it was not already visited.
Algorithm 5 Breadth First Search in GPOP
vs → root node
parent[] = {−1};parent[vs ] = vs ;
1: procedure scatterFunc(node)
2: return node;
3: procedure initFunc(node)
4: return false;
5: procedure gatherFunc(val, node)
6: if parent[node] < 0 then
7: parent[node] = val;
8: return true;
9: return false;
10: procedure filterFunc(node)
11: return true;
PageRank (Alg. 6) - A node ranking algorithm; represen-
tative of the crucial SpMV multiplication kernel which is
used in many scientific and engineering applications [2, 32?
]. scatterFunc returns the degree normalized rank of the
input node ; gatherFunc simply accumulates the incom-
ing value into the PageRank of node. Since all vertices are
always active, initFunc and filterFunc are simply used
to reinitialize PageRank values and apply damping factor,
respectively.
Algorithm 6 PageRank computation in GPOP
paдeRank[] = {1/|V |}
1: procedure scatterFunc(node)
2: return pageRank[node]deg[node] ;
3: procedure initFunc(node)
4: paдeRank[node] = 0;
5: return true;
6: procedure gatherFunc(val, node)
7: paдeRank[node] += val;
8: return true;
9: procedure filterFunc(node)
10: paдeRank[node] = (1−d )|V | + d ∗ paдeRank[node] ;
11: return true;
Single Source Shortest Path (SSSP) (Alg. 7) - Finds the
shortest distance to all vertices in a graph from a source
vertex (third kernel in Graph500). The scatterFunc returns
the distance of the active node; initFunc resets the fron-
tier and gatherFunc updates the distance of the node if a
shorter path is found. The additional applyWeight() func-
tion specifies that the sum of edge weight (wt) and source
node distance (val) should be propagated to the neighbors.
Label Propagation - Iteratively, (a seed set of) vertices prop-
agate labels and update their neighbors. Either all labeled
vertices or vertices whose labels changed in current iteration
may become active in the next iteration. Label propagation
can be used for learning, community detection, connected
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Algorithm 7 SSSP computation in GPOP
distance[] = {∞};distance[vs ] = 0;
1: procedure scatterFunc(node)
2: return distance[node];
3: procedure initFunc(node)
4: return false;
5: procedure gatherFunc(val, node)
6: if val < distance[node] then
7: distance[node] = val;
8: return true;
9: return false;
10: procedure filterFunc(node)
11: return true;
12: procedure applyWeight(val, wt)
13: return (val + wt);
components, location detection etc [10, 38]. In this paper,
we evaluate the performance of connected components al-
gorithm for which the gatherFunc() selects the minimum
label and returns true if the label of the node changes. For
brevity, we do not show the pseudocode for this application.
The programs (alg.4-7) show that diverse applications can
be implemented in GPOP with few lines of code and minus-
cule changes in the user-defined functions.
6 Evaluation
6.1 Experimental Setup
We conduct experiments on the following 2 machines
1. M1: a dual-socket Broadwell server with two 18-core Intel
Xeon E5-2695 v4 processors running Ubuntu 16.04.
2. M2: a dual-socket Ivybridge server with two 8-core Intel
Xeon E5-2650 v2 processors running Ubuntu 14.04.
The important properties of these machines are listed in
table 1. Memory bandwidth is measured using STREAM
benchmark [22]. We compile GPOP using G++ 6.3.0 and
parallelize it using OpenMP version 4.5. Partition size in
GPOP is set to 256 KB (same as L2 cache). Unless explicitly
stated otherwise, the results depict performance using 36
threads onM1 and 16 threads onM2.
Table 1. System Characteristics
M1 M2
Socket L3 cache 45 MB 25 MB
Core L1d cache 32 KB 32 KBL2 cache 256 KB 256 KB
Main
Memory
size 1 TB 128 GB
Copy BW 55.1 GBps 43.7 GBps
Add BW 64.2 GBps 48.8 GBps
We observe that the scaling and performance of GPOP
relative to other frameworks is better onM2 as compared to
M1. This is due to the higher BW#cores ratio ofM2 that boosts
GPOP, and the smaller L3 cache in M2 that hurts random
access performance of the baseline frameworks. For brevity,
we only report the results for M1 in this paper, with the
exception of L2 cache misses. Due to insufficient permissions
onM1, the L2 cache statistics could only be collected onM2.
Cache performance is measured using Intel Performance
Counter Monitor [33].
We use large real world and synthetic graph datasets to
evaluate the performance of GPOP. Table 2 lists the real-
world datasets used in the experiments. Soclj,Google+, Twitter
and Friendster are social networks ; Pld and Sd1 are hyperlink
graphs extracted by web crawlers. The synthetic graphs used
in this paper are generated by RMAT graph generator with
default settings (scale-free graphs) and degree 16.
Table 2. Graph Datasets
Dataset Description # Vertices # Edges
soclj [15] LiveJournal 4.84 M 68.99 M
gplus [11] Google+ 28.94 M 462.99 M
sd1 [24] Subdomain graph 94.95 M 1937.49 M
pld [24] Pay-Level-Domain 42.89 M 623.06 M
friendster [15] social network 68.35 M 2568.14 M
twitter [15, 16] follower network 61.58 M 1468.36 M
rmat<n> [9] synthetic graph 2n M 16 ∗ 2n M
6.2 Results
6.2.1 Comparison with Baselines
We choose to compare the performance of GPOP against 2
most popular frameworks - Ligra [28] and GraphMat [31] ,
which are representatives of Vertex-centric push-pull method-
ology and Scatter-Gather based Sparse Matrix computation,
respectively. GraphMat only supports graphs with < 231
edges and cannot process the Friendster graph.
To explore the overall benefit of dual communication
modes in GPOP (section 3), we also measure the runtime
with only SC mode scatter (GPOP_SC). For the parallel Nib-
ble algorithm, the GraphMat implementation is not available
and we only compare against Ligra implementation given
in [29].
Execution Time: Figure 3 provides the normalized runtime
of the five graph algorithms discussed in section 5 imple-
mented using GPOP and baseline frameworks. GPOP con-
sistently outperforms GraphMat for all the algorithms by
2 × −6.1× speedup on large datasets. Except BFS, GPOP exe-
cutes all other algorithms faster than Ligra achieving upto
19× speedup for PageRank.
GPOP executes PageRank and Label Propagation dramati-
cally faster than both Ligra and GraphMat. The speedup is
more substantial for large graphs such as Friendster where
the cache and memory bandwidth optimizations of GPOP
become extremely crucial for performance. Further, in PageR-
ank, all vertices are always active allowing GPOP to use the
high performance PC mode throughout the course of the
7
02
4
6
8
soclj gplus pld twitter sd1 friendster
N
o
rm
. E
xe
cu
ti
o
n
 T
im
e
Breadth First Search
0
5
10
15
20
soclj gplus pld twitter sd1 friendster
N
o
rm
. E
xe
cu
ti
o
n
 T
im
e
PageRank
0
2
4
6
8
10
soclj gplus pld twitter sd1 friendster
N
o
rm
. E
xe
cu
ti
o
n
 T
im
e
Label Propagation
0
1
2
3
4
soclj gplus pld twitter sd1 friendster
N
o
rm
. E
xe
cu
ti
o
n
 T
im
e
Single Source Shortest Path
0
1
2
3
4
5
soclj gplus pld twitter sd1 friendster
N
o
rm
. E
xe
cu
ti
o
n
 T
im
e
Parallel Nibble algorithm
Figure 3. Comparison of Execution time (normalized with GPOP runtime) for various Graph algorithms
algorithm. For both PageRank and Label Propagation, GPOP
is 1.8 × −3.4× faster than GPOP_SC.
In case of BFS, the pull direction optimization in Ligra
enables early termination of loops (iterating on adjacency
lists), drastically reducing the number of edges traversed.
GPOP and GraphMat do not support pull direction method-
ology and traverse all active edges. However, GPOP is still
0.61×−0.95× as fast as Ligra. For comparison, we also show
that BFS in Ligra without direction optimization (Ligra_Push)
is upto 3.06× slower than GPOP. GraphMat iterations are
not theoretically efficient and do O(V ) work in traversing
the frontier. In comparison, BFS in GPOP is work-efficient
providing 4× and 6× speedup over GraphMat for Sd1 and
Pld graphs, respectively.
For SSSP, GPOP achieves upto 2.9× and 2.6× speedup over
Ligra andGraphMat, respectively. Ligra converges faster (2.7×
less edges traversed in sd1) because of asynchronous updates
i.e. any change in a vertex’ distance is immediately visible
to its neighbors in the same iteration. Conversely, GPOP
and GraphMat implement Jacobi-style Bellman Ford [? ] in
which distance updates are only visible in the next iteration.
Therefore, Ligra execution time is comparable to GPOP for
Sd1 and Pld graphs, respectively. Asynchronous updates can
also be enabled in GPOP by scattering the pointer to vertex
values instead of value itself. The Gather phase will chase
the pointers to obtain the value of source vertex. This is a
trade-off between cache efficiency and quick convergence
and the programmer has to choose wisely.
In parallel Nibble, the algorithm explores very few ver-
tices in local neighborhood of the seed set, enabling good
cache performance even in Ligra. The frontiers are also small
and GPOP is unable to utilize the PC mode for high mem-
ory performance. Consequently, unlike BFS and SSSP, both
GPOP and GPOP_SC provide similar performance for Nib-
ble algorithm. Since all threads are updating a small set of
vertices, GPOP benefits by the atomic free updates. Further-
more, the Ligra implementation [29] uses hash-based sparse
data structures and suffers from hash collisions. Instead, our
implementation uses an array to store probabilities but still
achieves theoretical efficiency by amortizing the cost of read-
ing the graph and initialization, for multiple runs of Nibble.
Cache Performance: We report the absolute L2 cachemisses
of GPOP and the baselines, for PageRank, Label Propagation
and SSSP (table 3). Because of the cache optimizations ex-
plained in section 3, GPOP incurs dramatically lesser cache
misses than GraphMat and Ligra for almost all datasets and
algorithms. For PageRank, GPOP exhibits an average reduc-
tion of 8.6× and 5.8× in L2 misses, compared to Ligra and
GraphMat, respectively. In case of Label Propagation, num-
ber of L2 misses in GPOP are 2.8× and 1.5× fewer on average
than Ligra and GraphMat, respectively. GraphMat has better
cache efficiency than Ligra because of its highly optimized
SpMV engine.
As explained earlier, SSSP in Ligra is able to converge
faster with less edge traversal in comparison to GPOP and
GraphMat. Even with more work and memory references,
GPOP still outperforms Ligra by upto 1.6× reduction in cache
misses. GraphMat traverses the same number of edges as
GPOP and incurs upto 2.2× more cache misses. The perfor-
mance improvements for soclj are modest because of the
small size of the graph.
6.2.2 Scalability
We evaluate the scalability of GPOP using PageRank and BFS
algorithms. We measure the runtime of these algorithms on
synthetic graphswith size ranging from
{
rmat22, |E | = 64M}
to
{
rmat27, |E | = 2048M}.
Strong scaling (figure 4): GPOP demonstrates very good
scalability for BFS, achieving upto 17.9× speedup over a
sequential implementation, using 36 threads. Note that the
8
Table 3. Comparison of L2 Cache Misses incurred by GPOP
Application Datasets GPOP Ligra GraphMat
PageRank
gplus 1.3 B 9.9 B 4.2 B
sd1 4.52 B 52.7 B 19.4 B
twitter 3.43 B 34.2 B 16.3 B
pld 1.66 B 16.7 B 6.9 B
friendster 7.57 B 38.7 B -
soclj 0.17 B 1.17 B 2.1 B
Label
Propagation
gplus 1.84 B 3.85 B 2.29 B
sd1 6.74 B 24.8 B 10.5 B
twitter 2.74 B 8.2 B 4.82 B
pld 2.33 B 5.65 B 3.16 B
friendster 12.2 B 31.55 B -
soclj 0.75 B 0.36 B 0.1 B
SSSP
gplus 0.81 B 0.78 B 1.4 B
sd1 4.16 B 5.5 B 7.86 B
twitter 1.56 B 2.34 B 3.36 B
pld 1.17 B 1.31 B 2.47 B
friendster 3.7 B 6.1 B -
soclj 0.113 B 0.096 B 0.08 B
speedup is higher for large datasets that perform more work
per iteration reducing the relative overhead of parallelization
and synchronization.
In case of PageRank, GPOP achieves upto 10.5× speedup
with 36 threads and scales poorly after 16 threads. This is
because PageRank always uses PC mode scatter and nearly
saturates the bandwidth with ≈ 20 threads. Therefore, in-
creasing number of threads to 36 while keeping memory
bandwidth constant does not improve overall performance.
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Figure 4. Strong scaling of GPOP for PageRank and BFS
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Weak scaling (figure 5): The execution time of BFS in-
creases only 4× with a 32× increase in the problem size.
When executing small graphs on few threads, GPOP creates
very few partitions. This results in very efficient message ag-
gregation and reduced DRAM communication volume that
improves the performance of small graphs. Due to the NUMA
effect, we also observe a steeper increase in execution time
when number of threads increases from 16 to 32.
PageRank executes completely in PC mode and the exe-
cution time increases only by 2.5× with a 16 fold increase
in the problem size from rmat22 to rmat26. However, due to
memory bandwidth limits explained earlier, we see a sharp
increase of 1.9× from rmat26 to rmat27 dataset.
6.2.3 Communication Mode Comparison
As explained in section 3, GPOP uses dual Partition-centric
and Source-centric communication modes during Scatter
phase. Here, we compare the performance of these modes
individually (GPOP_SC and GPOP_PC) and in conjunction
(GPOP).
Figure 6 depicts the execution time of each iteration for
BFS, Label Propagation and SSSP (Bellman-Ford), for two of
the largest datasets used in this paper - friendster and rmat27.
In BFS and SSSP, frontier is dense in the middle iterations
and very sparse in the initial and last few iterations. In Label
Propagation, all vertices are active initially and the frontier
size decreases as algorithm proceeds.
Execution time of GPOP_PC stays constant for almost all
but a few iterations. This is because in these iterations, the
2-level hierarchical list prevents scattering of partitions with
no active vertices. Runtime of GPOP_SC varies drastically
with frontier size and is larger than GPOP_PC for iterations
with large number of active vertices. GPOP achieves the best
of both worlds by analytically predicting and choosing the
mode with better performance. In almost all iterations, GPOP
executes faster than both GPOP_SC and GPOP_PC which
empirically validates our analytical model (section 3.2).
7 Related Work
Pregel [20] was one of the earliest (distributed-memory)
graph processing frameworks that proposed the Vertex-centric
(VC) programming model with the Gather-Apply-Scatter
(GAS) abstraction. Many shared memory graph analytic
frameworks [12, 28, 34] also adopt the VCmodel with push or
pull direction execution (algorithm 1). The direction optimiz-
ing BFS[? ] performs a frontier dependent switch between
the two directions. Ligra [28] is a framework that general-
izes this idea to other graph algorithms. However, it requires
atomic instructions and the push-pull methodology is not
cache and memory efficient, as discussed in section 2.
Several works [3, 8, 27, 31, 36] borrow the 2-phased GAS
abstraction (also used by GPOP) and avoid use of synchro-
nization primitives on shared-memory platforms. GraphMat
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Figure 6. Iteration-wise execution time of GPOP with different communication modes on friendster and rmat27 graphs
[31] maps graph algorithms to efficient Sparse Matrix (SpM)
kernels but its bit-vector representation of frontier requires
O(V ) work in each iteration. X-Stream uses Edge-centric
programming and performs O(E) traversal in each iteration.
Modified EC or blocking techniques [8, 36] have also been
utilized to improve locality and cache performance. The
partitioning based PageRank [17] sequentializes memory
accesses to enhance sustained bandwidth. However, these
works [8, 17, 36] are only applicable to Sparse Matrix Dense
Vector multiplication or PageRank computation, where all
vertices are active.
The 2-phased SpMSpV algorithm of [3] buckets the columns
corresponding to non-zero entries in the SpV and merges
them to compute the product. It keeps a constant number of
buckets to ensure work efficiency. However, for large graphs,
the number of vertices in a bucket can outgrow the cache
capacity, resulting in high cache miss ratio. Unlike [3], GPOP
caps the partition size to ensure cacheability of vertices and
still achieves work-efficiency using the 2-level Active List.
A key difference between other shared-memory frame-
works using GAS [3, 8, 27, 31, 36] and GPOP is commu-
nication volume and memory efficiency. The former typi-
cally generate messages for neighboring vertices and prop-
agate them in a Source-centric fashion. In contrast, GPOP
aggregates messages to neighboring partitions and optimally
switches between dual communication modes, thus reducing
DRAM traffic while simultaneously increasing bandwidth.
Some frameworks trade off programmability and prepro-
cessing overheads for performance. Polymer [34] is a NUMA-
aware framework that reduces random accesses to remote
nodes, generated by its underlying Ligra engine. However,
these benefits come at the cost of heavy preprocessing and
storage requirements. Further, NUMA-aware partitioning
has been shown to worsen the performance for some al-
gorithms such as BFS [21]. Grazelle [12] deploys NUMA
optimizations along with vectorized loop processing to im-
prove performance of pull direction VC. While we do not
focus on these aspects in this paper, NUMA awareness can
be instilled in GPOP because of the explicit communication
and high access locality, and sequential accesses to bins can
be vectorized. The programming interface of Polymer and
Grazelle is also quite complex and requires hundreds of lines
of code to be written for simple applications, such as BFS.
Domain Specific Languages (DSL) are another line of re-
search in high performance graph analytics. Green-Marl [14]
is a popular DSL that allows users to write graph algorithms
intuitively and relies on its compiler to extract parallelism
and performance. GraphIt [35] allows user to explore the
trade off space of various optimizations (push vs pull, dense
vs sparse frontier, NUMA partitioning etc). Perhaps, cache
and memory optimizations in GPOP can also become a part
of such languages in the future.
8 Conclusion
In this paper, we presented the GPOP framework for graph
processing, which achieves high cache and memory perfor-
mance while guaranteeing theoretical efficiency. It also al-
lows completely lock and atomic free computation, enabling
good scalability.
We carefully developed the user interface of GPOP keeping
ease of programming inmind and showed how various graph
algorithms can be implemented with miniscule changes in
user code.
We compared GPOP against Ligra (Vertex-centric push-
pull programming) and GraphMat (Sparse Matrix operations
with Vertex-centric GAS abstraction) by running various
10
graph algorithms on large datasets. GPOP incurs dramat-
ically less L2 cache misses than the baseline frameworks
and is upto 19× and 6.1× faster than Ligra and GraphMat,
respectively. We found that DRAM bandwidth for sequential
accesses is a limiting factor for GPOP’s performance. Hence,
execution can be further accelerated by using high band-
width memory platforms, such as Hybrid Memory Cube.
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