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Abstract Part 1. The representation of even numbers as the sum of two odd primes and the
distribution of primes in short intervals were investigated in this paper. A main theorem was proved.
It states: There exists a finite positive number n0 such that for every number n greater than n0, the
even number 2n can be represented as the sum of two odd primes where one is smaller than
√
2n and
another is greater than 2n−√2n.
The proof of the main theorem is based on proving the main assumption ”at least one even number
greater than 2n0 can not be expressed as the sum of two odd primes” false with the theory of linear
algebra. Its key ideas are as follows (1) For every number n greater than a positive number n0, let
Qr = {q1, q2, · · · , qr} be the group of all odd primes smaller than
√
2n and gcd(qi, n) = 1 for each
qi ∈ Qr where qr <
√
2n < qr+1. Then the even number 2n can be represented as the sum of an
odd prime qi ∈ Qr and an odd number di = 2n − qi. (2) Based on the main assumption, all the odd
numbers di should be composite, then a group of linear algebraic equations can be formed and with
the solutions qi ∈ Qr. (3) When a contradiction between the expectation and the actual results of the
solutions is obtained, the main assumption is proved false so that the main theorem is proved.
It has been found that n0 = 31, 637. Based on the main theorem and by verifying for n ≤ n0, it was
proved that for every number n greater than 1, there are always at least one pair of primes p and q
which are symmetrical about the number n so that even numbers greater than 2 can be expressed as
the sum of two primes. Hence, Goldbach’s conjecture was proved.
Also based on the main theorem, some theorems of the distribution of primes in short intervals were
proved. By these theorems, the Legendre’s conjecture, the Oppermann’s conjecture, the Hanssner’s
conjecture, the Brocard’s conjecture, the Andrica’s conjecture, the Sierpinski’s conjecture and the
Sierpinski’s conjecture of triangular numbers were proved and the Mills’ constant can be determined.
Part 2. The representation of odd numbers as the sum of an odd prime and an even semiprime, and the
distribution of primes in short intervals were investigated in this paper. A main theorem was proved.
It states: There exists a finite positive number n0 such that for every number n greater than n0, the
odd number 2n+ 1 can be represented as the sum of an odd prime p and an even semiprime 2q where
q is an odd prime smaller than
√
2n and p is greater than 2n+ 1− 2√2n.
The proof of the main theorem is based on proving the main assumption ”at least one odd number
greater than 2n0 + 1 can not be expressed as the sum of an odd prime and an even semiprime where
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n0 ≥ 2” false with the theory of linear algebra. Its key ideas are as follows (1) For every number n
greater than a positive number n0, let Qr = {q1, q2, · · · , qr} be the group of all odd primes smaller
than
√
2n and gcd(qi, 2n + 1) = 1 for each qi ∈ Qr where qr <
√
2n < qr+1. Then the odd number
2n+ 1 can be represented as the sum of an even semiprime 2qi and an odd number di = 2n+ 1− 2qi
where qi ∈ Qr. (2) If all the odd numbers di are composite, then a group of linear algebraic equations
can be formed and with the solutions qi ∈ Qr. (3) When a contradiction between the expectation and
the actual results of the solutions is obtained, the main assumption is proved false so that the main
theorem will be proved.
It has been found that n0 = 19, 875. Based on the main theorem and by verifying for n ≤ n0, it was
proved that for every number n greater than 2, there are always at least one pair of primes p and q
so that all odd integers greater than 5 can be represented as the sum of an odd prime and an even
semiprime. Therefore, Lemoine’s conjecture was proved.
Also based on the main theorem, some theorems of the distribution of primes in short intervals were
given out and proved. By these theorems, the Legendre’s conjecture and the Andrica’s conjecture were
proved and the Mills’ constant can be determined.
Part 3. It was proved in this paper that:
(1) Let R2(x) denote the number of odd prime pairs p and x− p for 3 ≤ p ≤ x/2. Then for large even
numbers x, a positive number N always exists such that the inequalities
R∗2(x,N) ≤ R2(x) < R∗2(x,N + 1)
hold where
R∗2(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
,
and R2(x) is asymptotically equal to
R2(x) = αxLi2(x) +O(
√
x log x)
where αx is a positive constant dependent of x(mod 6).
(2) Let R3(x) denote the number of odd prime pairs p and x− 2p for 3 ≤ p ≤ (x− 3)/2. Then for large
odd numbers x, a positive number N always exists such that the inequalities
R∗3(x,N) ≤ R3(x) < R∗3(x,N + 1)
hold where
R∗3(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
,
and R3(x) is asymptotically equal to
R3(x) = αxLi2(x) +O(
√
x log x)
where αx is a positive constant dependent of x(mod 6).
Part 4. It is proved in this paper that there exists a finite positive number x0 such that for every
positive number x = pn+1 + 1 greater than x0, there is asymptotically
pi+1 − pi = O(log2 pi)
and
lim sup
i→∞
pi+1 − pi
log2 pi
= c
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where pi is the ith prime number, and c is a positive constant and proposed equal to 2e
−γ where γ is
Euler’s constant.
Part 5. The representation of even numbers as the difference of two consecutive primes investigated
in this paper. A basic theorem was proved. It states: Every even number is the difference of two
consecutive primes in infinitely many ways.
To prove the basic theorem, we proved that:
(1) At least an even number is the difference of two consecutive primes in infinitely many ways.
(2) Let 2m1 denote the smallest difference of two consecutive primes in infinitely many ways, then any
other difference of two consecutive primes in infinitely many ways should be the multiple of 2m1.
(3) The smallest difference of two consecutive primes in infinitely many ways should be equal to 2.
(4) For k = 1, 2, · · · , every even number 2k is the difference of two consecutive primes in infinitely many
ways.
Based on the basic theorem, it was proved that:
(1) There are infinitely many twin primes p and p+ 2.
(2) There are infinitely many cousin primes p and p+ 4.
(3) There are infinitely many sexy primes p and p+ 6.
(4) There are infinitely many pairs of consecutive primes p and p+ 2k for k = 1, 2, · · · .
Part 6. Let π2k(x) be the number of odd prime pairs p and p + 2k such that p ≤ x and 1 ≤ k ≤ √x.
It was proved that:
(1) For large numbers x, the number π2k(x) satisfies
π∗2k(x,N) ≤ π2k(x) < π∗2k(x,N + 1)
where N is a positive number and
π∗2k(x,N) = a2k
x
log2 x
N∑
n=1
n!
logn−1 x
where a2k is a positive constant dependent of the number k.
(2) A pair of positive numbers x and N always exist such that the number π2k(x) satisfies
π2k(x)− π∗2k(x,N) < a2k(x log x)1/2.
(3) For large numbers x, π2k(x) is asymptotically equal to
π2k(x) = a2kLi2(x) +O(
√
x log x).
Part 7. It is proved in this paper that there exists a big positive number n0 such that for any big
positive number n ≥ n0 if the numbers n + 1, n + 2, n + 3, · · · , n2 with n > 1 are arranged in n − 1
rows each containing n numbers and the number k satisfies 1 ≤ k ≤ n and gcd(k, n) = 1, then the kth
column contains at least one prime number.
Hence, the Schinzel & Sierpin´ski’s conjecture was proved.
Part 8. It is proved in this paper that if a polynomial
f(x) = anx
n + an−1x
n−1 + · · ·+ a1x+ a0 = f¯(x) + a0
in one variable with positive degree and integer coefficients which satisfy the following three necessary
conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n − 1, (2) the polynomial is irreducible
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over the integers, and (3) as m runs over the positive integers the numbers f(m) should not share a
common factor greater than 1, and f(x) can be converted to a new polynomial f(x) such that the
integer coefficients of the new polynomial f(x) satisfy the above three necessary conditions and the two
conditions: (4) the inequality (n+ 1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1, then f(m) is
prime for infinitely many positive integers m.
Part 9. The number of Bunyakovsky primes not greater than f(x) was investigated and a main theorem
was given out and proved in this paper, which states: For every number x greater than x0, there are
always Bunyakovsky primes in the region [x1, x] where f(x1 − 1) ≤
√
f(x) < f(x1). Let denote the
number of Bunyakovsky primes in the region [x1, x] by τ (x) and the number of Bunyakovsky primes
not greater than f(x) by πf (x), respectively. Then
τ (x) ≥ αf x
log x
+ βfπ(
√
x)
√
x
2 log x
≥ 1
where αf and βf are positive constants dependent of the polynomial f(x).
Based upon the main theorem, it was proved that:
(1) The number of Bunyakovsky primes not greater than f(x) satisfies
π∗f (x,N) ≤ πf (x) < π∗f (x,N + 1)
where N is a positive number and
π∗f (x,N) = αf
x
log x
N∑
n=0
n!
logn x
.
(2) For any positive number x ≥ 105 a positive number N always exists such that the number of
Bunyakovsky primes not greater than f(x) satisfies
πf (x)− π∗f (x,N) < αf (x log x)1/2.
(3) For large numbers x, πf (x) is asymptotically equal to
πf (x) = αfLi(x) +O(
√
x log x).
Part 10. The representation of even numbers as the sum of one odd prime and the product of a group
of distinct odd primes was investigated in this paper. A basic theorem was proved. It states: For any
finite positive number s > 1, there exists a finite positive number ns such that for every number n
greater than ns, the even number 2n can be represented as the sum of one odd prime and the product
of a group of s distinct odd primes where the prime is smaller than log2θ(2n) and the product is greater
than 2n− log2θ(2n) where 1 ≤ θ and log2θ(2n) < √2n.
The proof of the basic theorem is based on proving the main assumption ”at least one even number
greater than 2ns can not be expressed as the sum of one odd prime and the product of a group of s
distinct odd primes” false with the theory of linear algebra. Its key ideas are as follows (1) For every
number n greater than a positive number ns, let Qr = {q1, q2, · · · , qr} be the group of all odd primes
smaller than logθ(2n) and gcd(qi, n) = 1 for each qi ∈ Qr where qr < logθ(2n) < qr+1. Then the even
number 2n can be represented as the sum of the product of a group of s distinct odd primes λiqi and
an odd number di = 2n − λiqi. (2) If all the odd numbers di are composite, then a group of linear
algebraic equations can be formed and with the solutions qi ∈ Qr. (3) When a contradiction between
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the expectation and the actual results of the solutions is obtained, the main assumption is proved false
so that the basic theorem is proved.
Part 11. The representation of odd numbers as the sum of one even semiprime and the product of a
group of distinct odd primes was investigated in this paper. A basic theorem was proved. It states: For
any finite positive number s > 1, there exists a finite positive number ns such that for every number n
greater than ns, the odd number 2n+ 1 can be represented as the sum of one even semiprime and the
product of a group of s distinct odd primes where the even semiprime is smaller than 2 log2θ(2n) and
the product is greater than 2n+ 1− 2 log2θ(2n) where 1 ≤ θ and log2θ(2n) < √2n.
The proof of the basic theorem is based on proving the main assumption ”at least one odd number
greater than 2ns + 1 can not be expressed as the sum of one even semiprime and the product of a
group of s distinct odd primes” false with the theory of linear algebra. Its key ideas are as follows (1)
For every number n greater than a positive number ns, let Qr = {q1, q2, · · · , qr} be the group of all
odd primes smaller than logθ(2n) and gcd(qi, 2n+1) = 1 for each qi ∈ Qr where qr < logθ(2n) < qr+1.
Then the odd number 2n + 1 can be represented as the sum of the product of a group of s distinct
odd primes λiqi and an even number 2di = 2n + 1 − λiqi where di is an odd number. (2) If all the
odd numbers di are composite, then a group of linear algebraic equations can be formed and with the
solutions qi ∈ Qr. (3) When a contradiction between the expectation and the actual results of the
solutions is obtained, the basic theorem will be proved.
Part 12. It is proved in this paper that for any finite positive number k ≥ 2, let f1(x), f2(x), · · · , fk(x)
be irreducible polynomials over the integers, with integral coefficients and positive leading coefficient.
Assume that the following condition holds: there does not exist any integer d > 1 dividing all the
products f1(m)f2(m) · · · fk(m), for every integer m, and the polynomial
f(x) =
k∏
i=1
fi(x) = anx
n + an−1x
n−1 + · · ·+ a1x+ a0 = f¯(x) + a0
can be converted to a new polynomial f(x) such that the integer coefficients of the new polynomial
f(x) satisfy the above conditions and the following conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for
i = 1, 2, · · · , n − 1, (4) the inequality (n + 1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1,
then there exist infinitely many natural numbers m such that all numbers f1(m), f2(m), · · · , fk(m) are
primes.
Part 13. Let κk(x) denote the number of prime k-tuples in every admissible pattern for a prime
constellation (p, p+ 2c1, p+ 2c2, · · · , p+ 2ck−1) for k ≥ 2 and 0 < c1 < c2 < · · · < ck−1 where p ≤ x.
Then for large numbers x, the number κk(x) satisfies
κk(x) ≥ ak x
logk x
+ bk
x
logk+1 x
where ak and bk are positive constants dependent of the number k.
Based upon the result, it was proved that:
(1) The number κk(x) satisfies
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
where N is a positive number and
κ∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
.
(2) For any small positive value ǫ(x), a pair of positive numbers x and N always exist such that the
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number κk(x) satisfies
κk(x)− κ∗k(x,N) < ǫ(x) akx
logk x
.
Especially ǫ(x) can be equal to log
k+1/2 x
(k−1)!√x such that for any positive number x ≥ 105, the number κk(x)
satisfies
κk(x)− κ∗k(x,N) < ak
(k − 1)! (x log x)
1/2.
(3) For large numbers x, κk(x) is asymptotically equal to
κk(x) = akLik(x) +O(
√
x log x) and Lik(x) =
∫ x
2
dt
logk t
where ak is a positive constant dependent of the number k.
Part 14. Let the Schinzel prime k-tuples be in every admissible pattern for a prime constellation
(f1(m), f2(m), · · · , fk(m)) for k ≥ 1. Let κk(x) denote the number of Schinzel prime k-tuples and
τk(x) denote the number of Schinzel prime k-tuples in a region [ξi, x].
Then, for every number x greater than a positive number x0, the inequalities
τk(x) ≥ ak x
logk x
+ bk
π(
√
x)
√
x
2 logk x
≥ 1
always hold such that there are an infinite number of Schinzel prime k-tuples in every admissible
pattern. Hence for large numbers x, κk(x) satisfies the inequalities
κk(x) ≥ ak x
logk x
+ bk
x
logk+1 x
where ak and bk are positive constants dependent of the number k.
Based upon the main theorem, it was proved that:
(1) The number κk(x) satisfies
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
where N is a positive number and
κ∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
.
(2) For any small positive value ǫ(x), a pair of positive numbers x and N always exist such that the
number κk(x) satisfies
κk(x)− κ∗k(x,N) < ǫ(x)ak x
logk x
.
Especially ǫ(x) can be equal to log
k+1/2 x
(k−1)!√x such that for any positive number x ≥ 105, the number κk(x)
satisfies
κk(x)− κ∗k(x,N) < ak(k − 1)! (x log x)
1/2.
(3) For large numbers x, κk(x) is asymptotically equal to
κk(x) = akLik(x) +O(
√
x log x) and Lik(x) =
∫ x
2
dt
logk t
where ak is a positive constant dependent of the number k.
Part 15. Let πf (x) denote the number of primes f(q) where f is a Bunyakovsky’s polynomial with a
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positive degree n and 0 < q ≤ x. It is proved in this paper that there are constants α > 0 and αf > 0
such that as x→∞,
πf (x) =
αf
n
∫ x
2
du
log u
+O(xe−
1
2
α
√
log x).
Part 16. For any finite positive number k ≥ 1, let f1(x), f2(x), · · · , fk(x) be irreducible polynomials
over the integers, with positive leading coefficients. Assume that the following condition holds: there
does not exist any integer d > 1 dividing all the products f1(m)f2(m) · · · fk(m), for every integer m.
Let πk(x) denote the number of natural numbersm ≤ x such that all numbers f1(m), f2(m), · · · , fk(m)
are primes. It is proved in this paper that as x→∞,
πk(x) =
αk
D
∫ x
2
du
logk u
+O(xe−
1
2
α
√
log x)
where α > 0 and αk > 0 are constants, and D is the product of the degrees of the polynomials. Then
based on the prime number theorem for a group of polynomials of arbitrary degree, the prime number
theorems for twin primes and Sophie Germain primes can be proved.
Part 17. It is pointed out in this paper that there is a fatal fault in the proof of Maier’s theorem
proposed in H. Maier’s paper in 1985 such that the Maier’s theorem should be false.
With corrections of the proof of Maier’s theorem, it is proved in this paper that: Let Φ(x) :=
(log x)λ, λ ≥ 2. Then as x→∞ there is
lim
x→∞
π(x+ Φ(x))− π(x)
Φ(x)/ log x
= 1.
Part 18. Based on a theorem for the numbers of primes in short intervals, some conjectures of distri-
bution of primes in short intervals are proved true.
Part 19. A theorem for the numbers of integers with k prime factors in short intervals was proved in
this paper, which states: Let g(x) = (log x)λ, λ ≥ 2. Let πk(x) denote the number of positive integers
not exceeding x that can be written as the product of exactly k distinct primes. For any finite positive
number k ≥ 1, there exists a finite positive number xk such that for every positive number x greater
than xk, the number of integers with k prime factors in the interval (x, x+g(x)] is asymptotically equal
to
πk(x+ g(x))− πk(x) = g(x)(log log x)
k−1
(k − 1)! log x + o(
g(x)(log log x)k−1
(k − 1)! log x ).
Part 20. Problems on irreducible polynomials were investigated in this paper. Some theorems were
proved as follows
(1) For a polynomial fn(X) ∈ Z(X) and
fn(X) = anX
n + an−1X
n−1 + · · ·+ a1X1 + a0
where a prime p|an, if fn−1(X) is irreducible over Q(X) and f¯n−1(X) = fn−1(X) where f¯n−1(X) ≡
fn−1(X)(mod p), then fn(X) is irreducible over Q(X).
(2) For any positive integer n, the polynomial
sn(x) = 1 +
n∑
k=1
pk+1x
k = 1 + p2x+ p3x
2 + · · ·+ pn+1xn
is irreducible over the field Q of rational numbers.
(3) For any positive integer n, the polynomial
sn(x) =
n∑
m=0
(m+ 1)xm = 1 + 2x+ 3x2 + · · ·+ (n+ 1)xn
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is irreducible over the field Q of rational numbers. Moreover, sn(x) is reducible modulo an odd prime
p if and only if n = kp− 1 or n = kp− 2, where k is a positive integer greater than 1.
(4) For any positive integer n, the polynomial
sn(x) =
n∑
m=0
(m+ 1)xm = 1 + 2x+ 3x2 + · · ·+ (n+ 1)xn
is irreducible over the field Q of rational numbers. Moreover, sn(x) is reducible modulo any prime not
greater than pm if and only if n = κ(pm#)− 1 or n = κ(pm#)− 2, where κ is a positive integer, pm is
the mth prime and pm# = p1p2 · · · pm. Furthermore sn(x) is reducible modulo any prime if and only
if n = κ(pm#)− 1 or n = κ(pm#)− 2 when m→∞ such that n→∞.
Keywords number theory, distribution of primes, Goldbach’s conjecture, Lemoine’s conjecture, Leg-
endre’s conjecture, Oppermann’s conjecture, Brocard’s conjecture, Andrica’s conjecture, Crame´r’s con-
jecture, Polignac’s conjecture, Bunyakovsky’s conjecture, Dickson’s conjecture, Schinzel’s hypothesis
H, irreducible polynomial
MR(2010) Subject Classification 11A41, 11C08, 12E05
Part I
On the representation of even numbers
as the sum of two primes and the
distribution of primes in short intervals
Abstract The representation of even numbers as the sum of two odd primes and the distribution of
primes in short intervals were investigated in this paper. A main theorem was proved. It states: There
exists a finite positive number n0 such that for every number n greater than n0, the even number 2n
can be represented as the sum of two odd primes where one is smaller than
√
2n and another is greater
than 2n−√2n.
The proof of the main theorem is based on proving the main assumption ”at least one even number
greater than 2n0 can not be expressed as the sum of two odd primes” false with the theory of linear
algebra. Its key ideas are as follows (1) For every number n greater than a positive number n0, let
Qr = {q1, q2, · · · , qr} be the group of all odd primes smaller than
√
2n and gcd(qi, n) = 1 for each
qi ∈ Qr where qr <
√
2n < qr+1. Then the even number 2n can be represented as the sum of an
odd prime qi ∈ Qr and an odd number di = 2n − qi. (2) Based on the main assumption, all the odd
numbers di should be composite, then a group of linear algebraic equations can be formed and with
the solutions qi ∈ Qr. (3) When a contradiction between the expectation and the actual results of the
solutions is obtained, the main assumption is proved false so that the main theorem is proved.
It has been found that n0 = 31, 637. Based on the main theorem and by verifying for n ≤ n0, it was
proved that for every number n greater than 1, there are always at least one pair of primes p and q
which are symmetrical about the number n so that even numbers greater than 2 can be expressed as
the sum of two primes. Hence, Goldbach’s conjecture was proved.
Also based on the main theorem, some theorems of the distribution of primes in short intervals were
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proved. By these theorems, the Legendre’s conjecture, the Oppermann’s conjecture, the Hanssner’s
conjecture, the Brocard’s conjecture, the Andrica’s conjecture, the Sierpinski’s conjecture and the
Sierpinski’s conjecture of triangular numbers were proved and the Mills’ constant can be determined.
Keywords number theory, distribution of primes, Goldbach’s conjecture, Legendre’s conjecture, Op-
permann’s conjecture, Brocard’s conjecture, Andrica’s conjecture
1 Introduction
1.1 Goldbach’s conjecture and the main theorem
The well known Goldbach’s conjecture is one of Landau’s problems (1912). It states: Every
even number greater than 2 can be expressed as the sum of two primes[1-9].
Since Goldbach’s conjecture is very difficult to be solved and up to now is unsolved, many
people believe that it is an isolated problem. For example, it seems completely different from
and not related to Legendre’s conjecture[10-11] which is another one of Landau’s problems. But
results in this paper show relationships between Goldbach’s conjecture and the distribution of
primes in short intervals.
Since many results of researches on Goldbach’s conjecture, such as from ”9+9” by V. Brun
to ”1+2” by J. R. Chen, were derived by using various sieve methods, it is generally believed
that researches on Goldbach’s conjecture should be based on the analytic number theory, but
it is also generally believed that Goldbach’s conjecture is very difficult to be solved by using
various sieve methods. Hence, any sieve method in the analytic number theory is not used in
this paper.
The key idea and method used in this paper are new and completely different from what
normally used in the analytic number theory such as various sieve methods, the results of
analytic number theory on Goldbach’s conjecture are not used and mentioned here.
To prove Goldbach’s conjecture, one main assumption (2.1) is defined, which contradicts
Goldbach’s conjecture and states: At least one even number greater than 2n0 can not be
expressed as the sum of two odd primes where n0 ≥ 2.
By proving the main assumption (2.1) false, one main theorem (4.1) is proved, which states:
There exists a finite positive number n0 such that for every number n greater than n0, the even
number 2n can be represented as the sum of two odd primes where one is smaller than
√
2n
and another is greater than 2n−√2n.
The main theorem (4.1) is much more stronger than Goldbach’s conjecture. The key ideas
and the main steps of its proof are as follows:
(1) In Subsection (2.1), for every number n greater than a positive number n0, let Qr =
{q1, q2, · · · , qr} be the group of all odd primes smaller than
√
2n and gcd(qi, n) = 1 for each
qi ∈ Qr where qr <
√
2n < qr+1. Then the even number 2n can be represented as the sum of an
odd prime qi ∈ Qr and an odd number di = 2n− qi where gcd(qi, di) = 1 since gcd(qi, n) = 1.
(2) In Subsection (2.2), based on the main assumption (2.1), for at least one even number 2n
greater than 2n0, all the odd numbers di should be composite, and each di could be represented
as the product of an odd number and an odd prime qj ∈ Qr such that di = ai,jqj where qj 6= qi.
Thus a group of linear algebraic equations can be formed and in the matrix form as Equation
(2.8) with the solutions xi = qi ∈ Qr.
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(3) In Section (3), by using the analysis of the matrix equation (2.8) with the theory of
linear algebra, solutions of the matrix equation (2.8) is derived by proving Lemma (3.1). Then
by proving lemmas (3.2-3.3) on solutions of the matrix equation, it can be proved that at least
one of the solutions is not equal to its corresponding expected solution qi ∈ Qr when n → ∞,
and there exists a finite positive number n0 such that the actual solutions xi to the group of
linear algebraic equations are not equal to qi ∈ Qr when n > n0. A contradiction.
(4) This contradiction shows that not all the odd numbers di are composite, so that the main
assumption (2.1) is false. Hence when n > n0, at least one odd number di is not a composite
but an odd prime greater than 2n−√2n. Therefore the main theorem (4.1) is proved.
The assertion in the main theorem (4.1) has been verified for 2n = N ≤ 6.5 × 1010. It has
been found that n0 = 31, 637.
Based on the main theorem (4.1) for n > n0 and by verifying for n ≤ n0, it was proved that
for every number n greater than 1, there are always at least one pair of primes p and q which
are symmetrical about the number n so that even numbers greater than 2 can be expressed as
the sum of two primes. Hence, Goldbach’s conjecture was proved.
1.2 Distribution of primes in short intervals
Based on the main theorem (4.1), some theorems of the distribution of primes in short intervals
were proved.
1. It was proved that for every positive number m there is always one prime between m2
and (m+ 1)2. Thus the Legendre’s conjecture[10-11] was proved.
2. It was proved that for every positive number m there are always two primes between
m2 and (m + 1)2. One is between m2 and m(m + 1), and another is between m(m + 1) and
(m+ 1)2. Thus the Oppermann’s conjecture[19] was proved.
3. It was proved that for every positive number m there are always three primes between
m3 and (m+ 1)3. The first one is between m3 and m2(m+ 1), and the second one is between
m2(m + 1) and m(m + 1)2, and the third one is between m(m + 1)2 and (m + 1)3. So, the
theorem can be used to determine the Mills’ constant[17].
4. It was proved that for every positive number m there are always k primes between mk
and (m + 1)k where k is a positive integer greater than 1. For i = 1, 2, · · · , k, there is always
one prime between mk−i+1(m+ 1)i−1 and mk−i(m+ 1)i.
5. It was proved that there are at least two primes between p2i and pipi+1, and there are
also at least two primes between pipi+1 and p
2
i+1, for i > 1, where pi is the ith prime. Thus the
Hanssner’s conjecture[8] was proved.
6. It was proved that there are at least four primes between p2i and p
2
i+1, for i > 1, where
pi is the ith prime. Thus the Brocard’s conjecture[20] was proved.
7. It was proved that for every positive number m there are always four primes between m3
and (m+ 1)3. Thus the theorem can be used to determine the Mills’ constant[17].
8. It was proved that for every positive number m ≥ ak − 1 where a and k are integers
greater than 1, if there are at least Sk primes between m
k and (m+ 1)k, then there are always
Sk+1 primes between m
k+1 and (m+ 1)k+1 where Sk+1 = aSk.
9. It was proved that there is always a prime between m −mθ and m where θ = 1/2 and
m is a positive number greater than a positive number 2n0.
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10. It was proved that there is always a prime between m and m+mθ where θ = 1/2 and
m is a positive number greater than a positive number 2n0.
11. It was proved that the inequality
√
pi+1 − √pi < 1 holds for all i > 0, where pi is the
ith prime. Thus the Andrica’s conjecture[18] was proved.
12. It was proved that there is always one prime between km and (k + 1)m where m is a
positive number greater than 1 and 1 ≤ k < m.
13. It was proved that if the numbers 1, 2, 3, · · · ,m2 with m > 1 are arranged in m rows
each containing m numbers, then each row contains at least one prime. Thus the Sierpinski’s
conjecture[8] was proved.
14. It was proved that between any two triangular numbers, there is at least one prime.
Thus the Sierpinski’s conjecture of triangular numbers[8] was proved.
2 Definitions
2.1 Sets of primes
Let n denote a positive number greater than or equal to 23, an even number N = 2n and P
denote a set of all odd primes smaller than or equal to the number n where
P = {p2, p3, · · · , pl}, 3 = p2 < p3 < · · · < pl ≤ n. (2.1)
To select primes q ∈ P not being the prime factor of the number n, let Q denote a subset
of P and m be the number of elements of Q where
Q = {q|q ∈ P, gcd(q, n) = 1}, 3 ≤ q1 < q2 < · · · < qm < n. (2.2)
To select primes q ∈ Q smaller than √2n, let take the first r elements of Q to form a prime
set Qr, that is
Qr = {q1, q2, · · · , qr} ⊂ Q (2.3)
where for n > 15 the number r is determined by the inequalities
qr <
√
2n < qr+1.
Hence the number r is dependent on the number n. Generally speaking, the number r is
increased when the number n is increased.
Let amin be a real and consider the following equation
aminqr + qr+1 = 2n.
Since (
√
2n/4)3 > n for n > 29, there are at most two primes which are divisors of the
number n in the region (qr, qr+1). Then by Chebyshev-Bertrand theorem the inequality qr+1 <
8qr holds. Hence we have
amin =
2n− qr+1
qr
>
2n− 8qr
qr
>
√
2n− 8. (2.4)
2.2 Linear algebraic equations
Let an assumption contradict Goldbach’s conjecture as following:
Definition 2.1 (Main assumption) At least one even number greater than 2n0 can not be
expressed as the sum of two odd primes where n0 ≥ 2.
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According to the main assumption (2.1), without loss of generality, assume an even number
2n greater than 2n0 can not be expressed as the sum of two odd primes. By using the prime
set Qr, take qi ∈ Qr and let an odd number di = 2n− qi for i = 1, 2, · · · , r where gcd(qi, di) = 1
since gcd(qi, n) = 1. Then all the odd numbers di for i = 1, 2, · · · , r should be composite.
Hence, if it is proved that not all the odd numbers di for i = 1, 2, · · · , r are composite, then the
main assumption (2.1) is proved false so that the Goldbach’s conjecture is proved true.
By the fundamental theorem of arithmetic, for i = 1, 2, · · · , r, we can write
di = q
αi,1
i,1 q
αi,2
i,2 · · · q
αi,mi
i,mi
(2.5)
wheremi is the number of distinct prime factors of di and αi,1;αi,2 · · ·αi,mi are positive integers.
Since gcd(di, n) = 1 and gcd(di, qi) = 1, there are qi,j 6= qi and qi,j ∈ Q for j = 1, 2, · · · ,mi,
and there should be at least one qi,k ∈ Qr where 1 ≤ k ≤ mi.
For i = 1, 2, · · · , r and 1 ≤ ji ≤ r, when qji ∈ Qr is equal to qi,k which is a divisor of di, let
denote
ai,ji = di/qji = q
αi,1
i,1 q
αi,2
i,2 · · · qαi,k−1i,k · · · q
αi,mi
i,mi
. (2.6)
Since qi ≤ qr for 1 ≤ i ≤ r and qji ≤ qr < qr+1 for 1 ≤ ji ≤ r, then for i = 1, 2, · · · , r there
are
ai,ji − amin =
2n− qi
qji
− amin ≥ 2n− qr
qr
− 2n− qr+1
qr
=
qr+1 − qr
qr
> 0
so that there are ai,ji > amin for i = 1, 2, · · · , r and 1 ≤ ji ≤ r.
Hence, we can form a group of equalities as follows
qi + ai,jiqji = 2n for i = 1, 2, · · · , r and 1 ≤ ji ≤ r (2.7)
where since qi is not a divisor of n then qi 6= qji .
Take the r equalities in Equality (2.7) and let xi = qi ∈ Qr for i = 1, 2, · · · , r. Then there
are
xi + ai,jixji = 2n for i = 1, 2, · · · , r and 1 ≤ ji ≤ r.
Since all these primes qi ∈ Qr and qji ∈ Qr where 1 ≤ ji ≤ r, there are just r integer unknowns
xi in these r equations. If the main assumption (2.1) is true, then the solutions to this group
of linear algebraic equations should be xi = qi ∈ Qr for i = 1, 2, · · · , r.
This group of linear algebraic equations can be in the matrix form as following.
Definition 2.2 (Linear algebraic equations) Based on the main assumption (2.1) and by using
the prime set Qr and expressions (2.5-2.7), let define a group of linear algebraic equations in
the matrix form
Ax = b (2.8)
then the solutions to this group of linear algebraic equations should be xi = qi ∈ Qr for i =
1, 2, · · · , r where
A =


1 0 · · · a1,j1 · · · 0
0 1 · · · a2,j2 · · · 0
...
...
...
...
...
...
0 0 · · · ar,jr · · · 1


, b = 2n


1
1
...
1


, x =


x1
x2
...
xr


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where all diagonal elements ai,i for i = 1, 2, · · · , r are equal to 1 and there is just one non-
diagonal and non-zero element ai,ji in each row of the matrix A. For i = 1, 2, · · · , r, 1 ≤ ji ≤ r
and ji 6= i, ai,ji is an odd number greater than amin and satisfies gcd(ai,ji , n) = 1, and qi ∈ Qr
is neither a divisor of ai,ji nor a divisor of n.
It is easy to prove that if |det(A)| = 1 then all solutions of Equation (2.8) will be composite.
Thus it contradicts the fact that all solutions of Equation (2.8) should be primes smaller than√
2n. Therefore there should be |det(A)| 6= 1. In fact, by the theory of linear algebra, |det(A)|
should be an even number.
Since |det(A)| ≥ 2, there is det(A) 6= 0. Therefore let A−1 and B denote the inverse and
adjoint matrix of A, respectively.
Lemma 2.3 By exchanging its rows and columns, the matrix A in Definition (2.2) can only
be transformed into one of three forms of a matrix A¯ according to the value of |det(A)|.
The first form of A¯ is
A¯ =


1 0 0 · · · 0 a1,r¯
a2,1 1 0 · · · 0 0
0 a3,2 1 · · · 0 0
0 0 a4,3
. . . 0 0
...
...
...
. . .
...
...
0 0 0 · · · ar¯,r¯−1 1


(2.9)
where rank(A¯) = r¯ with r¯ = r; all diagonal elements ai,i are equal to 1; and there is just one
non-diagonal and non-zero element ai,i−1 in each row of the matrix A¯ with i− 1 ≡ r¯, 1, · · · , r¯−
1(mod r¯) for i = 1, 2, · · · , r¯.
The second form of A¯ is
A¯ =


As 0 0 0 0
· · · as+1,js+1 · · · 1 0 0 0
· · · as+2,js+2 · · · · · · 1 0 0
...
...
...
...
...
. . . 0
· · · ar,jr · · · · · · · · · · · · 1


(2.10)
where As is a principal square sub-matrix of A with rank(As) = s and similar to Form (2.9);
all diagonal elements ai,i are equal to 1; and there is just one non-diagonal and non-zero element
ai,ji in each row of the matrix A¯ with ji < i for rows i = s+ 1, s+ 2, · · · , r.
The third form of A¯ is
A¯ =


A1 0 0 0
0 A2 0 0
0 0
. . . 0
0 0 0 Am


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where any one of A1,A2, · · · ,Am is a principal square sub-matrix of A and similar to Form
(2.9) or (2.10).
Moreover, the matrix A or at least one of its principal square sub-matrixes can be trans-
formed into a matrix A¯ in Form (2.9) with r¯ ≤ r.
Proof For the matrix A in Definition (2.2), since |det(A)| 6= 1, according to Equality (2.7),
the matrix A can not be transformed into a triangular matrix.
If at least one column of the matrix A contains only one element, then the matrix A can
only be transformed into the second or third form of A¯.
Otherwise for each column of the matrix A contains just two elements, then the matrix A
can only be transformed into the first or third form of A¯.
These results above can also be proved by induction as follows.
For r = 2, the matrix A can only be of the first form of A¯, that is,
A =

 1 a1,2
a2,1 1


For r = 3, the matrix A can only be of the first form of A¯, that is,
A =


1 0 a1,3
a2,1 1 0
0 a3,2 1


where each column of the matrix A contains just two elements, or the second form of A¯, that
is,
A =


1 a1,2 0
a2,1 1 0
0 a3,2 1

 or A =


1 a1,2 0
a2,1 1 0
a3,1 0 1


where at least one column of the matrixA contains only one element, and the matrixA contains
a principal square sub-matrix As with rank(As) = s = 2 and similar to Form (2.9).
Assume that for r = k, the matrix A in Definition (2.2) can only be transformed into one
of the three forms of a matrix A¯ according to the value of |det(A)|. If at least one column
of the matrix A contains only one element, then the matrix A can only be transformed into
the second or third form of A¯. Otherwise for each column of the matrix A contains just two
elements, then the matrix A can only be transformed into the first or third form of A¯.
Then for r = k+ 1, if at least one column of the matrix A contains only one element, then
by exchanging its rows and columns, the matrix A can be transformed into the following form,
that is,
A¯ =

 Ak 0
· · · ak+1,j · · · 1


where Ak is a principal square sub-matrix of A with rank(Ak) = k and 1 ≤ j ≤ k. By
the assumption above, the matrix Ak in Definition (2.2) can only be transformed into one of
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the three forms of a matrix A¯ for r = k, then the matrix A in Definition (2.2) can only be
transformed into the second or third form of A¯ for r = k + 1.
Otherwise for r = k + 1, if each column of the matrix A contains just two elements, then
the matrix A should only be transformed into the first or third form of A¯.
Thus, by exchanging its rows and columns, the matrix A in Definition (2.2) can only be
transformed into one of the three forms of a matrix A¯ according to the value of |det(A)|.
In the second form of A¯, since As is a principal square sub-matrix of A with rank(As) = s
and similar to Form (2.9), the second form of A¯ contains one principal square sub-matrixes in
the first form of A¯ with r¯ = s < r.
In the third form of A¯, since any one of A1,A2, · · · ,Am is a principal square sub-matrix
of A and similar to Form (2.9) or (2.10), the third form of A¯ contains at least one principal
square sub-matrixes in the first form of A¯ with r¯ < r.
Hence the matrix A or at least one of its principal square sub-matrixes can be transformed
into a matrix A¯ in Form (2.9) with r¯ ≤ r.
The proof of the lemma is completed.
Hence, without loss of generality, we can only consider solutions of Equation (2.8) with a
matrix A¯ in Form (2.9).
Corresponding to Equation (2.8) with a matrix A¯ in Form (2.9), let define a prime set
Q¯r ⊆ Qr, that is
Q¯r = {q¯i|q¯i ∈ Qr, i = 1, 2, · · · , r¯} ⊆ Qr.
If the main assumption (2.1) is true, then the solutions of Equation (2.8) with a matrix A¯ in
Form (2.9) should be xi = q¯i ∈ Q¯r for i = 1, 2, · · · , r¯.
For a matrix A¯ in Form (2.9), there is
det(A¯) = 1 + (−1)r¯+1a1a2 · · · ar¯−1ar¯ (2.11)
where a1, a2, · · · , ar¯ are defined by
a1 = a2,1, a2 = a3,2, · · · , ar¯ = a1,r¯. (2.12)
The adjoint matrix of A¯ in Form (2.9) is determined by the following lemma.
Lemma 2.4 For a matrix A¯ in Form (2.9), its adjoint matrix is
B¯ =


1 b1,2 · · · b1,r¯
b2,1 1 · · · b2,r¯
...
...
. . .
...
br¯,1 br¯,2 · · · 1


(2.13)
where
bi,i = 1, i = 1, 2, · · · , r¯,
bi,j = (−1)i+j
∏i−1
k=j ak, j < i = 2, 3, · · · , r¯,
bi,j = (−1)i+j+r¯
∏i−1
k=1 ak
∏r¯
k=j ak, i < j = 2, 3, · · · , r¯.
(2.14)
where ak for k = 1, 2, · · · , r¯ are defined by Expression (2.12).
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Proof Since A¯B¯ = det(A¯)I where I is an identity matrix, there should be
ai,ibi,j + ai,i−1bi−1,j = bi,j + ai−1bi−1,j = {
det(A¯), i = j,
0, i 6= j.
where i− 1 ≡ r¯, 1, · · · , r¯ − 1(mod r¯) for i = 1, 2, · · · , r¯.
It can be proved that by using Expression (2.14), the above equalities hold.
According to Expression (2.14) for j = i, since i− 1 ≡ r¯(mod r¯) for i = 1, there are
bi,j + ai−1bi−1,j = bi,i + ai−1bi−1,i
= { 1 + ar¯ ∗ (−1)
r¯+1
∏r¯−1
k=1 ak = det(A¯), i = 1,
1 + ai−1 ∗ (−1)r¯+1
∏i−2
k=1 ak
∏r¯
k=i ak = det(A¯), i = 2, 3, · · · , r¯.
According to Expression (2.14) for j = i− 1, since j ≡ r¯(mod r¯) for j = 0, there are
bi,j + ai−1bi−1,j = bi,j + ai−1bi−1,i−1 = bi,j + ai−1 = ai−1
+{ (−1)
i+r¯+r¯
∏i−1
k=1 ak
∏r¯
k=r¯ ak = ar¯ − ar¯ = 0, i = 1
(−1)i+i−1∏i−1k=i−1 ak = ai−1 − ai−1 = 0, i = 2, 3, · · · , r¯.
According to Expression (2.14) for 1 ≤ j < i− 1 < r¯, there are
bi,j + ai−1bi−1,j = bi,j + ai−1 ∗ (−1)i−1+j
i−2∏
k=j
ak
= bi,j − (−1)i+j
i−1∏
k=j
ak = bi,j − bi,j = 0.
According to Expression (2.14) for 1 < j < i− 1 = r¯, there are
bi,j + ai−1bi−1,j = bi,j + ar¯ ∗ (−1)r¯+j
r¯−1∏
k=j
ak
= bi,j − (−1)i+j+r¯
i−1∏
k=1
ak
r¯∏
k=j
ak = bi,j − bi,j = 0
where since i ≡ 1(mod r¯) for bi,j , there are bi,j = b1,j and
∏i−1
k=1 ak =
∏0
k=1 ak = 1.
According to Expression (2.14) for 1 < i < j = 3, 4, · · · , r¯, there are
bi,j + ai−1bi−1,j = bi,j + ai−1 ∗ (−1)i−1+j+r¯
i−2∏
k=1
ak
r¯∏
k=j
ak
= bi,j − (−1)i+j+r¯
i−1∏
k=1
ak
r¯∏
k=j
ak = bi,j − bi,j = 0.
Thus the adjoint matrix of A¯ is B¯ with elements defined by Expression (2.14).
The proof of the lemma is completed.
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3 Lemmas of linear algebraic equations
3.1 Solutions of linear algebraic equations
Lemma 3.1 For a matrix A¯ in Form (2.9), solutions to Equation (2.8) are
xi =
2n
1 + ai
∑r¯
j=1 ci−1,j∑
r¯
j=1 ci,j
, i = 1, 2, · · · , r¯ (3.1)
where i− 1 ≡ r¯, 1, · · · , r¯ − 1(mod r¯) for i = 1, 2, · · · , r¯, and
ci,i = aibi,i = ai, i = 1, 2, · · · , r¯,
ci,j = aibi,j = (−1)i+j
∏i
k=j ak, j < i = 2, 3, · · · , r¯,
ci,j = aibi,j = (−1)i+j+r¯
∏i
k=1 ak
∏r¯
k=j ak, i < j = 2, 3, · · · , r¯,
(3.2)
where a1, a2, · · · , ar¯ are defined by Expression (2.12), and bi,j are elements of B¯ determined by
Lemma (2.4).
Proof According to Expression (2.14) and for r¯ + 1 ≡ 1(mod r¯), we have
max{|bi,j||j = 1, 2, · · · , r¯} = |bi,i+1| = a−1i
r¯∏
k=1
ak, i = 1, 2, · · · , r¯
and
bi,j
bi,i+1
= (−1)i+j+1 1∏j−1
k=i+1 ak
, i = 1, 2, · · · , r¯ − 1, j > i,
bi,j
bi,i+1
= (−1)i+j+1 1∏i−1
k=j+1 ak
∏r¯
k=i+1 ak
, i = 1, 2, · · · , r¯ − 1, j ≤ i,
br¯,j
br¯,r¯+1
=
br¯,j
br¯,1
= (−1)j+1 1∏j−1
k=1 ak
, j = 2, 3, · · · , r¯.
Thus, solutions to Equation (2.8) should be
xi = 2n
∑r¯
j=1 bi,j
1 + (−1)r¯+1a1a2 · · · ar¯ , i = 1, 2, · · · , r¯. (3.3)
The ratio of xi to xk in Solution (3.3) is
xi
xk
=
∑r¯
j=1 bi,j∑r¯
j=1 bk,j
, i, k = 1, 2, · · · , r¯. (3.4)
According to Expression (3.2) and for r¯ + 1 ≡ 1(mod r¯), we have
max{|ci,j ||j = 1, 2, · · · , r¯} = |ci,i+1| =
r¯∏
k=1
ak, i = 1, 2, · · · , r¯, (3.5)
ci,j
ci,i+1
= (−1)i+j+1 1∏j−1
k=i+1 ak
, i = 1, 2, · · · , r¯ − 1, j > i,
ci,j
ci,i+1
= (−1)i+j+1 1∏i−1
k=j+1 ak
∏r¯
k=i+1 ak
, i = 1, 2, · · · , r¯ − 1, j ≤ i,
cr¯,j
cr¯,r¯+1
=
cr¯,j
cr¯,1
= (−1)j+1 1∏j−1
k=1 ak
, j = 2, 3, · · · , r¯,
(3.6)
and
r¯∑
j=1
ci,j
ci,i+1
= 1− 1
ai+1
+
1
ai+1ai+2
− · · ·+ (−1)r¯−1
r¯−1∏
j=1
1
ai+j
(3.7)
where i = 1, 2, · · · , r¯ and i+ j ≡ 1, 2, · · · , r¯(mod r¯) for i+ j = 1, 2, · · · .
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Thus, solutions to Equation (2.8) can be written as
xi =
2n
ai
∗
∑r¯
j=1 ci,j
1 + (−1)r¯+1a1a2 · · · ar¯ , i = 1, 2, · · · , r¯. (3.8)
The ratio of xi to xk in Solution (3.8) can be written as
xi
xk
=
ak
ai
∗
∑r¯
j=1 ci,j∑r¯
j=1 ck,j
, i, k = 1, 2, · · · , r¯. (3.9)
By using Expression (3.9) and substituting
xr¯ =
a1
ar¯
∗
∑r¯
j=1 cr¯,j∑r¯
j=1 c1,j
x1
into the first equation of the group of linear algebraic equations (2.8) with a matrix A¯ in Form
(2.9), we obtain
(1 + a1
∑r¯
j=1 cr¯,j∑r¯
j=1 c1,j
)x1 = 2n.
Hence, in the same way, solutions to Equation (2.8) can be written as
xi =
2n
1 + ai
∑
r¯
j=1 ci−1,j∑
r¯
j=1 ci,j
, i = 1, 2, · · · , r¯. (3.10)
The proof of the lemma is completed.
3.2 Analysis of solutions of linear algebraic equations
Lemma 3.2 By Definition (2.2) with a matrix A¯ in Form (2.9), when the number rank(A¯)
is greater then 3, then at least one of xi for i = 1, 2, · · · , r in solutions to Equation (2.8) is not
equal to its corresponding expected solution qi ∈ Qr.
Proof Based on Lemma (3.1), let consider Solution (3.1).
When n→∞, since ai > amin >
√
2n− 8 for i = 1, 2, · · · , r¯, there are
lim
n→∞
√
2n− 8→∞, lim
n→∞
1
amin
= 0 and lim
n→∞
1
ai
= 0 for i = 1, 2, · · · , r¯.
Since Expression (3.7) is an alternate series and the absolute value of the ratio of the
consequent to the antecedent of any pair of consecutive terms of the alternate series is less than
1 and tends towards zero as n→∞, then according to expressions (3.5-3.7) there are
1− 1
ai+1
≤
r¯∑
j=1
ci,j
ci,i+1
≤ 1− 1
ai+1
+
1
ai+1ai+2
≤ 1.
These inequalities are obvious for r¯ <∞ and for r¯ →∞ if we write
r¯∑
j=1
ci,j
ci,i+1
= 1− (1− 1
ai+2
)
1
ai+1
− (1− 1
ai+4
)
3∏
j=1
1
ai+j
− · · · ,
on the one hand, and
r¯∑
j=1
ci,j
ci,i+1
= (1− 1
ai+1
) + (1 − 1
ai+3
)
2∏
j=1
1
ai+j
+ · · · ,
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on the other. Also there are
1− 1− µi+2(m)
ai+1
=
r¯∑
j=1
ci,j
ci,i+1
= 1− 1
ai+1
+
1− νi+3(m′)
ai+1ai+2
where
µi(0) = {
0 for r¯ is even
1/ai for r¯ is odd
and for 1 ≤ ξ ≤ m = [(r¯ − 2)/2]
µi(ξ) = (1 − 1
ai+1
)
1
ai
+
µi+2(ξ − 1)
aiai+1
=
ξ∑
j=1
(1− 1
ai+2j−1
)
i+2j−2∏
k=i
1
ak
+ { 0 for r¯ is even∏i+2ξ
k=i
1
ak
for r¯ is odd
and
νi(0) = {
0 for r¯ is odd
1/ai for r¯ is even
and for 1 ≤ ξ ≤ m′ = [(r¯ − 3)/2]
νi(ξ) = (1 − 1
ai+1
)
1
ai
+
νi+2(ξ − 1)
aiai+1
=
ξ∑
j=1
(1− 1
ai+2j−1
)
i+2j−2∏
k=i
1
ak
+ { 0 for r¯ is odd∏i+2ξ
k=i
1
ak
for r¯ is even
These equalities are also obvious if we write
r¯∑
j=1
ci,j
ci,i+1
= 1− (1− 1
ai+2
)
1
ai+1
− (1− 1
ai+4
)
3∏
j=1
1
ai+j
− · · · ,
= 1− (1− 1
ai+2
)
1
ai+1
−
m′∑
j=1
(1− 1
ai+2j+2
)
i+2j+1∏
k=i+1
1
ak
− { 0 for r¯ is odd∏i+2m′+3
k=i+1
1
ak
for r¯ is even
= 1− (1− 1− νi+3(m
′)
ai+2
)
1
ai+1
,
on the one hand, and
r¯∑
j=1
ci,j
ci,i+1
= (1− 1
ai+1
) + (1 − 1
ai+3
)
2∏
j=1
1
ai+j
+ · · · ,
= (1− 1
ai+1
) +
m∑
j=1
(1− 1
ai+2j+1
)
i+2j∏
k=i+1
1
ak
+ { 0 for r¯ is even∏i+2m+2
k=i+1
1
ak
for r¯ is odd
= (1− 1− µi+2(m)
ai+1
),
on the other. Since ∑r¯
j=1 ci−1,j∑r¯
j=1 ci,j
=
ci−1,i
ci,i+1
∑r¯
j=1
ci−1,j
ci−1,i∑r¯
j=1
ci,j
ci,i+1
=
∑r¯
j=1
ci−1,j
ci−1,i∑r¯
j=1
ci,j
ci,i+1
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for i = 1, 2, · · · , r¯, we obtain
1− 1
ai
≤ (
r¯∑
j=1
ci−1,j
ci−1,i
)/(
r¯∑
j=1
ci,j
ci,i+1
) =
1− 1/ai + (1− νi+2(m′))/(aiai+1)
1− (1− µi+2(m))/ai+1
=
1 + (µi+2(m)− νi+2(m′))/(aiai+1)
1− (1 − µi+2(m))/ai+1 −
1
ai
where
1− 1/ai + (1− νi+2(m′))/(aiai+1)
1− (1− µi+2(m))/ai+1 =
1 + (1− νi+2(m′))/(aiai+1)
1− (1− µi+2(m))/ai+1
− 1
ai
− 1− µi+2(m)
aiai+1
1
1− (1− µi+2(m))/ai+1
=
1 + (1− νi+2(m′))/(aiai+1)− (1 − µi+2(m))/(aiai+1)
1− (1 − µi+2(m))/ai+1 −
1
ai
=
1 + (µi+2(m)− νi+2(m′))/(aiai+1)
1− (1− µi+2(m))/ai+1 −
1
ai
,
that is
1− 1
ai
< (
r¯∑
j=1
ci−1,j)/(
r¯∑
j=1
ci,j) =
1 + (µi+2(m)− νi+2(m′))/(aiai+1)
1− (1− µi+2(m))/ai+1 −
1
ai
. (3.11)
Thus, we have
ai < 1 + ai(
r¯∑
j=1
ci−1,j)/(
r¯∑
j=1
ci,j) = ai
1 + (µi+2(m)− νi+2(m′))/(aiai+1)
1− (1 − µi+2(m))/ai+1
and
1− (1 − µi+2(m))/ai+1
1 + (µi+2(m)− νi+2(m′))/(aiai+1) =
ai
1 + ai(
∑r¯
j=1 ci−1,j)/(
∑r¯
j=1 ci,j)
< 1,
so that according to Expression (3.1) there are
xi
2n/ai
=
ai
1 + ai(
∑r¯
j=1 ci−1,j)/(
∑r¯
j=1 ci,j)
and since 1− t < 11+t for 0 < |t| < 1
(1− 1− µi+2(m)
ai+1
)(1 − µi+2(m)− νi+2(m
′)
aiai+1
) <
xi
2n/ai
< 1.
Now by Equality (2.7) with a matrix A¯ in Form (2.9), there are
2n
ai
= qi +
qi+1
ai
for i = 1, 2, · · · , r¯
where r¯ + 1 ≡ 1(mod r¯).
Thus, we have
2n
ai
(1− 1− µi+2(m)
ai+1
)(1− µi+2(m)− νi+2(m
′)
aiai+1
)
=
2n
ai
[1− 1− µi+2(m)
ai+1
− µi(m+ 1)(µi+2(m)− νi+2(m
′))
ai+1
]
=
2n
ai
− 2n
ai+1
1− µi+2(m)
ai
− 2nµi(m+ 1)(µi+2(m)− νi+2(m
′))
aiai+1
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= qi +
qi+1
ai
− (qi+1 + qi+2
ai+1
)
1− µi+2(m)
ai
− 2nµi(m+ 1)(µi+2(m)− νi+2(m
′))
aiai+1
= qi + µi+2(m)
qi+1
ai
− qi+2
ai+1
1− µi+2(m)
ai
− 2nµi(m+ 1)(µi+2(m)− νi+2(m
′))
aiai+1
= qi + δi
where
δi = [µi+2(m)(qi+1 +
qi+2
ai+1
)− qi+2
ai+1
− 2nµi(m+ 1)(µi+2(m)− νi+2(m
′))
ai+1
]
1
ai
= [2nµi+2(m)− qi+2 − 2nµi(m+ 1)(µi+2(m)− νi+2(m′))]
1∏
j=0
a−1i+j ,
so that there are
qi + δi < xi < qi +
qi+1
ai
.
First, when r¯ is odd and m > 0, since m′ = m = [(r¯ − 3)/2], then there are
µi+2(m)− νi+2(m′) =
m∑
j=1
(1− 1
ai+2j+1
)
i+2j∏
k=i+2
1
ak
+
i+2m+2∏
k=i+2
1
ak
−
m∑
j=1
(1− 1
ai+2j−1
)
i+2j∏
k=i+2
1
ak
=
i+2m+2∏
k=i+2
1
ak
,
and
δi = [2nµi+2(m)− qi+2 − 2nµi(m+ 1)
i+2m+2∏
k=i+2
1
ak
]
1∏
j=0
a−1i+j .
= [2n(1− 1− µi+4(m− 1)
ai+3
)− ai+2qi+2 − 2nµi(m+ 1)
i+2m+2∏
k=i+3
1
ak
]
2∏
j=0
a−1i+j
= [ai+3qi+3 − 2n+ 2nµi+4(m− 1)− 2nµi(m+ 1)
i+2m+2∏
k=i+4
1
ak
]
3∏
j=0
a−1i+j
= [2nµi+4(m− 1)− qi+4 − 2nµi(m+ 1)
i+2m+2∏
k=i+4
1
ak
]
3∏
j=0
a−1i+j .
For m > 1, let continue doing in this way, Then, since µi+2m+2(0) = 1/ai+2m+2, we obtain
δi = [2nµi+2m+2(0)− qi+2m+2 − 2nµi(m+ 1)
ai+2m+2
]
2m+1∏
j=0
a−1i+j
= [
2n
ai+2m+2
− qi+2m+2 − 2nµi(m+ 1)
ai+2m+2
]
2m+1∏
j=0
a−1i+j
= [qi+2m+3 − 2nµi(m+ 1)]
2m+2∏
j=0
a−1i+j
> [qi+2m+3 − 2n
ai
]
2m+2∏
j=0
a−1i+j
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= [qi+2m+3 − (qi + qi+1
ai
)]
2m+2∏
j=0
a−1i+j .
Since there is always qi+1/ai < 2 and we can take qi+2m+3 = max Q¯r such that qi+2m+3−qi ≥ 2
for r¯ > 3, thus for at least one qi+2m+3 ≥ qi + 2, there is δi > 0.
Next, when r¯ is even and m > 0, since m′ + 1 = m = [(r¯ − 2)/2] then there are
µi+2(m)− νi+2(m′) =
m∑
j=1
(1− 1
ai+2j+1
)
i+2j∏
k=i+2
1
ak
−
m−1∑
j=1
(1 − 1
ai+2j+1
)
i+2j∏
k=i+2
1
ak
−
i+2m∏
k=i+2
1
ak
= (1 − 1
ai+2m+1
)
i+2m∏
k=i+2
1
ak
−
i+2m∏
k=i+2
1
ak
= −
i+2m+1∏
k=i+2
1
ak
,
and
δi = [2nµi+2(m)− qi+2 + 2nµi(m+ 1)
i+2m+1∏
k=i+2
1
ak
]
1∏
j=0
a−1i+j
= [2n(1− 1− µi+4(m− 1)
ai+3
)− ai+2qi+2 + 2nµi(m+ 1)
i+2m+1∏
k=i+3
1
ak
]
2∏
j=0
a−1i+j
= [ai+3qi+3 − 2n+ 2nµi+4(m− 1) + 2nµi(m+ 1)
i+2m+1∏
k=i+4
1
ak
]
3∏
j=0
a−1i+j
= [2nµi+4(m− 1)− qi+4 + 2nµi(m+ 1)
i+2m+1∏
k=i+4
1
ak
]
3∏
j=0
a−1i+j .
For m > 1, let continue doing in this way. Then, since µi+2m+2(0) = 0, we obtain
δi = [2nµi+2m+2(0)− qi+2m+2 + 2nµi(m+ 1)]
2m+1∏
j=0
a−1i+j
= [
2n
ai
(1− 1− µi+2(m)
ai+1
)− qi+2m+2]
2m+1∏
j=0
a−1i+j
= [(qi +
qi+1
ai
)(1− 1− µi+2(m)
ai+1
)− qi+2m+2]
2m+1∏
j=0
a−1i+j
= [qi − qi+2m+2 − (1− µi+2(m)) qi
ai+1
+ (1− 1− µi+2(m)
ai+1
)
qi+1
ai
]
2m+1∏
j=0
a−1i+j .
Since there are always
(1− µi+2(m)) qi
ai+1
<
qi
ai+1
< 2, and (1 − 1− µi+2(m)
ai+1
)
qi+1
ai
> 0,
and we can take qi = max Q¯r such that qi − qi+2m+2 ≥ 2 for r¯ > 2, then for at least one
qi ≥ qi+2m+2 + 2, there is δi > 0.
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Thus, by Equality (2.7) with a matrix A¯ in Form (2.9), when the number rank(A¯)= r¯ is
greater then 3, then there is m > 0 and at least one δi is positive, so that at least one xi satisfies
the inequalities
qi < xi < qi + 1. (3.12)
That is, at least one xi can not be an integer and is not equal to its corresponding expected
solution qi ∈ Qr. A contradiction.
Hence, by Definition (2.2) with a matrix A¯ in Form (2.9), when the number rank(A¯) is
greater then 3, then no group of primes qi for i = 1, 2, · · · , r can satisfy Equation (2.8) and at
least one of xi for i = 1, 2, · · · , r in solutions to Equation (2.8) is not equal to its corresponding
expected solution qi ∈ Qr.
The proof of the lemma is completed.
Lemma 3.3 There exists a finite positive number n0 such that for every number n greater
than n0, by Definition (2.2), when xi is the solution to Equation (2.8) and its corresponding
expected solution is the prime qi for i = 1, 2, · · · , r, then at least one inequality |xi − qi| > 0
always holds where
n0 = max{n|xi − qi = 0 for i = 1, 2, · · · , r}.
Proof Based on Lemma (3.1), let define a positive number
n0 = max{n|xi − qi = 0 for i = 1, 2, · · · , r}
and consider values εi = |xi − qi| for i = 1, 2, · · · , r and εn = max{εi|i = 1, 2, · · · , r}.
Lemma (3.2) shows that by Definition (2.2) with a matrix A¯ in Form (2.9), when the number
rank(A¯) is greater then 3, then at least one of xi for i = 1, 2, · · · , r in solutions to Equation
(2.8) is not equal to its corresponding expected solution qi ∈ Qr. Thus, for each number n with
r¯ > 3, at least one of xi for i = 1, 2, · · · , r satisfies the inequality
xi 6= qi or |xi − qi| 6= 0,
such that for at least one xi there are εi = |xi − qi| > 0 and εn > 0.
Since based on the main assumption (2.1) the number r¯ should slowly increase and tend to
infinity as n → ∞, then a big positive number n0 should exist such that for every number n
greater than n0, there is r¯ > 3, so that at least one xi can not be an integer and is not equal
to its corresponding expected solution qi ∈ Qr, that is, for the xi there are
εi = |xi − qi| > 0 and εn > 0.
Hence there exists a finite positive number n0 such that for every number n greater than n0,
by Definition (2.2), when xi is the solution to Equation (2.8) and its corresponding expected
solution is the prime qi for i = 1, 2, · · · , r, then at least one inequality |xi−qi| > 0 always holds.
The proof of the lemma is completed.
4 Theorems of primes
4.1 Main theorem
Theorem 4.1 (Main theorem) There exists a finite positive number n0 such that for every
number n greater than n0, the even number 2n can be represented as the sum of two odd primes
where one is smaller than
√
2n and another is greater than 2n−√2n.
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Proof Let consider any number n greater than a positive number n0. According to the
definitions in Section (2) and by using the prime set Qr, take qi ∈ Qr and let an odd number
di = 2n − qi for i = 1, 2, · · · , r where gcd(qi, di) = 1 since gcd(qi, n) = 1, then we can form a
group of equalities as follows
qi + di = 2n for i = 1, 2, · · · , r. (4.1)
For n > n0 > 15, there is q1 <
√
2n. Since qi is an odd prime then gcd(di, n) = 1. Meanwhile
qi is neither a divisor of di nor a divisor of n.
Let make the main assumption (2.1) which contradicts Goldbach’s conjecture. Without loss
of generality, assume the even number 2n greater than 2n0 can not be expressed as the sum of
two odd primes. Based on the main assumption (2.1), all the odd numbers di for i = 1, 2, · · · , r
should be composite. Then we can assume that each odd number di is the product of one odd
number and one odd prime smaller than
√
2n since di < 2n. Thus, by using expressions (2.5-
2.7) and taking the first r equalities in Equality (2.7), we can let xi = qi ∈ Qr for i = 1, 2, · · · , r
and form a group of linear algebraic equations
xi + ai,jixji = 2n for i = 1, 2, · · · , r. (4.2)
or in the matrix form as Equation (2.8). By Lemma (2.3), without loss of generality, we can
only consider solutions of Equation (2.8) with a matrix A¯ in Form (2.9).
When all the odd numbers di for i = 1, 2, · · · , r are composite, Equation (2.8) can be solved
and solutions to Equation (2.8) should satisfy
xi = qi for i = 1, 2, · · · , r. (4.3)
According to Equation (4.3), let define a set of numbers
S = {n|n > 15 and xi − qi = 0 for i = 1, 2, · · · , r}.
Then let n0 and s0 denote the maximum value and the number of elements of the set S,
respectively. If n0 and s0 are finite, then based on the main assumption (2.1), for at least one
even number 2n greater than 2n0, all the odd numbers di for i = 1, 2, · · · , r should be composite
so that Equation (4.3) should hold and there should be n ∈ S. A contradiction. Thus, based
on the main assumption (2.1), the numbers n0 and s0 should be infinite so that the number
set S should be an infinite set, for otherwise the main assumption (2.1) shall be false, and this
theorem and Goldbach’s conjecture shall be true for every even number greater than 2n0.
All these expected results are based on the main assumption (2.1). Now, let investigate
solutions to equations (4.2) or (2.8) to verify the assumption that all the odd numbers di for
i = 1, 2, · · · , r are composite.
When rank(A) = r = 1, since q1 is not a divisor of d1 and q1 <
√
2n < q2, d1 must be a
prime greater than 2n−√2n. A contradiction.
When rank(A) = r > 1, since |det(A)| 6= 1, by using the analysis of the matrix equation
(2.8) with the theory of linear algebra, solutions of the matrix equation (2.8) is derived by
proving Lemma (3.1) based on the main assumption (2.1).
Then, by the analysis of solutions of the matrix equation (2.8), we obtain such results as
follows:
Representation of numbers and distribution of primes 25
(1) Lemma (3.2) shows that by Definition (2.2) with a matrix A¯ in Form (2.9), when the
number rank(A¯) is greater then 3, then at least one of xi for i = 1, 2, · · · , r in solutions to
Equation (2.8) is not equal to its corresponding expected solution qi ∈ Qr.
(2) Lemma (3.3) shows that there exists a finite positive number n0 such that for every
number n greater than n0, at least one inequality |xi − qi| > 0 always holds. Thus by lemmas
(3.2-3.3) it is proved that the numbers n0 and s0 are finite so that the number set S is a finite
set, which contradicts the expected result that the number set S should be an infinite set.
(3) Thus it is proved that for the number n greater than n0, at least one of xi for i =
1, 2, · · · , r in solutions to Equation (2.8) is not equal to its corresponding expected solution
qi ∈ Qr or contradicts Equation (4.3). Hence, for the number n greater than n0, solutions xi
can not satisfy Equation (4.3) such that at least one of di for i = 1, 2, · · · , r is a prime greater
than 2n−√2n, which shows that not all the odd numbers di for i = 1, 2, · · · , r are composite.
So, in the above investigation of solutions of a group of linear algebraic equations (4.2) based
on the main assumption (2.1), we derived contradictions between the solution of a group of linear
algebraic equations (4.2) and the assumption that all the odd numbers di for i = 1, 2, · · · , r are
composite. Since the number n greater than n0 is arbitrary, for each number n greater than
n0, at least one odd number di is not a composite but an odd prime greater than 2n −
√
2n.
Hence the main assumption (2.1) is false and the main theorem (4.1) holds.
This completes the proof of the theorem.
For small values of numbers n greater than 3, the assertion in the theorem has been verified
for 2n = N ≤ 6.5 × 1010 and some higher small ranges up to 4.0 × 1012 by the author.
It has been found that n0 = 31, 637 and s0 = 67. Some values of the number n ∈ S are
n = 4, 6, 9, 12, 15, 19, 49, 61, 63, 64, 110, 151, 154, 166, · · · .
4.2 Representation of even numbers
Theorem 4.2 For every number n greater than 1, there are at least one pair of primes p and
q which are symmetrical about the number n and satisfy
p = n+ x and q = n− x (4.4)
where x is a non-negative integer and x = (p− q)/2.
Proof Let consider any number n greater than 1.
For n ≤ n0 where n0 is a positive number, we can easily find pairs of primes p ≥ n and
q ≤ n satisfying
p = n+ x and q = n− x where x = (p− q)/2.
Actually for small values of numbers n greater than 3, the assertion in the theorem has been
verified for 2n = N ≤ 1.609× 1018 and some higher small ranges up to 4× 1018 by T. Oliveira
e Silva[1].
For n > n0, by Theorem (4.1), we can find at least one pair of primes q < n and p = 2n− q
satisfying
p = n+ x and q = n− x where x = (p− q)/2.
This completes the proof of the theorem.
Theorem 4.3 Every even number greater than 2 can be expressed as the sum of two primes.
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Proof Consider any even number N = 2n greater than 2. By Theorem (4.2), for every number
n greater than 1, there are always at least one pair of primes p and q satisfying
p = n+ x and q = n− x.
Thus, for every even number N = 2n greater than 2, we have
N = 2n = p+ q,
that is, every even number N > 2 can be expressed as the sum of two primes.
This completes the proof of the theorem and the Goldbach’s conjecture is proved.
4.3 Distribution of primes in short intervals
Theorem 4.4 For every positive number m there is always one prime p between m2 and
(m+ 1)2.
Proof For 1 ≤ m ≤ √2n0 where n0 is a positive number we can easily verify the truth of
the theorem. The smallest primes between m2 and (m+ 1)2 for m = 1, 2, · · · are 2, 5, · · · . Let
consider any number m greater than
√
2n0.
Let a number n satisfy
m2 ≤ 2n−
√
2n and m(m+ 1) ≤ 2n ≤ (m+ 1)2,
then we have
n > n0 and m <
√
2n ≤ m+ 1.
By Theorem (4.1), we can find at least one pair of primes
q <
√
2n and p = 2n− q > 2n−
√
2n when n > n0.
Then, there must be
q ≤ m and m2 < p < 2n ≤ (m+ 1)2.
The last inequality shows that there is one prime p between m2 and (m+ 1)2.
This completes the proof of the theorem and the Legendre’s conjecture is proved.
Theorem 4.5 For every positive number m there are always two primes between m2 and
(m+ 1)2. One is between m2 and m(m+ 1), and another is between m(m+ 1) and (m+ 1)2.
Proof For 1 ≤ m ≤ √2n0 where n0 is a positive number we can easily verify the truth of
the theorem. The primes between m2 and (m+ 1)2 for m = 1, 2, · · · are {2, 3}, {5, 7}, · · · . Let
consider any number m greater than
√
2n0.
Firstly let a number n = m(m+ 1)/2, so we have
n > n0 and m <
√
2n < m+ 1.
By Theorem (4.1), we can find at least one pair of primes
q <
√
2n and p = 2n− q > 2n−
√
2n when n > n0.
Since q and p are integers, there must be
q ≤ m and p = 2n− q ≥ 2n−m ≥ m(m+ 1)−m = m2.
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Since p is a prime, then there must be
q ≤ m and m2 < p < 2n ≤ m(m+ 1).
The last inequality shows that there is a prime p between m2 and m(m+ 1).
Secondly let the number n satisfy
m(m+ 2) ≤ 2n ≤ (m+ 1)2,
so we have
n > n0 and m <
√
2n ≤ m+ 1.
By Theorem (4.1), we can find at least one pair of primes
q <
√
2n and p = 2n− q > 2n−
√
2n when n > n0.
Since q and p are integers, there must be
q ≤ m and p = 2n− q ≥ 2n−m ≥ m(m+ 2)−m = m(m+ 1).
Since p is a prime, there must be
q ≤ m and m(m+ 1) < p < 2n ≤ (m+ 1)2.
The last inequality shows that there is a prime p between m(m+ 1) and (m+ 1)2.
Thus, for every positive number m there are two primes between m2 and (m+ 1)2. One is
between m2 and m(m+ 1), and another is between m(m+ 1) and (m+ 1)2.
This completes the proof of the theorem and the Oppermann’s conjecture is proved.
Theorem 4.6 For every positive number m there are always three primes between m3 and
(m+1)3. The first one is between m3 and m2(m+1), and the second one is between m2(m+1)
and m(m+ 1)2, and the third one is between m(m+ 1)2 and (m+ 1)3.
Proof For 1 ≤ m ≤ 3√2n0 where n0 is a positive number we can easily verify the truth of the
theorem. The primes between m3 and (m+ 1)3 for m = 1, 2, · · · are {2, 3, 5}, {11, 13, 19}, · · · .
Let consider any number m greater than 3
√
2n0.
Firstly let a number n = m2(m+ 1)/2, so we have n > n0 and
2n−
√
2n = m2(m+ 1)−m√m+ 1 > m3.
By Theorem (4.1), we can find at least one pair of primes
q <
√
2n and p = 2n− q > 2n−
√
2n when n > n0.
Therefore, we have
q ≤ m√m+ 1 and m3 < p < 2n = m2(m+ 1).
The inequalities show that there is a prime p between m3 and m2(m+ 1).
Secondly let the number n = m(m+ 1)2/2, so we have n > n0 and
2n−
√
2n = m(m+ 1)2 −√m(m+ 1) > m2(m+ 1).
By Theorem (4.1), we can find at least one pair of primes
q <
√
2n and p = 2n− q > 2n−
√
2n when n > n0.
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Therefore, we have
q ≤ √m(m+ 1) and m2(m+ 1) < p < 2n = m(m+ 1)2.
The inequalities show that there is a prime p between m2(m+ 1) and m(m+ 1)2.
Thirdly let the number n satisfy
m(m+ 1)2 +m(m+ 2) ≤ 2n ≤ (m+ 1)3,
so we have n > n0 and
2n−
√
2n ≥ m(m+ 1)2 +m(m+ 2)−√m+ 1(m+ 1) > m(m+ 1)2.
By Theorem (4.1), we can find at least one pair of primes
q <
√
2n and p = 2n− q > 2n−
√
2n when n > n0.
Therefore, we have
q ≤ √m+ 1(m+ 1) and m(m+ 1)2 < p < 2n ≤ (m+ 1)3.
The inequalities show that there is a prime p between m(m+ 1)2 and (m+ 1)3.
Thus, for every positive number m there are always three primes between m3 and (m+1)3.
The first one is between m3 and m2(m + 1), and the second one is between m2(m + 1) and
m(m+ 1)2, and the third one is between m(m+ 1)2 and (m+ 1)3.
This completes the proof of the theorem.
Theorem 4.7 For every positive numberm there are always k primes betweenmk and (m+1)k
where k is a positive integer greater than 1. For i = 1, 2, · · · , k, there is always one prime
between mk−i+1(m+ 1)i−1 and mk−i(m+ 1)i.
Proof According to theorems (4.5-4.6), the theorem is proved true for k = 2, 3. For every
k we can always find a suitable value of m to make a number n > n0 where n0 is a positive
number. For k = 2, 3, · · · , we can choose m = [√2n0] + 1, [ 3
√
2n0] + 1, · · · . Let consider any
number m such that n > n0.
For k > 2 and i = 1, 2, · · · , k, let the number n = mk−i(m+ 1)i/2, since
m(k−i)/2 > (m+ 1)1−i/2 for k > 2
then we have
mk−i(m+ 1)i−1 −m(k−i)/2(m+ 1)i/2 > 0
and
2n−
√
2n = mk−i(m+ 1)i −m(k−i)/2(m+ 1)i/2 > mk−i+1(m+ 1)i−1.
By Theorem (4.1), we can find at least one pair of primes
q <
√
2n and p = 2n− q > 2n−
√
2n when n > n0.
Therefore, we have
q ≤ m(k−i)/2(m+ 1)i/2 and mk−i+1(m+ 1)i−1 < p < 2n = mk−i(m+ 1)i.
The last inequality shows that there is a prime p between mk−i+1(m+1)i−1 and mk−i(m+
1)i.
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Thus, for every positive number m there are k primes between mk and (m + 1)k. For
i = 1, 2, · · · , k, there is one prime between mk−i+1(m+ 1)i−1 and mk−i(m+ 1)i.
This completes the proof of the theorem.
Theorem 4.8 There are at least two primes between p2i and pipi+1, and there are also at least
two primes between pipi+1 and p
2
i+1, for i > 1, where pi is the ith prime.
Proof Since pi+1 ≥ pi + 2 and pi ≤ pi+1 − 2, we have
pipi+1 ≥ pi(pi + 2) = p2i + 2pi = (pi + 1)2 − 1
and
pipi+1 ≤ (pi+1 − 2)pi+1 = p2i+1 − 2pi+1 = (pi+1 − 1)2 − 1.
By Theorem (4.5), there are always two primes between p2i and (pi + 1)
2. Since pi(pi + 2)
is a composite number, then there are always two primes between p2i and pipi+1.
Also by Theorem (4.5), there are always two primes between (pi+1 − 1)2 and p2i+1. Since
(pi+1 − 2)pi+1 is a composite number, then there are always two primes between pipi+1 and
p2i+1.
This completes the proof of the theorem and the Hanssner’s conjecture is proved.
Theorem 4.9 There are at least four primes between p2i and p
2
i+1, for i > 1, where pi is the
ith prime.
Proof Since pi < pi + 1 < pi+1, there is a square (pi + 1)
2 between p2i and p
2
i+1.
By Theorem (4.5), there are always two primes between p2i and (pi + 1)
2, and also there
are always two primes between (pi + 1)
2 and p2i+1. Thus, there are always at least four primes
between p2i and p
2
i+1.
This completes the proof of the theorem and the Brocard’s conjecture is proved.
Theorem 4.10 For every positive number m there are always four primes between m3 and
(m+ 1)3.
Proof For 1 ≤ m ≤ 3√2n0 we can easily verify the truth of the theorem. The primes between
m3 and (m+ 1)3 for m = 1, 2, · · · are {2, 3, 5, 7}, {11, 13, 19, 23}, · · · . Let consider any number
m greater than 3
√
2n0.
Since for any number m greater than 5, there is always a number s satisfying m3/2 ≤ s ≤
(m+ 1)3/2 − 2. Then there are m3 ≤ s2 and (s+ 2)2 ≤ (m+ 1)3.
By Theorem (4.5), there are always two primes between s2 and (s+ 1)2, and also there are
always two primes between (s + 1)2 and (s + 2)2. Thus, there are always at least four primes
between m3 and (m+ 1)3.
This completes the proof of the theorem.
Theorem 4.11 For every positive number m ≥ ak−1 where a and k are integers greater than
1, if there are at least Sk primes between m
k and (m+ 1)k, then there are always Sk+1 primes
between mk+1 and (m+ 1)k+1 where Sk+1 = aSk.
Proof For any number m ≥ ak − 1, there is always a number s satisfying m1+1/k ≤ s ≤
(m+ 1)1+1/k − a. Then there are mk+1 ≤ sk and (s+ a)k ≤ (m+ 1)k+1.
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Since there are at least Sk primes between s
k and (s+ 1)k for s ≥ m ≥ ak − 1, then there
are also at least Sk primes between (s+ i)
k and (s+ i+1)k for i = 1, 2, · · · , a− 1. Thus, there
are always Sk+1 primes between m
k+1 and (m+ 1)k+1 where Sk+1 = aSk.
This completes the proof of the theorem.
Theorem 4.12 There is always a prime p between m−mθ and m where θ = 1/2 and m is a
positive number greater than a positive number 2n0.
Proof Let consider any positive number m greater than 2n0.
Let a number n = (m + 1)/2. Then for m > 2n0 we have n > n0. By Theorem (4.1), we
can find at least one pair of primes
q <
√
2n and p = 2n− q > 2n−
√
2n when n > n0.
Since 1 +
√
2n− 1 > √2n and the prime q ≥ 3, we have
2n− 1−√2n− 1 < 2n−
√
2n < p < 2n− 1.
Firstly for m = 2n− 1 let m−mθ = 2n− 1−√2n− 1 = m−√m, so we have θ = 1/2 and
q < mθ and m−mθ < p < m.
The last inequality shows that there is a prime p between m −mθ and m where θ = 1/2
and m is an odd number greater than m0.
Secondly for m = 2n let m−mθ = 2n−√2n = m−√m, so we have θ = 1/2 and
q < mθ and m−mθ < p < m.
The last inequality shows that there is a prime p between m −mθ and m where θ = 1/2
and m is an even number greater than m0.
This completes the proof of the theorem.
Theorem 4.13 There is always a prime p between m and m+mθ where θ = 1/2 and m is a
positive number greater than a positive number 2n0.
Proof Let consider any positive number m greater than 2n0.
Let a number n satisfy
m ≤ 2n−
√
2n < m+ 1,
then we have n > n0 for m > 2n0 and√
m+ 1/4 + 1/2 ≤
√
2n <
√
m+ 5/4 + 1/2
and √
m+ 1/4 +m+ 1/2 ≤ 2n <
√
m+ 5/4 +m+ 3/2.
Let consider the equation
2n = m+mθ + f(m,x, y)−√m where f(m,x, y) = √m+ x+ y. (4.5)
When f(m, 1/4, 1/2) is substituted into Equation (4.5), we obtain
mθ ≥ √m and θ ≥ 1/2
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and when f(m, 5/4, 3/2) is substituted into Equation (4.5), we obtain
mθ <
√
m and θ < 1/2.
Therefore, we can always find a suitable value of f(m,x, y) to get
mθ =
√
m and θ = 1/2.
By Theorem (4.1), we can find at least one pair of primes
q <
√
2n and p = 2n− q > 2n−
√
2n when n > n0.
Since any odd prime q is greater than 2, then p ≤ 2n − 3. For 1/4 ≤ x ≤ 5/4 and
1/2 ≤ y ≤ 3/2, since f(m,x, y)−√m ≤ 2, the values of θ are in a small neighborhood of 1/2,
and the values of m+mθ are in the region [2n− 2, 2n) and are greater than the upper bound
of the prime p, that is, p ≤ 2n− 3. Hence we have
m < p < m+mθ < 2n.
The inequality shows that there is a prime p between m and m+mθ where θ = 1/2 and m
is a positive number greater than m0.
This completes the proof of the theorem.
Theorem 4.14 The inequality
√
pi+1−√pi < 1 holds for all i > 0, where pi is the ith prime.
Proof For 1 ≤ i ≤ k where pk ≥ 2n0 we can easily verify the truth of the theorem. Let
consider any positive number i greater than k.
The inequality
√
pi+1 −√pi < 1 can be written as
gi = pi+1 − pi < 2√pi + 1.
Let a number n = (pi+1 + 1)/2, so we have n > n0 where n0 is a positive number.
By Theorem (4.1), we can find at least one pair of primes
q <
√
2n and p = 2n− q > 2n−
√
2n when n > n0.
Since pi ≥ p, then we obtain
gi = pi+1 − pi < 2n− p <
√
2n =
√
pi+1 + 1
<
√
pi+1 + 1 <
√
2pi + 1.
Also by Theorem (4.13), let a number m = pi greater than 2n0, so there is always a prime
p between pi and pi +
√
pi. Therefore we obtain
gi = pi+1 − pi < √pi.
Therefore we have
gi = pi+1 − pi < 2√pi + 1 and √pi+1 −√pi < 1.
This completes the proof of the theorem and the Andrica’s conjecture is proved.
Theorem 4.15 There is always one prime p between km and (k+1)m where m is a positive
number greater than 1 and 1 ≤ k < m.
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Proof For 2 ≤ m ≤ n0 where n0 is a positive number we can easily verify the truth of the
theorem. Let consider any positive number m greater than n0.
Since m = (k + 1)m− km ≥
√
(k + 1)m for 1 ≤ k < m, we can find a number n satisfying
km ≤ 2n−√2n and 2n ≤ (k + 1)m. Then for 1 ≤ k < m and m > n0 we have n > n0 and
m = (k + 1)m− km ≥ 2n− (2n−
√
2n) =
√
2n or m ≥
√
2n.
By Theorem (4.1), we can find at least one pair of primes
q <
√
2n and p = 2n− q > 2n−
√
2n when n > n0.
Therefore, we obtain
q <
√
2n ≤ m and km ≤ 2n−
√
2n < p < 2n ≤ (k + 1)m.
The last inequality shows that there is a prime p between km and (k + 1)m.
This completes the proof of the theorem.
Theorem 4.16 If the numbers 1, 2, 3, · · · ,m2 with m > 1 are arranged in m rows each
containing m numbers:
1, 2, 3, · · · , m
m+ 1, m+ 2, m+ 3, · · · , 2m
2m+ 1, 2m+ 2, 2m+ 3, · · · , 3m
· · · , · · · , · · · , · · · , · · ·
(m− 1)m+ 1, (m− 1)m+ 2, (m− 1)m+ 3, · · · , m2
(4.6)
then each row contains at least one prime.
Proof The first row of Table (73.1) contains of course (m > 1) prime 2.
By Theorem (4.15) for a positive number k smaller than m, there is always one prime
between km and (k+1)m, which means that the (k+1)th row of Table (73.1) contains at least
one prime.
Thus, each row of Table (73.1) contains at least one prime.
This completes the proof of the theorem and the Sierpinski’s conjecture is proved.
Theorem 4.17 Between any two triangular numbers, there is at least one prime. Namely, if
we arrange natural numbers in rows in such a manner that in the mth row we put m consecutive
natural numbers, i.e. if we form the table
1
2, 3
4, 5, 6
7, 8, 9, 10
11, 12, 13, 14, 15
· · · · · · · · · · · · · · ·
(4.7)
then each but the first of its rows contains at least one prime.
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Proof For 2 ≤ m ≤ √2n0 where n0 is a positive number we can easily verify the truth of the
theorem. The smallest primes in the mth row of Table (73.2) for m = 2, 3, · · · are 2, 5, · · · . Let
consider any number m greater than
√
2n0.
Since the (m−1)th andmth triangular numbers are (m−1)m/2 andm(m+1)/2, respectively,
the difference of the mth and (m− 1)th triangular numbers is
m = m(m+ 1)/2− (m− 1)m/2 >
√
m(m+ 1)/2.
Then, we can find a number n satisfying (m − 1)m/2 ≤ 2n− √2n and 2n ≤ m(m + 1)/2.
Then for m > k we have n > n0 and
m = m(m+ 1)/2− (m− 1)m/2 ≥ 2n− (2n−
√
2n) =
√
2n or m >
√
2n.
By Theorem (4.1), we can find at least one pair of primes
q <
√
2n and p = 2n− q > 2n−
√
2n when n > n0.
Then, we have
q <
√
2n < m and (m− 1)m/2 < p < 2n ≤ m(m+ 1)/2.
The last inequality shows that there is one prime p between (m− 1)m/2 and m(m+ 1)/2,
i.e. between any two triangular numbers, there is at least one prime.
This completes the proof of the theorem and the Sierpinski’s conjecture of triangular num-
bers is proved.
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Part II
On the representation of odd numbers
as the sum of an odd prime and an even
semiprime and the distribution of
primes in short intervals
Abstract The representation of odd numbers as the sum of an odd prime and an even semiprime,
and the distribution of primes in short intervals were investigated in this paper. A main theorem was
proved. It states: There exists a finite positive number n0 such that for every number n greater than
n0, the odd number 2n + 1 can be represented as the sum of an odd prime p and an even semiprime
2q where q is an odd prime smaller than
√
2n and p is greater than 2n+ 1− 2√2n.
The proof of the main theorem is based on proving the main assumption ”at least one odd number
greater than 2n0 + 1 can not be expressed as the sum of an odd prime and an even semiprime where
n0 ≥ 2” false with the theory of linear algebra. Its key ideas are as follows (1) For every number n
greater than a positive number n0, let Qr = {q1, q2, · · · , qr} be the group of all odd primes smaller
than
√
2n and gcd(qi, 2n + 1) = 1 for each qi ∈ Qr where qr <
√
2n < qr+1. Then the odd number
2n+ 1 can be represented as the sum of an even semiprime 2qi and an odd number di = 2n+ 1− 2qi
where qi ∈ Qr. (2) If all the odd numbers di are composite, then a group of linear algebraic equations
can be formed and with the solutions qi ∈ Qr. (3) When a contradiction between the expectation and
the actual results of the solutions is obtained, the main assumption is proved false so that the main
theorem will be proved.
It has been found that n0 = 19, 875. Based on the main theorem and by verifying for n ≤ n0, it was
proved that for every number n greater than 2, there are always at least one pair of primes p and q
so that all odd integers greater than 5 can be represented as the sum of an odd prime and an even
semiprime. Therefore, Lemoine’s conjecture was proved.
Also based on the main theorem, some theorems of the distribution of primes in short intervals were
given out and proved. By these theorems, the Legendre’s conjecture and the Andrica’s conjecture were
proved and the Mills’ constant can be determined.
Keywords number theory, distribution of primes, Lemoine’s conjecture, Legendre’s conjecture, An-
drica’s conjecture
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5 Introduction
5.1 Lemoine’s conjecture and the main theorem
Lemoine’s conjecture, also known as Levy’s conjecture, states that all odd integers greater than
5 can be represented as the sum of an odd prime and an even semiprime[1-9].
The Lemoine’s conjecture is similar to but stronger than Goldbach’s weak conjecture. Since
it is difficult to be solved and up to now is unsolved, many people believe that it is an isolated
problem. For example, it seems completely different from and no relation to Legendre’s con-
jecture which is one of Landau’s problems (1912). But results in this paper show relationships
between Lemoine’s conjecture and the distribution of primes in short intervals.
Since the method used in this paper is different from what normally used in the analytic
number theory such as various sieve methods, the results of analytic number theory on Lemoine’s
conjecture are not used and mentioned here.
To prove Lemoine’s conjecture, one main assumption (6.1) is defined, which contradicts
Lemoine’s conjecture and states: At least one odd number greater than 2n0 + 1 can not be
expressed as the sum of an odd prime and an even semiprime where n0 ≥ 2.
By proving the main assumption (6.1) false, one main main theorem (8.1) is proved, which
states: There exists a finite positive number n0 such that for every number n greater than n0,
the odd number 2n+1 can be represented as the sum of an odd prime p and an even semiprime
2q where q is an odd prime smaller than
√
2n and p is greater than 2n+ 1− 2√2n.
The main theorem (8.1) is much more stronger than Lemoine’s conjecture. The key ideas
and the main steps of its proof are as follows:
(1) In Subsection (6.1), for every number n greater than a positive number n0, let Qr =
{q1, q2, · · · , qr} be the group of all odd primes smaller than
√
2n and gcd(qi, 2n+1) = 1 for each
qi ∈ Qr where qr <
√
2n < qr+1. Then the odd number 2n+ 1 can be represented as the sum
of an even semiprime 2qi and an odd number di = 2n+ 1 − 2qi where qi ∈ Qr, gcd(qi, di) = 1
since gcd(qi, 2n+ 1) = 1.
(2) In Subsection (6.2), based on the main assumption (6.1), for at least one odd number
2n+1 greater than 2n0+1, all the odd numbers di should be composite, and each di could be
represented as the product of an odd number and an odd prime qj ∈ Qr such that di = ai,jqj
where qj 6= qi. Thus a group of linear algebraic equations can be formed and with the solutions
qi ∈ Qr.
(3) In Section (7), by using the analysis of the matrix equation (6.8) with the theory of
linear algebra, solutions of the matrix equation (6.8) is derived by proving Lemma (7.1). Then
by proving lemmas (7.2-7.3) on solutions of the matrix equation, it can be proved that at least
one of the solutions is not equal to its corresponding expected solution qi ∈ Qr when n → ∞,
and there exists a finite positive number n0 such that the actual solutions to the group of linear
algebraic equations are not equal to qi ∈ Qr when n > n0. A contradiction.
(4) This contradiction shows that not all the odd numbers di are composite, so that the
main assumption (6.1) is false. When n > n0, at least one odd number di is not composite but
an odd prime greater than 2n+ 1− 2√2n. Therefore the main theorem (8.1) is proved.
The assertion in the main theorem (8.1) has been verified for 2n+ 1 = N ≤ 6.5× 1010. It
has been found that n0 = 19, 875.
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Based on the main theorem (8.1) for n > n0 and by verifying for n ≤ n0, it was proved
that for every number n greater than 2, there are always at least one pair of primes p and q
so that all odd integers greater than 5 can be represented as the sum of an odd prime and an
even semiprime. Hence, Lemoine’s conjecture was proved.
5.2 Distribution of primes in short intervals
Based on the main theorem (8.1), some theorems of the distribution of primes in short intervals
were proved.
1. It was proved that for every positive number m there is always a prime between m2 and
(m+ 1)2. Thus the Legendre’s conjecture[10-11] was proved.
2. It was proved that for every positive number m there are always three primes between
m3 and (m+ 1)3. The first one is between m3 and m2(m+ 1), and the second one is between
m2(m + 1) and m(m + 1)2, and the third one is between m(m + 1)2 and (m + 1)3. So, the
theorem can be used to determine the Mills’ constant[15].
3. It was proved that there is always a prime between m− 2mθ and m where θ = 1/2 and
m is a positive number greater than a positive number 2n0.
4. It was proved that there is always a prime between m and m+ 2mθ where θ = 1/2 and
m is a positive number greater than a positive number 2n0.
5. It was proved that the inequality
√
pi+1−√pi < 1 holds for all i > 0, where pi is the ith
prime. Thus the Andrica’s conjecture[16] was proved.
6 Definitions
6.1 Sets of primes
Let n denote a positive number greater than or equal to 23, an odd number N = 2n+1 and P
denote a set of all odd primes smaller than the number n where
P = {p2, p3, · · · , pl}, 3 = p2 < p3 < · · · < pl < n. (6.1)
To select primes q ∈ P not being the prime factor of the number 2n + 1, let Q denote a
subset of P and m be the number of elements of Q where
Q = {q|q ∈ P, gcd(q, 2n+ 1) = 1}, 3 ≤ q1 < q2 < · · · < qm < n. (6.2)
To select primes q ∈ Q smaller than √2n, let take the first r elements of Q to form a prime
set Qr, that is
Qr = {q1, q2, · · · , qr} ⊂ Q (6.3)
where for 2n+ 1 > 15 the number r is determined by the inequalities
qr <
√
2n < qr+1.
Hence the number r is dependent on the number n. Generally speaking, the number r is
increased when the number n is increased.
Let amin be a real and consider the following equation
aminqr + 2qr+1 = 2n+ 1.
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Since (
√
2n/4)3 > 2n for n > 211, there are at most two primes which are divisors of the
number 2n + 1 in the region (qr, qr+1). Then by Chebyshev-Bertrand theorem the inequality
qr+1 < 8qr holds. Hence we have
amin =
2n+ 1− 2qr+1
qr
>
2n+ 1− 16qr
qr
>
√
2n− 16. (6.4)
6.2 Linear algebraic equations
Let an assumption contradict Lemoine’s conjecture as following:
Definition 6.1 (Main assumption) At least one odd number greater than 2n0 + 1 can not be
expressed as the sum of an odd prime and an even semiprime where n0 ≥ 2.
According to the main assumption (6.1), without loss of generality, assume an odd number
2n + 1 greater than 2n0 + 1 can not be expressed as the sum of an odd prime and an even
semiprime. By using the prime set Qr, take qi ∈ Qr and let an odd number di = 2n+ 1− 2qi
for i = 1, 2, · · · , r where gcd(qi, di) = 1 since gcd(qi, 2n + 1) = 1. Then all the odd numbers
di for i = 1, 2, · · · , r should be composite numbers. Hence, if it is proved that not all the odd
numbers di for i = 1, 2, · · · , r are composite, then the main assumption (6.1) is proved false so
that the Lemoine’s conjecture is proved true.
By the fundamental theorem of arithmetic, for i = 1, 2, · · · , r, we can write
di = q
αi,1
i,1 q
αi,2
i,2 · · · q
αi,mi
i,mi
(6.5)
wheremi is the number of distinct prime factors of di and αi,1;αi,2 · · ·αi,mi are positive integers.
Since gcd(di, 2n+ 1) = 1 and gcd(di, qi) = 1, there are qi,j ∈ Q for j = 1, 2, · · · ,mi and there
should be at least one qi,k ∈ Qr where 1 ≤ k ≤ mi.
For i = 1, 2, · · · , r and 1 ≤ ji ≤ r, when qji ∈ Qr is equal to qi,k which is a divisor of di, let
denote
ai,ji = di/qji = q
αi,1
i,1 q
αi,2
i,2 · · · qαi,k−1i,k · · · q
αi,mi
i,mi
. (6.6)
Since qi ≤ qr for 1 ≤ i ≤ r and qji ≤ qr < qr+1 for 1 ≤ ji ≤ r, then for i = 1, 2, · · · , r there
are
ai,ji − amin =
2n+ 1− 2qi
qji
− amin
≥ 2n+ 1− 2qr
qr
− 2n+ 1− 2qr+1
qr
= 2
qr+1 − qr
qr
> 0,
so that there are ai,ji > amin for i = 1, 2, · · · , r and 1 ≤ ji ≤ r.
Hence, we can form a group of equalities as follows
2qi + ai,jiqji = 2n+ 1 for i = 1, 2, · · · , r and 1 ≤ ji ≤ r (6.7)
where since qi is not a divisor of the number 2n+ 1 then qi 6= qji .
Take the r equalities in Equality (6.7) and let xi = qi ∈ Qr for i = 1, 2, · · · , r. Then there
are
2xi + ai,jixji = 2n+ 1 for i = 1, 2, · · · , r and 1 ≤ ji ≤ r.
Since all these primes qi ∈ Qr and qji ∈ Qr where 1 ≤ ji ≤ r, there are just r integer unknowns
xi in these r equations. If the main assumption (6.1) is true, then the solutions to this group
of linear algebraic equations should be xi = qi ∈ Qr for i = 1, 2, · · · , r.
Thus we have the following definition of a matrix equation.
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Definition 6.2 (Linear algebraic equations) Based on the main assumption (6.1) and by using
the prime set Qr and expressions (6.5-6.7), let define a group of linear algebraic equations in
the matrix form
Ax = b (6.8)
then the solutions to this group of linear algebraic equations should be xi = qi ∈ Qr for i =
1, 2, · · · , r where
A =


2 0 · · · a1,j1 · · · 0
0 2 · · · a2,j2 · · · 0
...
...
...
...
...
...
0 0 · · · ar,jr · · · 2


, b = (2n+ 1)


1
1
...
1


, x =


x1
x2
...
xr


where all diagonal elements ai,i for i = 1, 2, · · · , r are equal to 2 and there is just one non-
diagonal and non-zero element ai,ji in each row of the matrix A. For i = 1, 2, · · · , r, 1 ≤ ji ≤ r
and ji 6= i, ai,ji is an odd number greater than 1 and satisfies ai,ji > amin and gcd(ai,ji , 2n+1) =
1, and qi ∈ Qr is neither a divisor of ai,ji nor a divisor of 2n+ 1.
It is easy to prove that if |det(A)| = 1 then all solutions of Equation (6.8) will be composite.
Thus it contradicts the fact that all solutions of Equation (6.8) should be primes smaller than√
2n. Therefore there should be |det(A)| 6= 1.
It is also easy to prove that if |det(A)| = 2r then all solutions of Equation (6.8) will not
be primes smaller than
√
2n. Thus it contradicts the fact that all solutions of Equation (6.8)
should be primes smaller than
√
2n. Therefore there should be |det(A)| 6= 2r.
Since |det(A)| ≥ 1, there is det(A) 6= 0. Therefore let A−1 and B denote the inverse and
adjoint matrix of A, respectively.
Lemma 6.3 By exchanging its rows and columns, the matrix A in Definition (6.2) can only
be transformed into one of three forms of a matrix A¯ according to the value of |det(A)|.
The first form of A¯ is
A¯ =


2 0 0 · · · 0 a1,r¯
a2,1 2 0 · · · 0 0
0 a3,2 2 · · · 0 0
0 0 a4,3
. . . 0 0
...
...
...
. . .
...
...
0 0 0 0 ar¯,r¯−1 2


(6.9)
where rank(A¯) = r¯ with r¯ = r; all diagonal elements ai,i are equal to 2; and there is just one
non-diagonal and non-zero element ai,i−1 in each row of the matrix A¯ with i− 1 ≡ r¯, 1, · · · , r¯−
1(mod r¯) for i = 1, 2, · · · , r¯.
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The second form of A¯ is
A¯ =


As 0 0 0 0
· · · as+1,js+1 · · · 2 0 0 0
· · · as+2,js+2 · · · · · · 2 0 0
...
...
...
...
...
. . . 0
· · · ar,jr · · · · · · · · · · · · 2


(6.10)
where As is a sub-matrix of A with rank(As) = s and similar to Form (6.9); all diagonal
elements ai,i are equal to 2; and there is just one non-diagonal and non-zero element ai,ji in
each row of the matrix A¯ with ji < i for rows i = s+ 1, s+ 2, · · · , r.
The third form of A¯ is
A¯ =


A1 0 0 0
0 A2 0 0
0 0
. . . 0
0 0 0 Am


where any one of A1,A2, · · · ,Am is a sub-matrix of A and similar to Form (6.9) or (6.10).
Moreover, the matrix A or at least one of its principal square sub-matrixes can be trans-
formed into a matrix A¯ in Form (6.9) with r¯ ≤ r.
Proof For the matrix A in Definition (6.2), since |det(A)| 6= 2r, according to Equality (6.7),
the matrix A can not be transformed into a triangular matrix.
If at least one column of the matrix A contains only one element, then the matrix A can
only be transformed into the second or third form of A¯.
Otherwise for each column of the matrix A contains just two elements, then the matrix A
can only be transformed into the first or third form of A¯.
These results above can also be proved by induction as follows.
For r = 2, the matrix A can only be of the first form of A¯, that is,
A =

 2 a1,2
a2,1 2


For r = 3, the matrix A can only be of the first form of A¯, that is,
A =


2 0 a1,3
a2,1 2 0
0 a3,2 2


where each column of the matrix A contains just two elements, or the second form of A¯, that
is,
A =


2 a1,2 0
a2,1 2 0
0 a3,2 2

 or A =


2 a1,2 0
a2,1 2 0
a3,1 0 2


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where at least one column of the matrixA contains only one element, and the matrixA contains
a principal square sub-matrix As with rank(As) = s = 2 and similar to Form (6.9).
Assume that for r = k, the matrix A in Definition (6.2) can only be transformed into one
of the three forms of a matrix A¯ according to the value of |det(A)|. If at least one column
of the matrix A contains only one element, then the matrix A can only be transformed into
the second or third form of A¯. Otherwise for each column of the matrix A contains just two
elements, then the matrix A can only be transformed into the first or third form of A¯.
Then for r = k+ 1, if at least one column of the matrix A contains only one element, then
by exchanging its rows and columns, the matrix A can be transformed into the following form,
that is,
A¯ =

 Ak 0
· · · ak+1,j · · · 2


where Ak is a principal square sub-matrix of A with rank(Ak) = k and 1 ≤ j ≤ k. By
the assumption above, the matrix Ak in Definition (6.2) can only be transformed into one of
the three forms of a matrix A¯ for r = k, then the matrix A in Definition (6.2) can only be
transformed into the second or third form of A¯ for r = k + 1.
Otherwise for r = k + 1, if each column of the matrix A contains just two elements, then
the matrix A should only be transformed into the first or third form of A¯.
Thus, by exchanging its rows and columns, the matrix A in Definition (6.2) can only be
transformed into one of the three forms of a matrix A¯ according to the value of |det(A)|.
In the second form of A¯, since As is a principal square sub-matrix of A with rank(As) = s
and similar to Form (6.9), the second form of A¯ contains one principal square sub-matrixes in
the first form of A¯ with r¯ = s < r.
In the third form of A¯, since any one of A1,A2, · · · ,Am is a principal square sub-matrix
of A and similar to Form (6.9) or (6.10), the third form of A¯ contains at least one principal
square sub-matrixes in the first form of A¯ with r¯ < r.
Hence the matrix A or at least one of its principal square sub-matrixes can be transformed
into a matrix A¯ in Form (6.9) with r¯ ≤ r.
The proof of the lemma is completed.
Hence, without loss of generality, we can only consider solutions of Equation (6.8) with a
matrix A¯ in Form (6.9).
Corresponding to Equation (6.8) with a matrix A¯ in Form (6.9), let define a prime set
Q¯r ⊆ Qr, that is
Q¯r = {q¯i|q¯i ∈ Qr, i = 1, 2, · · · , r¯} ⊆ Qr.
If the main assumption (6.1) is true, then the solutions of Equation (6.8) with a matrix A¯ in
Form (6.9) should be xi = q¯i ∈ Q¯r for i = 1, 2, · · · , r¯.
For a matrix A¯ in Form (6.9), there is
det(A¯) = 2r¯ + (−1)r¯+1a1a2 · · · ar¯−1ar¯ (6.11)
where a1, a2, · · · , ar¯ are defined by
a1 = a2,1, a2 = a3,2, · · · , ar¯ = a1,r¯ (6.12)
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The adjoint matrix of A¯ in Form (6.9) is determined by the following lemma.
Lemma 6.4 For a matrix A¯ in Form (6.9), its adjoint matrix is
B¯ =


2r¯−1 b1,2 · · · b1,r¯
b2,1 2
r¯−1 · · · b2,r¯
...
...
. . .
...
br¯,1 br¯,2 · · · 2r¯−1


(6.13)
where
bi,i = 2
r¯−1, i = 1, 2, · · · , r¯,
bi,j = (−1)i+j2r¯+j−i−1
∏i−1
k=j ak, j < i = 2, 3, · · · , r¯,
bi,j = (−1)i+j+r¯2j−i−1
∏i−1
k=1 ak
∏r¯
k=j ak, i < j = 2, 3, · · · , r¯.
(6.14)
where ak for k = 1, 2, · · · , r¯ are defined by Expression (6.12).
Proof Since A¯B¯ = det(A¯)I where I is an identity matrix, there should be
ai,ibi,j + ai,i−1bi−1,j = 2bi,j + ai−1bi−1,j = {
det(A¯), i = j,
0, i 6= j.
where i− 1 ≡ r¯, 1, · · · , r¯ − 1(mod r¯) for i = 1, 2, · · · , r¯.
On the other hand, it can be proved that by using Expression (6.14), the above equalities
hold.
According to Expression (6.14) for j = i, since i− 1 ≡ r¯(mod r¯) for i = 1, there are
2bi,j + ai−1bi−1,j = 2bi,i + ai−1bi−1,i
= { 2
r¯ + ar¯ ∗ (−1)r¯+1
∏r¯−1
k=1 ak = det(A¯), i = 1,
2r¯ + ai−1 ∗ (−1)r¯+1
∏i−2
k=1 ak
∏r¯
k=i ak = det(A¯), i = 2, 3, · · · , r¯.
According to Expression (6.14) for j = i− 1, since j ≡ r¯(mod r¯) for j = 0, there are
2bi,j + ai−1bi−1,j = 2bi,j + ai−1bi−1,i−1 = 2bi,j + 2r¯−1ai−1 = 2r¯−1ai−1
+{ (−1)
i+r¯+r¯2r¯−i
∏i−1
k=1 ak
∏r¯
k=r¯ ak = 2
r¯−1(ar¯ − ar¯) = 0, i = 1
(−1)i+i−12r¯+i−1−i∏i−1k=i−1 ak = 2r¯−1(ai−1 − ai−1) = 0, i = 2, 3, · · · , r¯.
According to Expression (6.14) for 1 ≤ j < i− 1 < r¯, there are
2bi,j + ai−1bi−1,j = 2bi,j + ai−1 ∗ (−1)i−1+j2r¯+j−i
i−2∏
k=j
ak
= 2bi,j − 2(−1)i+j2r¯+j−i−1
i−1∏
k=j
ak = 2bi,j − 2bi,j = 0.
According to Expression (6.14) for 1 < j < i− 1 = r¯, there are
2bi,j + ai−1bi−1,j = 2bi,j + ar¯ ∗ (−1)r¯+j2r¯+j−i
r¯−1∏
k=j
ak
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= 2bi,j − 2(−1)i+j+r¯2r¯+j−i−1
i−1∏
k=1
ak
r¯∏
k=j
ak = 2bi,j − 2bi,j = 0
where since i ≡ 1(mod r¯) for bi,j , there are bi,j = b1,j and
∏i−1
k=1 ak =
∏0
k=1 ak = 1.
According to Expression (6.14) for 1 < i < j = 3, 4, · · · , r¯, there are
2bi,j + ai−1bi−1,j = 2bi,j + ai−1 ∗ (−1)i−1+j+r¯2j−i
i−2∏
k=1
ak
r¯∏
k=j
ak
= 2bi,j − 2(−1)i+j+r¯2j−i−1
i−1∏
k=1
ak
r¯∏
k=j
ak = 2bi,j − 2bi,j = 0.
Thus the adjoint matrix of A¯ is B¯ with elements defined by Expression (6.14).
The proof of the lemma is completed.
7 Lemmas of linear algebraic equations
7.1 Solutions of linear algebraic equations
Lemma 7.1 For a matrix A¯ in Form (6.9), solutions to Equation (6.8) are
xi =
2n+ 1
2 + ai
∑
r¯
j=1 ci−1,j∑
r¯
j=1 ci,j
, i = 1, 2, · · · , r¯ (7.1)
where i− 1 ≡ r¯, 1, · · · , r¯ − 1(mod r¯) for i = 1, 2, · · · , r¯, and
ci,i = aibi,i = ai2
r¯−1, i = 1, 2, · · · , r¯,
ci,j = aibi,j = (−1)i+j2r¯+j−i−1
∏i
k=j ak, j < i = 2, 3, · · · , r¯,
ci,j = aibi,j = (−1)i+j+r¯2j−i−1
∏i
k=1 ak
∏r¯
k=j ak, i < j = 2, 3, · · · , r¯,
(7.2)
where a1, a2, · · · , ar¯ are defined by Expression (6.12), and bi,j are elements of B¯ determined by
Lemma (6.4).
Proof According to Expression (6.14) and for r¯ + 1 ≡ 1(mod r¯), we have
max{|bi,j||j = 1, 2, · · · , r¯} = |bi,i+1| = a−1i
r¯∏
k=1
ak, i = 1, 2, · · · , r¯
and
bi,j
bi,i+1
= (−1)i+j+1 2j−i−1∏j−1
k=i+1 ak
, i = 1, 2, · · · , r¯ − 1, j > i,
bi,j
bi,i+1
= (−1)i+j+1 2r¯+j−i−1∏i−1
k=j+1 ak
∏r¯
k=i+1 ak
, i = 1, 2, · · · , r¯ − 1, j ≤ i,
br¯,j
br¯,r¯+1
=
br¯,j
br¯,1
= (−1)j+1 2j−1∏j−1
k=1 ak
, j = 2, 3, · · · , r¯.
Thus, solutions to Equation (6.8) should be
xi = (2n+ 1)
∑r¯
j=1 bi,j
2r¯ + (−1)r¯+1a1a2 · · · ar¯ , i = 1, 2, · · · , r¯. (7.3)
The ratio of xi to xk in Solution (7.3) is
xi
xk
=
∑r¯
j=1 bi,j∑r¯
j=1 bk,j
, i, k = 1, 2, · · · , r¯. (7.4)
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According to Expression (7.2) and for r¯ + 1 ≡ 1(mod r¯), we have
max{|ci,j ||j = 1, 2, · · · , r¯} = |ci,i+1| =
r¯∏
k=1
ak, i = 1, 2, · · · , r¯, (7.5)
ci,j
ci,i+1
= (−1)i+j+1 2j−i−1∏j−1
k=i+1 ak
, i = 1, 2, · · · , r¯ − 1, j > i,
ci,j
ci,i+1
= (−1)i+j+1 2r¯+j−i−1∏i−1
k=j+1 ak
∏
r¯
k=i+1 ak
, i = 1, 2, · · · , r¯ − 1, j ≤ i,
cr¯,j
cr¯,r¯+1
=
cr¯,j
cr¯,1
= (−1)j+1 2j−1∏j−1
k=1
ak
, j = 2, 3, · · · , r¯,
(7.6)
and
r¯∑
j=1
ci,j
ci,i+1
= 1− 2
ai+1
+
22
ai+1ai+2
− · · ·+ (−1)r¯−1
r¯−1∏
j=1
2
ai+j
(7.7)
where i = 1, 2, · · · , r¯ and i+ j ≡ 1, 2, · · · , r¯(mod r¯) for i+ j = 1, 2, · · · .
Thus, solutions to Equation (6.8) can be written as
xi =
2n+ 1
ai
∗
∑r¯
j=1 ci,j
2r¯ + (−1)r¯+1a1a2 · · · ar¯ , i = 1, 2, · · · , r¯. (7.8)
The ratio of xi to xk in Solution (7.8) can be written as
xi
xk
=
ak
ai
∗
∑r¯
j=1 ci,j∑r¯
j=1 ck,j
, i, k = 1, 2, · · · , r¯. (7.9)
By using Expression (7.9) and substituting
xr¯ =
a1
ar¯
∗
∑r¯
j=1 cr¯,j∑r¯
j=1 c1,j
x1
into the first equation of the group of linear algebraic equations (6.8) with a matrix A¯ in Form
(6.9), we obtain
(2 + a1
∑r¯
j=1 cr¯,j∑r¯
j=1 c1,j
)x1 = 2n+ 1.
Hence, in the same way, solutions to Equation (6.8) can be written as
xi =
2n+ 1
2 + ai
∑r¯
j=1 ci−1,j∑r¯
j=1 ci,j
, i = 1, 2, · · · , r¯. (7.10)
The proof of the lemma is completed.
7.2 Analysis of solutions of linear algebraic equations
Lemma 7.2 By Definition (6.2) with a matrix A¯ in Form (6.9), when the rank r¯ of the matrix
A¯ is greater then 3, then at least one of xi for i = 1, 2, · · · , r in solutions to Equation (6.8) is
not equal to its corresponding expected solution qi ∈ Qr.
Proof Based on Lemma (7.1), let consider solutions (7.1).
When n→∞, since ai > amin >
√
2n− 16 for i = 1, 2, · · · , r¯, there are
lim
n→∞
√
2n− 16→∞, lim
n→∞
1
amin
= 0 and lim
n→∞
1
ai
= 0 for i = 1, 2, · · · , r¯.
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Since Expression (7.7) is an alternate series and the absolute value of the ratio of the
consequent to the antecedent of any pair of consecutive terms of the alternate series is less than
1 and tends towards zero when n→∞, then according to expressions (7.5-7.7) there are
1− 2
ai+1
≤
r¯∑
j=1
ci,j
ci,i+1
≤ 1− 2
ai+1
+
22
ai+1ai+2
≤ 1.
These inequalities are obvious for r¯ <∞ and for r¯ →∞ if we write
r¯∑
j=1
ci,j
ci,i+1
= 1− (1− 2
ai+2
)
2
ai+1
− (1− 2
ai+4
)
3∏
j=1
2
ai+j
− · · · ,
on the one hand, and
r¯∑
j=1
ci,j
ci,i+1
= (1− 2
ai+1
) + (1 − 2
ai+3
)
2∏
j=1
2
ai+j
+ · · · ,
on the other. Also there are
1− 21− µi+2(m)
ai+1
=
r¯∑
j=1
ci,j
ci,i+1
= 1− 2
ai+1
+ 22
1− νi+3(m′)
ai+1ai+2
where
µi(0) = {
0 for r¯ is even
2/ai for r¯ is odd
and for 1 ≤ ξ ≤ m = [(r¯ − 2)/2]
µi(ξ) = (1− 2
ai+1
)
2
ai
+
22µi+2(ξ − 1)
aiai+1
=
ξ∑
j=1
(1− 2
ai+2j−1
)
i+2j−2∏
k=i
2
ak
+ { 0 for r¯ is even∏i+2ξ
k=i
2
ak
for r¯ is odd
and
νi(0) = {
0 for r¯ is odd
2/ai for r¯ is even
and for 1 ≤ ξ ≤ m′ = [(r¯ − 3)/2]
νi(ξ) = (1− 2
ai+1
)
2
ai
+
22νi+2(ξ − 1)
aiai+1
=
ξ∑
j=1
(1− 2
ai+2j−1
)
i+2j−2∏
k=i
2
ak
+ { 0 for r¯ is odd∏i+2ξ
k=i
2
ak
for r¯ is even
These equalities are also obvious if we write
r¯∑
j=1
ci,j
ci,i+1
= 1− (1− 2
ai+2
)
2
ai+1
− (1− 2
ai+4
)
3∏
j=1
2
ai+j
− · · · ,
= 1− (1− 2
ai+2
)
2
ai+1
−
m′∑
j=1
(1− 2
ai+2j+2
)
i+2j+1∏
k=i+1
2
ak
− { 0 for r¯ is odd∏i+2m′+3
k=i+1
2
ak
for r¯ is even
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= 1− (1− 1− νi+3(m
′)
ai+2
)
2
ai+1
,
on the one hand, and
r¯∑
j=1
ci,j
ci,i+1
= (1− 2
ai+1
) + (1 − 2
ai+3
)
2∏
j=1
2
ai+j
+ · · · ,
= (1− 2
ai+1
) +
m∑
j=1
(1− 2
ai+2j+1
)
i+2j∏
k=i+1
2
ak
+ { 0 for r¯ is even∏i+2m+2
k=i+1
2
ak
for r¯ is odd
= (1 − 21− µi+2(m)
ai+1
),
on the other. Since ∑r¯
j=1 ci−1,j∑r¯
j=1 ci,j
=
ci−1,i
ci,i+1
∑r¯
j=1
ci−1,j
ci−1,i∑r¯
j=1
ci,j
ci,i+1
=
∑r¯
j=1
ci−1,j
ci−1,i∑r¯
j=1
ci,j
ci,i+1
for i = 1, 2, · · · , r¯, we obtain
1− 2
ai
≤ (
r¯∑
j=1
ci−1,j
ci−1,i
)/(
r¯∑
j=1
ci,j
ci,i+1
) =
1− 2/ai + 22(1− νi+2(m′))/(aiai+1)
1− 2(1− µi+2(m))/ai+1
=
1 + 22(µi+2(m)− νi+2(m′))/(aiai+1)
1− 2(1− µi+2(m))/ai+1 −
2
ai
where
1− 2/ai + 22(1− νi+2(m′))/(aiai+1)
1− 2(1− µi+2(m))/ai+1 =
1 + 22(1− νi+2(m′))/(aiai+1)
1− 2(1− µi+2(m))/ai+1
− 2
ai
− 22 1− µi+2(m)
aiai+1
1
1− 2(1− µi+2(m))/ai+1
=
1 + 22(1− νi+2(m′))/(aiai+1)− 22(1− µi+2(m))/(aiai+1)
1− 2(1− µi+2(m))/ai+1 −
2
ai
=
1 + 22(µi+2(m)− νi+2(m′))/(aiai+1)
1− 2(1− µi+2(m))/ai+1 −
2
ai
,
that is
1− 2
ai
≤ (
r¯∑
j=1
ci−1,j)/(
r¯∑
j=1
ci,j) (7.11)
=
1 + 22(µi+2(m)− νi+2(m′))/(aiai+1)
1− 2(1− µi+2(m))/ai+1 −
2
ai
.
Thus, we have
ai < 2 + ai(
r¯∑
j=1
ci−1,j)/(
r¯∑
j=1
ci,j) = ai
1 + 22(µi+2(m)− νi+2(m′))/(aiai+1)
1− (1− 2µi+2(m))/ai+1
and
1− 2(1− µi+2(m))/ai+1
1 + 22(µi+2(m)− νi+2(m′))/(aiai+1) =
ai
2 + ai(
∑r¯
j=1 ci−1,j)/(
∑r¯
j=1 ci,j)
< 1,
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so that according to Expression (7.1) there are
xi
(2n+ 1)/ai
=
ai
2 + ai(
∑r¯
j=1 ci−1,j)/(
∑r¯
j=1 ci,j)
and since 1− t < 11+t for 0 < |t| < 1
(1− 21− µi+2(m)
ai+1
)(1− 22µi+2(m)− νi+2(m
′)
aiai+1
) <
xi
(2n+ 1)/ai
< 1.
Now by Equality (6.7) with a matrix A¯ in Form (6.9), there are
2n+ 1
ai
= qi +
2qi+1
ai
for i = 1, 2, · · · , r¯
where r¯ + 1 ≡ 1(mod r¯).
Thus, we have
2n+ 1
ai
(1− 21− µi+2(m)
ai+1
)(1− 22µi+2(m)− νi+2(m
′)
aiai+1
)
=
2n+ 1
ai
[1− 21− µi+2(m)
ai+1
− 2µi(m+ 1)(µi+2(m)− νi+2(m
′))
ai+1
]
=
2n+ 1
ai
− 22n+ 1
ai+1
1− µi+2(m)
ai
− 2(2n+ 1)µi(m+ 1)(µi+2(m)− νi+2(m
′))
aiai+1
= qi + 2
qi+1
ai
− 2(qi+1 + 2qi+2
ai+1
)
1− µi+2(m)
ai
− 2(2n+ 1)µi(m+ 1)(µi+2(m)− νi+2(m
′))
aiai+1
= qi + µi+2(m)
2qi+1
ai
− 2
2qi+2
ai+1
1− µi+2(m)
ai
− 2(2n+ 1)µi(m+ 1)(µi+2(m)− νi+2(m
′))
aiai+1
= qi + δi/2
where
δi = [µi+2(m)(qi+1 +
2qi+2
ai+1
)− 2qi+2
ai+1
− (2n+ 1)µi(m+ 1)(µi+2(m)− νi+2(m
′))
ai+1
]
22
ai
= [(2n+ 1)µi+2(m)− 2qi+2 − (2n+ 1)µi(m+ 1)(µi+2(m)− νi+2(m′))]
1∏
j=0
2
ai+j
,
so that there are
qi + δi/2 < xi < qi +
2qi+1
ai
.
First, when r¯ is odd and m > 0, since m′ = m = [(r¯ − 3)/2], then there are
µi+2(m)− νi+2(m′) =
m∑
j=1
(1− 2
ai+2j+1
)
i+2j∏
k=i+2
2
ak
+
i+2m+2∏
k=i+2
2
ak
−
m∑
j=1
(1− 2
ai+2j−1
)
i+2j∏
k=i+2
2
ak
=
i+2m+2∏
k=i+2
2
ak
,
and
δi = [(2n+ 1)µi+2(m)− 2qi+2 − (2n+ 1)µi(m+ 1)
i+2m+2∏
k=i+2
2
ak
]
1∏
j=0
2
ai+j
.
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= [(2n+ 1)(1 − 21− µi+4(m− 1)
ai+3
)− ai+2qi+2 − (2n+ 1)µi(m+ 1)
i+2m+2∏
k=i+3
2
ak
]
2∏
j=0
2
ai+j
= [ai+3qi+3 − (2n+ 1) + (2n+ 1)µi+4(m− 1)− (2n+ 1)µi(m+ 1)
i+2m+2∏
k=i+4
2
ak
]
3∏
j=0
2
ai+j
= [(2n+ 1)µi+4(m− 1)− 2qi+4 − (2n+ 1)µi(m+ 1)
i+2m+2∏
k=i+4
2
ak
]
3∏
j=0
2
ai+j
.
For m > 1, let continue doing in this way, Then, since µi+2m+2(0) = 2/ai+2m+2, we obtain
δi = [(2n+ 1)µi+2m+2(0)− 2qi+2m+2 − 2(2n+ 1)µi(m+ 1)
ai+2m+2
]
2m+1∏
j=0
2
ai+j
= [(2n+ 1)
2
ai+2m+2
− 2qi+2m+2 − 2(2n+ 1)µi(m+ 1)
ai+2m+2
]
2m+1∏
j=0
2
ai+j
= [2qi+2m+3 − (2n+ 1)µi(m+ 1)]
2m+2∏
j=0
2
ai+j
> [2qi+2m+3 − 22n+ 1
ai
]
2m+2∏
j=0
2
ai+j
= 2[qi+2m+3 − (qi + 2qi+1
ai
)]
2m+2∏
j=0
2
ai+j
.
Since we can take qi+2m+3 = max Q¯r such that qi+2m+3 − qi ≥ 2 for r¯ > 3, and there are
qi+1 ≤
√
2n+ 1− 2 and
a2i ≥ aiqi ≥ 2n+ 1− 2qi+1 ≥ (
√
2n+ 1)2 − 2(√2n+ 1− 2)
= (
√
2n+ 1− 2)2 + 2√2n+ 1 > q2i+1,
then there is always 2qi+1/ai < 2. Thus for at least one qi+2m+3 ≥ qi + 2, there is δi > 0.
Next, when r¯ is even and m > 0, since m′ + 1 = m = [(r¯ − 2)/2] then there are
µi+2(m)− νi+2(m′) =
m∑
j=1
(1− 2
ai+2j+1
)
i+2j∏
k=i+2
2
ak
−
m−1∑
j=1
(1 − 2
ai+2j+1
)
i+2j∏
k=i+2
2
ak
−
i+2m∏
k=i+2
2
ak
= (1 − 2
ai+2m+1
)
i+2m∏
k=i+2
2
ak
−
i+2m∏
k=i+2
2
ak
= −
i+2m+1∏
k=i+2
2
ak
,
and
δi = [(2n+ 1)µi+2(m)− 2qi+2 + (2n+ 1)µi(m+ 1)
i+2m+1∏
k=i+2
2
ak
]
1∏
j=0
2
ai+j
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= [(2n+ 1)(1 − 21− µi+4(m− 1)
ai+3
)− ai+2qi+2 + (2n+ 1)µi(m+ 1)
i+2m+1∏
k=i+3
2
ak
]
2∏
j=0
2
ai+j
= [ai+3qi+3 − (2n+ 1) + (2n+ 1)µi+4(m− 1) + (2n+ 1)µi(m+ 1)
i+2m+1∏
k=i+4
2
ak
]
3∏
j=0
2
ai+j
= [(2n+ 1)µi+4(m− 1)− 2qi+4 + (2n+ 1)µi(m+ 1)
i+2m+1∏
k=i+4
2
ak
]
3∏
j=0
2
ai+j
.
For m > 1, let continue doing in this way. Then, since µi+2m+2(0) = 0, we obtain
δi = [(2n+ 1)µi+2m+2(0)− 2qi+2m+2 + (2n+ 1)µi(m+ 1)]
2m+1∏
j=0
2
ai+j
= [2
2n+ 1
ai
(1− 21− µi+2(m)
ai+1
)− 2qi+2m+2]
2m+1∏
j=0
2
ai+j
= 2[(qi +
2qi+1
ai
)(1− 21− µi+2(m)
ai+1
)− qi+2m+2]
2m+1∏
j=0
2
ai+j
= 2[qi − qi+2m+2 − (1− µi+2(m)) 2qi
ai+1
+ (1− 21− µi+2(m)
ai+1
)
2qi+1
ai
]
2m+1∏
j=0
2
ai+j
= 2[qi − qi+2m+2 + 2qi+1
ai
− 2 qi
ai+1
+µi+2(m)
2qi
ai+1
− 21− µi+2(m)
ai+1
2qi+1
ai
]
2m+1∏
j=0
2
ai+j
.
Since we can take qi = max Q¯r such that qi − qi+2m+2 ≥ 2 for r¯ > 2, and there are always
|qi+1
ai
− qi
ai+1
| = |ai+1qi+1 − aiqi
aiai+1
| < 4
amin
and
|µi+2(m) qi
ai+1
− 1− µi+2(m)
ai+1
2qi+1
ai
| < 4
amin
,
then for at least one qi ≥ qi+2m+2 + 2, there is δi > 0.
Thus, by Equality (6.7) with a matrix A¯ in Form (6.9), when the rank r¯ of the matrix A¯
is greater then 3, then there is m > 0 and at least one δi is positive, so that at least one xi
satisfies the inequalities
qi < xi < qi + 1. (7.12)
That is, at least one xi can not be an integer and is not equal to its corresponding expected
solution qi ∈ Qr. A contradiction.
Hence, by Definition (6.2) with a matrix A¯ in Form (6.9), when the rank r¯ of the matrix A¯
is greater then 3, then no group of primes qi for i = 1, 2, · · · , r can satisfy Equation (6.8) and at
least one of xi for i = 1, 2, · · · , r in solutions to Equation (6.8) is not equal to its corresponding
expected solution qi ∈ Qr.
The proof of the lemma is completed.
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Lemma 7.3 There exists a finite positive number n0 such that for every number n greater
than n0, by Definition (6.2), when xi is the solution to Equation (6.8) and its corresponding
expected solution is the prime qi for i = 1, 2, · · · , r, then at least one inequality |xi − qi| > 0
always holds where
n0 = max{n|xi − qi = 0 for i = 1, 2, · · · , r}.
Proof Based on Lemma (7.1), let define a positive number
n0 = max{n|xi − qi = 0 for i = 1, 2, · · · , r}
and consider values εi = |xi − qi| for i = 1, 2, · · · , r and εn = max{εi|i = 1, 2, · · · , r}.
Lemma (7.2) shows that by Definition (6.2) with a matrix A¯ in Form (6.9), when the rank
r¯ of the matrix A¯ is greater then 3, then at least one of xi for i = 1, 2, · · · , r in solutions to
Equation (6.8) is not equal to its corresponding expected solution qi ∈ Qr. Thus, for each
number n with r¯ > 3, at least one of xi for i = 1, 2, · · · , r satisfies the inequality
xi 6= qi or |xi − qi| 6= 0,
such that for at least one xi there are εi = |xi − qi| > 0 and εn > 0.
Since based on the main assumption (6.1) the number r¯ should slowly increase and tend to
infinity as n → ∞, then a big positive number n0 should exist such that for every number n
greater than n0, there is r¯ > 3, so that at least one xi can not be an integer and is not equal
to its corresponding expected solution qi ∈ Qr, that is, for the xi there are
εi = |xi − qi| > 0 and εn > 0.
Hence there exists a finite positive number n0 such that for every number n greater than n0,
by Definition (6.2), when xi is the solution to Equation (6.8) and its corresponding expected
solution is the prime qi for i = 1, 2, · · · , r, then at least one inequality |xi−qi| > 0 always holds.
The proof of the lemma is completed.
8 Theorems of primes
8.1 Main theorem
Theorem 8.1 (Main theorem) There exists a finite positive number n0 such that for every
number n greater than n0, the odd number 2n+1 can be represented as the sum of an odd prime
p and an even semiprime 2q where q is an odd prime smaller than
√
2n and p is greater than
2n+ 1− 2√2n.
Proof Let consider any number n greater than a finite positive number n0. According to the
definitions in Section (6) and by using the prime set Qr, take qi ∈ Qr and let an odd number
di = 2n+ 1− 2qi for i = 1, 2, · · · , r where gcd(qi, di) = 1 since gcd(qi, 2n+ 1) = 1, then we can
form a group of equalities as follows
2qi + di = 2n+ 1 for i = 1, 2, · · · , r. (8.1)
For n > n0 > 15, there is q1 <
√
2n. Since qi is an odd prime then gcd(di, 2n + 1) = 1.
Meanwhile qi is neither a divisor of di nor a divisor of 2n+ 1.
Let make the main assumption (6.1) which contradicts Lemoine’s conjecture. Without loss
of generality, assume an odd number 2n+ 1 greater than 2n0 + 1 can not be expressed as the
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sum of an odd prime and an even semiprime. Based on the main assumption (6.1), all the odd
numbers di for i = 1, 2, · · · , r should be composite. Then we can assume that each odd number
di is the product of one odd number and one odd prime smaller than
√
2n since di < 2n. Thus,
by using expressions (6.5-6.7) and taking the first r equalities in Equality (6.7), we can let
xi = qi ∈ Qr for i = 1, 2, · · · , r and form a group of linear algebraic equations
2xi + ai,jixji = 2n+ 1 for i = 1, 2, · · · , r. (8.2)
or in the matrix form as Equation (6.8). By Lemma (6.3), without loss of generality, we can
only consider solutions of Equation (6.8) with a matrix A¯ in Form (6.9).
When all the odd numbers di for i = 1, 2, · · · , r are composite, Equation (6.8) can be solved
and solutions to Equation (6.8) should satisfy
xi = qi for i = 1, 2, · · · , r. (8.3)
According to Equation (8.3), let define a set of numbers
S = {n|n > 15 and xi − qi = 0 for i = 1, 2, · · · , r}.
Then let n0 and s0 denote the maximum value and the number of elements of the set S,
respectively. If n0 and s0 are finite, then based on the main assumption (6.1), for at least one
odd number 2n+ 1 greater than 2n0 + 1, all the odd numbers di for i = 1, 2, · · · , r should be
composite so that Equation (8.3) should hold and there should be n ∈ S. A contradiction.
Thus, based on the main assumption (6.1), the numbers n0 and s0 should be infinite so that
the number set S should be an infinite set, otherwise the main assumption (6.1) shall be false,
and this theorem and Lemoine’s conjecture shall be true for every odd number greater than
2n0 + 1.
All these expected results are based on the main assumption (6.1). Now, let investigate
solutions to equations (8.2) or (6.8) to verify the assumption that all the odd numbers di for
i = 1, 2, · · · , r are composite.
When rank(A) = r = 1, since q1 is not a divisor of d1 and q1 <
√
2n < q2, d1 must be a
prime greater than 2n+ 1− 2√2n. A contradiction.
When rank(A) = r > 1, since |det(A)| 6= 2r, by using the analysis of the matrix equation
(6.8) with the theory of linear algebra, solutions of the matrix equation (6.8) is derived by
proving Lemma (7.1) based on the main assumption (6.1).
Then, by the analysis of solutions of the matrix equation (6.8), we obtain such results as
follows:
(1) Lemma (7.2) shows that by Definition (6.2) with a matrix A¯ in Form (6.9), when the
rank r¯ of the matrix A¯ is greater then 3, then at least one of xi for i = 1, 2, · · · , r in solutions
to Equation (6.8) is not equal to its corresponding expected solution qi ∈ Qr.
(2) Lemma (7.3) shows that there exists a finite positive number n0 such that for every
number n greater than n0, at least one inequality |xi − qi| > 0 always holds. Thus by lemmas
(7.2-7.3) it is proved that the numbers n0 and s0 are finite so that the number set S is a finite
set, which contradicts the expected result that the number set S should be an infinite set.
(3) Thus it is proved that for the number n greater than n0, at least one of xi for i =
1, 2, · · · , r in solutions to Equation (6.8) is not equal to its corresponding expected solution
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qi ∈ Qr or contradicts Equation (8.3). Hence, for the number n greater than n0, solutions
xi can not satisfy Equation (8.3) such that at least one of di for i = 1, 2, · · · , r is a prime
greater than 2n + 1 − 2√2n, which shows that not all the odd numbers di for i = 1, 2, · · · , r
are composite.
So, in the above investigation of solutions of a group of linear algebraic equations (8.2) based
on the main assumption (6.1), we derived contradictions between the solution of a group of linear
algebraic equations (8.2) and the assumption that all the odd numbers di for i = 1, 2, · · · , r are
composite. Since the number n greater than n0 is arbitrary, for each number n greater than n0,
at least one odd number di is not a composite but an odd prime greater than 2n+ 1− 2
√
2n.
Hence the main assumption (6.1) is false and the main theorem (8.1) holds.
This completes the proof of the theorem.
For small values of numbers n greater than 3, the assertion in the theorem has been verified
for 2n + 1 = N ≤ 6.5 × 1010 and some higher small ranges up to 4.0 × 1012 by the author.
It has been found that n0 = 19, 875 and s0 = 47. Some values of the number n ∈ S are
n = 4, 7, 10, 15, 22, 45, 50, 52, 69, 113, 115, · · · .
8.2 Representation of odd numbers
Theorem 8.2 All odd integers greater than 5 can be represented as the sum of an odd prime
and an even semiprime.
Proof Let put the theorem algebraically, 2n + 1 = p + 2q always has a solution in primes p
and q for n > 2.
For n ≤ n0 where n0 is a positive number, we can easily find pairs of primes p and q
satisfying
2n+ 1 = p+ 2q.
Actually, for small values of numbers n greater than 2, the assertion in the theorem has been
verified for 2n+ 1 = N ≤ 109 by Corbitt[3].
For n > n0, by Theorem (8.1), we can find at least one pair of primes q <
√
2n and
p = 2n+ 1− 2q satisfying
2n+ 1 = p+ 2q.
This completes the proof of the theorem and the Lemoine’s conjecture is proved.
8.3 Distribution of primes in short intervals
Theorem 8.3 For every positive number m there is always a prime p between m2 and (m+1)2.
Proof For 1 ≤ m ≤ √2n0 where n0 is a positive number we can easily verify the truth of
the theorem. The smallest primes between m2 and (m+ 1)2 for m = 1, 2, · · · are 2, 5, · · · . Let
consider any number m greater than
√
2n0.
Let a number n satisfy 2n− 1 ≤ (m+ 1)2 ≤ 2n, so we have
n > n0 and m ≤
√
2n− 1.
By Theorem (8.1), we can find at least one pair of primes
q <
√
2n and p = 2n+ 1− 2q > 2n+ 1− 2
√
2n = (
√
2n− 1)2 when n > n0.
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Therefore, there must be
m2 < p < 2n− 1 ≤ (m+ 1)2.
The inequality shows that there is always a prime p between m2 and (m+ 1)2.
This completes the proof of the theorem and the Legendre’s conjecture is proved.
Theorem 8.4 For every positive number m there are always three primes between m3 and
(m+1)3. The first one is between m3 and m2(m+1), and the second one is between m2(m+1)
and m(m+ 1)2, and the third one is between m(m+ 1)2 and (m+ 1)3.
Proof For 1 ≤ m ≤ 3√2n0 where n0 is a positive number we can easily verify the truth of the
theorem. The primes between m3 and (m+ 1)3 for m = 1, 2, · · · are {2, 3, 5}, {11, 13, 19}, · · · .
Let consider any number m greater than 3
√
2n0.
Firstly let a number n = m2(m+ 1)/2, so we have n > n0 and
2n− 2
√
2n = m2(m+ 1)− 2m√m+ 1 > m3.
By Theorem (8.1), we can find at least one pair of primes
q <
√
2n and p = 2n+ 1− 2q > 2n+ 1− 2
√
2n when n > n0.
Therefore, we have
q ≤ m√m+ 1 and m3 < p < 2n = m2(m+ 1).
The inequalities show that there is a prime p between m3 and m2(m+ 1).
Secondly let the number n = m(m+ 1)2/2, so we have n > n0 and
2n− 2
√
2n = m(m+ 1)2 − 2√m(m+ 1) > m2(m+ 1).
By Theorem (8.1), we can find at least one pair of primes
q <
√
2n and p = 2n+ 1− 2q > 2n+ 1− 2
√
2n when n > n0.
Therefore, we have
q ≤ √m(m+ 1) and m2(m+ 1) < p < 2n = m(m+ 1)2.
The inequalities show that there is a prime p between m2(m+ 1) and m(m+ 1)2.
Thirdly let the number n satisfy
m(m+ 1)2 +m(m+ 2) ≤ 2n ≤ (m+ 1)3,
so we have n > n0 and
2n− 2
√
2n ≥ m(m+ 1)2 +m(m+ 2)− 2√m+ 1(m+ 1) > m(m+ 1)2.
By Theorem (8.1), we can find at least one pair of primes
q <
√
2n and p = 2n+ 1− 2q > 2n+ 1− 2
√
2n when n > n0.
Therefore, we have
q ≤ √m+ 1(m+ 1) and m(m+ 1)2 < p < 2n ≤ (m+ 1)3.
The inequalities show that there is a prime p between m(m+ 1)2 and (m+ 1)3.
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Thus, for every positive number m there are always three primes between m3 and (m+1)3.
The first one is between m3 and m2(m + 1), and the second one is between m2(m + 1) and
m(m+ 1)2, and the third one is between m(m+ 1)2 and (m+ 1)3.
This completes the proof of the theorem.
Theorem 8.5 There is always a prime p between m− 2mθ and m where θ = 1/2 and m is a
positive number greater than a positive number 2n0.
Proof Let consider any positive number m greater than 2n0.
Let a number n = (m + 1)/2. Then for m > 2n0 we have n > n0. By Theorem (8.1), we
can find at least one pair of primes
q <
√
2n and p = 2n+ 1− 2q > 2n+ 1− 2
√
2n when n > n0.
Since 1 + 2
√
2n− 1 > 2√2n and the prime q ≥ 3, we have
2n− 1− 2√2n− 1 < 2n− 2
√
2n < p < 2n− 1.
Firstly for m = 2n− 1 let m− 2mθ = 2n− 1− 2√2n− 1 = m− 2√m, so we have θ = 1/2
and
q < mθ and m− 2mθ < p < m.
The last inequality shows that there is a prime p between m − 2mθ and m where θ = 1/2
and m is an odd number greater than 2n0.
Secondly for m = 2n let m− 2mθ = 2n− 2√2n = m− 2√m, so we have θ = 1/2 and
q < mθ and m− 2mθ < p < m.
The last inequality shows that there is a prime p between m − 2mθ and m where θ = 1/2
and m is an even number greater than 2n0.
This completes the proof of the theorem.
Theorem 8.6 There is always a prime p between m and m+ 2mθ where θ = 1/2 and m is a
positive number greater than a positive number 2n0.
Proof Let consider any positive number m greater than 2n0.
Let a number n satisfy
m ≤ 2n+ 1− 2
√
2n < m+ 1,
so we have n > n0 for m > 2n0 and
√
m+ 1 ≤
√
2n <
√
m+ 1 + 1
and
m+ 2(
√
m+ 1) ≤ 2n+ 1 < m+ 2(√m+ 1 + 1).
Let consider the equation
2n+ 1 = m+ 2mθ + 2f(m,x)− 2√m where f(m,x) = √m+ x+ 1. (8.4)
When f(m, 0) is substituted into Equation (8.4), we obtain
mθ ≥ √m and θ ≥ 1/2
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and when f(m, 1) is substituted into Equation (8.4), we obtain
mθ <
√
m and θ < 1/2.
Therefore, we can always find a suitable value of f(m,x) to get
mθ =
√
m and θ = 1/2.
By Theorem (8.1), we can find at least one pair of primes
q <
√
2n and p = 2n+ 1− 2q > 2n+ 1− 2
√
2n when n > n0.
Since any odd prime q is greater than 2, then p ≤ 2n−2. For 0 ≤ x ≤ 1, since f(m,x)−√m <
3/2, the values of θ are in a small neighborhood of 1/2, and the values of m+ 2mθ are in the
open interval (2n − 2, 2n + 1) and are greater than the upper bound of the prime p, that is,
p ≤ 2n− 2. Hence we have
m < p < m+ 2mθ < 2n+ 1.
The inequality shows that there is a prime p between m and m+ 2mθ where θ = 1/2 and
m is a positive number greater than 2n0.
This completes the proof of the theorem.
Theorem 8.7 The inequality
√
pi+1 −√pi < 1 holds for all i > 0, where pi is the ith prime.
Proof For 1 ≤ i ≤ k where pk ≥ 2n0 we can easily verify the truth of the theorem. Let
consider any positive number i greater than k.
The inequality
√
pi+1 −√pi < 1 can be written as
gi = pi+1 − pi < 2√pi + 1.
By Theorem (8.6), let a number m = pi, so there is always a prime p between pi and
pi + 2
√
pi. Therefore we obtain
gi = pi+1 − pi < 2√pi.
Thus we have
gi = pi+1 − pi < 2√pi + 1 and √pi+1 −√pi < 1.
This completes the proof of the theorem and the Andrica’s conjecture is proved.
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Part III
On the number of Goldbach numbers
and the number of Lemoine numbers
Abstract It was proved in this paper that:
(1) Let R2(x) denote the number of odd prime pairs p and x− p for 3 ≤ p ≤ x/2. Then for large even
numbers x, a positive number N always exists such that the inequalities
R∗2(x,N) ≤ R2(x) < R∗2(x,N + 1)
hold where
R∗2(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
,
and R2(x) is asymptotically equal to
R2(x) = αxLi2(x) +O(
√
x log x)
where αx is a positive constant dependent of x(mod 6).
(2) Let R3(x) denote the number of odd prime pairs p and x− 2p for 3 ≤ p ≤ (x− 3)/2. Then for large
odd numbers x, a positive number N always exists such that the inequalities
R∗3(x,N) ≤ R3(x) < R∗3(x,N + 1)
hold where
R∗3(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
,
and R3(x) is asymptotically equal to
R3(x) = αxLi2(x) +O(
√
x log x)
where αx is a positive constant dependent of x(mod 6).
Keywords Goldbach number, Lemoine number
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9 Introduction
9.1 Goldbach’s conjecture and Lemoine’s conjecture
Goldbach’s conjecture states: Every even number greater than 2 is a Goldbach number, a
number that can be expressed as the sum of two primes[1-3].
Lemoine’s conjecture, also known as Levy’s conjecture, states that all odd integers greater
than 5 can be represented as the sum of an odd prime and an even semiprime[3-6].
Let x be an even number greater than a positive even number x0, R2(x) be the number of
prime pair p and x− p such that p ≤ x. Hardy and Littlewood (1923) conjectured that R2(x)
is asymptotically equal to
R2(2n) ∼ 2Π2nLi2(2n),Π2n = Π2
∏
q|n
q − 1
q − 2 and Li2(x) =
∫ x
2
dt
log2 t
where Π2 is known as the twin primes constant and Π2 = 0.660161816 · · · , Π2n is a function of
2n, and ∼ means that the quotient of two expressions tends to 1 as x approaches infinity.
9.2 Works in this paper
The number of odd composite numbers in an odd number set was investigated in this paper.
A basic theorem was proved, which states: For an odd number set D, let σ denote the number
of odd composite numbers d ∈ D, then the inequalities
σ ≤ C1(x)x − C2(x)π(
√
x)
√
x ≤ Cd(x)x
always hold formally where Cd(x)x is the number of elements of the odd number set D.
The proof of the basic theorem is based on the analysis of composite numbers in an odd
number set. Based on the basic theorem, it was proved that:
(1) Let R2(x) denote the number of odd prime pairs p and x− p for 3 ≤ p ≤ x/2. Then for
large even numbers x, a positive number N always exists such that the inequalities
R∗2(x,N) ≤ R2(x) < R∗2(x,N + 1)
hold where
R∗2(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
,
and R2(x) is asymptotically equal to
R2(x) = αxLi2(x) +O(
√
x log x)
where αx is a positive constant dependent of x(mod 6).
(2) Let R3(x) denote the number of odd prime pairs p and x − 2p for 3 ≤ p ≤ (x − 3)/2.
Then for large odd numbers x, a positive number N always exists such that the inequalities
R∗3(x,N) ≤ R3(x) < R∗3(x,N + 1)
hold where
R∗3(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
,
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and R3(x) is asymptotically equal to
R3(x) = αxLi2(x) +O(
√
x log x)
where αx is a positive constant dependent of x(mod 6).
10 Definitions
10.1 Sets of primes
For any number x, let π(
√
x) = n and π(x) = n + r. Then let denote a set of primes by P
where
P = {pi|i = 1, 2, · · · , n+ r} (10.1)
and
2 = p1 < p2 < · · · < pn ≤
√
x < pn+1 < pn+2 < · · · < pn+r ≤ x.
Let Pn denote a subset of P where
Pn = {pi|i = 2, 3, · · · , n} ⊂ P. (10.2)
Let Qu and Qv denote subsets of P where
Qu = {qi|qi ∈ P, qi = 6mi + 1, i = 1, 2, · · · , ru} (10.3)
and
Qv = {qi|qi ∈ P, qi = 6mi − 1, i = 1, 2, · · · , rv} (10.4)
where ru and rv are numbers of elements of odd prime sets Qu and Qv, respectively.
10.2 Sets of odd numbers
Let Du and Dv denote subsets of odd numbers where
Du = {di|di = 6mi + 1, i = 1, 2, · · · , ru} (10.5)
and
Dv = {di|di = 6mi − 1, i = 1, 2, · · · , rv} (10.6)
where ru and rv are numbers of elements of odd number sets Du and Dv, respectively.
Let D denote Du or Dv or Du
⋃
Dv, that is
D = Du or D = Dv or D = Du
⋃
Dv. (10.7)
By using the sieve of Eratosthenes, let Dj for j = 1, 2, · · · , n denote odd composite number
sets where
Dj = {d|d ∈ D,max{q|q ∈ Pn, q|d} = pj} ⊂ D (10.8)
such that Di∩Dj = φ for i, j = 1, 2, · · · , n and i 6= j. Hence each odd composite number d ∈ D
can be uniquely classified into an odd composite number set Dj . Let denote
D∪ = D1 ∪D2 ∪D3 ∪ · · · ∪D(n)
then there is D∪ ⊆ D. If D∪ 6= D or the number of elements of D∪ is smaller than the number
of elements of D, then some odd numbers d ∈ D must be primes.
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11 Estimation theorem of composite numbers
In this section for any big number x we will investigate odd composite numbers d ∈ D based
on the prime set Pn and odd composite number sets Dj for j = 1, 2, · · · , n.
Lemma 11.1 As defined in Sec. (10) for 1 ≤ j ≤ n, let σj denote the number of elements of
Dj, then σj can be formally estimated by inequalities as
σj ≤ {
C1,j(x)x − C2,j(x)
√
x for 1 ≤ j ≤ jn
C1,j(x)x + C2,j(x)
√
x for jn < j ≤ n
where C1,j(x) and C2,j(x) are non-negative and dependent of the variable x, and jn is a positive
integer dependent of n.
Proof First, since p1 = 2 and any d ∈ D is an odd number, then there is gcd(p1, d) = 1 such
that D1 = φ. Hence there is σ1 = 0 such that there are C1,1(x) = 0 and C2,1(x) = 0.
Second, since p2 = 3 is not a prime divisor of any d ∈ D, then there is gcd(p2, d) = 1 such
that D2 = φ. Hence there is σ2 = 0 such that there are C1,2(x) = 0 and C2,2(x) = 0.
Third, since any d ∈ D3 can be written as d = mp3 where m is a positive integer satisfying
[
√
x/p3] < m ≤ [x/p3], then σ3 can be formally estimated by an inequality as
σ3 ≤ C1,3(x)x − C2,3(x)
√
x
where C1,3(x) and C2,3(x) are positive and dependent of the variable x.
Fourth, since any d ∈ Dn can be written as d = mpn where m is a positive integer satisfying
2 ≤ m ≤ [x/pn], then σn can be formally estimated by an inequality as
σn ≤ C2,n(x)
√
x
where C2,n(x) is positive and dependent of the variable x or
σn ≤ C1,n(x)x + C2,n(x)
√
x
where C1,n(x) = 0 and C2,n(x) is positive and dependent of the variable x.
Finally, since we have
σ3 ≤ C1,3(x)x − C2,3(x)
√
x and σn ≤ C1,n(x)x + C2,n(x)
√
x,
then there is always a number jn where 3 ≤ jn < n such that σj can be formally estimated by
inequalities as
σj ≤ {
C1,j(x)x − C2,j(x)
√
x for 3 ≤ j ≤ jn
C1,j(x)x + C2,j(x)
√
x for jn < j ≤ n
where C1,j(x) is non-negative and C2,j(x) is positive, both are dependent of the variable x, and
jn is a positive integer dependent of n.
The proof of the lemma is completed.
Theorem 11.2 (Estimation theorem) For an odd number set D defined in Sec. (10), let σ
denote the number of odd composite numbers d ∈ D, then the inequalities
σ ≤ C1(x)x − C2(x)π(
√
x)
√
x ≤ Cd(x)x (11.1)
always hold formally where Cd(x)x is the number of elements of the odd number set D.
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Proof By Lemma (11.1), we have
σ = σ1 + σ2 + σ3 + · · ·+ σn
≤
n∑
j=1
C1,j(x)x −
jn∑
j=1
C2,j(x)
√
x+
n∑
j=jn+1
C2,j(x)
√
x
= C1(x)x − C2(x)π(
√
x)
√
x
where
C1(x) =
n∑
j=1
C1,j(x) and C2(x) =
1
π(
√
x)
(
jn∑
j=1
C2,j(x)−
n∑
j=jn+1
C2,j(x)).
Since C1,j(x)x ∓ C2,j(x)
√
x for j = 1, 2, · · · , n corresponds to the number of elements of a
composite number set Dj ⊂ D, then there is
D1 ∪D2 ∪D3 ∪ · · · ∪D(n) = D∪ ⊂ D
such that C1(x)x − C2(x)π(
√
x)
√
x corresponds to the number of elements of the composite
number set D∪ ⊆ D and the inequalities
σ ≤ C1(x)x − C2(x)π(
√
x)
√
x ≤ Cd(x)x
always hold formally where Cd(x)x is the number of elements of the odd number set D.
This completes the proof of the theorem.
12 Theorems of Goldbach numbers
Theorem 12.1 (Theorem of Goldbach numbers) For any even number x greater than a
positive even number x0, let R2(x) denote the number of odd prime pairs p and x − p for
3 ≤ p ≤ x/2, then the inequalities
R2(x) ≥ αx x
log2 x
+ βx
π(
√
x)
√
x
2 log2 x
≥ 1 (12.1)
always hold where αx and βx are positive constants dependent of x(mod 6).
Proof Let x = 6mx + rx. Then for p = 6m+ 1 we have
x− p = 6mx + rx − (6m+ 1) = {
6(mx −m)− 1 for rx = 0
6(mx −m) + 1 for rx = 2
6(mx −m) + 3 for rx = 4
and for p = 6m− 1 we have
x− p = 6mx + rx − (6m− 1) = {
6(mx −m) + 1 for rx = 0
6(mx −m) + 3 for rx = 2
6(mx −m+ 1)− 1 for rx = 4.
Thus for pi ∈ P and i = 2, 3, · · · , π(x/2), we can let D∗ denote a set of odd numbers where
D∗ = {
{d|d = x− pi, pi ∈ P, i = 2, 3, · · · , π(x/2)}, rd = π(x/2)− 1 for rx = 0
{d|d = x− qi, qi ∈ Qu, i = 1, 2, · · · , ru}, ru ≈ rd/2 for rx = 2
{d|d = x− qi, qi ∈ Qv, i = 1, 2, · · · , rv}, rv ≈ rd/2 for rx = 4
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Hence D∗ is similar to the odd number set D defined in Sec. (10). When we take Dj for
j = 1, 2, · · · , n such that D∪ ⊆ D∗, if D∪ 6= D∗ then some prime pairs of the form (p, x − p)
exist for any even number x.
By Theorem (11.2) for Cd(x) = [π(x/2)− 1]/x, the number of odd composite numbers d is
less than or equal to σ. Then we have
R2(x) = [π(x/2)− 1]− σ
≥ Cd(x)x − [C1(x)x − C2(x)π(
√
x)
√
x]
= [Cd(x)− C1(x)]x + C2(x)π(
√
x)
√
x
= α(x)x + β(x)π(
√
x)
√
x/2
and
ρ(x) =
R2(x)
x/ log2 x
≥ α(x) log2 x+ β(x) π(
√
x)√
x/ log
√
x
log x
∼ ρ∗(x) = α(x) log2 x+ β(x) log x
where
α(x) = Cd(x)− C1(x) and β(x) = 2C2(x)
are dependent of the even number x.
Since ρ(x) can not be negative and π(x)/x is stationarily decreased and tends to zero when
x is increased such that R2(x)/x is stationarily decreased and tends to zero when x is increased,
thus ρ(x) should be stationarily decreased and tend to a limiting value when x is increased such
that α(x) and β(x) must be decreased and tend to zero when x is increased.
Shan-Guang Tan (2011) proved that for any even number x greater than 4 there are at least
a pair of odd primes p and x− p. Thus there must be
0 < α(x) < Cd(x) and lim
x→∞
α(x) = 0
so that α(x) and ρ(x) are always greater than zero for x <∞.
Hence by the form of the function ρ∗(x) we can let
αx = α(x) log
2 x and βx = β(x) log
2 x
then there is αx > 0 and ρ
∗(x) becomes
ρ∗(x) = αx + βx/ logx.
Since αx > 0 then βx should be greater than zero otherwise R2(x)/x will be stationarily
increased when x is increased. Thus αx and βx are positive constants.
Hence a positive even number x0 always exists such that when x > x0 the inequalities
R2(x) ≥ αx x
log2 x
+ βx
π(
√
x)
√
x
2 log2 x
≥ 1
always hold such that at least one d can not be composite and d = x − p must be a prime for
x > x0.
This completes the proof of the theorem.
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By calculation, there are approximately
αx = {
2Π2 for x ≡ 0(mod 6)
Π2 for x ≡ 2(mod 6)
Π2 for x ≡ 4(mod 6)
and βx = 2.4αx
for Goldbach numbers where Π2 is the twin primes constant such that we can take x0 ≥ 103.
Hence we may write
ρ∗(x) = (1 + 2.4/ logx) ∗ {
2Π2 for x ≡ 0(mod 6)
Π2 for x ≡ 2(mod 6)
Π2 for x ≡ 4(mod 6)
. (12.2)
Theorem 12.2 (Bounds theorem of Goldbach numbers) For any large even number x, let
R2(x) denote the number of odd prime pairs p and x − p for 3 ≤ p ≤ x/2. Then a positive
number N always exists such that the inequalities
R∗2(x,N) ≤ R2(x) < R∗2(x,N + 1) (12.3)
hold where
R∗2(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
(12.4)
and
lim
x→∞
R2(x)
αxx/ log
2 x
= 1. (12.5)
Proof By the proof of Theorem (12.1) we have
αxπ(
√
x) ∼ R2(
√
x) log
√
x,
R2(x) ≥ αx(x)x + βx(x)π(
√
x)
√
x/2 +R2(
√
x)
∼ αx x
log2 x
[1 +
βx
αx
η(
√
x)
log x
] = αx
x
log2 x
η∗(x) where η(x) =
R2(x)
αxx/ log
2 x
and
lim
x→∞ η(x) = limx→∞ η
∗(x) = 1.
Then for large numbers x and β∗x = βx/αx we have
η(x) =
R2(x)
αxx/ log
2 x
≥ 1 + β∗x
η(
√
x)
log x
. (12.6)
First since there is
η(x) ≥ 1
then we can set
η(x) = 1 + δ1(x)
and substitute it into Inequality (12.6), thus we have
1 + δ1(x) ≥ 1 + β∗x
1 + δ1(
√
x)
log x
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= 1 + β∗x
1
log x
+ β∗x
δ1(
√
x)
log x
such that we obtain
δ1(x) ≥ β∗x
1
log x
+ β∗x
δ1(
√
x)
log x
(12.7)
and can set
δ1(x) =
2!
log x
+ δ2(x). (12.8)
Second by substituting δ1(x) into Inequality (12.7), we have
2!
log x
+ δ2(x) ≥ β∗x
1
log x
+ β∗x
2!/ log
√
x+ δ2(
√
x)
log x
= β∗x
1
2
2!
log x
+ β∗x
2
3
3!
log2 x
+ β∗x
δ2(
√
x)
log x
such that we obtain
δ2(x) ≥ (β∗x
1
2
− 1) 2!
log x
+ β∗x
2
3
3!
log2 x
+ β∗x
δ2(
√
x)
log x
(12.9)
and can set
δ2(x) =
3!
log2 x
+ δ3(x). (12.10)
Third by substituting δ2(x) into Inequality (12.9), we have
3!
log2 x
+ δ3(x) ≥
1∑
m=1
(β∗x
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ β∗x
21
3
3!
log2 x
+ β∗x
3!/ log2
√
x+ δ3(
√
x)
log x
=
1∑
m=1
(β∗x
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ β∗x
21
3
3!
log2 x
+ β∗x
22
4
4!
log3 x
+ β∗x
δ3(
√
x)
log x
such that we obtain
δ3(x) ≥
2∑
m=1
(β∗x
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ β∗x
22
4
4!
log3 x
+ β∗x
δ3(
√
x)
log x
(12.11)
and can set
δ3(x) =
4!
log3 x
+ δ4(x). (12.12)
Forth by substituting δ3(x) into Inequality (12.11), we have
4!
log3 x
+ δ4(x) ≥
2∑
m=1
(β∗x
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ β∗x
22
4
4!
log3 x
+ β∗x
4!/ log3
√
x+ δ4(
√
x)
log x
=
2∑
m=1
(β∗x
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ β∗x
22
4
4!
log3 x
+ β∗x
23
5
5!
log4 x
+ β∗x
δ4(
√
x)
log x
such that we obtain
δ4(x) ≥
3∑
m=1
(β∗x
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ β∗x
23
5
5!
log4 x
+ β∗x
δ4(
√
x)
log x
(12.13)
and can set
δ4(x) =
5!
log4 x
+ δ5(x). (12.14)
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Fifth by substituting δ4(x) into Inequality (12.13), we have
5!
log4 x
+ δ5(x) ≥
3∑
m=1
(β∗x
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ β∗x
23
5
5!
log4 x
+ β∗x
5!/ log4
√
x+ δ5(
√
x)
log x
=
3∑
m=1
(β∗x
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ β∗x
23
5
5!
log4 x
+ β∗x
24
6
6!
log5 x
+ β∗x
δ5(
√
x)
log x
such that we obtain
δ5(x) ≥
4∑
m=1
(β∗x
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ β∗x
24
6
6!
log5 x
+ β∗x
δ5(
√
x)
log x
(12.15)
and can set
δ5(x) =
6!
log5 x
+ δ6(x). (12.16)
Then by substituting δn(x) for n = 1, 2, 3, 4, 5 into the expression of η(x) we obtain
η(x) = 1 +
2!
log x
+
3!
log2 x
+
4!
log3 x
+
5!
log4 x
+
6!
log5 x
+ δ6(x) =
6∑
n=1
n!
logn−1 x
+ δ6(x).
Going on in the same way for n = 6, 7, · · · , N we have
δn(x) ≥
n−1∑
m=1
(β∗x
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ β∗x
2n−1
n+ 1
(n+ 1)!
logn x
+ β∗x
δn(
√
x)
log x
(12.17)
and can set
δn(x) =
(n+ 1)!
logn x
+ δn+1(x) (12.18)
such that we obtain
η(x) =
N∑
n=1
n!
logn−1 x
+ δN (x). (12.19)
Since by Equality (12.18) for n = 1, 2, · · · the inequality
δn(x) − δn+1(x) = (n+ 1)!
logn x
> 0
always holds then we have
δ1(x) > δ2(x) > δ3(x) > · · · > δN (x) > δN+1(x) > · · · .
Based on the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
for a fixed positive number x, a positive number nc always exists such that when n ≥ nc there
are
n
e logx
≥ 1 and n!
logn x
>
√
2πn(
n
e log x
)n ≥
√
2πn.
Then on the right hand side of the Inequality (12.17) there is
lim
n→∞
n−1∑
m=1
(β∗x
2m−1
m+ 1
− 1)(m+ 1)!
logm x
→∞.
64 Shan-Guang Tan
Thus there must be
lim
n→∞
δn(
√
x)→ −∞
such that there must be
lim
n→∞
δn+1(x)→ −∞.
Hence for any positive number x, a positive number N always exists such that there are
δN (x) ≥ 0 and δN+1(x) < 0. Thus the inequalities
η∗(x,N) ≤ η(x) < η∗(x,N + 1)
and
R∗2(x,N) ≤ R2(x) < R∗2(x,N + 1)
hold where
η∗(x,N) =
N∑
n=1
n!
logn−1 x
and
R∗2(x,N) = αx
x
log2 x
η∗(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
.
Hence we have
η(x) ∼ η∗(x,N)
and
lim
x→∞
η(x) = lim
x→∞
η∗(x,N) = 1.
This completes the proof of the theorem.
Theorem 12.3 (Relation between x and N) Let ϕ(x,N) = (log x)/(N + 3/2). Then there
are approximately
ϕ(x,N) ≤ ϕ∗(x) = 5.1− 5.5 log 10
log x
. (12.20)
Proof By the proof of Theorem (12.2) let
∆(x,N) = η∗(x,N + 1)− η∗(x,N) = (N + 1)!
log(N+1) x
.
Then we have
ϕ(x,N) =
N + 1
N + 3/2
∆(x,N − 1)
∆(x,N)
.
When x is increased, since η∗(x,M) for M = N − 1, N,N + 1 are decreased and tend to 1,
then ∆(x,N − 1) and ∆(x,N) are also decreased and tend to zero. Since N + 1 < log x and
∆(x,N) < ∆(x,N − 1), then ∆(x,N)/∆(x,N − 1) is also decreased and tends to a limiting
value when x is increased. Thus ϕ(x,N) should be increased and tend to a limiting value when
x is increased.
Without loss of generality we can assume that ϕ(x,N) satisfies
ϕ(x,N) ≤ ϕ∗(x) and ϕ∗(x) = α− β/ log x
where α and β are positive constants.
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By calculation α and β are approximately equal to 5.1 and 5.5 log 10, respectively. Then
there are approximately
ϕ(x,N) ≤ ϕ∗(x) = 5.1− 5.5 log 10
log x
and
lim
N→∞
ϕ(x,N) ≤ lim
N→∞
ϕ∗(x) = 5.1.
This completes the proof of the theorem.
Theorem 12.4 (Upper bound theorem of Goldbach number gaps) For any small positive
value ǫ(x), a pair of positive numbers x and N always exist such that the bounds gap of prime
numbers
g(x,N) = R∗2(x,N + 1)−R∗2(x,N) ≤ ǫ(x)
αxx
log2 x
(12.21)
and for any positive number x, R2(x) satisfies
R2(x)−R∗2(x,N) < g(x,N) ≤ ǫ(x)
αxx
log2 x
(12.22)
where αx is a positive constant dependent of the number k,
R∗2(x,N) ≤ R2(x) < R∗2(x,N + 1)
and
R∗2(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
.
Especially ǫ(x) can be equal to x−1/2 log5/2 x such that
g(x,N) ≤ αx(x log x)1/2 (12.23)
and for any positive number x
R2(x)−R∗2(x,N) < αx(x log x)1/2. (12.24)
Proof By the proof of Theorem (12.2) when R2(x) satisfies
R∗2(x,N) ≤ R2(x) < R∗2(x,N + 1)
then there is
∆(x,N) =
g(x,N)
αxx/ log
2 x
= η∗(x,N + 1)− η∗(x,N) = (N + 1)!
logN x
.
For any small positive value ǫ(x), a pair of positive numbers x and N can be determined
by Theorem (12.3) and the inequality
∆(x,N) ≤ ǫ(x) or (N + 1)!
logN x
≤ ǫ(x).
Thus for any positive number x, R2(x) satisfies
R2(x) −R∗2(x,N) < g(x,N) ≤ ǫ(x)
αxx
log2 x
.
Based on the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
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for x ≥ 105 such that log x > e√2πe there are
(N + 1)! < e
√
2πe(
N + 1
e
)N+3/2
and
logN+5/2 x
(N + 1)!
≥ log x
e
√
2πe
(
e log x
N + 1
)N+3/2 > (
e log x
N + 3/2
)N+3/2.
Since a pair of positive numbers x and N always exists, let
ϕ(x,N) = (log x)/(N + 3/2).
Then we have
log
logN+5/2 x
(N + 1)!
√
x
> (N + 3/2) log[e
log x
N + 3/2
]− 1
2
log x
= (N + 3/2)[1 + logϕ(x,N)− ϕ(x,N)/2].
Since the inequality
1 + logϕ(x,N) − ϕ(x,N)/2 > 0
holds for ϕ(x,N) ≤ 5.3566938, thus by Theorem (12.3) the inequality ϕ(x,N) ≤ 5.1 holds or
let ϕ(x,N) ≤ 5.3566938 for calculation of R∗2(x,N) such that we obtain
logN+5/2 x
(N + 1)!
>
√
x and
(N + 1)!
logN x
<
log5/2 x√
x
.
When we let ǫ(x) = x−1/2 log5/2 x, a pair of positive numbers x and N can be determined
by Theorem (12.3) or the inequality ϕ(x,N) ≤ 5.3566938 such that the inequality
(N + 1)!
logN x
≤ log
5/2 x√
x
holds so that for any positive number x, R2(x) satisfies
R2(x) −R∗2(x,N) < g(x,N) ≤
log5/2 x√
x
αxx
log2 x
= αx(x log x)
1/2.
This completes the proof of the theorem.
Theorem 12.5 (Goldbach number theorem) For large numbers x, R2(x) is asymptotically
equal to
R2(x) = αxLi2(x) +O(
√
x log x) where Li2(x) =
∫ x
2
dt
log2 t
. (12.25)
Proof Note that Li2(x) has the asymptotic expansion about ∞ of
Li2(x) =
∫ x
2
dt
log2 t
= li2(x)− li2(2) ∼ li2(x) (12.26)
where
li2(x) =
∞∑
n=1
n!x
logn+1 x
=
x
log2 x
∞∑
n=1
n!
logn−1 x
.
By the proof of Theorem (12.4) for any positive number x, a positive number N always
exists such that R2(x) satisfies
R2(x)− R∗2(x,N) < g(x,N) ≤ αx(x log x)1/2.
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Hence when positive numbers N →∞ and x→∞, we have
|R2(x) − αxli2(x)| = |R2(x) − lim
N→∞
R∗2(x,N)|
< lim
N→∞
g(x,N) ≤ αx(x log x)1/2
so that we obtain
R2(x) = αxLi2(x) +O(
√
x log x).
This completes the proof of the theorem.
13 Theorems of Lemoine numbers
Theorem 13.1 (Theorem of Lemoine numbers) For any odd number x greater than a positive
odd number x0, let R3(x) denote the number of odd prime pairs p and x − 2p for 3 ≤ p ≤
(x− 3)/2, then the inequalities
R3(x) ≥ αx x
log2 x
+ βx
π(
√
x)
√
x
2 log2 x
≥ 1 (13.1)
always hold where αx and βx are positive constants dependent of x(mod 6).
Proof Let x = 6mx + rx + 1. Then for p = 6m+ 1 we have
x− 2p = 6mx + rx − 2(6m+ 1) = {
6(mx − 2m)− 1 for rx = 0
6(mx − 2m) + 1 for rx = 2
6(mx − 2m) + 3 for rx = 4
and for p = 6m− 1 we have
x− 2p = 6mx + rx + 1− 2(6m− 1) = {
6(mx − 2m+ 1)− 3 for rx = 0
6(mx − 2m+ 1)− 1 for rx = 2
6(mx − 2m+ 1) + 1 for rx = 4.
Thus for pi ∈ P and i = 2, 3, · · · , π(x−32 ), we can let D∗ denote a set of odd numbers where
D∗ = {
{d|d = x− 2pi, pi ∈ P, i = 2, 3, · · · , π(x−32 )}, rd = π(x−32 )− 1 for rx = 2
{d|d = x− 2qi, qi ∈ Qu, i = 1, 2, · · · , ru}, ru ≈ rd/2 for rx = 4
{d|d = x− 2qi, qi ∈ Qv, i = 1, 2, · · · , rv}, rv ≈ rd/2 for rx = 0.
Hence D∗ is similar to the odd number set D defined in Sec. (10). When we take Dj for
j = 1, 2, · · · , n such that D∪ ⊆ D∗, if D∪ 6= D∗ then some prime pairs of the form (p, x − 2p)
exist for any odd number x.
By Theorem (11.2) for Cd(x) = [π(
x−3
2 )− 1]/x, the number of odd composite numbers d is
less than or equal to σ. Then we have
R3(x) = [π(
x− 3
2
)− 1]− σ
≥ Cd(x)x − [C1(x)x − C2(x)π(
√
x)
√
x]
= [Cd(x)− C1(x)]x + C2(x)π(
√
x)
√
x
= α(x)x + β(x)π(
√
x)
√
x/2
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and
ρ(x) =
R3(x)
x/ log2 x
≥ α(x) log2 x+ β(x) π(
√
x)√
x/ log
√
x
log x
∼ ρ∗(x) = α(x) log2 x+ β(x) log x
where
α(x) = Cd(x)− C1(x) and β(x) = 2C2(x)
are dependent of the even number x.
Since ρ(x) can not be negative and π(x)/x is stationarily decreased and tends to zero when
x is increased such that R3(x)/x is stationarily decreased and tends to zero when x is increased,
thus ρ(x) should be stationarily decreased and tend to a limiting value when x is increased such
that α(x) and β(x) must be decreased and tend to zero when x is increased.
Shan-Guang Tan (2012) proved that for any odd number x greater than 7 there are at least
a pair of odd primes p and x− 2p. Thus there must be
0 < α(x) < Cd(x) and lim
x→∞
α(x) = 0
so that α(x) and ρ(x) are always greater than zero for x <∞.
Hence by the form of the function ρ∗(x) we can let
αx = α(x) log
2 x and βx = β(x) log
2 x
then there is αx > 0 and ρ
∗(x) becomes
ρ∗(x) = αx + βx/ logx.
Since αx > 0 then βx should be greater than zero otherwise R3(x)/x will be stationarily
increased when x is increased. Thus αx and βx are positive constants.
Hence a positive odd number x0 always exists such that when x > x0 the inequalities
R3(x) ≥ αx x
log2 x
+ βx
π(
√
x)
√
x
2 log2 x
≥ 1
always hold such that at last one d can not be composite so that d = x − 2p must be a prime
for x > x0.
This completes the proof of the theorem.
By calculation, there are approximately
αx = {
Π2 for x ≡ 0(mod 6)
2Π2 for x ≡ 2(mod 6)
Π2 for x ≡ 4(mod 6)
and βx = 3.0αx
for Lemoine numbers where Π2 is the twin primes constant such that we can take x0 ≥ 103+1.
Hence we may write
ρ∗(x) = (1 + 3.0/ logx) ∗ {
Π2 for x ≡ 0(mod 6)
2Π2 for x ≡ 2(mod 6)
Π2 for x ≡ 4(mod 6)
. (13.2)
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Now, we will give out theorems of prime pair numbers for R3(x), the number of Lemoine
numbers. The proofs of these theorems are similar to that for R2(x), the number of Goldbach
numbers.
Theorem 13.2 (Bounds theorem of Lemoine numbers) For any large odd number x, let R3(x)
denote the number of odd prime pairs p and x−2p for 3 ≤ p ≤ (x−3)/2, then a positive number
N always exists such that the inequalities
R∗3(x,N) ≤ R3(x) < R∗3(x,N + 1) (13.3)
hold where
R∗3(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
(13.4)
and
lim
x→∞
r3(x)
αxx/ log
2 x
= 1. (13.5)
Theorem 13.3 (Relation between x and N) Let ϕ(x,N) = (log x)/(N + 3/2). Then there
are approximately
ϕ(x,N) ≤ ϕ∗(x) = 5.1− 5.5 log 10
log x
. (13.6)
Theorem 13.4 (Upper bound theorem of Lemoine number gaps) For any small positive value
ǫ(x), a pair of positive numbers x and N always exist such that the bounds gap of prime pair
numbers
g(x,N) = R∗3(x,N + 1)−R∗3(x,N) ≤ ǫ(x)
αxx
log2 x
(13.7)
and for any positive odd number x, R3(x) satisfies
R3(x)−R∗3(x,N) < g(x,N) ≤ ǫ(x)
αxx
log2 x
(13.8)
where αx is a positive constant,
R∗3(x,N) ≤ R3(x) < R∗3(x,N + 1)
and
R∗3(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
.
Especially ǫ(x) can be equal to x−1/2 log5/2 x such that
g(x,N) ≤ αx(x log x)1/2 (13.9)
and for any positive odd number x
R3(x)−R∗3(x,N) < αx(x log x)1/2. (13.10)
Theorem 13.5 (Lemoine number theorem) For large odd numbers x, R3(x) is asymptotically
equal to
R3(x) = αxLi2(x) +O(
√
x log x) where Li2(x) =
∫ x
2
dt
log2 t
. (13.11)
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Part IV
On the solution of the Crame´r’s problem
Abstract It is proved in this paper that there exists a finite positive number x0 such that for every
positive number x = pn+1 + 1 greater than x0, there is asymptotically
pi+1 − pi = O(log2 pi)
and
lim sup
i→∞
pi+1 − pi
log2 pi
= c
where pi is the ith prime number, and c is a positive constant and proposed equal to 2e
−γ where γ is
Euler’s constant.
Keywords Key words and phrases. number theory, primes, gap of primes, Crame´r’s conjecture
14 Introduction
In number theory, Crame´r’s conjecture, formulated by the Swedish mathematician Harald
Crame´r in 1936[2], states that
pi+1 − pi = O(log2 pi)
and
lim sup
i→∞
pi+1 − pi
log2 pi
= 1
where pi denotes the ith prime number, O is big O notation, and log is the natural logarithm[1].
It is proved in this paper that there exists a finite positive number x0 such that for every
positive number x = pn+1 + 1 greater than x0, there is asymptotically
pi+1 − pi = O(log2 pi)
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and
lim sup
i→∞
pi+1 − pi
log2 pi
= c
where pi is the ith prime number, and c is a positive constant and proposed equal to 2e
−γ
where γ is Euler’s constant[1].
Hence, the Crame´r’s conjecture was proved.
15 Theorems proved
Shan-Guang Tan (2011) proved:
Theorem 15.1 There exists a finite positive number n0 such that for every number n greater
than n0, the even number 2n can be represented as the sum of two odd primes where one is
smaller than
√
2n and another is greater than 2n−√2n.
Shan-Guang Tan (2013) proved:
Theorem 15.2 (Bounds theorem of Goldbach numbers) For any large even number x, let
R2(x) denote the number of odd prime pairs p and x − p for 3 ≤ p ≤ x/2. Then a positive
number N always exists such that the inequalities
R∗2(x,N) ≤ R2(x) < R∗2(x,N + 1)
hold where
R∗2(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
and R2(x) is asymptotically equal to
R2(x) = αxLi2(x) +O(
√
x log x) and Li2(x) =
∫ x
2
dt
log2 t
where αx is a positive constant dependent of x(mod 6).
By calculation, there are approximately
αx = {
2Π2 = 2 ∗ 0.660161816 · · · for x ≡ 0(mod 6)
Π2 = 0.660161816 · · · for x ≡ 2(mod 6)
Π2 = 0.660161816 · · · for x ≡ 4(mod 6)
where Π2 is the twin primes constant.
16 Theorem of Crame´r’s conjecture
Theorem 16.1 For any large even number x, at least a pair of primes p and q exist such that
there are
q < log2 x and p = x− q > x− log2 x.
Proof According to Theorem (15.2), let Rlog2 (x) denote the number of odd prime pairs p and
x− p for 3 ≤ p ≤ log2 x.
Since the number R2(x) is counted for 3 ≤ p ≤ x/2, the average density of R2(x) satisfies
R∗2(x,N)
x/2
≤ R2(x)
x/2
<
R∗2(x,N + 1)
x/2
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or
2αx
log2 x
N∑
n=1
n!
logn−1 x
≤ R2(x)
x/2
<
2αx
log2 x
N+1∑
n=1
n!
logn−1 x
.
Hence R2(x)x/2 log
2 x is asymptotically equal to
R2(x)
x/2
log2 x = 2αx = {
4Π2 = 2.640647264 · · · for x ≡ 0(mod 6)
2Π2 = 1.320323632 · · · for x ≡ 2(mod 6)
2Π2 = 1.320323632 · · · for x ≡ 4(mod 6)
.
Since there are
1 >
π(x)
x
> 0, lim
x→∞
π(x)
x
= 0
and
1 >
R2(x)
x
> 0, lim
x→∞
R2(x)
x
= 0,
Thus we have
Rlog2 (x) ≥
R2(x)
x/2
log2 x > 1.320323632> 1.
This means that by Theorem (15.2) at least a pair of primes p and q exist such that there
are
q < log2 x and p = x− q > x− log2 x.
This completes the proof of the theorem.
Theorem 16.2 There exists a finite positive number x0 such that for every positive number
x greater than x0, there is always at least one odd prime in the region (x− log2 x, x].
Proof By Theorem (16.1), there exists a finite positive number x0 such that for any large
even number x greater than x0, at least a pair of primes p and q exist such that there are
q < log2 x and p = x− q > x− log2 x.
So for odd numbers x, by using the results stated above, as an odd number x→∞, at least
a pair of primes p and q exist such that we can obtain
q < log2(x+ 1) and p = x+ 1− q > x+ 1− log2(x+ 1) > x− log2 x
where there is log(1 + 1/x) ∼ 1/x as x→∞, so that
log2(x+ 1) = log2 x+ 2 logx log(1 + 1/x) + log2(1 + 1/x)
∼ log2 x+ 2logx
x
+
1
x2
< log2 x+ 1.
Thus we also have: There exists a finite positive number x0 such that for every odd number x
greater than x0, at least a pair of primes p and q exist such that there are
q < log2(x+ 1) and p = x+ 1− q > x− log2 x.
Hence, there exists a finite positive number x0 such that for every positive number x greater
than x0, there is always at least one odd prime in the region (x− log2 x, x].
This completes the proof of the theorem.
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Theorem 16.3 (Theorem of Crame´r’s conjecture) There exists a finite positive number x0
such that for every positive number x = pn+1 + 1 greater than x0, there are asymptotically
pi+1 − pi = O(log2 pi)
and
lim sup
i→∞
pi+1 − pi
log2 pi
= c
where pi is the ith prime number, and c is a positive constant and proposed equal to 2e
−γ where
γ is Euler’s constant.
Proof By Theorem (16.1), there exists a finite positive number x0 such that for any large
even number x greater than x0, at least a pair of primes p and q exist such that there are
q < log2 x and p = x− q > x− log2 x.
Now, let x = pi+1 + 1. Then, since p ≤ pi and pi+1 < 2pi, we have
pi+1 − pi < log2 x ≤ log2(2pi)
= (log pi + log 2)
2 = (1 +
log 2
log pi
)2 log2 pi.
Hence we can obtain
pi+1 − pi = O(log2 pi)
and
lim sup
i→∞
pi+1 − pi
log2 pi
= c
where c is a positive constant and proposed equal to 2e−γ where γ is Euler’s constant[1].
This completes the proof of the theorem.
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Part V
On the representation of even numbers
as the difference of two consecutive
primes
Abstract The representation of even numbers as the difference of two consecutive primes investigated
in this paper. A basic theorem was proved. It states: Every even number is the difference of two
consecutive primes in infinitely many ways.
To prove the basic theorem, we proved that:
(1) At least an even number is the difference of two consecutive primes in infinitely many ways.
(2) Let 2m1 denote the smallest difference of two consecutive primes in infinitely many ways, then any
other difference of two consecutive primes in infinitely many ways should be the multiple of 2m1.
(3) The smallest difference of two consecutive primes in infinitely many ways should be equal to 2.
(4) For k = 1, 2, · · · , every even number 2k is the difference of two consecutive primes in infinitely many
ways.
Based on the basic theorem, it was proved that:
(1) There are infinitely many twin primes p and p+ 2.
(2) There are infinitely many cousin primes p and p+ 4.
(3) There are infinitely many sexy primes p and p+ 6.
(4) There are infinitely many pairs of consecutive primes p and p+ 2k for k = 1, 2, · · · .
Keywords twin primes, cousin primes, sexy primes, Polignac’s conjecture
17 Introduction
17.1 Twin primes conjecture and Polignac’s conjecture
Twin primes conjecture is one of the oldest unsolved problems in number theory and in all
of mathematics. It is also one of Landau’s problems (1912). It states: There are an infinite
number of twin primes p and p+ 2[2-3].
Polignac’s conjecture was made by Alphonse de Polignac in 1849 and states: For any positive
even number n, there are infinitely many prime gaps of size n. In other words: There are
infinitely many cases of two consecutive prime numbers with difference n. The conjecture has
not been proven or disproved for any value of n[1].
For n = 2, it is the twin prime conjecture. For n = 4, it says there are infinitely many
cousin primes (p, p+4). For n = 6, it says there are infinitely many sexy primes (p, p+6) with
no prime between p and p+ 6.
17.2 Works in this paper
The representation of even numbers as the difference of two consecutive primes investigated in
this paper. A basic theorem was proved. It states: Every even number is the difference of two
consecutive primes in infinitely many ways.
To prove the basic theorem, we proved that:
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(1) At least an even number is the difference of two consecutive primes in infinitely many
ways.
(2) Let 2m1 denote the smallest difference of two consecutive primes in infinitely many
ways, then any other difference of two consecutive primes in infinitely many ways should be the
multiple of 2m1.
(3) The smallest difference of two consecutive primes in infinitely many ways should be
equal to 2.
(4) For k = 1, 2, · · · , every even number 2k is the difference of two consecutive primes in
infinitely many ways.
Based on the basic theorem, it was proved that:
(1) There are infinitely many twin primes p and p+ 2.
(2) There are infinitely many cousin primes p and p+ 4.
(3) There are infinitely many sexy primes p and p+ 6.
(4) There are infinitely many pairs of consecutive primes p and p+ 2k for k = 1, 2, · · · .
18 Theorems proved
B. Powell (1983) put forward and R. O. Davies (1984) proved:
Theorem 18.1 For every positive number M there exists an even number 2k such that there
are at least M pairs of consecutive primes p and p+ 2k.
Y. Zhang very recently (2013) proved:
Theorem 18.2
lim inf
n→∞
(pn+1 − pn) < 7× 107,
where pn is the nth prime.
Shan-Guang Tan (2011) proved:
Theorem 18.3 There exists a finite positive number n0 such that for every number n greater
than n0, the even number 2n can be represented as the sum of two odd primes where one is
smaller than
√
2n and another is greater than 2n−√2n.
Shan-Guang Tan (2013) proved:
Theorem 18.4 (Bounds theorem of Goldbach numbers) For any large even number x, let
R2(x) denote the number of odd prime pairs p and x − p for 3 ≤ p ≤ x/2. Then a positive
number N always exists such that the inequalities
R∗2(x,N) ≤ R2(x) < R∗2(x,N + 1)
hold where
R∗2(x,N) = αx
x
log2 x
N∑
n=1
n!
logn−1 x
and R2(x) is asymptotically equal to
R2(x) = αxLi2(x) +O(
√
x log x) and Li2(x) =
∫ x
2
dt
log2 t
where αx is a positive constant dependent of x(mod 6).
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Then based on Theorem (18.4), let prove the following theorem.
Theorem 18.5 For any small positive value ǫ there exists a finite positive number nǫ such that
for every number n not smaller than nǫ, the even number 2n can be represented as the sum of
two odd primes where one is in the region (n1−ǫ, n) and another is in the region (n, 2n−n1−ǫ).
Proof By Theorem (18.4), there is
R2(x) ≥ αx x
log2 x
.
For any small positive value ǫ let consider
R2(2n)− π(n1−ǫ) > α2n 2n
log2(2n)
− n1−ǫ/2
= n1−ǫ(α2n
2nǫ
log2(2n)
− 1/2) ≥ 1.
Then there exists a number nǫ such that the inequality
n1−ǫǫ (α2n
2nǫǫ
log2(2nǫ)
− 1/2) ≥ 1
holds and there are at least a pair of primes p and q in the region (n1−ǫǫ , 2nǫ − n1−ǫǫ ).
Thus for every number n not smaller than nǫ, the even number 2n can be represented as
the sum of two odd primes where one is in the region (n1−ǫ, n) and another is in the region
(n, 2n− n1−ǫ).
This completes the proof of the theorem.
19 Theorem of twin primes
Lemma 19.1 At least an even number is the difference of two consecutive primes in infinitely
many ways.
Proof By Theorem (18.1) when M →∞, or directly by Theorem (18.2), there exists at least
an even number 2k such that it is the difference of two consecutive primes in infinitely many
ways.
The proof of the lemma is completed.
Lemma 19.2 Let 2m1 denote the smallest difference of two consecutive primes in infinitely
many ways, then any other difference of two consecutive primes in infinitely many ways should
be the multiple of 2m1.
Proof By Lemma (19.1), at least an even number is the difference of two consecutive primes
in infinitely many ways.
If m1 = 1, then the lemma holds.
Otherwise when any pair of consecutive primes greater than a number x0 is with a difference
not smaller than 2m1, let take any two pairs of consecutive primes greater than x0. One pair of
consecutive primes are p and p+ 2m1. Another pair of consecutive primes are q and q + 2m1.
Then let an even number N = p+ q.
Now let consider an infinite sequence
Ni = N + 2m1 ∗ i for i = 1, 2, · · · .
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By Theorem (18.3), every even number Ni can be represented as the sum of two odd primes
pi and qi where pi <
√
Ni and qi > Ni−
√
Ni. By Theorem (18.5), every even number Ni can be
represented as the sum of two odd primes pi and qi where pi is in the region ((Ni/2)
1−ǫ, Ni/2)
and qi is in the region (Ni/2, Ni − (Ni/2)1−ǫ) where the positive value ǫ and the even number
N = p+ q can be chosen to satisfy the inequality (Ni/2)
1−ǫ ≥ x0.
When any other difference of two consecutive primes in infinitely many ways is the multiple
of 2m1, the infinitely many equalities Ni = pi + qi can be satisfied.
For example, if qi+1 = qi and pi+1 = pi+2m1, then the difference of two consecutive primes
pi+1 and pi is 2m1; if qi+1 = qi + 2m1 and pi+1 = pi, then the difference of two consecutive
primes qi+1 and qi is 2m1; if qi+1 = qi − 2m1 and pi+1 = pi + 4m1, then the difference of
two consecutive primes qi and qi+1 is 2m1, and when gcd(m1, 3) = 1, since pi ≡ ±1(mod 6)
and pi+1 ≡ ±1(mod 6), the number pi + 2m1 will be composite so that the difference of two
consecutive primes pi+1 and pi is 4m1 which is a multiple of 2m1.
Since the distribution of primes is unique, if some other differences of two consecutive primes
in infinitely many ways are not multiples of 2m1, then the infinitely many equalities Ni = pi+qi
can not be satisfied. Thus any other difference of two consecutive primes in infinitely many
ways should be the multiple of 2m1.
The proof of the lemma is completed.
Lemma 19.3 The smallest difference of two consecutive primes in infinitely many ways should
be equal to 2.
Proof By Lemma (19.2), if m1 = 1, then the lemma holds.
Otherwise when any pair of consecutive primes greater than a number x0 is with a difference
not smaller than 2m1, let take any two pairs of consecutive primes greater than x0. One pair of
consecutive primes are p and p+ 2m1. Another pair of consecutive primes are q and q + 2m1.
Then let an even number N = p+ q.
For j = 1, 2, · · · ,m1 − 1, let consider the infinite sequence
Ni,j = N + 2m1 ∗ i+ 2j for i = 0, 1, 2, · · · .
By Theorem (18.3), every even number Ni,j can be represented as the sum of two odd
primes pi,j and qi,j where pi,j <
√
Ni,j and qi,j > Ni,j −
√
Ni,j . By Theorem (18.5), every
even number Ni,j can be represented as the sum of two odd primes pi,j and qi,j where pi,j is
in the region ((Ni,j/2)
1−ǫ, Ni,j/2) and qi,j is in the region (Ni,j/2, Ni,j − (Ni,j/2)1−ǫ) where
the positive value ǫ and the even number N = p + q can be chosen to satisfy the inequality
(Ni,j/2)
1−ǫ ≥ x0.
Thus there are infinitely many equalities Ni,j = pi,j + qi,j and there should be at least a
difference 2j < 2m1 of two consecutive primes in infinitely many ways. It contradicts the fact
that 2m1 is the smallest difference of two consecutive primes in infinitely many ways.
A contradiction. Thus there should bem1 = 1 and the smallest difference of two consecutive
primes in infinitely many ways should be equal to 2.
The proof of the lemma is completed.
Theorem 19.4 (Twin primes theorem) There are an infinite number of twin primes p and
p+ 2.
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Proof By Lemma (19.3) the even number 2 is the difference of two consecutive primes in
infinitely many ways.
Thus there are an infinite number of twin primes p and p+ 2.
This completes the proof of the theorem.
20 Theorem of cousin primes
Lemma 20.1 At least an even number greater than 2 is the difference of two consecutive
primes in infinitely many ways.
Proof By Lemma (19.3), the even number 2 is the difference of two consecutive primes in
infinitely many ways.
Then let ∆1 = 2 and take any pair of consecutive primes q1 and q1 + 2, and consider an
infinite sequence
n1,i = q1 + i∆1 for i = 1, 2, · · · .
Thus for i = j ∗ q1, let consider sequences n1,j∗q1 − 2 and n1,j∗q1 + 2 where for j = 1, 2, · · ·
n1,j∗q1 − 2 = q1 + j ∗ q1∆1 − 2 = q1 − 2 + j ∗ 2q1
and
n1,j∗q1 + 2 = q1 + j ∗ q1∆1 + 2 = q1 + 2 + j ∗ 2q1.
Since gcd(q1 − 2, 2q1) = 1 and gcd(q1 + 2, 2q1) = 1, then by Dirichlet theorem there are
infinite many primes in sequences n1,j∗q1 − 2 and n1,j∗q1 + 2.
If there are an infinite number of cousin primes n1,j∗q1 − 2 and n1,j∗q1 + 2, then the even
number 4 is the difference of two consecutive primes in infinitely many ways. Otherwise at least
an even number greater than 4 is the difference of two consecutive primes in infinitely many
ways.
Hence at least an even number greater than 2 is the difference of two consecutive primes in
infinitely many ways.
The proof of the lemma is completed.
Lemma 20.2 The even number 4 is the difference of two consecutive primes in infinitely
many ways.
Proof By Lemma (20.1), at least an even number greater than 2 is the difference of two
consecutive primes in infinitely many ways.
If the even number 4 is the difference of two consecutive primes in infinitely many ways,
then the lemma is true.
Otherwise let the even number 2m2 be the smallest difference greater than 2 of two con-
secutive primes in infinitely many ways. Then by Lemma (22.3) for mk = m1 = 1 there is
m2 = m1 + 1 = 2. Hence the even number 4 is the difference of two consecutive primes in
infinitely many ways.
The proof of the lemma is completed.
Theorem 20.3 (Cousin primes theorem) There are an infinite number of cousin primes p
and p+ 4.
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Proof By Lemma (20.2) the even number 4 is the difference of two consecutive primes in
infinitely many ways.
Thus there are an infinite number of cousin primes p and p+ 4.
This completes the proof of the theorem.
21 Theorem of sexy primes
Lemma 21.1 At least an even number greater than 4 is the difference of two consecutive
primes in infinitely many ways.
Proof By Lemma (19.3) and Lemma (20.2), every even number 2k for k = 1, 2 is the difference
of two consecutive primes in infinitely many ways.
By the proof of Lemma (20.1), let ∆2 = q1∆1 and q2 = n1,x1q1 − 2, then take any pair of
consecutive primes q2 and q2 + 2 ∗ 2, and consider an infinite sequence
n2,i = q2 + i∆2 for i = 1, 2, · · · .
Thus for i = j ∗q2, let consider sequences n2,j∗q2−2 and n2,j∗q2+2∗2 where for j = 1, 2, · · ·
n2,j∗q2 − 2 = q2 + j ∗ q2∆2 − 2 = q2 − 2 + j ∗ 2q1q2
and
n2,j∗q2 + 2 ∗ 2 = q2 + j ∗ q2∆2 + 2 ∗ 2 = q2 + 2 ∗ 2 + j ∗ 2q1q2.
Since q2 = n1,x1q1 − 2 = q1(1 + 2x1)− 2 such that for m = 1, 2
gcd(q2 − 2, qm) = 1 and gcd(q2 + 2 ∗ 2, qm) = 1
and
gcd(q2 − 2, 2q1q2) = 1 and gcd(q2 + 2 ∗ 2, 2q1q2) = 1,
then by Dirichlet theorem there are infinite many primes in sequences n2,j∗q2 − 2 and n2,j∗q2 +
2 ∗ 2.
If there are an infinite number of sexy primes n2,j∗q2 − 2 and n2,j∗q2 + 2 ∗ 2, then the even
number 6 is the difference of two consecutive primes in infinitely many ways. Otherwise at least
an even number greater than 6 is the difference of two consecutive primes in infinitely many
ways.
Hence at least an even number greater than 4 is the difference of two consecutive primes in
infinitely many ways.
This completes the proof of the theorem.
Lemma 21.2 The even number 6 is the difference of two consecutive primes in infinitely
many ways.
Proof By Lemma (21.1), at least an even number greater than 4 is the difference of two
consecutive primes in infinitely many ways.
If the even number 6 is the difference of two consecutive primes in infinitely many ways,
then the lemma is true.
Otherwise let the even number 2m3 be the smallest difference greater than 4 of two con-
secutive primes in infinitely many ways. Then by Lemma (22.3) for mk = m2 = 2 there is
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m3 = m2 + 1 = 3. Hence the even number 6 is the difference of two consecutive primes in
infinitely many ways.
The proof of the lemma is completed.
Theorem 21.3 (Sexy primes theorem) There are an infinite number of sexy primes p and
p+ 6.
Proof By Lemma (21.2) the even number 6 is the difference of two consecutive primes in
infinitely many ways.
Thus there are an infinite number of sexy primes p and p+ 6.
This completes the proof of the theorem.
22 Theorems of Polignac primes
Lemma 22.1 If every even number 2k for k = 1, 2, · · · ,mk is the difference of two consecutive
primes in infinitely many ways, then at least an even number greater than 2mk is the difference
of two consecutive primes in infinitely many ways.
Proof By Lemma (19.3), Lemma (20.2) and Lemma (21.2), every even number 2k for k =
1, 2, 3 is the difference of two consecutive primes in infinitely many ways.
By the proof of Lemma (21.1), let ∆3 = q2∆2 and q3 = n2,x2q2 − 2, then take any pair of
consecutive primes q3 and q3 + 2 ∗ 3, and consider an infinite sequence
n3,i = q3 + i∆3 for i = 1, 2, · · · .
Thus for i = j ∗q3, let consider sequences n3,j∗q3−2 and n3,j∗q3+2∗3 where for j = 1, 2, · · ·
n3,j∗q3 − 2 = q3 + j ∗ q3∆3 − 2 = q3 − 2 + j ∗ 2q1q2q3
and
n3,j∗q3 + 2 ∗ 3 = q3 + j ∗ q3∆3 + 2 ∗ 3 = q3 + 2 ∗ 3 + j ∗ 2q1q2q3.
Since
q3 = n2,x2q2 − 2
= q2 + x2q2∆2 − 2 = q2(1 + x2∆2)− 2
= q1 + 2x1q1 + 2x2q2q1 − 2 = q1(1 + 2x1 + 2x2q2)− 2
such that for m = 1, 2, 3
gcd(q3 − 2, qm) = 1 and gcd(q3 + 2 ∗ 3, qm) = 1
and
gcd(q3 − 2, 2q1q2q3) = 1 and gcd(q3 + 2 ∗ 3, 2q1q2q3) = 1,
then by Dirichlet theorem there are infinite many primes in sequences n3,j∗q3 − 2 and n3,j∗q3 +
2 ∗ 3.
Assume that going on in the same way, every even number 2k for k = 1, 2, · · · ,mk is the
difference of two consecutive primes in infinitely many ways. Then let
∆k = qk−1∆k−1 and qk = nk−1,xk−1qk−1 − 2,
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and take any pair of consecutive primes qk and qk + 2k, and consider an infinite sequence
nk,i = qk + i∆k for i = 1, 2, · · · .
Thus for i = j ∗ qk, let consider sequences nk,j∗qk − 2 and nk,j∗qk +2k where for j = 1, 2, · · ·
nk,j∗qk − 2 = qk + j ∗ qk∆k − 2 = qk − 2 + j ∗ 2q1q2q3 · · · qk
and
nk,j∗qk + 2k = qk + j ∗ qk∆k + 2k = qk + 2k + j ∗ 2q1q2q3 · · · qk.
Since for any positive number k we can always choose q1 > k and there are
qk = nk−1,xk−1qk−1 − 2
= qk−1 + xk−1qk−1∆k−1 − 2
= qk−2 + xk−2qk−2∆k−2 + xk−1qk−1qk−2∆k−2 − 2
= qk−3 + xk−3qk−3∆k−3 + qk−3∆k−3
k−1∑
m=k−2
xm
m∏
n=k−2
qn − 2
= · · · = q2 + x2q2∆2 + q2∆2
k−1∑
m=3
xm
m∏
n=3
qn − 2
= q1 + x1q1∆1 + q1∆1
k−1∑
m=2
xm
m∏
n=2
qn − 2
or
qk = nk−1,xk−1qk−1 − 2
= qk−1(1 + xk−1∆k−1)− 2
= qk−2(1 + ∆k−2
k−1∑
m=k−2
xm
m∏
n=k−1
qn)− 2
= qk−3(1 + ∆k−3
k−1∑
m=k−3
xm
m∏
n=k−2
qn)− 2
= · · · = q2(1 + ∆2
k−1∑
m=2
xm
m∏
n=3
qn)− 2
= q1(1 + ∆1
k−1∑
m=1
xm
m∏
n=2
qn)− 2
such that for m = 1, 2, · · · , k
gcd(qk − 2, qm) = 1 and gcd(qk + 2k, qm) = 1
and
gcd(qk − 2, 2q1q2q3 · · · qk) = 1 and gcd(qk + 2k, 2q1q2q3 · · · qk) = 1,
then by Dirichlet theorem there are infinite many primes in sequences nk,j∗qk−2 and nk,j∗qk+2k.
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If there are an infinite number of two consecutive primes nk,j∗qk −2 and nk,j∗qk +2mk, then
the even number 2(mk +1) is the difference of two consecutive primes in infinitely many ways.
Otherwise at least an even number greater than 2(mk + 1) is the difference of two consecutive
primes in infinitely many ways.
Hence at least an even number greater than 2mk is the difference of two consecutive primes
in infinitely many ways.
The proof of the lemma is completed.
Lemma 22.2 For k = 1, 2, · · · , every even number 2k is the difference of two consecutive
primes in infinitely many ways.
Proof By Lemma (22.1), at least an even number greater than 2mk is the difference of two
consecutive primes in infinitely many ways.
If the even number 2(mk + 1) is the difference of two consecutive primes in infinitely many
ways, then the lemma is true.
Otherwise let the even number 2mk+1 be the smallest difference greater than 2mk of two
consecutive primes in infinitely many ways. Then by Lemma (22.3) there is mk+1 = mk + 1.
Hence the even number 2mk+1 = 2(mk + 1) is the difference of two consecutive primes in
infinitely many ways.
Hence every even number 2k for k = 1, 2, · · · is the difference of two consecutive primes in
infinitely many ways.
The proof of the lemma is completed.
Lemma 22.3 Assume that every even number of 2, 4, · · · , 2mk is the difference of two consec-
utive primes in infinitely many ways. Then the even number 2(mk+1) is the smallest difference
greater than 2mk of two consecutive primes in infinitely many ways.
Proof If the even number 2mk+1 = 2(mk + 1) is the smallest difference greater than 2mk of
two consecutive primes in infinitely many ways, then the lemma holds.
Otherwise when any pair of consecutive primes greater than a number x0 is with a differ-
ence 2m which satisfies 2m ≤ 2mk or 2m ≥ 2mk+1, let consider an infinite sequence P2k of
consecutive prime pairs pi and pi + 2mk+1 where pi are greater than a positive number x0 for
i = 0, 1, 2, · · · .
Now we can form an infinite sequence Ni = p0 + pi for i = 1, 2, · · · .
Then every even number N = Ni + 2j or N = Ni + 2mk+1 − 2j for i = 1, 2, · · · and
j = mk +1,mk +2, · · · ,mk+1 − 1 can be represented as the sum of two odd primes p and q by
Theorem (18.3) where p <
√
N and q > N −√N or by Theorem (18.5) where p is in the region
((N/2)1−ǫ, N/2) and q is in the region (N/2, N − (N/2)1−ǫ) where the positive value ǫ and the
even number N = p+ q can be chosen to satisfy the inequality (N/2)1−ǫ ≥ x0. And even more
by Theorem (18.4) for x = N the number of the representations satisfies R2(x) ≥ αx xlog2 x and
is asymptotically equal to R2(x) = αxLi2(x) + O(
√
x log x). Thus there are infinitely many
equalities N = p+ q.
Since the infinitely many equalities Ni = p+q and Ni+2mk+1 = p+q for i = 1, 2, · · · can be
satisfied, let mk+1 = mk+1 then no number j exists for j = mk+1,mk+2, · · · ,mk+1− 1 such
that even numbers N = Ni+2j and N = Ni+2mk+1−2j become N = Ni and N = Ni+2mk+1
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for i = 1, 2, · · · respectively, so that the infinitely many equalities N = p + q can be satisfied.
Since the distribution of primes is unique, the smallest difference greater than 2mk of two
consecutive primes in infinitely many ways must be 2(mk + 1).
On the other hand, although some equalities N = p + q may be satisfied by some pairs of
odd primes p and q which are in the form of consecutive primes p and p+ 2m or q and q + 2m
with a difference 2m for m ≤ mk or m ≥ mk+1, since the distribution of primes is unique,
there should be at least a difference 2j of two consecutive primes in infinitely many ways where
mk < j < mk+1 to satisfy the infinitely many equalities N = p+ q. It contradicts the fact that
2mk+1 is the smallest difference greater than 2mk of two consecutive primes in infinitely many
ways. Thus there should be mk+1 = mk + 1 and the smallest difference of two consecutive
primes in infinitely many ways should be equal to 2(mk + 1).
The proof of the lemma is completed.
Theorem 22.4 (Primes difference theorem) Every even number is the difference of two con-
secutive primes in infinitely many ways.
Proof By Lemma (22.2), the even number 2k for k = 1, 2, · · · is the difference of two consecu-
tive primes in infinitely many ways. Thus every even number is the difference of two consecutive
primes in infinitely many ways.
This completes the proof of the theorem.
Theorem 22.5 (Polignac primes theorem) There are infinitely many pairs of consecutive
primes p and p+ 2k for k = 1, 2, · · · .
Proof By Theorem (22.4), the even number 2k for k = 1, 2, · · · is the difference of two
consecutive primes in infinitely many ways. Thus there are infinitely many pairs of consecutive
primes p and p+ 2k for k = 1, 2, · · · .
This completes the proof of the theorem.
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Part VI
On the number of Polignac primes
Abstract Let π2k(x) be the number of odd prime pairs p and p+ 2k which may not be consecutive
for k > 2 such that p ≤ x and 1 ≤ k ≤ √x. Then it was proved in this paper that:
(1) For large numbers x, the inequality
π2k(x) ≥ a2k x
log2 x
+ b2k
x
log3 x
always holds where a2k and b2k are positive constants dependent of the number k.
(2) The number π2k(x) satisfies
π∗2k(x,N) ≤ π2k(x) < π∗2k(x,N + 1)
where N is a positive number and
π∗2k(x,N) = a2k
x
log2 x
N∑
n=1
n!
logn−1 x
.
(3) Let ϕ(x,N) = (log x)/(N + 3/2). Then there are approximately
ϕ(x,N) ≤ ϕ∗(x) = 5.1− 5.5 log 10
log x
.
(4) For any small positive value ǫ(x), a pair of positive numbers x and N always exist such that the
number π2k(x) satisfies
π2k(x)− π∗2k(x,N) < ǫ(x) a2kx
log2 x
.
Especially ǫ(x) can be equal to x−1/2 log5/2 x such that for any positive number x, the number π2k(x)
satisfies
π2k(x)− π∗2k(x,N) < a2k(x log x)1/2.
(5) For large numbers x, π2k(x) is asymptotically equal to
π2k(x) = a2kLi2(x) +O(
√
x log x).
Keywords twin primes, Polignac primes
23 Introduction
23.1 Twin primes conjecture and Polignac’s conjecture
Twin primes conjecture is one of the oldest unsolved problems in number theory and in all
of mathematics. It is also one of Landau’s problems (1912). It states: There are an infinite
number of twin primes p and p+ 2[2-4].
Polignac’s conjecture was made by Alphonse de Polignac in 1849 and states: For any positive
even number 2n, there are infinitely many prime gaps of size 2n. In other words: There are
infinitely many cases of two consecutive prime numbers with difference 2n. Then the word
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”Polignac primes” means a pair of odd primes p and p + 2n. The conjecture has not been
proven or disproven for any value of 2n[1].
For n = 1, it is the twin prime conjecture. For n = 2, it says there are infinitely many
cousin primes (p, p+4). For n = 3, it says there are infinitely many sexy primes (p, p+6) with
no prime between p and p+ 6.
Let π2(x) be the number of twin primes p and p+2 such that p ≤ x. Hardy and Littlewood
(1923) conjectured that π2(x) is asymptotically equal to
π2(x) ∼ 2Π2Li2(x).
Let π2n(x) for even 2n be the number of prime gaps of size 2n below x.
The first Hardy-Littlewood conjecture says the asymptotic density is of form
π2n(x) ∼ 2Π2n x
ln2 x
∼ 2Π2nLi2(x).
23.2 Works in this paper
Let π2k(x) be the number of odd prime pairs p and p + 2k which may not be consecutive for
k > 2 such that p ≤ x and 1 ≤ k ≤ √x. Then it was proved in this paper that:
(1) For large numbers x, the inequality
π2k(x) ≥ a2k x
log2 x
+ b2k
x
log3 x
always holds where a2k and b2k are positive constants dependent of the number k.
(2) The number π2k(x) satisfies
π∗2k(x,N) ≤ π2k(x) < π∗2k(x,N + 1)
where N is a positive number and
π∗2k(x,N) = a2k
x
log2 x
N∑
n=1
n!
logn−1 x
.
(3) Let ϕ(x,N) = (log x)/(N + 3/2). Then there are approximately
ϕ(x,N) ≤ ϕ∗(x) = 5.1− 5.5 log 10
log x
.
(4) For any small positive value ǫ(x), a pair of positive numbers x and N always exist such
that the number π2k(x) satisfies
π2k(x)− π∗2k(x,N) < ǫ(x)
a2kx
log2 x
.
Especially ǫ(x) can be equal to x−1/2 log5/2 x such that for any positive number x, the number
π2k(x) satisfies
π2k(x) − π∗2k(x,N) < a2k(x log x)1/2.
(5) For large numbers x, π2k(x) is asymptotically equal to
π2k(x) = a2kLi2(x) +O(
√
x log x).
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24 Definitions
24.1 Sets of primes
For any number x, let π(
√
x) = n and π(x) = n + r. Then let denote a set of primes by P
where
P = {pi|i = 1, 2, · · · , n+ r} (24.1)
and
2 = p1 < p2 < · · · < pn ≤
√
x < pn+1 < pn+2 < · · · < pn+r ≤ x.
Let Pn denote a subset of P where
Pn = {pi|i = 2, 3, · · · , n} ⊂ P. (24.2)
Let Qu and Qv denote subsets of P where
Qu = {qi|qi ∈ P, qi = 6mi + 1, i = 1, 2, · · · , ru} (24.3)
and
Qv = {qi|qi ∈ P, qi = 6mi − 1, i = 1, 2, · · · , rv} (24.4)
where ru and rv are numbers of elements of odd prime sets Qu and Qv, respectively.
24.2 Sets of odd numbers
Let Du and Dv denote subsets of odd numbers where
Du = {di|di = 6mi + 1, i = 1, 2, · · · , ru} (24.5)
and
Dv = {di|di = 6mi − 1, i = 1, 2, · · · , rv} (24.6)
where ru and rv are numbers of elements of odd number sets Du and Dv, respectively.
Let D denote Du or Dv or Du
⋃
Dv, that is
D = Du or D = Dv or D = Du
⋃
Dv. (24.7)
By using the sieve of Eratosthenes, let Dj for j = 1, 2, · · · , n denote odd composite number
sets where
Dj = {d|d ∈ D,max{q|q ∈ Pn, q|d} = pj} ⊂ D (24.8)
such that Di∩Dj = φ for i, j = 1, 2, · · · , n and i 6= j. Hence each odd composite number d ∈ D
can be uniquely classified into an odd composite number set Dj . Let denote
D∪ = D1 ∪D2 ∪D3 ∪ · · · ∪D(n)
then there is D∪ ⊆ D. If D∪ 6= D or the number of elements of D∪ is smaller than the number
of elements of D, then some odd numbers d ∈ D must be primes.
25 Theorem of composite numbers
Shan-Guang Tan (2013) proved:
Theorem 25.1 (Estimation theorem) For an odd number set D defined in Sec. (24), let σ
denote the number of odd composite numbers d ∈ D, then the inequalities
σ ≤ C1(x)x − C2(x)π(
√
x)
√
x ≤ Cd(x)x (25.1)
always hold where Cd(x)x is the number of elements of the odd number set D.
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26 Theorem of Polignac primes
Theorem 26.1 (Theorem of Polignac primes) For every number x greater than a positive
number x0, let π2k(x) be the number of pairs of odd primes p and p + 2k which may not be
consecutive for k > 2 such that p ≤ x and 1 ≤ k ≤ √x, and let τ2k(x) = π2k(x) − π2k(
√
x),
then for large numbers x, the inequalities
τ2k(x) ≥ a2k x
log2 x
+ b2k
π(
√
x)
√
x
2 log2 x
≥ 1 (26.1)
and
π2k(x) ≥ a2k x
log2 x
+ b2k
x
log3 x
(26.2)
always hold where a2k and b2k are positive constants dependent of the number k.
Proof Let 2k = 6m2k + r2k. Then for p = 6m+ 1 we have
2k + p = 6m2k + r2k + (6m+ 1) = {
6(m2k +m) + 1 for r2k = 0
6(m2k +m) + 3 for r2k = 2
6(m2k +m+ 1)− 1 for r2k = 4
and for p = 6m− 1 we have
2k + p = 6m2k + r2k + (6m− 1) = {
6(m2k +m)− 1 for r2k = 0
6(m2k +m) + 1 for r2k = 2
6(m2k +m) + 3 for r2k = 4.
Thus for minQu >
√
x and minQv >
√
x, we can let D∗ denote a set of odd numbers where
D∗ = {
{di|di = 2k + pn+i, pn+i ∈ P, i = 1, 2, · · · , r}, r = π(x)− π(
√
x) for r2k = 0
{d|d = 2k + qi, qi ∈ Qu, i = 1, 2, · · · , ru}, ru ≈ r/2 for r2k = 2
{d|d = 2k + qi, qi ∈ Qv, i = 1, 2, · · · , rv}, rv ≈ r/2 for r2k = 4
for 1 ≤ k ≤ √x. Thus there are
di ≤ x+ 2
√
x < (
√
x+ 1)2 for i = 1, 2, · · · , r.
Hence D∗ is similar to the odd number set D defined in Sec. (24). When we take Dj for
j = 1, 2, · · · , n such that D∪ ⊆ D∗, if D∪ 6= D∗ then some prime pairs of the form (p, p+ 2k)
exist in the region (
√
x, x+ 2k].
By Theorem (25.1) for Cd(x) = [π(x)− π(
√
x]/x, the number of odd composite numbers di
is at most equal to σ. Then we have
τ2k(x) = [π(x) − π(
√
x)]− σ
≥ Cd(x)x − [C1(x)x − C2(x)π(
√
x)
√
x]
= [Cd(x)− C1(x)]x + C2(x)π(
√
x)
√
x
= a2k(x)x + b2k(x)π(
√
x)
√
x/2
and
ρ2k(x) =
τ2k(x)
x/ log2 x
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≥ a2k(x) log2 x+ b2k(x) π(
√
x)√
x/ log
√
x
log x
∼ ρ∗2k(x) = a2k(x) log2 x+ b2k(x) log x
where
a2k(x) = Cd(x)− C1(x) and b2k(x) = 2C2(x)
are dependent of the number k and the variable x.
Since ρ2k(x) can not be negative and π(x)/x is stationarily decreased and tends to zero
when x is increased such that τ2k(x)/x is stationarily decreased and tends to zero when x is
increased, thus ρ2k(x) should be stationarily decreased and tend to a limiting value when x is
increased such that a2k(x) and b2k(x) must be decreased and tend to zero when x is increased.
Shan-Guang Tan (2013) proved that for any even number 2k there are infinitely many pairs
of consecutive primes p and p+ 2k. Thus there must be
0 < a2k(x) < Cd(x) and lim
x→∞
a2k(x) = 0
so that a2k(x) and ρ2k(x) are always greater than zero for x <∞.
Hence by the form of the function ρ∗2k(x) we can let
a2k = a2k(x) log
2 x and b2k = b2k(x) log
2 x
then there is a2k > 0 and ρ
∗
2k(x) becomes
ρ∗2k(x) = a2k + b2k/ log x.
Since a2k > 0 then b2k should be greater than zero otherwise τ2k(x)/x will be stationarily
increased when x is increased. Thus a2k and b2k are positive constants dependent of the number
k.
Hence a positive number x0 always exists such that for x > x0 the inequalities
τ2k(x) ≥ a2k x
log2 x
+ b2k
π(
√
x)
√
x
2 log2 x
≥ 1
always hold and at least one di can not be composite so that di = pn+i + 2k must be a prime
in the region (
√
x, x+ 2k] for x > x0 ≥ 4.
Hence in the region (
√
x, x + 2k] where x > x0 and 1 ≤ k ≤
√
x, there are always pairs of
odd primes p and p+ 2k which may not be consecutive for k > 2.
Then for large numbers x we have
π2k(x) = τ2k(x) + π2k(
√
x)
≥ a2k(x)x + b2k(x)π(
√
x)
√
x/2 + π2k(
√
x)
∼ a2k x
log2 x
+ b2k
x
log3 x
and
η2k(x) =
π2k(x)
a2kx/ log
2 x
≥ a2k(x)
a2k
log2 x+
b2k(x)
a2k
π(
√
x)√
x/ log
√
x
log x+
4
a2k
√
x
π2k(
√
x)√
x/ log2
√
x
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∼ η∗2k(x) = 1 + b∗2k/ logx where b∗2k = b2k/a2k.
Hence we have
lim
x→∞
η2k(x) = lim
x→∞
η∗2k(x) = 1.
This completes the proof of the theorem.
By calculation, there are approximately
a2k = {
2Π2
4Π2
4
3Π2
6
5Π2
α2kΠ2
and b2k = {
2Π2 ∗ 2.18 for k = 1, 2, 4, 8
4Π2 ∗ 2.18 for k = 3, 6, 9
4
3Π2 ∗ 2.25 for k = 5
6
5Π2 ∗ 2.25 for k = 7
β2kΠ2 for 10 ≤ k ≤ 78
where Π2 is the twin primes constant, α2k and β2k are positive constants. Thus a2k and b2k
are positive constants for 1 ≤ k ≤ 78.
Theorem 26.2 (Theorem of the difference of two primes) Every even number can be expressed
as the difference of infinite pairs of two primes.
Proof By Theorem (26.1) there are an infinite number of pairs of odd primes p and p + 2k
for every even number 2k.
Thus every even number can be expressed as the difference of infinite pairs of two primes.
This completes the proof of the theorem.
27 Theorems of the number of Polignac primes
In this subsection, we will give out and prove theorems of prime pair numbers for π2k(x), the
number of Polignac primes.
Theorem 27.1 (Bounds theorem of prime pair numbers) For any positive number x, a positive
number N always exists such that the inequalities
π∗2k(x,N) ≤ π2k(x) < π∗2k(x,N + 1) (27.1)
hold where
π∗2k(x,N) = a2k
x
log2 x
N∑
n=1
n!
logn−1 x
(27.2)
and
lim
x→∞
π2k(x)
a2kx/ log
2 x
= 1. (27.3)
Proof By the proof of Theorem (26.1) we have
a2kπ(
√
x) ∼ π2k(
√
x) log
√
x,
π2k(x) ≥ a2k(x)x + b2k(x)π(
√
x)
√
x/2 + π2k(
√
x)
∼ a2k x
log2 x
[1 +
b2k
a2k
η2k(
√
x)
log x
]
and
lim
x→∞
η2k(x) = lim
x→∞
η∗2k(x) = 1.
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Then for large numbers x we have
η2k(x) =
π2k(x)
a2kx/ log
2 x
≥ 1 + b∗2k
η2k(
√
x)
log x
. (27.4)
First since there is
η2k(x) ≥ 1
then we can set
η2k(x) = 1 + δ1(x)
and substitute it into Inequality (27.4), thus we have
1 + δ1(x) ≥ 1 + b∗2k
1 + δ1(
√
x)
log x
= 1 + b∗2k
1
log x
+ b∗2k
δ1(
√
x)
log x
such that we obtain
δ1(x) ≥ b∗2k
1
log x
+ b∗2k
δ1(
√
x)
log x
(27.5)
and can set
δ1(x) =
2!
log x
+ δ2(x). (27.6)
Second by substituting δ1(x) into Inequality (27.5), we have
2!
log x
+ δ2(x) ≥ b∗2k
1
log x
+ b∗2k
2!/ log
√
x+ δ2(
√
x)
log x
= b∗2k
1
2
2!
log x
+ b∗2k
2
3
3!
log2 x
+ b∗2k
δ2(
√
x)
log x
such that we obtain
δ2(x) ≥ (b∗2k
1
2
− 1) 2!
log x
+ b∗2k
2
3
3!
log2 x
+ b∗2k
δ2(
√
x)
log x
(27.7)
and can set
δ2(x) =
3!
log2 x
+ δ3(x). (27.8)
Third by substituting δ2(x) into Inequality (27.7), we have
3!
log2 x
+ δ3(x) ≥
1∑
m=1
(b∗2k
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ b∗2k
21
3
3!
log2 x
+ b∗2k
3!/ log2
√
x+ δ3(
√
x)
log x
=
1∑
m=1
(b∗2k
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ b∗2k
21
3
3!
log2 x
+ b∗2k
22
4
4!
log3 x
+ b∗2k
δ3(
√
x)
log x
such that we obtain
δ3(x) ≥
2∑
m=1
(b∗2k
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ b∗2k
22
4
4!
log3 x
+ b∗2k
δ3(
√
x)
log x
(27.9)
and can set
δ3(x) =
4!
log3 x
+ δ4(x). (27.10)
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Forth by substituting δ3(x) into Inequality (27.9), we have
4!
log3 x
+ δ4(x) ≥
2∑
m=1
(b∗2k
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ b∗2k
22
4
4!
log3 x
+ b∗2k
4!/ log3
√
x+ δ4(
√
x)
log x
=
2∑
m=1
(b∗2k
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ b∗2k
22
4
4!
log3 x
+ b∗2k
23
5
5!
log4 x
+ b∗2k
δ4(
√
x)
log x
such that we obtain
δ4(x) ≥
3∑
m=1
(b∗2k
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ b∗2k
23
5
5!
log4 x
+ b∗2k
δ4(
√
x)
log x
(27.11)
and can set
δ4(x) =
5!
log4 x
+ δ5(x). (27.12)
Fifth by substituting δ4(x) into Inequality (27.11), we have
5!
log4 x
+ δ5(x) ≥
3∑
m=1
(b∗2k
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ b∗2k
23
5
5!
log4 x
+ b∗2k
5!/ log4
√
x+ δ5(
√
x)
log x
=
3∑
m=1
(b∗2k
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ b∗2k
23
5
5!
log4 x
+ b∗2k
24
6
6!
log5 x
+ b∗2k
δ5(
√
x)
log x
such that we obtain
δ5(x) ≥
4∑
m=1
(b∗2k
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ b∗2k
24
6
6!
log5 x
+ b∗2k
δ5(
√
x)
log x
(27.13)
and can set
δ5(x) =
6!
log5 x
+ δ6(x). (27.14)
Then by substituting δn(x) for n = 1, 2, 3, 4, 5 into the expression of η2k(x) we obtain
η2k(x) = 1 +
2!
log x
+
3!
log2 x
+
4!
log3 x
+
5!
log4 x
+
6!
log5 x
+ δ6(x) =
6∑
n=1
n!
logn−1 x
+ δ6(x).
Going on in the same way for n = 6, 7, · · · , N we have
δn(x) ≥
n−1∑
m=1
(b∗2k
2m−1
m+ 1
− 1)(m+ 1)!
logm x
+ b∗2k
2n−1
n+ 1
(n+ 1)!
logn x
+ b∗2k
δn(
√
x)
log x
(27.15)
and can set
δn(x) =
(n+ 1)!
logn x
+ δn+1(x) (27.16)
such that we obtain
η2k(x) =
N∑
n=1
n!
logn−1 x
+ δN(x). (27.17)
Since by Equality (27.16) for n = 1, 2, · · · the inequality
δn(x) − δn+1(x) = (n+ 1)!
logn x
> 0
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always holds then we have
δ1(x) > δ2(x) > δ3(x) > · · · > δN (x) > δN+1(x) > · · · .
Based on the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
for a fixed positive number x, a positive number nc always exists such that when n ≥ nc there
are
n
e logx
≥ 1 and n!
logn x
>
√
2πn(
n
e log x
)n ≥
√
2πn.
Then on the right hand side of the Inequality (27.15) there is
lim
n→∞
n−1∑
m=1
(b∗2k
2m−1
m+ 1
− 1)(m+ 1)!
logm x
→∞.
Thus there must be
lim
n→∞
δn(
√
x)→ −∞
such that there must be
lim
n→∞ δn+1(x)→ −∞.
Hence for any positive number x, a positive number N always exists such that there are
δN (x) ≥ 0 and δN+1(x) < 0. Thus the inequalities
η∗(x,N) ≤ η2k(x) < η∗(x,N + 1)
and
π∗2k(x,N) ≤ π2k(x) < π∗2k(x,N + 1)
hold where
η∗(x,N) =
N∑
n=1
n!
logn−1 x
and
π∗2k(x,N) = a2k
x
log2 x
η∗(x,N) = a2k
x
log2 x
N∑
n=1
n!
logn−1 x
.
Hence we have
η2k(x) ∼ η∗(x,N)
and
lim
x→∞
η2k(x) = lim
x→∞
η∗(x,N) = 1.
This completes the proof of the theorem.
Theorem 27.2 (Relation between x and N) Let ϕ(x,N) = (log x)/(N + 3/2). Then there
are approximately
ϕ(x,N) ≤ ϕ∗(x) = 5.1− 5.5 log 10
log x
. (27.18)
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Proof By the proof of Theorem (27.1) let
∆(x,N) = η∗(x,N + 1)− η∗(x,N) = (N + 1)!
log(N+1) x
.
Then we have
ϕ(x,N) =
N + 1
N + 3/2
∆(x,N − 1)
∆(x,N)
.
When x is increased, since η∗(x,M) for M = N − 1, N,N + 1 are decreased and tend to 1,
then ∆(x,N − 1) and ∆(x,N) are also decreased and tend to zero. Since N + 1 < log x and
∆(x,N) < ∆(x,N − 1), then ∆(x,N)/∆(x,N − 1) is also decreased and tends to a limiting
value when x is increased. Thus ϕ(x,N) should be increased and tend to a limiting value when
x is increased.
Without loss of generality we can assume that ϕ(x,N) satisfies
ϕ(x,N) ≤ ϕ∗(x) and ϕ∗(x) = α− β/ log x
where α and β are positive constants.
By calculation α and β are approximately equal to 5.1 and 5.5 log 10, respectively. Then
there are approximately
ϕ(x,N) ≤ ϕ∗(x) = 5.1− 5.5 log 10
log x
and
lim
N→∞
ϕ(x,N) ≤ lim
N→∞
ϕ∗(x) = 5.1.
This completes the proof of the theorem.
Theorem 27.3 (Upper bound theorem of prime pair number gaps) For any small positive
value ǫ(x), a pair of positive numbers x and N always exist such that the bounds gap of prime
numbers
g(x,N) = π∗2k(x,N + 1)− π∗2k(x,N) ≤ ǫ(x)
a2kx
log2 x
(27.19)
and for any positive number x, π2k(x) satisfies
π2k(x) − π∗2k(x,N) < g(x,N) ≤ ǫ(x)
a2kx
log2 x
(27.20)
where a2k is a positive constant dependent of the number k,
π∗2k(x,N) ≤ π2k(x) < π∗2k(x,N + 1)
and
π∗2k(x,N) = a2k
x
log2 x
N∑
n=1
n!
logn−1 x
.
Especially ǫ(x) can be equal to x−1/2 log5/2 x such that
g(x,N) ≤ a2k(x log x)1/2 (27.21)
and for any positive number x
π2k(x) − π∗2k(x,N) < a2k(x log x)1/2. (27.22)
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Proof By the proof of Theorem (27.1) when π2k(x) satisfies
π∗2k(x,N) ≤ π2k(x) < π∗2k(x,N + 1)
then there is
∆(x,N) =
g(x,N)
a2kx/ log
2 x
= η∗(x,N + 1)− η∗(x,N) = (N + 1)!
logN x
.
For any small positive value ǫ(x), a pair of positive numbers x and N can be determined
by Theorem (27.2) and the inequality
∆(x,N) ≤ ǫ(x) or (N + 1)!
logN x
≤ ǫ(x).
Thus for any positive number x, π2k(x) satisfies
π2k(x)− π∗2k(x,N) < g(x,N) ≤ ǫ(x)
a2kx
log2 x
.
Based on the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
for x ≥ 105 such that log x > e√2πe there are
(N + 1)! < e
√
2πe(
N + 1
e
)N+3/2
and
logN+5/2 x
(N + 1)!
≥ log x
e
√
2πe
(
e log x
N + 1
)N+3/2 > (
e log x
N + 3/2
)N+3/2.
Since a pair of positive numbers x and N always exists, let
ϕ(x,N) = (log x)/(N + 3/2).
Then we have
log
logN+5/2 x
(N + 1)!
√
x
> (N + 3/2) log[e
log x
N + 3/2
]− 1
2
log x
= (N + 3/2)[1 + logϕ(x,N)− ϕ(x,N)/2].
Since the inequality
1 + logϕ(x,N) − ϕ(x,N)/2 > 0
holds for ϕ(x,N) ≤ 5.3566938, thus by Theorem (27.2) the inequality ϕ(x,N) ≤ 5.1 holds or
let ϕ(x,N) ≤ 5.3566938 for calculation of π∗2k(x,N) such that we obtain
logN+5/2 x
(N + 1)!
>
√
x and
(N + 1)!
logN x
<
log5/2 x√
x
.
When we let ǫ(x) = x−1/2 log5/2 x, a pair of positive numbers x and N can be determined
by Theorem (27.2) or the inequality ϕ(x,N) ≤ 5.3566938 such that the inequality
(N + 1)!
logN x
≤ log
5/2 x√
x
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holds so that for any positive number x, π2k(x) satisfies
π2k(x)− π∗2k(x,N) < g(x,N) ≤
log5/2 x√
x
a2kx
log2 x
= a2k(x log x)
1/2.
This completes the proof of the theorem.
Theorem 27.4 (Prime pair number theorem) For large numbers x, π2k(x) is asymptotically
equal to
π2k(x) = a2kLi2(x) +O(
√
x log x) where Li2(x) =
∫ x
2
dt
log2 t
. (27.23)
Proof Note that Li2(x) has the asymptotic expansion about ∞ of
Li2(x) =
∫ x
2
dt
log2 t
= li2(x)− li2(2) ∼ li2(x) (27.24)
where
li2(x) =
∞∑
n=1
n!x
logn+1 x
=
x
log2 x
∞∑
n=1
n!
logn−1 x
.
By the proof of Theorem (27.3) for any positive number x, a positive number N always
exists such that π2k(x) satisfies
π2k(x) − π∗2k(x,N) < g(x,N) ≤ a2k(x log x)1/2.
Hence when positive numbers N →∞ and x→∞, we have
|π2k(x) − a2kli2(x)| = |π2k(x)− lim
N→∞
π∗2k(x,N)|
< lim
N→∞
g(x,N) ≤ a2k(x log x)1/2
so that we obtain
π2k(x) = a2kLi2(x) +O(
√
x log x).
This completes the proof of the theorem.
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Part VII
On the proof of the Schinzel &
Sierpin´ski’s conjecture
Abstract It is proved in this paper that there exists a big positive number n0 such that for any big
positive number n ≥ n0 if the numbers n + 1, n + 2, n + 3, · · · , n2 with n > 1 are arranged in n − 1
rows each containing n numbers and the number k satisfies 1 ≤ k ≤ n and gcd(k, n) = 1, then the kth
column contains at least one prime number.
Hence, the Schinzel & Sierpin´ski’s conjecture was proved.
Keywords number theory, primes, Schinzel & Sierpin´ski’s conjecture
28 Introduction
In number theory, the Schinzel & Sierpin´ski’s conjecture states that for every integer n > 1, let
n2 integers 1, 2, · · · , n2 be written in an array with n rows, each with n integers. If 1 ≤ k ≤ n
and gcd(k, n) = 1, then the kth column contains at least one prime number[1-2].
It is proved in this paper that if the numbers n + 1, n + 2, n + 3, · · · , n2 with n > 1 are
arranged in n − 1 rows each containing n numbers and the number k satisfies 1 ≤ k ≤ n and
gcd(k, n) = 1, then the kth column contains at least one prime number.
Hence, the Schinzel & Sierpin´ski’s conjecture was proved.
29 Proof of the Schinzel & Sierpin´ski’s conjecture
Theorem 29.1 There exists a big positive number n0 such that for any big positive number
n ≥ n0 if the numbers n + 1, n + 2, n+ 3, · · · , n2 with n > 1 are arranged in n − 1 rows each
containing n numbers:
n+ 1, n+ 2, n+ 3, · · · , 2n
2n+ 1, 2n+ 2, 2n+ 3, · · · , 3n
· · · , · · · , · · · , · · · , · · ·
(n− 1)n+ 1, (n− 1)n+ 2, (n− 1)n+ 3, · · · , n2
(29.1)
and the number k satisfies 1 ≤ k < n and gcd(k, n) = 1, then the kth column contains at least
one prime number.
Proof J.B. Rosser and L. Schoenfeld proved in 1962[3] that
π(x) <
x
log x
(1 +
3
2 logx
) for x > 1,
and
π(x) >
x
log x
(1 +
1
2 logx
) for x ≥ 59,
Then there should be
∑
n<p<n2
1 = π(n2)− π(n) > n
2
logn2
(1 +
1
2 logn2
)− n
logn
(1 +
3
2 logn
) (29.2)
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=
n2
2 logn
[(1 +
1
4 logn
)− 2
n
(1 +
3
2 logn
)] >
n2
3 logn
for n ≥ 8.
So there should be
1
ϕ(n)
∑
n<p<n2
1 >
n
n− 1
n
3 logn
>
n
3 logn
> 1 for n ≥ 8 (29.3)
where ϕ(n) is the Euler’s totient function.
With 1 ≤ k < n and gcd(k, n) = 1, let write
π(x;n) =
∑
n<p≤x
1 and π(x;n, k) =
∑
n<p≤x,p≡k(mod n)
1.
The function π(x;n) counts the number of primes in the range (n, x) and the function π(x;n, k)
counts the number of primes in the range (n, x) and in the progression mn+ k,m = 0, 1, 2, ....
First, Dirichlet’s theorem shows that π(x;n, k) → ∞ as x → ∞[4]. There is also a prime
number theorem for arithmetic progressions which states that for a fixed modulus n, we can
obtain that
π(x;n, k) ∼ π(x;n)
ϕ(n)
as x→∞, (29.4)
if gcd(k, n) = 1 and that if gcd(k1, n) = gcd(k2, n) = 1, then
lim
n→∞
π(x;n, k1)
π(x;n, k2)
= 1.
A proof of Eq. (29.4) is outlined in [5], which shows that Eq. (29.4) is independent of the
number k which should satisfy 1 ≤ k < n and gcd(k, n) = 1.
Next, similar to definitions of π(x;n) and π(x;n, k) with 1 ≤ k < n and gcd(k, n) = 1, let
write
π∗(x;n) =
∑
n2<p≤x
1 and π∗(x;n, k) =
∑
n2<p≤x,p≡k(mod n)
1.
The function π∗(x;n) counts the number of primes in the range (n2, x) and the function
π∗(x;n, k) counts the number of primes in the range (n2, x) and in the progressionmn+k,m =
n, n+ 1, n+ 2, ....
Then, Dirichlet’s theorem shows that π∗(x;n, k) → ∞ as x → ∞[4]. By the same prime
number theorem for arithmetic progressions for a fixed modulus n, we can also obtain that for
1 ≤ k < n if gcd(k, n) = 1 then
π∗(x;n, k) ∼ π
∗(x;n)
ϕ(n)
as x→∞. (29.5)
Since there are
π(x;n)− π∗(x;n) =
∑
n<p≤n2
1 = π(n2;n)
and
π(x;n, k)− π∗(x;n, k) =
∑
n<p≤n2,p≡k(mod n)
1 = π(n2;n, k),
by Eq. (29.4) and Eq. (29.5), we obtain that for 1 ≤ k < n if gcd(k, n) = 1 then we have
π(n2;n, k) ∼ π(x;n)
ϕ(n)
− π
∗(x;n)
ϕ(n)
=
π(n2;n)
ϕ(n)
. (29.6)
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So by Eq. (29.3) and Eq. (29.6) with 1 ≤ k < n and gcd(k, n) = 1 there are
∑
n<p<n2,p≡k(mod n)
1 ∼ 1
ϕ(n)
∑
n<p<n2
1 ∼ n
3 logn
. (29.7)
Hence there exists a big positive number n0 such that for any big positive number n ≥ n0
and for each k satisfying 1 ≤ k < n and gcd(k, n) = 1 there is at least one prime p = mn+ k in
the range (n, n2). Then each kth column of Table (29.1) satisfying 1 ≤ k < n and gcd(k, n) = 1
contains at least one prime.
This completes the proof of the theorem and the Schinzel & Sierpinski’s conjecture is proved.
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Part VIII
On prime values of polynomials of
arbitrary degree
Abstract It is proved in this paper that if a polynomial
f(x) = anx
n + an−1x
n−1 + · · ·+ a1x+ a0 = f¯(x) + a0
in one variable with positive degree and integer coefficients which satisfy the following three necessary
conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n − 1, (2) the polynomial is irreducible
over the integers, and (3) as m runs over the positive integers the numbers f(m) should not share a
common factor greater than 1, and f(x) can be converted to a new polynomial f(x) such that the
integer coefficients of the new polynomial f(x) satisfy the above three necessary conditions and the two
conditions: (4) the inequality (n+ 1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1, then f(m) is
prime for infinitely many positive integers m.
Keywords number theory, primes, polynomials, Bunyakovsky conjecture
30 Introduction
The Bunyakovsky conjecture stated in 1857 by the Russian mathematician Viktor Bunyakovsky,
asserts when a polynomial f(x) in one variable with positive degree and integer coefficients
should have infinitely many prime values for positive integer inputs. Three necessary conditions
are (1) the leading coefficient of f(x) are positive, (2) the polynomial is irreducible over the
integers, and (3) as m runs over the positive integers the numbers f(m) should not share
a common factor greater than 1. Bunyakovsky’s conjecture is that these three conditions
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are sufficient: if f(x) satisfies the three conditions, which may be called a Bunyakovsky’s
polynomial, then f(m) is prime for infinitely many positive integers m[1-2].
If f(x) has degree n ≥ 2 and integral coefficients, for X ≥ 1 let
πf (x) = πf(x)(X) = #{m ≥ 1||f(m)| ≤ X and |f(m)| is a prime}.
In 1922, Nagell showed that limX→∞ πf(x)(X)/X = 0, i.e. limx→∞ πf (x)/x = 0, so there
are few prime values. In 1931, Heilbronn proved the more precise statement[1]:
There exists a positive constant C (dependent on f(x)), such that
πf(x)(X) ≤ C
X1/n
logX
, for every X ≥ 1,
i.e. there exists a positive constant C∗ (dependent on f(x)), such that
πf (x) ≤ C∗ x
log x
, for every x ≥ 1.
It is proved in this paper that if a polynomial
f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0
in one variable with positive degree and integer coefficients which satisfy the following three
necessary conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n− 1, (2) the polynomial
is irreducible over the integers, and (3) as m runs over the positive integers the numbers
f(m) should not share a common factor greater than 1, and f(x) can be converted to a new
polynomial f(x) such that the integer coefficients of the new polynomial f(x) satisfy the above
three necessary conditions and the following two conditions: (4) the inequality (n + 1)4 ≤
f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1, then f(m) is prime for infinitely many positive
integers m.
The key ideas of the proof of the main theorem are as follows: For each r = 0, 1, 2, · · · ,
(1) define a modulus xr = f¯
βr(1) on the range (f¯(xr), f¯(xr+1)), (2) estimate the number of
primes in a table formed by some values of integral polynomials f¯(x)+h where h = 1, 2, · · · , xr
in the range (f¯(xr), f¯(xr+1)), which is estimated greater than nϕ(xr), (3) make use of the
orthogonality relation for Dirichlet characters to estimate the number of primes p = f(x) in
the range (f¯(xr), f¯(xr+1)), which is estimated greater than n so that there exists a big positive
number rn such that for any big positive number r ≥ rn there are at least n primes p = f(mxr)
in the range (f¯(xr), f¯(xr+1)) for each big positive number r = rn, rn + 1, rn + 2, · · · . These
results are stated in Theorem (32.4). Then the main theorem (32.5) is proved.
Hence, based on the main theorem, it was proved that there are infinitely many primes of
the form a2 + 1.
31 Definitions
Definition 31.1 When a polynomial
f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0
in one variable with positive degree n ≥ 2 and integer coefficients which satisfy the following two
necessary conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n − 1, (2) the inequality
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(n+ 1)4 ≤ f¯(1)/ log2 f¯(1) holds, then denote
αr = (n+ 1)
r, βr =
r∑
i=0
αi =
r∑
i=0
(n+ 1)i and xr = f¯
βr(1),
for each r = 0, 1, 2, · · · .
It can be proved that
nβr + 1 = αr+1 and
xr+1
xr
= f¯(1)xnr = x
n/(n+1−(n+1)−(r+1))
r+1 ≥ xn/(n+1)r+1 .
Proof First, it is true for r = 0, 1. Second, if it is true for r = k − 1, then for r = k, we have
nβk + 1 = n
k∑
i=0
(n+ 1)i + 1 = n(n+ 1)k + n
k−1∑
i=0
(n+ 1)i + 1
= n(n+ 1)k + (n+ 1)k = (n+ 1)(n+ 1)k = (n+ 1)k+1 = αk+1.
Third,
xr+1
xr
= f¯αr+1(1) = f¯nβr+1(1) = f¯(1)xnr .
Finally, since
αr
βr
=
(n+ 1)r∑r
i=0(n+ 1)
i
=
n(n+ 1)r
(n+ 1)r+1 − 1 =
n
n+ 1− (n+ 1)−r ≥
n
n+ 1
,
we have
xr+1
xr
= f¯αr+1(1) = x
n/(n+1−(n+1)−(r+1))
r+1 ≥ xn/(n+1)r+1 .
This completes the proof.
Definition 31.2 With 0 < h < xr and gcd(h, xr) = 1, let write
π∗(x;xr) =
∑
f¯(ξ)<p<f¯(ξ)+xr,xr≤ξ<x
1,
π(x;xr) =
∑
f¯(ξ)<p<f¯(ξ)+xr,xr≤ξ=mxr<x
1
and
π(x;xr , h) =
∑
p=f¯(ξ)+h,0<h<xr≤ξ=mxr<x
1.
The function π∗(x;xr) counts the number of primes p = f¯(ξ) + h where 0 < h < xr ≤ ξ < x
and h varies in the range [1, xr], the function π(x;xr) counts the number of primes p = f¯(ξ)+h
where 0 < h < xr ≤ ξ = mxr < x for m = 1, 2, · · · and h varies in the range [1, xr], and the
function π(x;xr , h) counts the number of primes p = f¯(ξ)+h where 0 < h < xr ≤ ξ = mxr < x
for m = 1, 2, · · · and h is fixed.
Definition 31.3 Let define number sets on polynomials f(ξ) = f¯(ξ) + h by
Qi(r, x) = {q|f(q) = f¯(q) + hi is prime, 0 < hi < xr ≤ q = mxr < x, gcd(hi, xr) = 1}
for i = 1, 2, · · · , ϕ(xr) where ϕ(xr) is the Euler’s totient function, and
Qf (r, x) =
ϕ(xr)⋃
i=1
Qi(r, x) = {q|f(q) = f¯(q) + h is prime, 0 < h < xr ≤ q = mxr < x}.
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Let πf (r, x, hi) count the number of primes p = f(q), q ∈ Qi(r, x) and πf (r, x) count the number
of primes p = f(q), q ∈ Qf (r, x).
Then there are π(x;xr) = πf (r, x) and π(x;xr , hi) = πf (r, x, hi).
Definition 31.4 With complex variable s and primes p, for i = 1, 2, · · · , ϕ(xr), let define
complex functions on number sets Qi(r,∞) by
ζi(r, s) =
∏
p=f(q),q∈Qi(r,∞)
(1− p−s)−1.
Let define a complex function ζf (r, s) on number sets Qi(r,∞) and Qf(r,∞) by
ζf (r, s) =
ϕ(xr)∏
i=1
ζi(r, s) =
∏
p=f(q),q∈Qf (r,∞)
(1 − p−s)−1.
Since the Riemann zeta function
ζ(s) = ζf (r, s)
∏
p6=f(q),q∈Qf (r,∞)
(1− p−s)−1,
we have
0 ≤ |ζf (r, s)/ζ(s)| ≤ 1.
Definition 31.5 Let define functions on number sets Qi(r,∞) and Qf (r,∞) by
Λi(r, ξ) = {
log p if ξ = pm, for any m > 0 and p = f(q), q ∈ Qi(r,∞),
0 otherwise.
for i = 1, 2, · · · , ϕ(xr), and
Λf(r, ξ) = {
log p if ξ = pm, for any m > 0 and p = f(q), q ∈ Qf (r,∞),
0 otherwise.
Differentiating the relations
log ζi(r, s) =
∑
m,p=f(q),q∈Qi(r,∞)
1
mpms
for i = 1, 2, · · · , ϕ(xr), and
log ζf (r, s) =
∑
m,p=f(q),q∈Qf (r,∞)
1
mpms
,
we obtain
ζ′i(r, s)
ζi(r, s)
= −
∑
m,p=f(q),q∈Qi(r,∞)
log p
pms
= −
∞∑
ξ=1
Λi(r, ξ)
ξs
.
for i = 1, 2, · · · , ϕ(xr), and
ζ′f (r, s)
ζf (r, s)
= −
∑
m,p=f(q),q∈Qf (r,∞)
log p
pms
= −
∞∑
ξ=1
Λf (r, ξ)
ξs
.
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Definition 31.6 For each Dirichlet character χ and i = 1, 2, · · · , ϕ(xr), let define functions
on number sets Qi(r,∞) by
Li(r, s, χ) =
∏
p=f(q),q∈Qi(r,∞)
(1− χ(p)p−s)−1.
For each Dirichlet character χ, let define a function Lf (r, s, χ) on number sets Qi(r,∞)
and Qf (r,∞) by
Lf(r, s, χ) =
ϕ(xr)∏
i=1
Li(r, s, χ) =
∏
p=f(q),q∈Qf (r,∞)
(1− χ(p)p−s)−1.
Since the Dirichlet L-function
L(s, χ) = Lf(r, s, χ)
∏
p6=f(q),q∈Qf (r,∞)
(1− χ(p)p−s)−1,
we have
0 ≤ |Lf(r, s, χ)/L(s, χ)| ≤ 1.
Definition 31.7 For numbers p = f(q), q ∈ Qf (r, x), similar to the proof of the prime number
theorem for arithmetic progressions in [4], our object is to get an estimate for
πf (r, x) =
∑
p=f(q),q∈Qf (r,x)
1 =
xr∑
h=1
f(x)∑
ξ=f(xr)
Pf (r, ξ) (31.1)
where Pf is the characteristic function of the numbers:
Pf (r, ξ) = {
1 if ξ = f(q), q ∈ Qf (r,∞),
0 otherwise.
While Pf itself does not arise in a natural way, the function P
∗
f such that
P ∗f (r, ξ) = {
1
m if ξ = p
m for some m and p = f(q), q ∈ Qf (r,∞),
0 otherwise,
occurs in the Dirichlet series for log ζf (r, s):
log ζf (r, s) =
ϕ(xr)∑
i=1
log ζi(r, s) (31.2)
=
ϕ(xr)∑
i=1
∑
m,p=f(q),q∈Qi(r,∞)
1
mpms
=
xr∑
h=1
∞∑
ξ=1
P ∗f (r, ξ)
ξs
.
For fixed m, the number of mth powers of numbers p = f(q), q ∈ Qf (r, x) is less than or equal
to the number of numbers q ∈ Qf (r, x) which are between xr and m
√
x, so that
xr∑
h=1
f(x)∑
ξ=f(xr)
P ∗f (r, ξ)
=
xr∑
h=1
f(x)∑
ξ=f(xr)
Pf (r, ξ) +
1
2
xr∑
h=1
√
f(x)∑
ξ=f(xr)
Pf (r, ξ) +
1
3
xr∑
h=1
3
√
f(x)∑
ξ=f(xr)
Pf (r, ξ) + · · ·
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≤
xr∑
h=1
f(x)∑
ξ=f(xr)
Pf (r, ξ) +
1
2
xr∑
h=1
f(
√
x)∑
ξ=f(xr)
Pf (r, ξ) +
1
3
xr∑
h=1
f( 3
√
x)∑
ξ=f(xr)
Pf (r, ξ) + · · ·
= πf (r, x) +
πf (r,
√
x)
2
+
πf (r, 3
√
x)
3
+ · · · .
In 1931, Heilbronn proved the statement[1]: There exists a positive constant C∗ (dependent
on f(x)), such that
πf (x) ≤ C∗ x
log x
, for every x ≥ 1.
Without loss of generality, we can suppose that there exist positive constants c∗ and d ≤ 1
(dependent on f(x)), such that
πf (r, x) ≤ c∗ x
d
log x
, for every x ≥ 1.
Then, for m ≥ 2, there exists a positive constant c, such that
πf (r, x
1/m) < cxd/m ≤ c
√
xd = o(πf (r, x)),
so it is to be expected that
xr∑
h=1
f(x)∑
ξ=f(xr)
P ∗f (r, ξ) ∼ πf (r, x).
32 Prime theorem for Bunyakovsky’s polynomials
Shan-Guang Tan (2016) proved a theorem for the numbers of primes in short intervals[8]. It
states:
Lemma 32.1 (Prime number in short intervals) Let g(x) := (log x)λ, λ ≥ 2. Then as x→∞
there is
lim
x→∞
π(x+ g(x)) − π(x)
g(x)/ log x
= 1.
Thus for λ = 2 and g(x) = log2 x, the number of odd primes in the interval (x, x + log2 x]
is equal to
π(x+ g(x)) − π(x) = log x+ o(log x).
Lemma 32.2 (Primes in rows) When a polynomial
f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (32.1)
in one variable with positive degree and integer coefficients which satisfy the following two
necessary conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n − 1, and (2) the
inequality (n+ 1)4 ≤ f¯(1)/ log2 f¯(1) holds, if numbers
f¯(mxr) + 1, f¯(mxr) + 2, · · · , f¯(mxr) + xr
for m = 1, 2, · · · , f¯αr+1(1)− 1 are arranged in f¯αr+1(1)− 1 rows each containing xr numbers:
f¯(xr) + 1, f¯(xr) + 2, · · · , f¯(xr) + xr
f¯(2xr) + 1, f¯(2xr) + 2, · · · , f¯(2xr) + xr
· · · , · · · , · · · , · · ·
f¯(mrxr) + 1, f¯(mrxr) + 2, · · · , f¯(mrxr) + xr
(32.2)
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where mr = f¯
αr+1(1)−1, then each mth row of Table (32.2) contains at least one prime number
p = f¯(mxr) + hm where hm is an integer satisfying 0 < hm < xr.
Proof By Lemma (32.1), there exists a finite positive number y1 such that for any large
positive number y > y1, there is always at least one odd prime p in the interval (y, y + log
2 y].
Then for the mth row of Table (32.2) where m = 1, 2, · · · , f¯αr+1(1) − 1, let y = f¯(mxr).
Since 1 ≤ m ≤ f¯αr+1(1)− 1 and
(mxr)
i = mif¯ iβr(1) ≤ [f¯αr+1(1)− 1]if¯ iβr (1)
≤ [f¯ iαr+1(1)− 1]f¯ iβr(1) ≤ f¯ iβr+1(1)− f¯βr−1(1)
for i ≥ 1, then there are
y + xr = f¯(mxr) + xr
= an(mxr)
n + an−1(mxr)n−1 + · · ·+ a1(mxr) + xr
≤ an[f¯nβr+1(1)− f¯βr−1(1)] + an−1[f¯ (n−1)βr+1(1)− f¯βr−1(1)]
+ · · ·+ a1[f¯βr+1(1)− f¯βr−1(1)] + xr
= anf¯
nβr+1(1) + an−1f¯ (n−1)βr+1(1) + · · ·+ a1f¯βr+1(1)
≤ (an + an−1 + · · ·+ a1)f¯nβr+1(1) = f¯nβr+1+1(1) = f¯αr+2(1).
Since (n+ 1)4 ≤ f¯(1)/ log2 f¯(1), there will be f¯βr−1(1) ≥ (n + 1)2r. Firstly, for r = 0, we
have
f¯β0−1(1) = f¯0(1) = (n+ 1)0.
Secondly, for r = 1, we have
f¯β1−1(1) = f¯n+1(1) > f¯(1) > (n+ 1)2.
Finally, for r = 2, 3, · · · , we have
f¯βr−1(1) = f¯
∑r
i=1(n+1)
i
(1) > f¯ r(1) > (n+ 1)2r.
So there are
α2r+2 = (n+ 1)
2r+4 ≤ f¯βr(1)/ log2 f¯(1)
for each r = 0, 1, 2, · · · . Thus we have
log2 y < log2(y + xr) ≤ [log(f¯αr+2(1))]2 = α2r+2 log2 f¯(1) ≤ f¯βr(1) = xr
so that there is always at least one odd prime p in the interval (y, y+log2 y] or (f¯(mxr), f¯(mxr)+
xr]. The prime p can also be written as p = f¯(mxr) + hm where hm = xr − q.
Hence each mth row of Table (32.2) contains at least one prime number p = f¯(mxr) + hm
where hm is an integer satisfying 0 < hm < xr and gcd(hm, xr) = 1.
This completes the proof of the lemma.
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Lemma 32.3 (Primes in a region) When a polynomial
f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (32.3)
in one variable with positive degree n ≥ 2 and integer coefficients which satisfy the following
two necessary conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n − 1, and (2) the
inequality (n + 1)4 ≤ f¯(1)/ log2 f¯(1) holds, then the number of primes p = f¯(x) + h is greater
than xr+1 − xr where 0 < h < xr ≤ x < xr+1.
Proof When n ≥ 2 and xr ≤ x < xr+1, there are
f¯(x+ 1)− f¯(x) = an[(x+ 1)n − xn]
+an−1[(x+ 1)n−1 − xn−1] + · · ·+ a2(2x+ 1) + a1 > 2xr,
f¯(xr+1)− f¯(xr+1 − 1) = an[xnr+1 − (xr+1 − 1)n]
+an−1[xn−1r+1 − (xr+1 − 1)n−1] + · · ·+ a2(2xr+1 − 1) + a1 > 2xr
and
log2 f¯(xr+1) ≤ log[f¯nβr+1+1(1)]2 = α2r+2 log2 f¯(1).
In the proof of Lemma (32.2), we have proved that
α2r+2 log
2 f¯(1) ≤ f¯βr(1) = xr.
Thus the inequality log2 f¯(xr+1) ≤ xr holds so that the inequality log2 f¯(x) ≤ xr holds for any
positive number x < xr+1.
By Lemma (32.1), there exists a finite positive number y1 such that for any large positive
number y > y1, there is always at least one odd prime p in the interval (y, y + log
2 y].
Thus when n ≥ 2 and xr ≤ x < xr+1, there is always at least one odd prime p in the interval
(f¯(x), f¯(x) + log2 f¯(x)] so that the number of primes p = f¯(x) + h is greater than xr+1 − xr
where 0 < h < xr.
This completes the proof of the lemma.
Theorem 32.4 (Prime theorem for Bunyakovsky’s polynomials) When a polynomial
f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (32.4)
in one variable with positive degree and integer coefficients which satisfy the following three
necessary conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n− 1, (2) the polynomial
is irreducible over the integers, and (3) as m runs over the positive integers the numbers f(m)
should not share a common factor greater than 1, and also satisfy the following two conditions:
(4) the inequality (n + 1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1, then f(m) is
prime for infinitely many positive integers m.
Proof By Lemma (32.3), there are at least xr+1−xr primes p = f¯(ξ)+h where 0 < h < xr ≤
ξ < xr+1 in the range (f¯(xr), f¯(xr+1)) so that there are
π∗(xr+1;xr) =
∑
f¯(ξ)<p<f¯(ξ)+xr,xr≤ξ<xr+1
1 ≥ xr+1 − xr
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and since αr+1 = nβr + 1
π∗(xr+1;xr)
ϕ(xr)
≥ xr+1 − xr
xr − 1 =
f¯αr+1(1)− 1
xr − 1 xr (32.5)
=
f¯nβr+1(1)− 1
xr − 1 xr > f¯(1)
xnr − 1
xr − 1 xr = f¯(1)
n∑
i=1
xir > x
n/(n+1)
r+1 .
By Lemma (32.2), there are at least f¯αr+1(1) − 1 primes p = f¯(mxr) + h for m =
1, 2, · · · , f¯αr+1(1)− 1 in the range (f¯(xr), f¯(xr+1)). So there should be
π(xr+1;xr) =
∑
f¯(ξ)<p<f¯(ξ)+xr,xr≤ξ=mxr<xr+1
1 ≥ f¯αr+1(1)− 1 (32.6)
and since αr+1 = nβr + 1
π(xr+1;xr)
ϕ(xr)
≥ f¯
nβr+1(1)− 1
xr − 1 > f¯(1)
xnr − 1
xr − 1 = f¯(1)
n−1∑
i=0
xir. (32.7)
For any positive number n ≥ 2, let constrain primes p = f¯(ξ) + h where 0 < h < xr and
gcd(h, xr) = 1. By Eqs. (32.6-32.7) we have
xr+1
xr
→∞ and π(xr+1;xr)
ϕ(xr)
→∞ as xr →∞.
For x ≥ xr+1 as xr →∞, there is π(x;xr)→∞ so that the number of elements of the number
set Qf(r, x) is infinite.
First, when considering a fixed modulus xr, by theorems (34.5-34.7) proved in Sec. (34) we
can obtain that for 0 < h < xr if gcd(h, xr) = 1 then
π(x;xr , h) ∼ π(x;xr)
ϕ(xr)
as x→∞. (32.8)
The proof of Eq. (32.8) is similar to that of the prime number theorem for arithmetic progres-
sions when n = 1 outlined in [4].
Next, similar to Definition (31.3), let redefine number sets on polynomials f(ξ) = f¯(ξ) + h
by
Qi(r, x) = {q|f(q) = f¯(q) + hi is prime, xr+1 ≤ q = mxr < x}
for i = 1, 2, · · · , ϕ(xr) where 0 < hi < xr and gcd(hi, xr) = 1, and
Qf (r, x) =
ϕ(xr)⋃
i=1
Qi(r, x) = {q|f(q) = f¯(q) + h is prime, xr+1 ≤ q = mxr < x}
where 0 < h < xr.
Let πf (r, x, h) count the number of primes p = f(q), q ∈ Qi(r, x) and πf (r, x) count the
number of primes p = f(q), q ∈ Qf (r, x). Then, by Definition (31.2), there are
πf (r, x) = π(x;xr)− π(xr+1;xr) =
∑
f¯(ξ)<p<f¯(ξ)+xr,xr+1≤ξ=mxr<x
1
and
πf (r, x, h) = π(x;xr , h)− π(xr+1;xr, h) =
∑
p=f¯(ξ)+h,0<h<xr,xr+1≤ξ=mxr<x
1.
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Thus, when considering a fixed modulus xr , by theorems (34.5-34.7) proved in Sec. (34) we
can also obtain that for 0 < h < xr if gcd(h, xr) = 1 then we have
πf (r, x, h) =
πf (r, x)
ϕ(xr)
+O(xe−
1
2α
√
log x). (32.9)
Then by Eq. (32.8) and Eq. (32.9), we obtain that for 0 < h < xr if gcd(h, xr) = 1 then
π(xr+1;xr, h) ∼ π(xr+1;xr)
ϕ(xr)
> f¯(1)
n−1∑
i=0
xir. (32.10)
Hence for any positive number n, there exists a big positive number rn such that for any big
positive number r ≥ rn there are at least n primes p = f(mxr) in the range (f¯(xr), f¯(xr+1))
for each big positive number r = rn, rn + 1, rn+ 2, · · · . Then f(m) is prime for infinitely many
positive integers m.
This completes the proof of the theorem.
Theorem 32.5 (Bunyakovsky’s Conjecture) If a polynomial
f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (32.11)
in one variable with positive degree and integer coefficients which satisfy the following three
necessary conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n− 1, (2) the polynomial
is irreducible over the integers, and (3) as m runs over the positive integers the numbers f(m)
should not share a common factor greater than 1, and f(x) can be converted to a new polyno-
mial f(x) such that the integer coefficients of the new polynomial f(x) satisfy the above three
necessary conditions and the two conditions: (4) the inequality (n+1)4 ≤ f¯(1)/ log2 f¯(1) holds,
and (5) gcd(f¯(1), a0) = 1, then f(m) is prime for infinitely many positive integers m.
Proof By lemmas (33.1-33.3), when f(x) can be converted to a new polynomial f(x) such
that the integer coefficients of the new polynomial f(x) satisfy the first three necessary con-
ditions stated in the theorem and the following two conditions: (4) the inequality (n + 1)4 ≤
f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1, then by Theorem (32.4) f(m) is prime for
infinitely many positive integers m.
This completes the proof of the theorem.
33 Lemmas of Bunyakovsky’s polynomials
Lemma 33.1 When a polynomial
f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 (33.1)
in one variable with positive degree and integer coefficients which satisfy a0 6= 0 and an > 0,
then f(x) can always be converted to a new polynomial
g(y) = bnx
n + bn−1xn−1 + · · ·+ b1y + b0 (33.2)
such that b0 > 0, bn > 0 and bi ≥ 0 for i = 1, 2, · · · , n− 1.
Proof If some of ai for i = 1, 2, · · · , n − 1 are negative, then by choosing a suitable positive
number k and setting x = y + k, f(x) becomes
f(y + k) = an(y + k)
n + an−1(y + k)n−1 + · · ·+ a1(y + k) + a0
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= an[x
n + C(n, 1)kxn−1 + · · ·+ C(n, n− 1)kn−1y + kn]
+an−1[xn−1 + C(n− 1, 1)kxn−2 + · · ·+ C(n− 1, n− 2)kn−2y + kn−1]
+ · · ·+ a1(y + k) + a0
= anx
n + [anC(n, 1)k + an−1]xn−1 + · · ·
+[anC(n, 1)k
n−1 + an−1C(n− 1, 1)kn−2 + · · ·+ a1]y
+(ank
n + an−1kn−1 + · · ·+ a1k + a0)
= g(y) = bnx
n + bn−1xn−1 + · · ·+ b1y + b0
where
bi =
n∑
j=i
ajC(j, j − i)kj−i for i = 0, 1, 2, · · · , n and C(n, i) = n!
i!(n− i)! ,
such that the inequalities b0 > 0, bn > 0 and bi ≥ 0 for i = 1, 2, · · · , n− 1 always holds.
Hence without loss of generality, we can assume that the inequalities a0 > 0, an > 0 and
ai ≥ 0 for i = 1, 2, · · · , n− 1 always holds.
This completes the proof of the lemma.
Lemma 33.2 When a polynomial
f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (33.3)
in one variable with positive degree and integer coefficients which satisfy a0 > 0, an > 0 and
ai ≥ 0 for i = 1, 2, · · · , n− 1, then f(x) can always be converted to a new polynomial
g(y) = bnx
n + bn−1xn−1 + · · ·+ b1y + b0 = g¯(y) + b0 (33.4)
such that (n+ 1)4 ≤ g¯(1)/ log2 g¯(1).
Proof If (n+1)4 > f¯(1)/ log2 f¯(1), then by choosing a suitable positive number k and setting
x = ky, f¯(x) becomes
f¯(ky) = an(ky)
n + an−1(ky)n−1 + · · ·+ a1(ky) = g¯(y)
such that when y = 1 there are
f¯(k) = ank
n + an−1kn−1 + · · ·+ a1k = g¯(1)
and
(n+ 1)4 ≤ f¯(k)/ log2 f¯(k) = g¯(1)/ log2 g¯(1).
Thus f(x) can always be converted to a new polynomial
g(y) = bnx
n + bn−1xn−1 + · · ·+ b1y + b0 = g¯(y) + b0
where bi = aik
i for i = 0, 1, · · · , n such that (n+ 1)4 ≤ g¯(1)/ log2 g¯(1).
Hence without loss of generality, we can assume that the inequality (n+1)4 ≤ f¯(1)/ log2 f¯(1)
always holds.
This completes the proof of the lemma.
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Lemma 33.3 When a polynomial
f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (33.5)
in one variable with positive degree and integer coefficients which satisfy the following three
conditions: (1) a0 > 1 and an > 0, (2) a0 is odd and f¯(1) is even, and (3) gcd(a0, a1, · · · , an) =
1, then integers k for k = 1, 2, · · · , n can not all satisfy a0|f¯(k) so that by choosing a suitable
integer k in the region [1, n] and defining x = ky, f¯(x) can be converted to a new polynomial
g¯(y) such that there is no a0|g¯(1) and if a0 is prime, then there will be gcd(a0, g¯(1)) = 1.
Proof If a0|f¯(k) for k = 1, 2, · · · , n, then there should be a group of equations
f¯(k) = ank
n + an−1kn−1 + · · ·+ a1k = a0bk for k = 1, 2, · · · , n.
Let rewrite the group of equations in the matrix form as follows
Ka = a0b
where
K =


1 1 · · · 1
2n 2n−1 · · · 2
...
...
...
...
nn nn−1 · · · n


, a =


an
an−1
...
a1


,b =


bn
bn−1
...
b1


.
It is easy to prove that rank(K) = n, so that the matrix K is nonsingular. Hence for
any group of non-zero positive integers bk for k = 1, 2, · · · , n, the solutions ak of the group of
equations should satisfy a0|ak for k = 1, 2, · · · , n. But it contradicts the condition (3) which
states that there should be gcd(a0, a1, · · · , an) = 1. Thus, integers k for k = 1, 2, · · · , n can
not all satisfy a0|f¯(k) so that by choosing a suitable integer k in the region [1, n] and defining
x = ky, f¯(x) can be converted to a new polynomial g¯(y) such that there is no a0|g¯(1) and if a0
is prime, then there will be gcd(a0, g¯(1)) = 1.
This completes the proof of the lemma.
34 Proof of the prime theorem for polynomial progressions
34.1 Theorems to be referenced
Some theorems proved in [4] are stated in this subsection.
Theorem 34.1 (Theorem 6-7) If (a,m) = (b,m) = 1, then
∑
χ∈X(m)
χ(a)
χ(b)
= { ϕ(m) if a ≡ b(mod m),
0 otherwise.
Theorem 34.2 (Theorem 7-9)
1
2πi
∫
(2)
xs
s2
ds = { 0 for 0 < y < 1,
log y for y ≥ 1.
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34.2 Theorems to be proved
Theorem 34.3 By Definition (31.4), let
log ζi(r, s) = (x/f(x))
sθi(r, s) log ζ(s)
for i = 1, 2, · · · , ϕ(xr), and let
log ζf (r, s) = ϕ(xr)(x/f(x))
sθf (r, s) log ζ(s).
As Re s→ 1 there are
0 ≤ |θi(r, s)| ≤ C∗n
for i = 1, 2, · · · , ϕ(xr), and
0 ≤ |ϕ(xr)θf (r, s)| ≤ C∗n
where n is the positive degree of the polynomial f(x) and C∗ is a positive constant (dependent
on f(x)).
Proof Let define a function ζf (r, s, x) on the number set Qf (r, x) by
log ζf (r, s, x) =
∑
p=f(q),q∈Qf (r,x)
(1− p−s)−1 = πf (r, x)
1− ρ−sf (s)
and define a function ζ(s, f(x)) on the function ζ(s) by
log ζ(s, f(x)) =
∑
p≤f(x)
(1− p−s)−1 = π(f(x))
1− ρ−sp (s)
.
Then there are
1
1− ρ−sf (s)
=
log ζf (r, s, x)
πf (r, x)
=
1
πf (r, x)
∑
p=f(q),q∈Qf (r,x)
(1− p−s)−1
and
1
1− ρ−sp (s)
=
log ζ(s, f(x))
π(f(x))
=
1
π(f(x))
∑
p≤f(x)
(1 − p−s)−1.
It shows that (1 − ρ−sf (s))−1 and (1 − ρ−sp (s))−1 are the average values of (1 − p−s)−1 for
log ζf (r, s, x) and log ζ(s, f(x)) respectively.
Let the elements of the number set Qf (r, x) be in a sequence
0 < q1 < q2 < · · · < qi−1 < qi < · · · < qix ≤ x
where ix = πf (r, x), and for i = 2, 3, · · · , ix let mi denote the number of primes p satisfying
f(qi−1) < p ≤ f(qi). Then the inequality
|(1 − f(qi)−s)−1| ≤ 1
mi
|
∑
f(qi−1)<p≤f(qi)
(1− p−s)−1|
always holds for i = 2, 3, · · · , ix so that the inequalities
|ρsp(s)| ≤ |ρsf (s)| and |1− ρ−sp (s)| ≤ |1− ρ−sf (s)|
always hold. Thus there should be
| log ζf (r, s, x)
log ζ(s, f(x))
| = |1− ρ
−s
p (s)
1− ρ−sf (s)
|πf (r, x)
π(f(x))
≤ πf (r, x)
π(f(x))
.
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In 1931, Heilbronn proved the statement[1]: There exists a positive constant C∗ (dependent
on f(x)), such that
πf (x) ≤ C∗ x
log x
, for every x ≥ 1.
Since as x→∞
|ϕ(xr)θf (r, s)( x
f(x)
)s| = | log ζf (r, s)
log ζ(s)
| = lim
x→∞
| log ζf (r, s, x)
log ζ(s, f(x))
|
≤ πf (r, x)
π(f(x))
≤ C
∗x/ log x
f(x)/ log f(x)
= C∗n
x
f(x)
,
the inequality 0 ≤ |ϕ(xr)θf (r, s)| ≤ C∗n holds as Re s→ 1.
Similarly we can prove that for i = 1, 2, · · · , ϕ(xr) the inequalities 0 ≤ |θi(r, s)| ≤ C∗n hold
as Re s→ 1.
This completes the proof of the theorem.
Theorem 34.4 By Definition (31.6), let
logLi(r, s, χ) = (x/f(x))
sηi(r, s, χ) logL(s, χ)
for i = 1, 2, · · · , ϕ(xr), and let
logLf (r, s, χ) = ϕ(xr)(x/f(x))
sηf (r, s, χ) logL(s, χ).
As Re s→ 1 there are
0 ≤ |ηi(r, s, χ)| ≤ C∗n
for i = 1, 2, · · · , ϕ(xr), and
0 ≤ |ϕ(xr)ηf (r, s, χ)| ≤ C∗n
where n is the positive degree of the polynomial f(x) and C∗ is a positive constant (dependent
on f(x)).
Proof Let define a function Lf(r, s, χ, x) on the number set Qf (r, x) by
logLf(r, s, χ, x) =
∑
p=f(q),q∈Qf (r,x)
(1− χ(p)p−s)−1 = πf (r, x)
1− µ−sf (s)
and define a function L(s, χ, f(x)) on the function L(s, χ) by
logL(s, χ, f(x)) =
∑
p≤f(x)
(1− χ(p)p−s)−1 = π(f(x))
1− µ−sp (s)
.
Then there are
1
1− µ−sf (s)
=
logLf(r, s, χ, x)
πf (r, x)
=
1
πf (r, x)
∑
p=f(q),q∈Qf (r,x)
(1− χ(p)p−s)−1
and
1
1− µ−sp (s)
=
logL(s, χ, f(x))
π(f(x))
=
1
π(f(x))
∑
p≤f(x)
(1− χ(p)p−s)−1.
It shows that (1− µ−sf (s))−1 and (1− µ−sp (s))−1 are the average values of (1− χ(p)p−s)−1 for
logLf (r, s, χ, x) and logL(s, χ, f(x)) respectively.
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Let the elements of the number set Qf (r, x) be in a sequence
0 < q1 < q2 < · · · < qi−1 < qi < · · · < qix ≤ x
where ix = πf (r, x), and for i = 2, 3, · · · , ix let mi denote the number of primes p satisfying
f(qi−1) < p ≤ f(qi). Then the inequality
|(1− χ(f(qi))f(qi)−s)−1| ≤ 1
mi
|
∑
f(qi−1)<p≤f(qi)
(1 − χ(p)p−s)−1|
always holds for i = 2, 3, · · · , ix so that the inequalities
|µsp(s)| ≤ |µsf (s)| and |1− µ−sp (s)| ≤ |1− µ−sf (s)|
always hold. Thus there should be
| logLf (r, s, χ, x)
logL(s, χ, f(x))
| = |1− µ
−s
p (s)
1− µ−sf (s)
|πf (r, x)
π(f(x))
≤ πf (r, x)
π(f(x))
.
Since as x→∞
|ϕ(xr)ηf (r, s, χ)( x
f(x)
)s| = | logLf (r, s, χ)
logL(s, χ)
| = lim
x→∞
| logLf(r, s, χ, x)
logL(s, χ, f(x))
|
≤ πf (r, x)
π(f(x))
≤ C
∗x/ log x
f(x)/ log f(x)
= C∗n
x
f(x)
where n is the positive degree of the polynomial f(x) and C∗ is a positive constant (dependent
on f(x)), the inequality 0 ≤ |ϕ(xr)ηf (r, s, χ)| ≤ C∗n holds as Re s→ 1.
Similarly we can prove that for i = 1, 2, · · · , ϕ(xr) the inequalities 0 ≤ |ηi(r, s, χ)| ≤ C∗n
hold as Re s→ 1.
This completes the proof of the theorem.
Theorem 34.5 (Theorem 7-15) There is a constant α > 0 such that as x→∞,
1
ϕ(xr)
∑
p=f(q),q∈Qf (r,x)
log
f(x)
p
=
∫ 1
c
xs
s2
θf (r, s)ds+O(xe
−α√log x), (34.1)
for some c with 0 < c < 1.
Proof Using Theorem (34.2), similar to the proof of Theorem (7-15) in [4], we have
1
2πi
∫
(2)
f s(x)
s2
log ζf (r, s)ds =
1
2πi
∫
(2)
1
s2
∞∑
ξ=1
Λf (r, ξ)
log ξ
(
f(x)
ξ
)sds
=
1
2πi
∞∑
ξ=1
Λf (r, ξ)
log ξ
∫
(2)
1
s2
(
f(x)
ξ
)sds =
∑
ξ≤f(x)
Λf (r, ξ)
log ξ
log
f(x)
ξ
=
∑
m,p=f(q),q∈Qf (r,x),pm≤f(x)
1
m
log
f(x)
pm
=
∑
p=f(q),q∈Qf (r,x)
log
f(x)
p
+
∑
p=f(q),q∈Qf (r,x),m≥2,pm≤f(x)
1
m
log
f(x)
pm
.
As noted earlier, the number of terms in the last sum is
πf (r, x
1/2) + πf (r, x
1/3) + · · · < xd/2 + xd/3 + · · ·+ xd/u < uxd/2,
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where 0 < d ≤ 1 and u is the smallest number such that xd/u < 2. Thus
πf (r, x
1/2) + πf (r, x
1/3) + · · · = O(xd/2 log x),
so that ∑
p=f(q),q∈Qf (r,x)
log
f(x)
p
=
1
2πi
∫
(2)
f s(x)
s2
log ζf (r, s)ds+O(xe
−√log x),
since ∑
p=f(q),q∈Qf (r,x),m≥2,pm≤x
1
m
log
f(x)
pm
≤
∑
p=f(q),q∈Qf (r,x),m≥2,pm≤f(x)
log f(x)
= O(
√
x log x log f(x)) = O(
√
x log2 x) = O(xe−
√
log x).
By the analysis of the integral
∫
(2)
xs
s2 log ζ(s)ds in [4], there is∫
(2)
xs
s2
log ζ(s)ds = 2πi
∫ 1
c
xs
s2
ds+O(xe−α
√
log x).
Similarly, since by Theorem (34.3) the inequality 0 ≤ |ϕ(xr)θf (r, s)| ≤ C∗n holds as Re s→ 1
where n is the positive degree of the polynomial f(x) and C∗ is a positive constant (dependent
on f(x)), we have
∫
(2)
xs
s2
θf (r, s) log ζ(s)ds = 2πi
∫ 1
c
xs
s2
θf (r, s)ds+O(xe
−α√log x),
so that there are
1
ϕ(xr)
∑
p=f(q),q∈Qf (r,x)
log
f(x)
p
=
1
2πiϕ(xr)
∫
(2)
f s(x)
s2
log ζf (r, s)ds+O(xe
−√log x)
=
1
2πi
∫
(2)
xs(x)
s2
θf (r, s) log ζ(s)ds +O(xe
−√log x)
=
∫ 1
c
xs
s2
θf (r, s)ds+O(xe
−α√log x).
This completes the proof of the theorem.
Theorem 34.6 (Theorem 7-24) For (h, xr) = 1 and p = f(q) = f¯(q) + h where q ∈ Qf (r, x),
there is a constant α > 0 such that as x→∞,
∑
p=f(q),q∈Qf (r,x),p≡h(mod xr)
log
f(x)
p
=
∫ 1
c
xs
s2
θf (r, s)ds+O(xe
−α√log x). (34.2)
Proof Using Theorem (34.2) and the series expansion for
logLf (r, s, χ) =
ϕ(xr)∑
i=1
logLi(r, s, χ) =
∑
m,p=f(q),q∈Qf (r,∞)
χ(pm)
mpms
,
we obtain
1
2πi
∫
(2)
f s(x)
s2
logLf (r, s, χ)ds
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=
1
2πi
∫
(2)
f s(x)
s2
∑
m,p=f(q),q∈Qf (r,∞)
χ(pm)
mpms
ds
=
1
2πi
∑
m,p=f(q),q∈Qf (r,∞)
χ(pm)
m
∫
(2)
(f(x)/pm)s
s2
ds
=
∑
m,p=f(q),q∈Qf (r,x),pm≤f(x)
χ(pm) log(f(x)/pm)
m
=
∑
p=f(q),q∈Qf (r,x)
χ(p) log
f(x)
p
+
∑
p=f(q),q∈Qf (r,x),m≥2,pm≤f(x)
χ(pm) log(f(x)/pm)
m
=
∑
p=f(q),q∈Qf (r,x)
χ(p) log
f(x)
p
+O(
√
x log2 x).
Multiplying by 1/χ(h) and summing over all characters modulo xr, we deduce with the help of
Theorem (34.1) that ∑
χ
1
χh
∑
p=f(q),q∈Qf (r,x)
χ(p) log
f(x)
p
= ϕ(xr)
∑
p=f(q),q∈Qf (r,x),p≡h(mod xr)
log
f(x)
p
=
1
2πi
∑
χ
1
χh
∫
(2)
f s(x)
s2
logLf (r, s, χ)ds+O(ϕ(xr)
√
x log2 x).
Thus we have ∑
p=f(q),q∈Qf (r,x),p≡h(mod xr)
log
f(x)
p
(34.3)
=
1
2πiϕ(xr)
∑
χ
1
χh
∫
(2)
f s(x)
s2
logLf(r, s, χ)ds+O(
√
x log2 x)
=
1
2πi
∑
χ
1
χh
∫
(2)
xs
s2
ηf (r, s, χ) logL(s, χ)ds+O(
√
x log2 x).
By Theorem (34.4) the inequality 0 ≤ |ϕ(xr)ηf (r, s, χ)| ≤ C∗n holds as Re s → 1 where
n is the positive degree of the polynomial f(x) and C∗ is a positive constant (dependent on
f(x)).
To estimate the integrals appearing in Equation (34.3), we must distinguish two cases. First
consider the case χ = χ0. Since there is p > xr for each p = f(q) and q ∈ Qf(r,∞), then there
are
Lf(r, s, χ0) =
∏
p†xr ,p=f(q),q∈Qf (r,∞)
(1 − p−s)−1
=
∏
p=f(q),q∈Qf (r,∞)
(1− p−s)−1 = ζf (r, s),
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so that there are
1
ϕ(xr)
∫
(2)
f s(x)
s2
logLf (r, s, χ0)ds =
1
ϕ(xr)
∫
(2)
f s(x)
s2
log ζf (r, s)ds
=
∫
(2)
xs
s2
θf (r, s) log ζ(s)ds.
It follows that for suitable c with 0 < c < 1,
1
ϕ(xr)
∫
(2)
f s(x)
s2
logLf(r, s, χ0)ds = 2πi
∫ 1
c
xs
s2
θf (r, s)ds+O(xe
−α√log x)
where α > 0 is a constant. On the other hand, if χ 6= χ0, then logLf (r, s, χ) has no pole
at s = 1, but the other properties used earlier still obtain. Similar to the analysis of the
integral
∫
(2)(x
s/s2) logL(s, χ)ds in [4], when the factor logL(s, χ) in the integrand is replaced by
logLf (r, s, χ), since 0 ≤ |ϕ(xr)ηf (r, s, χ)| ≤ C∗n, the integral
∫
(2)
(xs/s2)ηf (r, s, χ) logL(s, χ)ds
either tends to zero or is O(xe−α
√
log x). It follows that
∑
p=f(q),q∈Qf (r,x),p≡h(mod xr)
log
f(x)
p
=
∫ 1
c
xs
s2
θf (r, s)ds+O(xe
−α√log x), (34.4)
which is the analog of Theorem (34.5).
This completes the proof of the theorem.
Theorem 34.7 For a fixed xr and 0 < h < xr, if (h, xr) = 1 and p = f(q) = f¯(q) + h where
q ∈ Qf (r, x), then
πf (r, x, h) =
πf (r, x)
ϕ(xr)
+O(xe−
1
2α
√
log x) (34.5)
and
π(x;xr , h) ∼ π(x;xr)
ϕ(xr)
as x→∞.
Proof By Theorem (34.5) and Theorem (34.6), there is
∑
p=f(q),q∈Qf (r,x),p≡h(mod xr)
log
f(x)
p
− 1
ϕ(xr)
∑
p=f(q),q∈Qf (r,x)
log
f(x)
p
= O(xe−α
√
log x).
Thus we have ∑
p=f(q),q∈Qf (r,x),p≡h(mod xr)
log
f(x)
p
=
1
ϕ(xr)
∑
p=f(q),q∈Qf (r,x)
log
f(x)
p
+ O(xe−α
√
log x).
In the equation, put
δ = δ(x) = e−
1
2α
√
log x.
Then since f(x(1 + δ)) ∼ f(x)(1 + nδ) and log(1 + nδ) ∼ nδ as x→∞, we have
∑
p=f(q),q∈Qf (r,x(1+δ))
log
f(x)(1 + nδ)
p
−
∑
p=f(q),q∈Qf (r,x)
log
f(x)
p
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=
∑
p=f(q),q∈Qf (r,x)
log(1 + nδ) +
∑
p=f(q),x<q≤x(1+δ)
log
f(x)(1 + nδ)
p
= log(1 + nδ)πf (r, x) +O(log(1 + nδ) ∗ δx)
and ∑
p=f(q),q∈Qf (r,x(1+δ)),p≡h(mod xr)
log
f(x)(1 + nδ)
p
−
∑
p=f(q),q∈Qf (r,x),p≡h(mod xr)
log
f(x)
p
=
∑
p=f(q),q∈Qf (r,x),p≡h(mod xr)
log(1 + nδ)
+
∑
p=f(q),x<q≤x(1+δ),p≡h(mod xr)
log
f(x)(1 + nδ)
p
= log(1 + nδ)πf (r, x, h) +O(log(1 + nδ) ∗ δx).
So that there is
πf (r, x, h)− πf (r, x)
ϕ(xr)
= O(δx) +O(
xe−α
√
log x
δ
) = O(xe−
1
2α
√
log x).
Thus we obtain
πf (r, x, h) =
πf (r, x)
ϕ(xr)
+O(xe−
1
2α
√
log x)
and we have that
π(x;xr , h) ∼ π(x;xr)
ϕ(xr)
as x→∞
if gcd(h, xr) = 1 where
π(x;xr) =
∑
f¯(ξ)<p<f¯(ξ)+xr,xr≤ξ=mxr<x
1 =
∑
q∈Qf (r,x)
1 = πf (r, x)
and
π(x;xr , h) =
∑
p=f¯(ξ)+h,0<h<xr≤ξ=mxr<x
1
=
∑
p=f(q),q∈Qf (r,x),p≡h(mod xr)
1 = πf (r, x, h).
This completes the proof of the theorem.
35 Corollaries of Bunyakovsky’s polynomials
Corollary 35.1 (Landau’s Problem) There are infinitely many primes of the form a2 + 1.
Proof Consider f(x) = a2x
2 + a0 = (2k)
2x2 + 1 where k ≥ 40, a2 = (2k)2 and a0 = 1. Then
the inequality (n+ 1)4 ≤ f¯(1)/ log2 f¯(1) can be satisfied by n = 2 and f¯(1) = a2.
Since a0 satisfies 0 < a0 < f¯(1) and only a0 is odd, then by Theorem (32.5), f(m) =
(2k)2m2 + 1 is prime for infinitely many positive integers m.
Since f(m) is of the form a2 + 1, thus there are infinitely many primes of the form a2 + 1.
This completes the proof of the corollary.
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A conjecture posed by Hardy & Littlewood in 1923[2] is proved and expressed as the fol-
lowing theorem:
Corollary 35.2 (Hardy & Littlewood’s Conjecture) Let n be an odd integer, n > 1; let h be
a positive integer which is not an e − th power of an integer; for any factor e > 1 of n. Then
there exist infinitely many nature numbers m such that mn + h is a prime.
Proof Let f(x) = anx
n + a0 = x
n + h where an = 1 and a0 = h. Since a0 > 0 and an > 0,
the first necessary condition of Theorem (32.4) is satisfied. Since h is not an e − th power of
an integer for any factor e > 1 of n so that the polynomial is irreducible over the integers, the
second necessary condition of Theorem (32.4) is satisfied. Since gcd(an, a0) = 1, and an, a0 are
not both even, then the third necessary condition of Theorem (32.4) is satisfied.
By lemmas (33.1-33.3), the polynomial xn+h can always be converted to a new polynomial
f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0
such that the integer coefficients of the new polynomial f(x) satisfy the following two conditions:
(4) the inequality (n+1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1, then by Theorem
(32.4) f(m) is prime for infinitely many positive integers m. Hence there exist infinitely many
nature numbers m such that mn + h is a prime.
This completes the proof of the corollary.
A conjecture[2] of quadratic polynomials is proved and expressed as the following theorem:
Corollary 35.3 (Conjecture F) Let a > 0, b > 0, c > 0 be integers such that gcd(a, b, c) = 1,
b2 − 4ac is not a square and a+ b, c are not both even. When ax2 + bx+ c can be converted to
a new polynomial
f(x) = a2x
2 + a1x+ a0 = f¯(x) + a0
such that the integer coefficients of the new polynomial f(x) satisfy the following two conditions:
(4) the inequality (n + 1)4 ≤ f¯(1)/ log2 f¯(1) holds for n = 2, and (5) gcd(f¯(1), a0) = 1, then
there are infinitely many primes of the form am2 + bm+ c.
Proof Since a > 0, b > 0, c > 0, the first necessary condition of Theorem (32.4) is satisfied.
Since b2− 4ac is not a square so that the polynomial is irreducible over the integers, the second
necessary condition of Theorem (32.4) is satisfied. Since gcd(a, b, c) = 1, and a + b, c are not
both even, then the third necessary condition of Theorem (32.4) is satisfied.
When ax2 + bx+ c can be converted to a new polynomial
f(x) = a2x
2 + a1x+ a0 = f¯(x) + a0
such that the integer coefficients of the new polynomial f(x) satisfy the following two conditions:
(4) the inequality (n + 1)4 ≤ f¯(1)/ log2 f¯(1) holds for n = 2, and (5) gcd(f¯(1), a0) = 1, then
by Theorem (32.4) f(m) is prime for infinitely many positive integers m. Since f(m) is of the
form am2 + bm+ c, thus there are infinitely many primes of the form am2 + bm+ c.
This completes the proof of the corollary.
A conjecture of a kind of special polynomials is proved and expressed as the following
theorem:
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Corollary 35.4 For each integer n > 1, a polynomial
f(m) = 1 + 2m+ · · ·+ (n− 1)mn−1 + nmn−1
is prime for infinitely many positive integers m.
Proof Since all integer coefficients are positive, the first necessary condition of Theorem (32.4)
is satisfied. Since the polynomial is irreducible over the integers, the second necessary condition
of Theorem (32.4) is satisfied. Since gcd(1, 2, · · · , n) = 1, and 1, 2 + 3 + · · · + n are not both
even, then the third necessary condition of Theorem (32.4) is satisfied.
By lemmas (33.1-33.3), the polynomial can always be converted to a new polynomial
f(x) = an−1xn−1 + an−2xn−2 + · · ·+ a1x+ a0 = f¯(x) + a0
where ai = (i+1)(2k)
i for i = 0, 1, · · · , n− 1 and k > 0 such that the integer coefficients of the
new polynomial f(x) satisfy the following two conditions: (4) the inequality n4 ≤ f¯(1)/ log2 f¯(1)
holds, and (5) gcd(f¯(1), a0) = 1, then by Theorem (32.4) f(m) is prime for infinitely many
positive integers m.
This completes the proof of the corollary.
A conjecture of another kind of special polynomials is proved and expressed as the following
theorem:
Corollary 35.5 For any group of consecutive primes pm, pm+1, · · · , pn where pm is the mth
prime and m < n, a polynomial
f(b) =
n∑
k=m
pkb
n−k = pmbn−m + pm+1bn−m−1 + · · ·+ pn−1b+ pn
is prime and greater than pn for infinitely many positive integers b.
Proof Since all integer coefficients are positive, the first necessary condition of Theorem (32.4)
is satisfied. Since the polynomial is irreducible over the integers, the second necessary condition
of Theorem (32.4) is satisfied. Since gcd(pm, pm+1, · · · , pn) = 1, and pm + pm+1 + · · · + pn−1,
pn are not both even, then the third necessary condition of Theorem (32.4) is satisfied.
By lemmas (33.1-33.3), the polynomial can always be converted to a new polynomial
f(x) = anx
n−m + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0
where ai = pn−i(2k)i for i = 0, 1, · · · , n−m and k > 0 such that the integer coefficients of the
new polynomial f(x) satisfy the following two conditions: (4) the inequality (n − m + 1)4 ≤
f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1, then by Theorem (32.4) f(b) is prime and
greater than f¯(1) > pn for infinitely many positive integers b.
This completes the proof of the corollary.
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Part IX
On the number of Bunyakovsky primes
Abstract The number of Bunyakovsky primes not greater than f(x) was investigated and a main
theorem was given out and proved in this paper, which states: For every number x greater than x0,
there are always Bunyakovsky primes in the region [x1, x] where f(x1−1) ≤
√
f(x) < f(x1). Let denote
the number of Bunyakovsky primes in the region [x1, x] by τ (x) and the number of Bunyakovsky primes
not greater than f(x) by πf (x), respectively. Then
τ (x) ≥ αf x
log x
+ βfπ(
√
x)
√
x
2 log x
≥ 1
where αf and βf are positive constants dependent of the polynomial f(x).
Based upon the main theorem, it was proved that:
(1) The number of Bunyakovsky primes not greater than f(x) satisfies
π∗f (x,N) ≤ πf (x) < π∗f (x,N + 1)
where N is a positive number and
π∗f (x,N) = αf
x
log x
N∑
n=0
n!
logn x
.
(2) For any positive number x ≥ 105 a positive number N always exists such that the number of
Bunyakovsky primes not greater than f(x) satisfies
πf (x)− π∗f (x,N) < αf (x log x)1/2.
(3) For large numbers x, πf (x) is asymptotically equal to
πf (x) = αfLi(x) +O(
√
x log x).
Keywords number theory, Bunyakovsky prime, number of Bunyakovsky primes
36 Introduction
36.1 Bunyakovsky prime
The Bunyakovsky conjecture stated in 1857 by the Russian mathematician Viktor Bunyakovsky,
asserts when a polynomial f(x) in one variable with positive degree and integer coefficients
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should have infinitely many prime values for positive integer inputs. Three necessary conditions
are (1) the leading coefficient of f(x) are positive, (2) the polynomial is irreducible over the
integers, and (3) as m runs over the positive integers the numbers f(m) should not share a
common factor greater than 1. Bunyakovsky’s conjecture is that these three conditions are
sufficient: if f(x) satisfies the three conditions then f(m) is prime for infinitely many positive
integers m[1-3]. We may call the prime f(m) as the Bunyakovsky prime.
If f(x) has degree n ≥ 2 and integral coefficients, for X ≥ 1 let
πf (x) = πf(x)(X) = #{m ≥ 1||f(m)| ≤ X and |f(m)| is a prime}.
In 1922, Nagell showed that limX→∞ πf(x)(X)/X = 0, i.e. limx→∞ πf (x)/x = 0, so there
are few prime values. In 1931, Heilbronn proved the more precise statement[2]:
There exists a positive constant C (dependent on f(x)), such that
πf(x)(X) ≤ C
X1/n
logX
, for every X ≥ 1,
i.e. there exists a positive constant C∗ (dependent on f(x)), such that
πf (x) ≤ C∗ x
log x
, for every x ≥ 1.
Shan-Guang Tan (2014) proved that if a polynomial
f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 (36.1)
in one variable with positive degree and integer coefficients which satisfy the following three
necessary conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n− 1, (2) the polynomial
is irreducible over the integers, and (3) as m runs over the positive integers the numbers f(m)
should not share a common factor greater than 1, and f(x) can be converted to a new polynomial
f(x) such that the integer coefficients of the new polynomial f(x) also satisfy the following two
conditions: (4) the inequality (n+ 1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1, then
f(m) is prime for infinitely many positive integers m.
36.2 Works in this paper
The number of Bunyakovsky primes not greater than f(x) was investigated and a main theorem
was given out and proved in this paper, which states: For every number x greater than x0, there
are always Bunyakovsky primes in the region [x1, x] where f(x1 − 1) ≤
√
f(x) < f(x1). Let
denote the number of Bunyakovsky primes in the region [x1, x] by τ(x) and the number of
Bunyakovsky primes not greater than f(x) by πf (x), respectively. Then
τ(x) ≥ αf x
log x
+ βfπ(
√
x)
√
x
2 log x
≥ 1
where αf and βf are positive constants dependent of the polynomial f(x).
The proof of the main theorem is based on the proved theorem mentioned above[7] and
the formally analysis of composite numbers. Its main idea is that if the number of composite
numbers f(ξ) is less than x − x1 + 1 where the integer variable ξ varies in the region [x1, x],
then there must be Bunyakovsky primes in the region [x1, x]. Hence the main theorem will be
proved.
Based upon the main theorem, it was proved that:
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(1) The number of Bunyakovsky primes not greater than f(x) satisfies
π∗f (x,N) ≤ πf (x) < π∗f (x,N + 1)
where N is a positive number and
π∗f (x,N) = αf
x
log x
N∑
n=0
n!
logn x
.
(2) For any small positive value ǫ(x), a pair of positive numbers x and N always exist such
that the number of Bunyakovsky primes not greater than f(x) satisfies
πf (x) − π∗f (x,N) < ǫ(x)αf
x
log x
.
Especially ǫ(x) can be equal to x−1/2 log3/2 x such that for any positive number x ≥ 105, the
number of Bunyakovsky primes not greater than f(x) satisfies
πf (x) − π∗f (x,N) < αf (x log x)1/2.
(3) For large numbers x, πf (x) is asymptotically equal to
πf (x) = αfLi(x) +O(
√
x log x).
37 Definitions
37.1 Sets of primes
For any number x, let π(
√
f(x)) = n and π(f(x)) = n+ r. Then let denote a set of primes by
P where
P = {pi|i = 1, 2, · · · , n+ r} (37.1)
and
2 = p1 < p2 < · · · < pn ≤
√
f(x) < pn+1 < pn+2 < · · · < pn+r ≤ f(x).
Let the first n primes of P form a subset of P and be denoted by Pn where
Pn = {pi|i = 1, 2, · · · , n} ⊂ P. (37.2)
Let denote a subset of P by Q where
Q = {q|q = f(ξ) ∈ P, 1 ≤ ξ ≤ x}. (37.3)
37.2 Sets of positive numbers
Let denote a set of positive numbers by D where
D = {di|di = x1 + i, i = 0, 1, 2, · · · , x− x1} (37.4)
where the number x1 is determined by the inequalities f(x1 − 1) ≤
√
f(x) < f(x1).
Let Dj for j = 1, 2, · · · , n denote positive number sets where
Dj = {d|d ∈ D,max{q|q ∈ Pn, q|f(d)} = pj} ⊂ D (37.5)
such that Di ∩Dj = φ = {} for i, j = 1, 2, · · · , n and i 6= j. Hence any d ∈ D corresponding to
a composite number f(d) can be uniquely classified into a set Dj. Let denote
D∪ = D1 ∪D2 ∪ · · · ∪D(n)
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then there is D∪ ⊆ D. If D∪ 6= D or the number of elements of D∪ is smaller than the number
of elements of D, then some odd numbers f(di) must be primes where numbers di are in the
region [x1, x].
38 Lemmas of composite numbers
In this section we will investigate positive numbers d ∈ D which are corresponding to composite
numbers f(d), based upon the prime set Pn and positive number sets Dj for j = 1, 2, · · · , n in
a region [x1, x].
Lemma 38.1 As defined in Sec. (37) for 1 ≤ j ≤ n, let σj denote the number of elements of
Dj, then σj can be formally estimated by inequalities as
σj ≤ {
C1,j(x)x − C2,j(x)
√
x for 1 ≤ j ≤ jn
C1,j(x)x + C2,j(x)
√
x for jn < j ≤ n
where C1,j(x) is non-negative and C2,j(x) is positive except that C2,1(x) is non-negative, both
are dependent of the variable x, and jn is a positive integer dependent of n.
Proof Let write f(x) = ψ(x)x. By Expression (36.1), when x → ∞, there is a0/x → 0. So
for big x there is approximately ψ(x)x ≈ f(x)− a0.
First, for any d ∈ D1, since f(d) can be written as f(d) = mp1 where m is a positive integer
satisfying
[
√
f(x)
p1
] = [
√
ψ(x)
p1
√
x] < m ≤ [f(x)
p1
] = [
ψ(x)
p1
x],
then σ1 can be formally estimated by an inequality as
σ1 ≤ C1,1(x)x − C2,1(x)
√
x
where C1,1(x) and C2,1(x) are positive and dependent of the variable x. If each value of f(x)
is odd, then there are C1,1(x) = 0 and C2,1(x) = 0.
Second, for any d ∈ D2, since f(d) can be written as f(d) = mp2 where m is a positive
integer satisfying
[
√
f(x)
p2
] = [
√
ψ(x)
p2
√
x] < m ≤ [f(x)
p2
] = [
ψ(x)
p2
x],
then σ2 can be formally estimated by an inequality as
σ2 ≤ C1,2(x)x − C2,2(x)
√
x
where C1,2(x) and C2,2(x) are positive and dependent of the variable x.
Third, for any d ∈ Dn, since f(d) can be written as f(d) = mpn where m is a positive
integer satisfying
2 ≤ m ≤ [f(x)
pn
] = [
ψ(x)
√
x
pn
√
x],
then σn can be formally estimated by an inequality as
σn ≤ C2,n(x)
√
x
where C2,n(x) is positive and dependent of the variable x or
σn ≤ C1,n(x)x + C2,n(x)
√
x
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where C1,n(x) = 0 and C2,n(x) is positive and dependent of the variable x.
Finally, since we have
σ1 ≤ C1,2(x)x − C2,2(x)
√
x and σn ≤ C1,n(x)x + C2,n(x)
√
x,
then there is always a number jn where 2 ≤ jn < n such that σj can be formally estimated by
inequalities as
σj ≤ {
C1,j(x)x − C2,j(x)
√
x for 1 ≤ j ≤ jn
C1,j(x)x + C2,j(x)
√
x for jn < j ≤ n
where C1,j(x) is non-negative and C2,j(x) is positive except that C2,1(x) is non-negative, both
are dependent of the variable x, and jn is dependent of n.
The proof of the lemma is completed.
Lemma 38.2 As defined in Sec. (37), let σ denote the number of composite numbers f(d)
where d ∈ D, then the inequalities
σ ≤ C1(x)x − C2(x)π(
√
x)
√
x ≤ Cd(x)x (38.1)
always hold formally where Cd(x)x is the number of elements of the positive number set D.
Proof By Lemma (38.1), we have formally
σ = σ1 + σ2 + · · ·+ σn
≤
n∑
j=1
C1,j(x)x −
jn∑
j=1
C2,j(x)
√
x+
n∑
j=jn+1
C2,j(x)
√
x
= C1(x)x − C2(x)π(
√
x)
√
x
where
C1(x) =
n∑
j=1
C1,j(x) and C2(x) =
1
π(
√
x)
(
jn∑
j=1
C2,j(x)−
n∑
j=jn+1
C2,j(x)).
Since C1,j(x) and C2,j(x) for j = 1, 2, · · · , n are corresponding to the number of elements
of a positive number set Dj ⊂ D, then there is
D1 ∪D2 ∪ · · · ∪D(n) = D∪ ⊂ D
such that C1(x) and C2(x) are corresponding to the number of elements of the positive number
set D∪ ⊆ D and the inequalities
0 < C1(x) ≤ Cd(x)
always hold where Cd(x)x is the number of elements of the positive number set D.
The proof of the lemma is completed.
39 Theorems of prime numbers
Theorem 39.1 (Main theorem) For every number x greater than x0, there are always Bun-
yakovsky primes in the region [x1, x] where f(x1− 1) ≤
√
f(x) < f(x1). Let denote the number
of Bunyakovsky primes in the region [x1, x] by τ(x) and the number of Bunyakovsky primes not
greater than f(x) by πf (x), respectively. Then
τ(x) ≥ αf x
log x
+ βfπ(
√
x)
√
x
2 log x
≥ 1 (39.1)
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where αf and βf are positive constants dependent of the polynomial f(x) and
πf (x) ≥ αf x
log x
+ βfπ(
√
x)
√
x
2 logx
+ πf (
√
x). (39.2)
Proof By Lemma (38.2), the number of composite numbers f(ξ) in the region [x1, x] is at
most equal to σ. Let denote the number of Bunyakovsky primes in the region [x1, x] by τ(x)
and the number of Bunyakovsky primes not greater than f(x) by πf (x), respectively. Then we
have
τ(x) = πf (x) − πf (
√
x) ≥ Cd(x)x − σ
= Cd(x)x − [C1(x)x − C2(x)π(
√
x)
√
x]
= [Cd(x)− C1(x)]x + C2(x)π(
√
x)
√
x
= αf (x)x + βf (x)π(
√
x)
√
x/2
where
αf (x) = Cd(x)− C1(x) and βf (x) = 2C2(x)
are dependent of the variable x and
πf (x) = τ(x) + πf (
√
x)
≥ αf (x)x + βf (x)π(
√
x)
√
x/2 + πf (
√
x).
Let define
ρ(x) =
τ(x)
x/ log x
.
Then we have
ρ(x) ≥ αf (x) log x+ βf (x) π(
√
x)√
x/ log
√
x
∼ ρ∗(x) = αf (x) log x+ βf (x).
Since ρ(x) can not be negative and π(x)/x is stationarily decreased and tends to zero when
x is increased such that τ(x)/x is stationarily decreased and tends to zero when x is increased,
thus ρ(x) should be stationarily decreased and tend to a limiting value when x is increased such
that αf (x) and βf (x) must be decreased and tend to zero when x is increased.
Shan-Guang Tan (2014) proved that there are infinitely many Bunyakovsky primes p =
f(m). Thus there must be
0 < αf (x) < Cd(x) and lim
x→∞
αf (x) = 0
so that αf (x) and ρ(x) are always greater than zero for x <∞.
Hence by the form of the function ρ∗(x) we can let
αf = αf (x) log x and βf = βf (x) log x
where αf and βf are constants dependent of the polynomial f(x). Then ρ
∗(x) becomes
ρ∗(x) = αf +
βf
log x
.
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Since αf is a positive constant, then βf must be a positive constant also, otherwise ρ(x)
will be stationarily increased when x is increased. Thus αf and βf are positive constants.
Let define
η(x) =
πf (x)
αfx/ log x
.
Then we have
η(x) ≥ 1 + β
∗
f
log x
π(
√
x)√
x/ log
√
x
+∆(x)
∼ η∗(x) = 1 + β
∗
f
log x
and
ρ(x) ≥ αf (1 +
β∗f
log x
π(
√
x)√
x/ log
√
x
)
∼ ρ∗(x) = αf (1 +
β∗f
log x
) = αfη
∗(x)
where
β∗f =
βf
αf
, ∆(x) = 2
η(
√
x)√
x
and lim
x→∞∆(x) = 0.
So ρ∗(x) and η∗(x) can be written as
ρ∗(x) = αfη∗(x) and η∗(x) = 1 +
β∗f
log x
. (39.3)
Hence a positive number x0 always exists such that for x > x0 we have τ(x) ≥ 1 and
ρ(x) > 0 so that there must be at least a Bunyakovsky prime f(m) where m is in the region
[x1, x] for x > x0.
Hence for x > x0, there are always Bunyakovsky primes in the region [x1, x]. The number
of Bunyakovsky primes in the region [x1, x] satisfies
τ(x) ≥ αf x
log x
+ βfπ(
√
x)
√
x
2 log x
≥ 1
and we have
πf (x) ≥ αf x
log x
+ βfπ(
√
x)
√
x
2 logx
+ πf (
√
x).
This completes the proof of the theorem.
Theorem 39.2 (Bounds theorem of Bunyakovsky prime numbers) For any positive number
x, a positive number N always exists such that the inequalities
π∗f (x,N) ≤ πf (x) < π∗f (x,N + 1) (39.4)
hold where
π∗f (x,N) = αf
x
log x
N∑
n=0
n!
logn x
(39.5)
and
lim
x→∞
πf (x)
αfx/ log x
= 1. (39.6)
126 Shan-Guang Tan
Proof By the proof of Theorem (39.1) for large numbers x we have
πf (
√
x) ∼ αfπ(
√
x),
πf (x) ≥ αf (x)x + βf (x)π(
√
x)
√
x/2 + πf (
√
x)
∼ αf x
log x
[1 +
βf
αf
η(
√
x)
log x
] = αf
x
log x
[1 + β∗f
η(
√
x)
log x
]
and
lim
x→∞
η(x) = lim
x→∞
η∗(x) = 1.
Then for large numbers x we have
η(x) =
πf (x)
αfx/ log x
≥ 1 + β∗f
η(
√
x)
log x
where β∗f =
βf
αf
. (39.7)
First since there is
η(x) ≥ 1
then we can set
η(x) = 1 + δ0(x)
and substitute it into Inequality (39.7), thus we have
1 + δ0(x) ≥ 1 + β∗f
1 + δ0(
√
x)
log x
= 1 + β∗f
1
log x
+ β∗f
δ0(
√
x)
log x
such that we obtain
δ0(x) ≥ β∗f
1
log x
+ β∗f
δ0(
√
x)
log x
(39.8)
and can set
δ0(x) =
1
log x
+ δ1(x). (39.9)
Second by substituting δ0(x) into Inequality (39.8), we have
1
log x
+ δ1(x) ≥ β∗f
1
log x
+ β∗f
1/ log
√
x+ δ1(
√
x)
log x
= β∗f
1
log x
+ β∗f
2
log2 x
+ β∗f
δ1(
√
x)
log x
such that we obtain
δ1(x) ≥ (β∗f − 1)
1
log x
+ β∗f
2
log2 x
+ β∗f
δ1(
√
x)
log x
(39.10)
and can set
δ1(x) =
2
log2 x
+ δ2(x). (39.11)
Third by substituting δ1(x) into Inequality (39.10), we have
2
log2 x
+ δ2(x) ≥ (β∗f − 1)
1
log x
+ β∗f
2
log2 x
+ β∗f
2/ log2
√
x+ δ2(
√
x)
log x
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= (β∗f − 1)
1
log x
+ β∗f
2
log2 x
+ β∗f
22
3
3!
log3 x
+ β∗f
δ2(
√
x)
log x
such that we obtain
δ2(x) ≥
2∑
k=1
(β∗f
2k−1
k
− 1) k!
logk x
+ β∗f
22
3
3!
log3 x
+ β∗f
δ2(
√
x)
log x
(39.12)
and can set
δ2(x) =
3!
log3 x
+ δ3(x). (39.13)
Forth by substituting δ2(x) into Inequality (39.12), we have
3!
log3 x
+ δ3(x) ≥
2∑
k=1
(β∗f
2k−1
k
− 1) k!
logk x
+ β∗f
22
3
3!
log3 x
+ β∗f
3!/ log3
√
x+ δ3(
√
x)
log x
=
2∑
k=1
(β∗f
2k−1
k
− 1) k!
logk x
+ β∗f
22
3
3!
log3 x
+ β∗f
23
4
4!
log4 x
+ β∗f
δ3(
√
x)
log x
such that we obtain
δ3(x) ≥
3∑
k=1
(β∗f
2k−1
k
− 1) k!
logk x
+ β∗f
23
4
4!
log4 x
+ β∗f
δ3(
√
x)
log x
(39.14)
and can set
δ3(x) =
4!
log4 x
+ δ4(x). (39.15)
Fifth by substituting δ3(x) into Inequality (39.14), we have
4!
log4 x
+ δ4(x) ≥
3∑
k=1
(β∗f
2k−1
k
− 1) k!
logk x
+ β∗f
23
4
4!
log4 x
+ β∗f
4!/ log4
√
x+ δ4(
√
x)
log x
=
3∑
k=1
(β∗f
2k−1
k
− 1) k!
logk x
+ β∗f
23
4
4!
log4 x
+ β∗f
24
5
5!
log5 x
+ β∗f
δ4(
√
x)
log x
such that we obtain
δ4(x) ≥
4∑
k=1
(β∗f
2k−1
k
− 1) k!
logk x
+ β∗f
24
5
5!
log5 x
+ β∗f
δ4(
√
x)
log x
(39.16)
and can set
δ4(x) =
5!
log5 x
+ δ5(x). (39.17)
Then by substituting δn(x) for n = 0, 1, 2, 3, 4 into the expression of η(x) we obtain
η(x) = 1 +
1
log x
+
2!
log2 x
+
3!
log3 x
+
4!
log4 x
+
5!
log5 x
+ δ5(x) =
5∑
n=0
n!
logn x
+ δ5(x).
Going on in the same way for n = 5, 6, · · · , N we have
δn−1(x) ≥
n−1∑
k=1
(β∗f
2k−1
k
− 1) k!
logk x
+ β∗f
2n−1
n
n!
logn x
+ β∗f
δn−1(
√
x)
log x
(39.18)
and can set
δn−1(x) =
n!
logn x
+ δn(x) (39.19)
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such that we obtain
η(x) =
N∑
n=0
n!
logn x
+ δN(x). (39.20)
Since by Equality (39.19) for n = 1, 2, · · · the inequality
δn−1(x)− δn(x) = n!
logn x
> 0
always holds then we have
δ0(x) > δ1(x) > δ2(x) > · · · > δN (x) > δN+1(x) > · · · .
Based upon the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
for a fixed positive number x, a positive number nc always exists such that when n ≥ nc there
are
n
e logx
≥ 1 and n!
logn x
>
√
2πn(
n
e log x
)n ≥
√
2πn.
Then on the right hand side of Eq. (39.20) for a fixed positive number x, there is
lim
N→∞
N∑
n=0
n!
logn x
→∞.
Thus there must be
lim
N→∞
δN (x)→ −∞.
Since δ0(x) > 0 then for any positive number x, a positive number N always exists such
that there are δN (x) ≥ 0 and δN+1(x) < 0. Thus the inequalities
η∗(x,N) ≤ η(x) < η∗(x,N + 1)
and
π∗f (x,N) ≤ πf (x) < π∗f (x,N + 1)
hold where
η∗(x,N) =
N∑
n=0
n!
logn x
and
π∗f (x,N) = αf
x
log x
η∗(x,N) = αf
x
log x
N∑
n=0
n!
logn x
.
Hence we have
η(x) ∼ η∗(x,N)
and
lim
x→∞ η(x) = limx→∞ η
∗(x,N) = 1.
This completes the proof of the theorem.
Representation of numbers and distribution of primes 129
Theorem 39.3 (Bounds of Bunyakovsky prime numbers πf (αx)) The number N is a step-up
function of x and proportional to log x with a step-up multiplying factor α satisfying logα = ρ∞
where ρ∞ is a positive constant. And there exist a real α and a number x0 such that for
0 < logα ≤ ρ∞ and for a pair of numbers x ≥ x0 ≥ 59 and N satisfying the inequalities
π∗f (x,N) ≤ πf (x) < π∗f (x,N + 1) where π∗f (x,N) =
x
log x
N∑
n=0
n!
logn x
,
the number of Bunyakovsky primes not greater than αx is bounded only by the inequalities
π∗f (αx,N) ≤ πf (αx) < π∗f (αx,N + 1) (39.21)
or by the inequalities
π∗f (αx,N + 1) ≤ πf (αx) < π∗f (αx,N + 2), (39.22)
Proof By the proof of Theorem (39.2), for a pair of numbers x and N satisfying Theorem
(39.2), there must be N →∞ as x→∞, and as N →∞, there must be
∆(x,N) = η∗(x,N)− η∗(x,N − 1) = N !
logN x
→ 0,
∆(x,N) −∆(x,N + 1) = (1 − N + 1
log x
)
N !
logN x
→ 0,
∆(x,N)
∆(x,N + 1)
=
log x
N + 1
→ ρ∞ and log x→∞
where ρ∞ is a constant.
These equations show that when x increases, since η∗(x, n) for n = N−1, N,N+1 decrease
and tend to one, then ∆(x,N) and ∆(x,N + 1) also asymptotically decrease and tend to zero.
Since N +1 < log x and ∆(x,N) > ∆(x,N +1), then ∆(x,N)/∆(x,N +1) also asymptotically
tends to a limiting value when x increases, for otherwise if ∆(x,N)/∆(x,N+1) tends to infinite,
then there shall exist a pair of numbers xc and Nc such that for any small positive value ǫ when
x ≥ xc there shall be |η(x) − η∗(x,Nc)| ≤ ǫ, but it contradicts Theorem (39.2) which implies
that for any small positive value ǫ the inequality |η(x) − η∗(x,N)| ≤ ǫ holds only for pairs of
numbers x > xc and N > Nc.
Let define ∆N > 0 and
ρ(x,N,∆N) =
log x
N + 1 +∆N
= ρ∞ as x→∞.
If a real α and a series of x satisfy
N + 1
N + 1 +∆N
∆(x,N)
∆(x,N + 1)
=
log x
N + 1 +∆N
= ρ∞
and
N + 2
N + 2 +∆N
∆(αx,N + 1)
∆(αx,N + 2)
=
log(αx)
N + 2 +∆N
= ρ∞,
then there shall be
ρ(αx,N + 1,∆N) =
log(αx)
(N + 1) + 1 +∆N
=
logα+ log x
N + 2 +∆N
=
logα+ ρ∞(N + 1 +∆N)
N + 2 +∆N
= ρ∞.
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Thus there must be logα = ρ∞.
On the other hand, for logα = ρ∞ and
ρ∞(1− 1
N + 1 +∆N
) <
log x
N + 1 +∆N
< ρ∞(1 +
1
N + 1 +∆N
),
there are
ρ(x,N,∆N) =
log x
N + 1 +∆N
= ρ∞(1 +O(
1
N + 1 +∆N
))
and
ρ(αx,N + 1,∆N) =
log(αx)
N + 2 +∆N
=
logα+ log x
N + 2 +∆N
=
logα
N + 2 +∆N
+ ρ∞
N + 1+∆N
N + 2+∆N
(1 +O(
1
N + 1 +∆N
))
= ρ∞(1 +O(
1
N + 2 +∆N
)) = ρ∞(1 +O(
1
N + 1 +∆N
)) = ρ(x,N,∆N).
Thus the number N must be a step-up function of x and proportional to log x with a step-up
multiplying factor α satisfying logα = ρ∞. And there exist a number x0 and a real α such that
for x ≥ x0 and 0 < logα ≤ ρ∞, since by the proof of Theorem (39.2) there are always a pair of
numbers x and N satisfying the inequalities
π∗f (x,N) ≤ πf (x) < π∗f (x,N + 1),
then the number of Bunyakovsky primes not greater than αx is bounded only by the inequalities
π∗f (αx,N) ≤ πf (αx) < π∗f (αx,N + 1)
or by the inequalities
π∗f (αx,N + 1) ≤ πf (αx) < π∗f (αx,N + 2).
This completes the proof of the theorem.
Theorem 39.4 (Relation between x and N) Let ρ(x,N) = (2 logx)/(2N + 3) where x and
N satisfy Inequality (39.4). Then there are
ρ(x,N) = 2 log 10 for x = 102N+3 and N ≥ 5, (39.23)
ρ(x,N) = 2 log 10 + O(
2 log 10
N + 3/2
) for x ≥ 103, (39.24)
ρ(αx,N + 1) = ρ(x,N) for x ≥ 102N+3 and N ≥ 5 (39.25)
where α = 102, and approximately
ρ(x,N) ≤ ρ∗(x) = 2.1 log 10− 4.2 log
2 10
x0.075 log 10
for x ≥ 105. (39.26)
Thus the number N must be a step-up function of x for x ≥ 103 and proportional to log x with
a step-up multiplying factor α = 102. Also by Equality (39.24) for each number N , the region
of x satisfying Inequality (39.4) can be determined by the inequalities 102N+1 < x < 102N+5 for
x ≥ 103.
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Proof By the proof of Theorem (39.2) let
∆(x,N) = η∗(x,N + 1)− η∗(x,N) = (N + 1)!
log(N+1) x
.
Then as x→∞ there are
∆(x,N)
∆(x,N + 1)
=
log x
N + 1
→ ρ∞
where ρ∞ is a constant.
Then, by the definition of ρ(x,N), we have
ρ(x,N) =
2N + 2
2N + 3
∆(x,N)
∆(x,N + 1)
.
By Theorem (39.3), since the number N is a step-up function of x and proportional to
log x with a step-up multiplying factor α satisfying logα = ρ∞, ρ(x,N) should be a piecewise
increasing function of x and tend to a limiting value as x tends to infinity. Thus we can write
N = (1 +O(e−θ log x))
log x
ρ∞
− 3/2
such that there are
ρ(x,N) =
2 logx
2N + 3
=
ρ∞
1 +O(e−θ log x)
= ρ∞(1 +O(e−θ log x))
where ρ∞ is the limiting value of ρ(x,N) and θ is a constant satisfying 0 < θ < 1.
Now, we shall prove the theorem and ρ∞ = 2 log 10. By the definition of ρ(x,N) =
(2 log x)/(2N + 3), ρ(x,N) is independent of the polynomial f(x). Since the theorem holds
and ρ∞ = 2 log 10 for the polynomial f(x) = x in [8], the theorem holds and ρ∞ = 2 log 10 for
any polynomial f(x) satisfying the three conditions in Bunyakovsky’s conjecture.
Without loss of generality we can assume that ρ(x,N) satisfies
ρ(x,N) = ρ∞(1 +O(e−θ log x)) ≤ ρ∗(x) and ρ∗(x) = c1 − c2
xc3
where c1, c2 and c3 are positive constants. By calculation for 10
5 ≤ x ≤ 1026 there are
approximately
c1 = 2.1 log 10, c2 = 4.2 log
2 10, and c3 = 0.075 log 10,
respectively. Then there are approximately
ρ(x,N) ≤ ρ∗(x) = 2.1 log 10− 4.2 log
2 10
x0.075 log 10
for x ≥ 105
and
lim
N→∞
ρ(x,N) ≤ lim
N→∞
ρ∗(x) = 2.1 log 10.
This completes the proof of the theorem.
Theorem 39.5 (Upper bound theorem of prime number gaps) For any small positive value
ǫ(x), a pair of positive numbers x and N always exist such that the bounds gap of prime numbers
g(x,N) = π∗f (x,N + 1)− π∗f (x,N) ≤ ǫ(x)αf
x
log x
(39.27)
and for any positive number x ≥ 105, πf (x) satisfies
πf (x)− π∗f (x,N) < g(x,N) ≤ ǫ(x)αf
x
log x
(39.28)
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where
π∗f (x,N) ≤ πf (x) < π∗f (x,N + 1) and π∗f (x,N) = αf
x
log x
N∑
n=0
n!
logn x
.
Especially ǫ(x) can be equal to x−1/2 log3/2 x such that
g(x,N) ≤ αf (x log x)1/2 (39.29)
and for any positive number x ≥ 105
πf (x) − π∗f (x,N) < αf (x log x)1/2. (39.30)
Proof By the proof of Theorem (39.2) when πf (x) satisfies
π∗f (x,N) ≤ πf (x) < π∗f (x,N + 1)
then there is
∆(x,N) =
g(x,N)
αfx/ log x
= η∗(x,N + 1)− η∗(x,N) = (N + 1)!
log(N+1) x
.
For any small positive value ǫ(x), a pair of positive numbers x and N can be determined
by Theorem (39.4) and the inequality
∆(x,N) ≤ ǫ(x) or (N + 1)!
log(N+1) x
≤ ǫ(x).
Thus for any positive number x, πf (x) satisfies
πf (x) − π∗f (x,N) < g(x,N) ≤ ǫ(x)αf
x
log x
.
Based upon the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
for x ≥ 105 such that log x > e√2πe there are
(N + 1)! < e
√
2πe(
N + 1
e
)N+3/2
and
logN+5/2 x
(N + 1)!
≥ log x
e
√
2πe
(
e log x
N + 1
)N+3/2 > (
e log x
N + 3/2
)N+3/2.
Since a pair of positive numbers x and N always exist, let
ρ(x,N) = (log x)/(N + 3/2).
Then we have
log
logN+5/2 x
(N + 1)!
√
x
> (N + 3/2) log[e
log x
N + 3/2
]− 1
2
log x
= (N + 3/2)[1 + log ρ(x,N)− ρ(x,N)/2].
Since the inequality
1 + log ρ(x,N)− ρ(x,N)/2 > 0
holds for ρ(x,N) ≤ 5.3566938, thus by Theorem (39.4) the inequality
ρ(x,N) ≤ 2.1 log 10 < 5.3566938
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holds such that we obtain
logN+5/2 x
(N + 1)!
>
√
x and
(N + 1)!
logN+1 x
<
log3/2 x√
x
.
When we let ǫ(x) = x−1/2 log3/2 x, a pair of positive numbers x and N can be determined
by Theorem (39.4) such that the inequality
(N + 1)!
log(N+1) x
≤ log
3/2 x√
x
holds so that for any positive number x ≥ 105, πf (x) satisfies
πf (x) − π∗f (x,N) < g(x,N) ≤
log3/2 x√
x
αf
x
log x
= αf (x log x)
1/2.
This completes the proof of the theorem.
Theorem 39.6 (Prime number theorem) For large numbers x, πf (x) is asymptotically equal
to
πf (x) = αfLi(x) +O(
√
x log x). (39.31)
Proof Note that Li(x) has the asymptotic expansion about ∞ of
Li(x) =
∫ x
2
dt
log t
= li(x)− li(2) ∼ li(x) (39.32)
where
li(x) =
∞∑
n=0
n!
x
logn+1 x
=
x
log x
∞∑
n=0
n!
logn x
.
By the proof of Theorem (39.5) for any positive number x ≥ 105, a positive number N
always exists such that πf (x) satisfies
πf (x) − π∗f (x,N) < g(x,N) ≤ αf (x log x)1/2.
Hence when positive numbers N →∞ and x→∞, we have
|πf (x)− αf li(x)| = |πf (x)− lim
N→∞
π∗f (x,N)|
< lim
N→∞
g(x,N) ≤ αf (x log x)1/2
so that we obtain
πf (x) = αfLi(x) +O(
√
x log x).
Moreover, similar to the proofs of theorems (39.2-39.5) by replacing πf (x) with Li(x), let
define
η(x) =
Li(x)
x/ log x
=
N∑
n=0
n!
logn x
+ δN (x) where N = 0, 1, 2, · · · .
Then we have
δ0(x) =
1
log x
+
2 log x
x
(
∫ x
2
dt
log3 t
−
1∑
n=0
n!
logn+1 2
) > 0
and can prove theorems of Li(x), which are similar to the theorems (39.2-39.5) of πf (x).
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So for a pair of numbers x ≥ x0 ≥ 59 and N ≥ 0 satisfying the inequalities
π∗f (x,N) ≤ πf (x) < π∗f (x,N + 1),
the function Li(x) must be bounded by the inequalities
π∗f (x,N
′) ≤ αfLi(x) < π∗f (x,N ′ + 1)
where the number N ′ satisfies N ′ ≥ 0 and |N −N ′| ≤ 1.
Then, by Theorem (39.5) for any positive number x ≥ 105, a positive number N always
exists such that πf (x) satisfies
|πf (x)− αfLi(x)| < 2g(x,N) ≤ 2(x log x)1/2.
Hence for any positive number x ≥ 105 we have
πf (x) = αfLi(x) +O(
√
x log x).
This completes the proof of the theorem.
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Part X
On the representation of even numbers
as the sum of one odd prime and the
product of a group of distinct odd
primes
Abstract The representation of even numbers as the sum of one odd prime and the product of a
group of distinct odd primes was investigated in this paper. A basic theorem was proved. It states: For
any finite positive number s > 1, there exists a finite positive number ns such that for every number n
greater than ns, the even number 2n can be represented as the sum of one odd prime and the product
of a group of s distinct odd primes where the prime is smaller than log2θ(2n) and the product is greater
than 2n− log2θ(2n) where 1 ≤ θ and log2θ(2n) < √2n.
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The proof of the basic theorem is based on proving the main assumption ”at least one even number
greater than 2ns can not be expressed as the sum of one odd prime and the product of a group of s
distinct odd primes” false with the theory of linear algebra. Its key ideas are as follows (1) For every
number n greater than a positive number ns, let Qr = {q1, q2, · · · , qr} be the group of all odd primes
smaller than logθ(2n) and gcd(qi, n) = 1 for each qi ∈ Qr where qr < logθ(2n) < qr+1. Then the even
number 2n can be represented as the sum of the product of a group of s distinct odd primes λiqi and
an odd number di = 2n − λiqi. (2) If all the odd numbers di are composite, then a group of linear
algebraic equations can be formed and with the solutions qi ∈ Qr. (3) When a contradiction between
the expectation and the actual results of the solutions is obtained, the main assumption is proved false
so that the basic theorem is proved.
Keywords number theory, distribution of primes, product of primes
40 Introduction
Landau discussed products of s prime factors and proved the following theorem in 1900[6]:
Theorem 40.1 (Theorem 437) Let s ≥ 2 and consider a positive integer Ps which is the
product of just s distinct prime factors, i.e.
Ps = q1q2 · · · qs.
So there are ω(Ps) = s and Ω(Ps) = s where ω(Ps) and Ω(Ps) are the number of different prime
factors of Ps and the total number of prime factors of Ps, respectively. Let write πs(x) for the
number of these (squarefree) Ps ≤ x. Then there is asymptotically
πs(x) ∼ x(log log x)
s−1
(s− 1)! log x for s ≥ 2.
Shan-Guang Tan (2015) proved a theorem for the numbers of integers with s prime factors
in short intervals[7]. It states:
Theorem 40.2 Let g(x) = (log x)λ, λ ≥ 2. Let πs(x) denote the number of positive integers
not exceeding x that can be written as the product of exactly s distinct primes. For any finite
positive number s ≥ 1, there exists a finite positive number xs such that for every positive number
x greater than xs, the number of integers with s prime factors in the interval (x, x+g(x)] satisfies
αs
(s− 1)! ≤
πs(x+ g(x))− πs(x)
g(x)(log log x)s−1/ log x
≤ βs
(s− 1)!
where αs and βs are positive constants and satisfy 0 < αs < 1 < βs.
Based on Theorem (40.1) and Theorem (40.2), the representation of even numbers as the
sum of one odd prime and the product of a group of distinct odd primes was investigated in
this paper, which is different from and not for studies of Goldbach’s conjecture so the results
of analytic number theory on Goldbach’s conjecture are not used and mentioned here.
A basic theorem was proved. It states: For any finite positive number s > 1, there exists
a finite positive number ns such that for every number n greater than ns, the even number 2n
can be represented as the sum of one odd prime and the product of a group of s distinct odd
primes where the prime is smaller than log2θ(2n) and the product is greater than 2n− log2θ(2n)
where 1 ≤ θ and log2θ(2n) < √2n.
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To prove the basic theorem, one main assumption (41.1) is defined, which contradicts the
basic theorem and states: At least one even number greater than 2ns can not be expressed as
the sum of one odd prime and the product of a group of s distinct odd primes where ns ≥ 10.
The proof of the basic theorem is based on the theory of linear algebra. Its key ideas and
the main steps are as follows:
(1) In Subsection (41.1), for every number n greater than a positive number ns, let Qr =
{q1, q2, · · · , qr} be the group of all odd primes smaller than logθ(2n) and gcd(qi, n) = 1 for each
qi ∈ Qr where qr < logθ(2n) < qr+1. Then the even number 2n can be represented as the sum
of the product of a group of s distinct odd primes λiqi and an odd number di = 2n− λiqi.
(2) In Subsection (41.2), based on the main assumption (41.1), for at least one even number
2n greater than 2ns, all the odd numbers di should be composite, then every di can be repre-
sented as the product of an odd number and an odd prime qj ∈ Qr such that di = ai,jqj where
qj 6= qi and gcd(qj , λi) = 1. Thus a group of linear algebraic equations can be formed and with
the solutions qi ∈ Qr.
(3) In Section (42), by using the analysis of the matrix equation (41.8) with the theory
of linear algebra, solutions of the matrix equation (41.8) is derived by proving Lemma (42.1).
Then by proving lemmas (42.2-42.3) on solutions of the matrix equation, it can be proved that
at least one of the solutions is not equal to its corresponding expected solution qi ∈ Qr when
n → ∞, and there exists a finite positive number ns such that the actual solutions xi to the
group of linear algebraic equations are not equal to qi ∈ Qr when n > ns. A contradiction.
(4) This contradiction shows that not all the odd numbers di are composite, so that the
main assumption (41.1) is false. Hence when n > ns, at least one odd number di is not a
composite but an odd prime smaller than log2θ(2n). Therefore the basic theorem is proved.
41 Definitions
41.1 Sets of primes
Let n denote a positive number greater than or equal to 23, an even number N = 2n and P
denote a set of all odd primes smaller than or equal to the number n where
P = {p2, p3, · · · , pl}, 3 = p2 < p3 < · · · < pl ≤ n. (41.1)
To select primes q ∈ P not being the prime factor of the number n, let Q denote a subset
of P and m be the number of elements of Q where
Q = {q|q ∈ P, gcd(q, n) = 1}, 3 ≤ q1 < q2 < · · · < qm < n. (41.2)
To select primes q ∈ Q smaller than √2n, let take the first r elements of Q to form a prime
set Qr, that is
Qr = {q1, q2, · · · , qr} ⊂ Q (41.3)
where for n > 15 the number r is determined by the inequalities
qr < log
θ(2n) < qr+1
where
1 ≤ θ and log2θ(2n) <
√
2n.
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Hence the number r is dependent on the number n. Generally speaking, the number r is
increased when the number n is increased.
As defined in Theorem (40.1) for any finite positive number s > 1, let the product of just s
distinct prime factors be denoted by
Ps =
s∏
q where q ∈ Q.
Then by Theorem (40.2), as x → ∞, the number of these (squarefree) Ps in the interval
(x, x+ log2 x] denoted by πs(x; log
2 x) should asymptotically satisfy
πs(x; log
2 x) = πs(x+ log
2 x)− πs(x) ≥ αs (log log x)
s−1
(s− 1)! log x for s ≥ 1.
When θ = 1, since each q ∈ Qr is less than log x and the number r of elements of the prime
set Qr satisfies r ≤ π(log x), then by the prime number theorem
lim
x→∞
r
πs(x; log
2 x)
≤ lim
x→∞
α−1s
r(s− 1)!
(log log x)s−1 log x
≤ lim
x→∞
π(log x)
log x
= 0.
This means that the number of these (squarefree) Ps in the interval (x, x+log
2 x] is much more
than the number of elements of the prime set Qr.
On the other hand, for each qi ∈ Qr where i = 1, 2, · · · , r, let g(x/qi) = logλ(x/qi) =
(log x)2/qi such that there are log
λ(x/qi) ≥ log x and λ > 1. Then by Theorem (40.2), as
x→∞, the number of these (squarefree) Ps−1 in the interval ( xqi ,
x+log2 x
qi
] should asymptotically
satisfy
πs−1(
x+ log2 x
qi
)− πs−1( x
qi
) ≥ αs−1 (log log x)
s−2
(s− 2)! log
λ−1 x
qi
for s ≥ 2.
Thus for each qi ∈ Qr we can always get at least one Ps−1 such that there are gcd(qi, Ps−1) = 1
and Ps = Ps−1qi in the interval (x, x+ log2 x].
Hence, by Theorem (40.1), for any finite positive number s > 1, there always exists a finite
positive number ns such that for every number n greater than ns and for each i = 1, 2, · · · , r,
we can make at least one product Ps = λiqi of a group of s distinct odd primes where qi ∈ Qr,
2n− log2θ(2n) < λiqi < 2n, and λi =
s−1∏
q 6=qi
q = Ps−1 where q ∈ Q.
For example, when s = 2 and θ = 1, for i = 1, 2, · · · , r, we can choose qi ∈ Qr and λi = q ∈
Q\Qr such that
qi ≤ qr < log(2n) < qr+1 ≤ λi = q and 2n− log2(2n) < P2 = λiqi < 2n.
Then by defining
amax = log
2θ(2n) and λmin =
2n− log2θ(2n)
log2θ(2n)
=
2n
log2θ(2n)
− 1,
we have
λi ≥ λmin and amax
λmin
=
log4θ(2n)
2n− log2θ(2n) . (41.4)
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41.2 Linear algebraic equations
Let make a main assumption.
Definition 41.1 (Main assumption) At least one even number greater than 2ns can not be
expressed as the sum of one odd prime and the product of a group of s distinct odd primes where
ns ≥ 10.
According to the main assumption (41.1), without loss of generality, assume an even number
2n greater than 2ns can not be expressed as the sum of one odd prime and the product of a
group of s distinct odd primes. By using the prime set Qr, take qi ∈ Qr and let an odd number
di = 2n − λiqi for i = 1, 2, · · · , r where gcd(qi, di) = 1 since gcd(qi, n) = 1. Then all the odd
numbers di for i = 1, 2, · · · , r should be composite. Hence, if it is proved that not all the odd
numbers di for i = 1, 2, · · · , r are composite, then the main assumption (41.1) is proved false
so that any even number greater than 2ns can be expressed as the sum of one odd prime and
the product of a group of s distinct odd primes.
By the fundamental theorem of arithmetic, for i = 1, 2, · · · , r, we can write
di = q
αi,1
i,1 q
αi,2
i,2 · · · q
αi,mi
i,mi
(41.5)
wheremi is the number of distinct prime factors of di and αi,1;αi,2 · · ·αi,mi are positive integers.
Since gcd(di, n) = 1, there are qi,j ∈ Q for j = 1, 2, · · · ,mi and there should be at least one
qi,k ∈ Qr where 1 ≤ k ≤ mi.
For i = 1, 2, · · · , r and 1 ≤ ji ≤ r, when qji ∈ Qr is equal to qi,k which is a divisor of di, let
denote
ai,ji = di/qji = q
αi,1
i,1 q
αi,2
i,2 · · · qαi,k−1i,k · · · q
αi,mi
i,mi
.
Since 2n− log2θ(2n) < λiqi < 2n, there are
ai,ji < di = 2n− λiqi < log2θ(2n) = amax (41.6)
for i = 1, 2, · · · , r and 1 ≤ ji ≤ r.
Hence, we can form a group of equalities as follows
λiqi + ai,jiqji = 2n for i = 1, 2, · · · , r and 1 ≤ ji ≤ r (41.7)
where since qi is not a divisor of n then qi 6= qji .
Take the r equalities in Equality (41.7) and let xi = qi ∈ Qr for i = 1, 2, · · · , r. Then there
are
λixi + ai,jixji = 2n for i = 1, 2, · · · , r and 1 ≤ ji ≤ r.
Since all these primes qi ∈ Qr and qji ∈ Qr where 1 ≤ ji ≤ r, there are just r integer unknowns
xi in these r equations. If the main assumption (41.1) is true, the solutions to this group of
linear algebraic equations should be xi = qi ∈ Qr for i = 1, 2, · · · , r.
Thus we have the following definition of a matrix equation.
Definition 41.2 (Linear algebraic equations) Based on the main assumption (41.1) and by
using the prime set Qr and expressions (41.5-41.7), let define a group of linear algebraic equa-
tions in the matrix form
Ax = b (41.8)
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then the solutions to this group of linear algebraic equations should be xi = qi ∈ Qr for i =
1, 2, · · · , r where
A =


λ1 0 · · · a1,j1 · · · 0
0 λ2 · · · a2,j2 · · · 0
...
...
...
...
...
...
0 0 · · · ar,jr · · · λr


, b = 2n


1
1
...
1


, x =


x1
x2
...
xr


where each diagonal element ai,i for i = 1, 2, · · · , r is equal to λi and there is just one non-
diagonal and non-zero element ai,ji in each row of the matrix A. For i = 1, 2, · · · , r, 1 ≤ ji ≤ r
and ji 6= i, ai,ji is an odd number greater than 1 and satisfies ai,ji < amax and gcd(ai,ji , n) = 1,
and qi ∈ Qr is neither a divisor of ai,ji nor a divisor of n.
It is easy to prove that if |det(A)| = 1 then all solutions of Equation (41.8) will be composite.
Thus it contradicts the fact that all solutions of Equation (41.8) should be primes smaller than
logθ(2n). Therefore there should be |det(A)| 6= 1. In fact, by the theory of linear algebra,
|det(A)| is an even number.
Since |det(A)| ≥ 2, there is det(A) 6= 0. Therefore let A−1 and B denote the inverse and
adjoint matrix of A, respectively.
Lemma 41.3 By exchanging its rows and columns, the matrix A in Definition (41.2) can
only be transformed into one of three forms of a matrix A¯ according to the value of |det(A)|.
The first form of A¯ is
A¯ =


λ1 0 0 · · · 0 a1,r¯
a2,1 λ2 0 · · · 0 0
0 a3,2 λ3 · · · 0 0
0 0 a4,3
. . . 0 0
...
...
...
. . .
...
...
0 0 0 · · · ar¯,r¯−1 λr¯


(41.9)
where rank(A¯) = r¯ with r¯ = r; each diagonal element ai,i is equal to λi; and there is just one
non-diagonal and non-zero element ai,i−1 in each row of the matrix A¯ with i− 1 ≡ r¯, 1, · · · , r¯−
1(mod r¯) for i = 1, 2, · · · , r¯.
The second form of A¯ is
A¯ =


At 0 0 0 0
· · · at+1,jt+1 · · · λt+1 0 0 0
· · · at+2,jt+2 · · · · · · λt+2 0 0
...
...
...
...
...
. . . 0
· · · ar,jr · · · · · · · · · · · · λr


(41.10)
where At is a principal square sub-matrix of A with rank(At) = t and similar to Form (41.9);
each diagonal element ai,i is equal to λi; and there is just one non-diagonal and non-zero
element ai,ji in each row of the matrix A¯ with ji < i for rows i = t+ 1, t+ 2, · · · , r.
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The third form of A¯ is
A¯ =


A1 0 0 0
0 A2 0 0
0 0
. . . 0
0 0 0 Am


where any one of A1,A2, · · · ,Am is a principal square sub-matrix of A and similar to Form
(41.9) or (41.10).
Moreover, the matrix A or at least one of its principal square sub-matrixes can be trans-
formed into a matrix A¯ in Form (41.9) with r¯ ≤ r.
Proof For the matrix A in Definition (41.2), since |det(A)| 6= λ1λ2 · · ·λr¯, according to Equal-
ity (41.7), the matrix A can not be transformed into a triangular matrix.
If at least one column of the matrix A contains only one element, then the matrix A can
only be transformed into the second or third form of A¯.
Otherwise for each column of the matrix A contains just two elements, then the matrix A
can only be transformed into the first or third form of A¯.
These results above can also be proved by induction as follows.
For r = 2, the matrix A can only be of the first form of A¯, that is,
A =

 λ1 a1,2
a2,1 λ2


For r = 3, the matrix A can only be of the first form of A¯, that is,
A =


λ1 0 a1,3
a2,1 λ2 0
0 a3,2 λ3


where each column of the matrix A contains just two elements, or the second form of A¯, that
is,
A =


λ1 a1,2 0
a2,1 λ2 0
0 a3,2 λ3

 or A =


λ1 a1,2 0
a2,1 λ2 0
a3,1 0 λ3


where at least one column of the matrixA contains only one element, and the matrixA contains
a principal square sub-matrix As with rank(As) = s = 2 and similar to Form (41.9).
Assume that for r = k, the matrix A in Definition (41.2) can only be transformed into one
of the three forms of a matrix A¯ according to the value of |det(A)|. If at least one column
of the matrix A contains only one element, then the matrix A can only be transformed into
the second or third form of A¯. Otherwise for each column of the matrix A contains just two
elements, then the matrix A can only be transformed into the first or third form of A¯.
Then for r = k+ 1, if at least one column of the matrix A contains only one element, then
by exchanging its rows and columns, the matrix A can be transformed into the following form,
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that is,
A¯ =

 Ak 0
· · · ak+1,j · · · λk+1


where Ak is a principal square sub-matrix of A with rank(Ak) = k and 1 ≤ j ≤ k. By
the assumption above, the matrix Ak in Definition (41.2) can only be transformed into one of
the three forms of a matrix A¯ for r = k, then the matrix A in Definition (41.2) can only be
transformed into the second or third form of A¯ for r = k + 1.
Otherwise for r = k + 1, if each column of the matrix A contains just two elements, then
the matrix A should only be transformed into the first or third form of A¯.
Thus, by exchanging its rows and columns, the matrix A in Definition (41.2) can only be
transformed into one of the three forms of a matrix A¯ according to the value of |det(A)|.
In the second form of A¯, since As is a principal square sub-matrix of A with rank(As) = s
and similar to Form (41.9), the second form of A¯ contains one principal square sub-matrixes in
the first form of A¯ with r¯ = s < r.
In the third form of A¯, since any one of A1,A2, · · · ,Am is a principal square sub-matrix
of A and similar to Form (41.9) or (41.10), the third form of A¯ contains at least one principal
square sub-matrixes in the first form of A¯ with r¯ < r.
Hence the matrix A or at least one of its principal square sub-matrixes can be transformed
into a matrix A¯ in Form (41.9) with r¯ ≤ r.
The proof of the lemma is completed.
Hence, without loss of generality, we can only consider solutions of Equation (41.8) with a
matrix A¯ in Form (41.9).
For a matrix A¯ in Form (41.9), there is
det(A¯) =
r¯∏
i=1
λi + (−1)r¯+1
r¯∏
i=1
ai (41.11)
where a1, a2, · · · , ar¯ are defined by
a1 = a2,1, a2 = a3,2, · · · , ar¯ = a1,r¯ (41.12)
The adjoint matrix of A¯ in Form (41.9) is determined by the following lemma.
Lemma 41.4 For a matrix A¯ in Form (41.9), its adjoint matrix is
B¯ =


b1,1 b1,2 · · · b1,r¯
b2,1 b2,2 · · · b2,r¯
...
...
. . .
...
br¯,1 br¯,2 · · · br¯,r¯


(41.13)
where
bi,i = λ
−1
i
∏r¯
i=1 λi, i = 1, 2, · · · , r¯,
bi,j = (−1)i+jbi,i
∏i−1
k=j
ak
λk
, j < i = 2, 3, · · · , r¯,
bi,j = (−1)i+j+r¯bi,i
∏i−1
k=1
ak
λk
∏r¯
k=j
ak
λk
, i < j = 2, 3, · · · , r¯.
(41.14)
where ak for k = 1, 2, · · · , r¯ are defined by Expression (41.12).
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Proof Since A¯B¯ = det(A¯)I where I is an identity matrix, there should be
ai,ibi,j + ai,i−1bi−1,j = λibi,j + ai−1bi−1,j = {
det(A¯), i = j,
0, i 6= j.
where i− 1 ≡ r¯, 1, · · · , r¯ − 1(mod r¯) for i = 1, 2, · · · , r¯.
It can be proved that by using Expression (41.14), the above equalities hold.
According to Expression (41.14) for j = i, since i− 1 ≡ r¯(mod r¯) for i = 1, there are
λibi,j + ai−1bi−1,j = λibi,i + ai−1bi−1,i
= {
∏r¯
i=1 λi + ar¯ ∗ (−1)r¯+1br¯,r¯
∏r¯−1
k=1
ak
λk
= det(A¯), i = 1,∏r¯
i=1 λi + ai−1 ∗ (−1)r¯+1bi−1,i−1
∏i−2
k=1
ak
λk
∏r¯
k=i
ak
λk
= det(A¯), i = 2, 3, · · · , r¯.
According to Expression (41.14) for j = i− 1, since j ≡ r¯(mod r¯) for j = 0, there are
λibi,j + ai−1bi−1,j = λibi,j + ai−1bi−1,i−1 = ai−1bi−1,i−1
+{ λi(−1)
i+r¯+r¯bi,i
∏i−1
k=1
ak
λk
∏r¯
k=r¯
ak
λk
= ( ar¯λr¯ −
ar¯
λr¯
)
∏r¯
i=1 λi = 0, i = 1
λi(−1)i+i−1bi,i
∏i−1
k=i−1
ak
λk
= ( ai−1λi−1 −
ai−1
λi−1
)
∏r¯
i=1 λi = 0, i = 2, 3, · · · , r¯.
According to Expression (41.14) for 1 ≤ j < i− 1 < r¯, there are
λibi,j + ai−1bi−1,j = λibi,j + ai−1 ∗ (−1)i−1+jbi−1,i−1
i−2∏
k=j
ak
λk
= λi[bi,j − (−1)i+jbi,i
i−1∏
k=j
ak
λk
] = λi(bi,j − bi,j) = 0.
According to Expression (41.14) for 1 < j < i− 1 = r¯, there are
λibi,j + ai−1bi−1,j = λibi,j + ar¯ ∗ (−1)r¯+jbr¯,r¯
r¯−1∏
k=j
ak
λk
= λi[bi,j − (−1)i+j+r¯bi,i
i−1∏
k=1
ak
λk
r¯∏
k=j
ak
λk
] = λi(bi,j − bi,j) = 0
where since i ≡ 1(mod r¯) for bi,j , there are bi,j = b1,j and
∏i−1
k=1
ak
λk
=
∏0
k=1
ak
λk
= 1.
According to Expression (41.14) for 1 < i < j = 3, 4, · · · , r¯, there are
λibi,j + ai−1bi−1,j = λibi,j + ai−1 ∗ (−1)i−1+j+r¯bi−1,i−1
i−2∏
k=1
ak
λk
r¯∏
k=j
ak
λk
= λi[bi,j − (−1)i+j+r¯bi,i
i−1∏
k=1
ak
λk
r¯∏
k=j
ak
λk
] = λi(bi,j − bi,j) = 0.
Thus the adjoint matrix of A¯ is B¯ with elements defined by Expression (41.14).
The proof of the lemma is completed.
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42 Lemmas of linear algebraic equations
42.1 Solutions of linear algebraic equations
Lemma 42.1 For a matrix A¯ in Form (41.9), solutions to Equation (41.8) are
xi =
2n
λi
1
1 + ai−1λi−1
∑r¯
j=1 ci−1,j∑r¯
j=1 ci,j
, i = 1, 2, · · · , r¯ (42.1)
where i− 1 ≡ r¯, 1, · · · , r¯ − 1(mod r¯) for i = 1, 2, · · · , r¯, and
ci,i = λibi,i =
∏r¯
i=1 λi, i = 1, 2, · · · , r¯,
ci,j = λibi,j = (−1)i+jci,i
∏i−1
k=j
ak
λk
, j < i = 2, 3, · · · , r¯,
ci,j = λibi,j = (−1)i+j+r¯ci,i
∏i−1
k=1
ak
λk
∏r¯
k=j
ak
λk
, i < j = 2, 3, · · · , r¯,
(42.2)
where a1, a2, · · · , ar¯ are defined by Expression (41.12), and bi,j are elements of B¯ determined
by Lemma (41.4).
Proof According to Expression (41.14) and for r¯ + 1 ≡ 1(mod r¯), we have
max{|bi,j ||j = 1, 2, · · · , r¯} = |bi,i|, i = 1, 2, · · · , r¯
since aj < λj for j = 1, 2, · · · , r¯ and
bi,j
bi,i
= (−1)i+j∏i−1k=j akλk , j < i = 2, 3, · · · , r¯,
bi,j
bi,i
= (−1)i+j+r¯∏i−1k=1 akλk
∏r¯
k=j
ak
λk
, i < j = 2, 3, · · · , r¯.
Thus, solutions to Equation (41.8) should be
xi = 2n
∑r¯
j=1 bi,j∏r¯
i=1 λi + (−1)r¯+1
∏r¯
i=1 ai
, i = 1, 2, · · · , r¯. (42.3)
The ratio of xi to xk in Solution (42.3) is
xi
xk
=
∑r¯
j=1 bi,j∑r¯
j=1 bk,j
, i, k = 1, 2, · · · , r¯. (42.4)
According to Expression (42.2) and for r¯ + 1 ≡ 1(mod r¯), we have
max{|ci,j ||j = 1, 2, · · · , r¯} = |ci,i| =
r¯∏
k=1
λk, i = 1, 2, · · · , r¯, (42.5)
ci,j
ci,i
= (−1)i+j∏i−1k=j akλk , j < i = 2, 3, · · · , r¯,
ci,j
ci,i
= (−1)i+j+r¯∏i−1k=1 akλk
∏r¯
k=j
ak
λk
i < j = 2, 3, · · · , r¯.
(42.6)
since aj < λj for j = 1, 2, · · · , r¯ and
r¯∑
j=1
ci,j
ci,i
= 1− ai−1
λi−1
+
ai−1
λi−1
ai−2
λi−2
− · · ·+ (−1)r¯−1
r¯−1∏
j=1
ai−j
λi−j
(42.7)
where i = 1, 2, · · · , r¯ and i− j ≡ 1, 2, · · · , r¯(mod r¯) for j = 1, 2, · · · , r¯ and j 6= i.
Thus, solutions to Equation (41.8) can be written as
xi =
2n
λi
∗
∑r¯
j=1 ci,j∏r¯
i=1 λi + (−1)r¯+1
∏r¯
i=1 ai
, i = 1, 2, · · · , r¯. (42.8)
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The ratio of xi to xk in Solution (42.8) can be written as
xi
xk
=
λk
λi
∗
∑r¯
j=1 ci,j∑r¯
j=1 ck,j
, i, k = 1, 2, · · · , r¯. (42.9)
By using Expression (42.9) and substituting
xr¯ =
λ1
λr¯
∗
∑r¯
j=1 cr¯,j∑r¯
j=1 c1,j
x1
into the first equation of the group of linear algebraic equations (41.8) with a matrix A¯ in Form
(41.9), we obtain
(1 +
ar¯
λr¯
∑r¯
j=1 cr¯,j∑r¯
j=1 c1,j
)x1 =
2n
λ1
.
Hence, in the same way, solutions to Equation (41.8) can be written as
xi =
2n
λi
1
1 + ai−1λi−1
∑
r¯
j=1 ci−1,j∑r¯
j=1 ci,j
, i = 1, 2, · · · , r¯ (42.10)
where i− 1 ≡ r¯, 1, · · · , r¯ − 1(mod r¯) for i = 1, 2, · · · , r¯.
The proof of the lemma is completed.
42.2 Analysis of solutions of linear algebraic equations
Lemma 42.2 By Definition (41.2), at least one of xi for i = 1, 2, · · · , r in solutions to
Equation (41.8) is not equal to its corresponding expected solution qi ∈ Qr when n→∞.
Proof Based on Lemma (42.1), let consider Solution (42.1). By inequalities (41.4,41.6), there
are
ai
λi
≤ amax
λmin
=
log4θ(2n)
2n− log2θ(2n)
for i = 1, 2, · · · , r¯. When n→∞, we have
lim
n→∞
2n
log4θ(2n)
→∞, lim
n→∞
amax
λmin
= 0 and lim
n→∞
ai
λi
= 0 for i = 1, 2, · · · , r¯.
Since Expression (42.7) is an alternate series and the absolute value of the ratio of the
consequent to the antecedent of any pair of consecutive terms of the alternate series is less than
1 and tends towards zero when n→∞, then according to expressions (42.5-42.7) there are
1− ai−1
λi−1
≤
r¯∑
j=1
ci,j
ci,i
≤ 1− ai−1
λi−1
+
ai−1
λi−1
ai−2
λi−2
≤ 1.
These inequalities are obvious for r¯ <∞ and for r¯ →∞ if we write
r¯∑
j=1
ci,j
ci,i
= 1− (1 − ai−2
λi−2
)
ai−1
λi−1
− (1 − ai−4
λi−4
)
3∏
j=1
ai−j
λi−j
− · · · ,
on the one hand, and
r¯∑
j=1
ci,j
ci,i
= (1 − ai−1
λi−1
) + (1 − ai−3
λi−3
)
2∏
j=1
ai−j
λi−j
+ · · · ,
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on the other. Since ∑r¯
j=1 ci−1,j∑r¯
j=1 ci,j
=
ci−1,i−1
ci,i
∑r¯
j=1
ci−1,j
ci−1,i−1∑r¯
j=1
ci,j
ci,i
=
∑r¯
j=1
ci−1,j
ci−1,i−1∑r¯
j=1
ci,j
ci,i
for i = 1, 2, · · · , r¯, as n→∞, we obtain
1− amax
λmin
≤ 1− ai−2
λi−2
≤ (
r¯∑
j=1
ci−1,j
ci−1,i−1
)/(
r¯∑
j=1
ci,j
ci,i
) ≤ 1
1− ai−1λi−1
≤ 1 + 2amax
λmin
where
1 + 2
amax
λmin
≥ 1 + ai−1
λi−1
+ (
ai−1
λi−1
)2 + · · · ,
or by using the big ’O’ notation
(
r¯∑
j=1
ci−1,j)/(
r¯∑
j=1
ci,j) = 1 +O(
amax
λmin
). (42.11)
Thus, according to expressions (42.1), as n→∞, we have
xi/
2n
λi
=
1
1 + (ai−1/λi−1)(
∑r¯
j=1 ci−1,j)/(
∑r¯
j=1 ci,j)
=
1
1 + (ai−1/λi−1)[1 +O(amax/λmin)]
=
1
1 +O(amax/λmin)
= 1 +O(
amax
λmin
).
Now by Equality (41.4), as n→∞, there are
xi =
2n
λi
+O(
2n
λi
amax
λmin
) =
2n
λi
+O(
2namax
λ2min
)
=
2n
λi
+O(
2n log6θ(2n)
(2n− (log 2n)2θ)2 ) =
2n
λi
+O(
log6θ(2n)
2n(1− (log 2n)2θ/2n)2 ).
Thus, since f = O(φ) means that |f | < Aφ, then for any infinitely small positive value
φ = log
6θ(2n)
2n(1−(log 2n)2θ/2n)2 → 0 as n→∞, we have |f | < Aφ such that there should be |f | = 0 and
xi =
2n
λi
for i = 1, 2, · · · , r¯ as n→∞. (42.12)
In the process of deducing Expression (42.12) from Expression (42.1) for i = 1, 2, · · · , r¯,
the numerator 2n of xi is formally unchanged and only the denominator of xi tends to λi as
n → ∞. In Expression (42.12), as n → ∞, since 2n and λi are both integers, the value of 2nλi
should always be a rational. If xi is an integer, then there must be xi|n for the numerator 2n of
xi is formally unchanged in the deduction, so that xi is not an element of Qr and contradicts
the fact that there should be xi ∈ Qr and gcd(xi, n) = 1. Thus whether xi is an integer or not
an integer, and the value of the limit of xi in Expression (42.12) for i = 1, 2, · · · , r¯ is finite or
infinite, xi is not equal to its corresponding expected solution qi ∈ Qr.
Hence, when n → ∞, no group of primes qi for i = 1, 2, · · · , r can satisfy Equation (41.8)
and at least one of xi for i = 1, 2, · · · , r in solutions to Equation (41.8) is not equal to its
corresponding expected solution qi ∈ Qr.
The proof of the lemma is completed.
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Lemma 42.3 There exists a finite positive number ns such that for every number n greater
than ns, by Definition (41.2), when xi is the solution to Equation (41.8) and its corresponding
expected solution is the prime qi for i = 1, 2, · · · , r, then at least one inequality |xi − qi| > 0
always holds where
ns = max{n|xi − qi = 0 for i = 1, 2, · · · , r}.
Proof Based on Lemma (42.1), let define a positive number
ns = max{n|xi − qi = 0 for i = 1, 2, · · · , r}
and consider values εi = |xi − qi| for i = 1, 2, · · · , r and εn = max{εi|i = 1, 2, · · · , r}.
Since by Lemma (42.2) for at least one of xi for i = 1, 2, · · · , r there is
xi 6= qi or |xi − qi| 6= 0 as n→∞,
then we obtain
εi = |xi − qi| > 0 and ε∞ = lim
n→∞
εn > 0.
Thus for any given small positive value ε smaller than ε∞, a big positive number nε can
always be found such that for any big positive number n not smaller than nε at least one
inequality |xi − qi| ≥ ε always holds, so that only for some values of n smaller than nε all
equations xi − qi = 0 for i = 1, 2, · · · , r can be satisfied simultaneously. Therefore the positive
number ns should be finite, for otherwise for ns →∞ there should be ε∞ = 0, which contradicts
Lemma (42.2).
Then for any given small positive value ε smaller than ε∞, a big positive number nε greater
than ns can always be found such that for every number n ≥ nε > ns at least one inequality
|xi − qi| ≥ ε always holds.
Hence there exists a finite positive number ns such that for every number n greater than ns,
by Definition (41.2), when xi is the solution to Equation (41.8) and its corresponding expected
solution is the prime qi for i = 1, 2, · · · , r, then at least one inequality |xi−qi| > 0 always holds.
The proof of the lemma is completed.
43 Basic theorem of primes
Theorem 43.1 (Basic theorem) For any finite positive number s > 1, there exists a finite
positive number ns such that for every number n greater than ns, the even number 2n can be
represented as the sum of one odd prime and the product of a group of s distinct odd primes
where the prime is smaller than log2θ(2n) and the product is greater than 2n− log2θ(2n) where
1 ≤ θ and log2θ(2n) < √2n.
Proof For any finite positive number s > 1, let consider any number n greater than a positive
number ns. According to the definitions in Sec. (41) and by using the prime sets Q and Qr,
we can make the product Ps = λiqi of a group of s distinct odd primes where qi ∈ Qr,
2n− log2θ(2n) < λiqi < 2n, and λi =
s−1∏
q 6=qi
q = Ps−1 where q ∈ Q,
1 ≤ θ and log2θ(2n) <
√
2n
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for i = 1, 2, · · · , r. Then by defining an odd number
di = 2n− λiqi for i = 1, 2, · · · , r,
we can form a group of equalities as follows
λiqi + di = 2n for i = 1, 2, · · · , r. (43.1)
Let make the main assumption (41.1) which contradicts this theorem. Without loss of
generality, assume the even number 2n greater than 2ns can not be expressed as the sum of one
odd prime and the product of a group of s distinct odd primes. Based on the main assumption
(41.1), all the odd numbers di for i = 1, 2, · · · , r should be composite. Then we can assume
that each odd number di contains prime factors smaller than log
θ(2n) or can be expressed as
the product of one odd number and one odd prime smaller than logθ(2n) since di ≤ log2θ(2n).
Thus, by using expressions (41.5-41.7) and taking the first r equalities in Equality (41.7), we
can let xi = qi ∈ Qr for i = 1, 2, · · · , r and form a group of linear algebraic equations
λixi + ai,jixji = 2n for i = 1, 2, · · · , r. (43.2)
or in the matrix form as Equation (41.8). By Lemma (41.3), without loss of generality, we can
only consider solutions of Equation (41.8) with a matrix A¯ in Form (41.9).
When all the odd numbers di for i = 1, 2, · · · , r are composite, Equation (41.8) can be
solved and solutions to Equation (41.8) should satisfy
xi = qi for i = 1, 2, · · · , r. (43.3)
According to Equation (43.3), let define a set of numbers
S = {n|xi − qi = 0 for i = 1, 2, · · · , r}.
Then let ns and ss denote the maximum value and the number of elements of the set S,
respectively. If ns and ss are finite, then based on the main assumption (41.1), for at least one
even number 2n greater than 2ns, all the odd numbers di for i = 1, 2, · · · , r should be composite
so that Equation (43.3) should hold and there should be n ∈ S. A contradiction. Thus, based
on the main assumption (41.1), the numbers ns and ss should be infinite so that the number
set S should be an infinite set, otherwise the main assumption (41.1) shall be false, and this
theorem shall be true for every even number greater than 2ns.
All these expected results are based on the main assumption (41.1). Now, let investigate
solutions to equations (43.2) or (41.8) to verify the assumption that all the odd numbers di for
i = 1, 2, · · · , r are composite.
When rank(A) = r = 1, since q1 is not a divisor of d1 and q1 < log
θ(2n) < q2, d1 must be
a prime smaller than log2θ(2n).
When rank(A) = r > 1, since |det(A)| 6= 1, by using the analysis of the matrix equation
(41.8) with the theory of linear algebra, solutions of the matrix equation (41.8) is derived by
proving Lemma (42.1) based on the main assumption (41.1).
Then, by the analysis of solutions of the matrix equation (41.8), we obtain such results as
follows:
(1) Lemma (42.2) shows that at least one of xi for i = 1, 2, · · · , r in solutions to Equation
(41.8) is not equal to its corresponding expected solution qi ∈ Qr when the positive number
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n→∞, which contradicts Equation (43.3). The contradiction also implies that the number ns
can not tend to infinite and should be a finite positive number.
(2) Lemma (42.3) shows that there exists a finite positive number ns such that for every
number n greater than ns, at least one inequality |xi − qi| > 0 always holds. Thus by Lemma
(42.2) or Lemma (42.3) it is proved that the numbers ns and ss are finite so that the number
set S is a finite set, which contradicts the expected result that the number set S should be an
infinite set.
(3) Thus it is proved that for the number n greater than ns, at least one of xi for i =
1, 2, · · · , r in solutions to Equation (41.8) is not equal to its corresponding expected solution
qi ∈ Qr or contradicts Equation (43.3). Hence, for the number n greater than ns, solutions xi
can not satisfy Equation (43.3) such that at least one of di for i = 1, 2, · · · , r is a prime smaller
than log2θ(2n), which shows that not all the odd numbers di for i = 1, 2, · · · , r are composite.
So, in the above investigation of solutions of a group of linear algebraic equations (43.2)
based on the main assumption (41.1), we derived contradictions between the solution of a
group of linear algebraic equations (43.2) and the assumption that all the odd numbers di for
i = 1, 2, · · · , r are composite. Since the number n greater than ns is arbitrary, for each number
n greater than ns, at least one odd number di is not a composite but an odd prime smaller
than log2θ(2n). Hence the main assumption (41.1) is false and the theorem holds.
This completes the proof of the theorem.
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Part XI
On the representation of odd numbers
as the sum of one even semiprime and
the product of a group of distinct odd
primes
Abstract The representation of odd numbers as the sum of one even semiprime and the product of a
group of distinct odd primes was investigated in this paper. A basic theorem was proved. It states: For
any finite positive number s > 1, there exists a finite positive number ns such that for every number n
greater than ns, the odd number 2n+ 1 can be represented as the sum of one even semiprime and the
product of a group of s distinct odd primes where the even semiprime is smaller than 2 log2θ(2n) and
the product is greater than 2n+ 1− 2 log2θ(2n) where 1 ≤ θ and log2θ(2n) < √2n.
The proof of the basic theorem is based on proving the main assumption ”at least one odd number
greater than 2ns + 1 can not be expressed as the sum of one even semiprime and the product of a
group of s distinct odd primes” false with the theory of linear algebra. Its key ideas are as follows (1)
For every number n greater than a positive number ns, let Qr = {q1, q2, · · · , qr} be the group of all
odd primes smaller than logθ(2n) and gcd(qi, 2n+1) = 1 for each qi ∈ Qr where qr < logθ(2n) < qr+1.
Then the odd number 2n + 1 can be represented as the sum of the product of a group of s distinct
odd primes λiqi and an even number 2di = 2n + 1 − λiqi where di is an odd number. (2) If all the
odd numbers di are composite, then a group of linear algebraic equations can be formed and with the
solutions qi ∈ Qr. (3) When a contradiction between the expectation and the actual results of the
solutions is obtained, the basic theorem will be proved.
Keywords number theory, distribution of primes, product of primes
44 Introduction
Landau discussed products of s prime factors and proved the following theorem in 1900[6]:
Theorem 44.1 (Theorem 437) Let s ≥ 2 and consider a positive integer Ps which is the
product of just s distinct prime factors, i.e.
Ps = q1q2 · · · qs.
So there are ω(Ps) = s and Ω(Ps) = s where ω(Ps) and Ω(Ps) are the number of different prime
factors of Ps and the total number of prime factors of Ps, respectively. Let write πs(x) for the
number of these (squarefree) Ps ≤ x. Then there is asymptotically
πs(x) ∼ x(log log x)
s−1
(s− 1)! log x for s ≥ 2.
Shan-Guang Tan (2015) proved a theorem for the numbers of integers with s prime factors
in short intervals[7]. It states:
Theorem 44.2 Let g(x) = (log x)λ, λ ≥ 2. Let πs(x) denote the number of positive integers
not exceeding x that can be written as the product of exactly s distinct primes. For any finite
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positive number s ≥ 1, there exists a finite positive number xs such that for every positive number
x greater than xs, the number of integers with s prime factors in the interval (x, x+g(x)] satisfies
αs
(s− 1)! ≤
πs(x+ g(x))− πs(x)
g(x)(log log x)s−1/ log x
≤ βs
(s− 1)!
where αs and βs are positive constants and satisfy 0 < αs < 1 < βs.
Based on Theorem (44.1) and Theorem (44.2), the representation of odd numbers as the
sum of one even semiprime and the product of a group of distinct odd primes was investigated
in this paper. A basic theorem was proved. It states: For any finite positive number s > 1,
there exists a finite positive number ns such that for every number n greater than ns, the odd
number 2n+1 can be represented as the sum of one even semiprime and the product of a group
of s distinct odd primes where the even semiprime is smaller than 2 log2θ(2n) and the product
is greater than 2n+ 1− 2 log2θ(2n) where 1 ≤ θ and log2θ(2n) < √2n.
To prove the basic theorem, one main assumption (45.1) is defined, which contradicts the
basic theorem and states: At least one odd number greater than 2ns + 1 can not be expressed
as the sum of one even semiprime and the product of a group of s distinct odd primes where
ns ≥ 10.
The proof of the basic theorem is based on the theory of linear algebra. Its key ideas are as
follows:
(1) In Subsection (45.1), for every number n greater than a positive number ns, let Qr =
{q1, q2, · · · , qr} be the group of all odd primes smaller than logθ(2n) and gcd(qi, 2n+1) = 1 for
each qi ∈ Qr where qr < logθ(2n) < qr+1. Then the odd number 2n+1 can be represented as the
sum of the product of a group of s distinct odd primes λiqi and an even number 2di = 2n+1−λiqi
where di is an odd number.
(2) In Subsection (45.2), based on the main assumption (45.1), for at least one odd number
2n+ 1 greater than 2ns + 1, all the odd numbers di should be composite, then every di can be
represented as the product of an odd number and an odd prime qj ∈ Qr such that di = ai,jqj
where qj 6= qi and gcd(qj , λi) = 1. Thus a group of linear algebraic equations can be formed
and with the solutions qi ∈ Qr.
(3) In Section (46), by using the analysis of the matrix equation (45.8) with the theory
of linear algebra, solutions of the matrix equation (45.8) is derived by proving Lemma (46.1).
Then by proving lemmas (46.2-46.3) on solutions of the matrix equation, it can be proved that
at least one of the solutions is not equal to its corresponding expected solution qi ∈ Qr when
n → ∞, and there exists a finite positive number ns such that the actual solutions xi to the
group of linear algebraic equations are not equal to qi ∈ Qr when n > ns. A contradiction.
(4) This contradiction shows that not all the odd numbers di are composite, so that the
main assumption (45.1) is false. Hence when n > ns, at least one odd number di is not a
composite but an odd prime smaller than log2θ(2n). Therefore the basic theorem is proved.
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45 Definitions
45.1 Sets of primes
Let n denote a positive number greater than or equal to 23, an odd number N = 2n+1 and P
denote a set of all odd primes smaller than or equal to the number 2n+ 1 where
P = {p2, p3, · · · , pl}, 3 = p2 < p3 < · · · < pl ≤ 2n+ 1. (45.1)
To select primes q ∈ P not being the prime factor of the number n, let Q denote a subset
of P and m be the number of elements of Q where
Q = {q|q ∈ P, gcd(q, 2n+ 1) = 1}, 3 ≤ q1 < q2 < · · · < qm < 2n+ 1. (45.2)
To select primes q ∈ Q smaller than √2n, let take the first r elements of Q to form a prime
set Qr, that is
Qr = {q1, q2, · · · , qr} ⊂ Q (45.3)
where for n > 15 the number r is determined by the inequalities
qr < log
θ(2n) < qr+1
where
1 ≤ θ and log2θ(2n) <
√
2n.
Hence the number r is dependent on the number n. Generally speaking, the number r is
increased when the number n is increased.
As defined in Theorem (44.1) for any finite positive number s > 1, let the product of just s
distinct prime factors be denoted by
Ps =
s∏
q where q ∈ Q.
Then by Theorem (44.2), as x → ∞, the number of these (squarefree) Ps in the interval
(x, x+ 2 log2 x] denoted by πs(x; 2 log
2 x) should asymptotically satisfy
πs(x; 2 log
2 x) = πs(x+ 2 log
2 x)− πs(x) ≥ eγ (log log x)
s−1
(s− 1)! log x for s ≥ 1.
When θ = 1, since each q ∈ Qr is less than log x and the number r of elements of the prime
set Qr satisfies r ≤ π(log x), then by the prime number theorem
lim
x→∞
r
πs(x; 2 log
2 x)
≤ lim
x→∞
α−1s
r(s − 1)!
(log log x)s−1 log x
≤ lim
x→∞
π(log x)
log x
= 0.
This means that the number of these (squarefree) Ps in the interval (x, x + 2 log
2 x] is much
more than the number of elements of the prime set Qr.
On the other hand, for each qi ∈ Qr where i = 1, 2, · · · , r, let g(x/qi) = logλ(x/qi) =
(log x)2/qi such that there are log
λ(x/qi) ≥ log x and λ > 1. Then by Theorem (44.2), as x→
∞, the number of these (squarefree) Ps−1 in the interval ( xqi ,
x+2 log2 x
qi
] should asymptotically
satisfy
πs−1(
x + 2 log2 x
qi
)− πs−1( x
qi
) ≥ αs−1 (log log x)
s−2
(s− 2)! log
λ−1 x
qi
for s ≥ 2.
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Thus for each qi ∈ Qr we can always get at least one Ps−1 such that there are gcd(qi, Ps−1) = 1
and Ps = Ps−1qi in the interval (x, x+ log2 x].
Hence, by Theorem (44.1), for any finite positive number s > 1, there always exists a finite
positive number ns such that for every number n greater than ns and for each i = 1, 2, · · · , r,
we can make at least one product Ps = λiqi of a group of s distinct odd primes where each
number di = (2n+ 1− λiqi)/2 is odd, qi ∈ Qr,
2n+ 1− 2 log2θ(2n) < λiqi < 2n+ 1, and λi =
s−1∏
q 6=qi
q = Ps−1 where q ∈ Q.
For example, when s = 2 and θ = 1, for i = 1, 2, · · · , r, we can choose qi ∈ Qr and λi = q ∈
Q\Qr such that di is odd,
qi ≤ qr < log(2n) < qr+1 ≤ λi = q and 2n+ 1− 2 log2(2n) < P2 = λiqi < 2n+ 1.
Then by defining
amax = log
2θ(2n) and λmin =
2n+ 1− 2 log2θ(2n)
2 log2θ(2n)
=
2n+ 1
2 log2θ(2n)
− 1,
we have
λi ≥ λmin and 2amax
λmin
=
4 log4θ(2n)
2n+ 1− 2 log2θ(2n) . (45.4)
45.2 Linear algebraic equations
Let make a main assumption.
Definition 45.1 (Main assumption) At least one odd number greater than 2ns+1 can not be
expressed as the sum of one even semiprime and the product of a group of s distinct odd primes
where ns ≥ 10.
According to the main assumption (45.1), without loss of generality, assume an odd number
2n + 1 greater than 2ns + 1 can not be expressed as the sum of one even semiprime and the
product of a group of s distinct odd primes. By using the prime set Qr, since we can choose
each number di = (2n + 1 − λiqi)/2 for i = 1, 2, · · · , r odd where qi ∈ Qr and gcd(qi, di) = 1
since gcd(qi, n) = 1, then all the odd numbers di for i = 1, 2, · · · , r should be composite. Hence,
if it is proved that not all the odd numbers di for i = 1, 2, · · · , r are composite, then the main
assumption (45.1) is proved false so that any odd number greater than 2ns+1 can be expressed
as the sum of one even semiprime and the product of a group of s distinct odd primes.
By the fundamental theorem of arithmetic, for i = 1, 2, · · · , r, we can write
di = q
αi,1
i,1 q
αi,2
i,2 · · · q
αi,mi
i,mi
(45.5)
wheremi is the number of distinct prime factors of di and αi,1;αi,2 · · ·αi,mi are positive integers.
Since gcd(di, 2n + 1) = 1, there are qi,j ∈ Q for j = 1, 2, · · · ,mi and there should be at least
one qi,k ∈ Qr where 1 ≤ k ≤ mi.
For i = 1, 2, · · · , r and 1 ≤ ji ≤ r, when qji ∈ Qr is equal to qi,k which is a divisor of di, let
denote
ai,ji = di/qji = q
αi,1
i,1 q
αi,2
i,2 · · · qαi,k−1i,k · · · q
αi,mi
i,mi
.
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Since 2n+ 1− 2 log2θ(2n) < λiqi < 2n+ 1, there are
ai,ji < di = (2n+ 1− λiqi)/2 < log2θ(2n) = amax (45.6)
for i = 1, 2, · · · , r and 1 ≤ ji ≤ r.
Hence, we can form a group of equalities as follows
λiqi + 2ai,jiqji = 2n+ 1 for i = 1, 2, · · · , r and 1 ≤ ji ≤ r (45.7)
where since qi is not a divisor of n then qi 6= qji .
Take the r equalities in Equality (45.7) and let xi = qi ∈ Qr for i = 1, 2, · · · , r, there are
λixi + 2ai,jixji = 2n+ 1 for i = 1, 2, · · · , r and 1 ≤ ji ≤ r.
Since all these primes qi ∈ Qr and qji ∈ Qr where 1 ≤ ji ≤ r, there are just r integer unknowns
xi in these r equations. If the main assumption (45.1) is true, the solutions to this group of
linear algebraic equations should be xi = qi ∈ Qr for i = 1, 2, · · · , r.
Thus we have the following definition of a matrix equation.
Definition 45.2 (Linear algebraic equations) Based on the main assumption (45.1) and by
using the prime set Qr and expressions (45.5-45.7), let define a group of linear algebraic equa-
tions in the matrix form
Ax = b (45.8)
then the solutions to this group of linear algebraic equations should be xi = qi ∈ Qr for i =
1, 2, · · · , r where
A =


λ1 0 · · · 2a1,j1 · · · 0
0 λ2 · · · 2a2,j2 · · · 0
...
...
...
...
...
...
0 0 · · · 2ar,jr · · · λr


, b = (2n+ 1)


1
1
...
1


, x =


x1
x2
...
xr


where each diagonal element ai,i is equal to λi for i = 1, 2, · · · , r and there is just one non-
diagonal and non-zero element 2ai,ji in each row of the matrix A. For i = 1, 2, · · · , r, 1 ≤ ji ≤ r
and ji 6= i, ai,ji is an odd number greater than 1 and satisfies ai,ji < amax and gcd(ai,ji , 2n+1) =
1, and qi ∈ Qr is neither a divisor of ai,ji nor a divisor of 2n+ 1.
It is easy to prove that if |det(A)| = 1 then all solutions of Equation (45.8) will be composite.
Thus it contradicts the fact that all solutions of Equation (45.8) should be primes smaller than
logθ(2n). Therefore there should be |det(A)| 6= 1.
Since |det(A)| ≥ 2, there is det(A) 6= 0. Therefore let A−1 and B denote the inverse and
adjoint matrix of A, respectively.
Lemma 45.3 By exchanging its rows and columns, the matrix A in Definition (45.2) can be
written as one of three forms of a matrix A¯ according to the value of |det(A)|.
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The first form of A¯ is
A¯ =


λ1 0 0 · · · 0 2a1,r¯
2a2,1 λ2 0 · · · 0 0
0 2a3,2 λ3 · · · 0 0
0 0 2a4,3
. . . 0 0
...
...
...
. . .
...
...
0 0 0 · · · 2ar¯,r¯−1 λr¯


(45.9)
where rank(A¯) = r¯ with r¯ = r; each diagonal element ai,i is equal to λi; and there is just
one non-diagonal and non-zero element 2ai,i−1 in each row of the matrix A¯ with i − 1 ≡
r¯, 1, · · · , r¯ − 1(mod r¯) for i = 1, 2, · · · , r¯.
The second form of A¯ is
A¯ =


At 0 0 0 0
· · · 2at+1,jt+1 · · · λt+1 0 0 0
· · · 2at+2,jt+2 · · · · · · λt+2 0 0
...
...
...
...
...
. . . 0
· · · 2ar,jr · · · · · · · · · · · · λr


(45.10)
where At is a principal square sub-matrix of A with rank(At) = t and similar to Form (45.9);
each diagonal element ai,i is equal to λi; and there is just one non-diagonal and non-zero
element 2ai,ji in each row of the matrix A¯ with ji < i for rows i = t+ 1, t+ 2, · · · , r.
The third form of A¯ is
A¯ =


A1 0 0 0
0 A2 0 0
0 0
. . . 0
0 0 0 Am


where any one of A1,A2, · · · ,Am is a principal square sub-matrix of A and similar to Form
(45.9) or (45.10).
Moreover, the matrix A or at least one of its principal square sub-matrixes can be trans-
formed into a matrix A¯ in Form (45.9) with r¯ ≤ r.
Proof For the matrix A in Definition (45.2), since |det(A)| 6= λ1λ2 · · ·λr¯, according to Equal-
ity (45.7), the matrix A can not be transformed into a triangular matrix.
If at least one column of the matrix A contains only one element, then the matrix A can
only be transformed into the second or third form of A¯.
Otherwise for each column of the matrix A contains just two elements, then the matrix A
can only be transformed into the first or third form of A¯.
These results above can also be proved by induction as follows.
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For r = 2, the matrix A can only be of the first form of A¯, that is,
A =

 λ1 2a1,2
2a2,1 λ2


For r = 3, the matrix A can only be of the first form of A¯, that is,
A =


λ1 0 2a1,3
2a2,1 λ2 0
0 2a3,2 λ3


where each column of the matrix A contains just two elements, or the second form of A¯, that
is,
A =


λ1 2a1,2 0
2a2,1 λ2 0
0 2a3,2 λ3

 or A =


λ1 2a1,2 0
2a2,1 λ2 0
2a3,1 0 λ3


where at least one column of the matrixA contains only one element, and the matrixA contains
a principal square sub-matrix As with rank(As) = s = 2 and similar to Form (45.9).
Assume that for r = k, the matrix A in Definition (45.2) can only be transformed into one
of the three forms of a matrix A¯ according to the value of |det(A)|. If at least one column
of the matrix A contains only one element, then the matrix A can only be transformed into
the second or third form of A¯. Otherwise for each column of the matrix A contains just two
elements, then the matrix A can only be transformed into the first or third form of A¯.
Then for r = k+ 1, if at least one column of the matrix A contains only one element, then
by exchanging its rows and columns, the matrix A can be transformed into the following form,
that is,
A¯ =

 Ak 0
· · · 2ak+1,j · · · λk+1


where Ak is a principal square sub-matrix of A with rank(Ak) = k and 1 ≤ j ≤ k. By
the assumption above, the matrix Ak in Definition (45.2) can only be transformed into one of
the three forms of a matrix A¯ for r = k, then the matrix A in Definition (45.2) can only be
transformed into the second or third form of A¯ for r = k + 1.
Otherwise for r = k + 1, if each column of the matrix A contains just two elements, then
the matrix A should only be transformed into the first or third form of A¯.
Thus, by exchanging its rows and columns, the matrix A in Definition (45.2) can only be
transformed into one of the three forms of a matrix A¯ according to the value of |det(A)|.
In the second form of A¯, since As is a principal square sub-matrix of A with rank(As) = s
and similar to Form (45.9), the second form of A¯ contains one principal square sub-matrixes in
the first form of A¯ with r¯ = s < r.
In the third form of A¯, since any one of A1,A2, · · · ,Am is a principal square sub-matrix
of A and similar to Form (45.9) or (45.10), the third form of A¯ contains at least one principal
square sub-matrixes in the first form of A¯ with r¯ < r.
156 Shan-Guang Tan
Hence the matrix A or at least one of its principal square sub-matrixes can be transformed
into a matrix A¯ in Form (45.9) with r¯ ≤ r.
The proof of the lemma is completed.
Hence, without loss of generality, we can only consider solutions of Equation (45.8) with a
matrix A¯ in Form (45.9).
For a matrix A¯ in Form (45.9), there is
det(A¯) =
r¯∏
i=1
λi + (−1)r¯+1
r¯∏
i=1
2ai (45.11)
where a1, a2, · · · , ar¯ are defined by (45.12)
a1 = a2,1, a2 = a3,2, · · · , ar¯ = a1,r¯. (45.12)
The adjoint matrix of A¯ in Form (45.9) is determined by the following lemma.
Lemma 45.4 For a matrix A¯ in Form (45.9), its adjoint matrix is
B¯ =


b1,1 b1,2 · · · b1,r¯
b2,1 b2,2 · · · b2,r¯
...
...
. . .
...
br¯,1 br¯,2 · · · br¯,r¯


(45.13)
where
bi,i = λ
−1
i
∏r¯
i=1 λi, i = 1, 2, · · · , r¯,
bi,j = (−1)i+jbi,i
∏i−1
k=j
2ak
λk
, j < i = 2, 3, · · · , r¯,
bi,j = (−1)i+j+r¯bi,i
∏i−1
k=1
2ak
λk
∏r¯
k=j
2ak
λk
, i < j = 2, 3, · · · , r¯.
(45.14)
where ak for k = 1, 2, · · · , r¯ are defined by Expression (45.12).
Proof Since A¯B¯ = det(A¯)I where I is an identity matrix, there should be
ai,ibi,j + 2ai,i−1bi−1,j = λibi,j + 2ai−1bi−1,j = {
det(A¯), i = j,
0, i 6= j.
where i− 1 ≡ r¯, 1, · · · , r¯ − 1(mod r¯) for i = 1, 2, · · · , r¯.
It can be proved that by using Expression (45.14), the above equalities hold.
According to Expression (45.14) for j = i, since i− 1 ≡ r¯(mod r¯) for i = 1, there are
λibi,j + 2ai−1bi−1,j = λibi,i + 2ai−1bi−1,i
= {
∏r¯
i=1 λi + 2ar¯ ∗ (−1)r¯+1br¯,r¯
∏r¯−1
k=1
2ak
λk
= det(A¯), i = 1,∏r¯
i=1 λi + 2ai−1 ∗ (−1)r¯+1bi−1,i−1
∏i−2
k=1
2ak
λk
∏r¯
k=i
2ak
λk
= det(A¯), i = 2, 3, · · · , r¯.
According to Expression (45.14) for j = i− 1, since j ≡ r¯(mod r¯) for j = 0, there are
λibi,j + 2ai−1bi−1,j = λibi,j + 2ai−1bi−1,i−1 = 2ai−1bi−1,i−1
+{ λi(−1)
i+r¯+r¯bi,i
∏i−1
k=1
2ak
λk
∏r¯
k=r¯
2ak
λk
= (2ar¯λr¯ −
2ar¯
λr¯
)
∏r¯
i=1 λi = 0, i = 1
λi(−1)i+i−1bi,i
∏i−1
k=i−1
2ak
λk
= (2ai−1λi−1 −
2ai−1
λi−1
)
∏r¯
i=1 λi = 0, i = 2, 3, · · · , r¯.
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According to Expression (45.14) for 1 ≤ j < i− 1 < r¯, there are
λibi,j + 2ai−1bi−1,j = λibi,j + 2ai−1 ∗ (−1)i−1+jbi−1,i−1
i−2∏
k=j
2ak
λk
= λi[bi,j − (−1)i+jbi,i
i−1∏
k=j
2ak
λk
] = λi(bi,j − bi,j) = 0.
According to Expression (45.14) for 1 < j < i− 1 = r¯, there are
λibi,j + 2ai−1bi−1,j = λibi,j + 2ar¯ ∗ (−1)r¯+jbr¯,r¯
r¯−1∏
k=j
2ak
λk
= λi[bi,j − (−1)i+j+r¯bi,i
i−1∏
k=1
2ak
λk
r¯∏
k=j
2ak
λk
] = λi(bi,j − bi,j) = 0
where since i ≡ 1(mod r¯) for bi,j , there are
bi,j = b1,j and
i−1∏
k=1
2ak
λk
=
0∏
k=1
2ak
λk
= 1.
According to Expression (45.14) for 1 < i < j = 3, 4, · · · , r¯, there are
λibi,j + 2ai−1bi−1,j = λibi,j + 2ai−1 ∗ (−1)i−1+j+r¯bi−1,i−1
i−2∏
k=1
2ak
λk
r¯∏
k=j
2ak
λk
= λi[bi,j − (−1)i+j+r¯bi,i
i−1∏
k=1
2ak
λk
r¯∏
k=j
2ak
λk
] = λi(bi,j − bi,j) = 0.
Thus the adjoint matrix of A¯ is B¯ with elements defined by Expression (45.14).
The proof of the lemma is completed.
46 Lemmas of linear algebraic equations
46.1 Solutions of linear algebraic equations
Lemma 46.1 For a matrix A¯ in Form (45.9), solutions to Equation (45.8) are
xi =
2n+ 1
λi
1
1 + 2ai−1λi−1
∑
r¯
j=1 ci−1,j∑r¯
j=1 ci,j
, i = 1, 2, · · · , r¯ (46.1)
where i− 1 ≡ r¯, 1, · · · , r¯ − 1(mod r¯) for i = 1, 2, · · · , r¯, and
ci,i = λibi,i =
∏r¯
i=1 λi, i = 1, 2, · · · , r¯,
ci,j = λibi,j = (−1)i+jci,i
∏i−1
k=j
2ak
λk
, j < i = 2, 3, · · · , r¯,
ci,j = λibi,j = (−1)i+j+r¯ci,i
∏i−1
k=1
2ak
λk
∏r¯
k=j
2ak
λk
, i < j = 2, 3, · · · , r¯,
(46.2)
where a1, a2, · · · , ar¯ are defined by Expression (45.12), and bi,j are elements of B¯ determined
by Lemma (45.4).
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Proof According to Expression (45.14) and for r¯ + 1 ≡ 1(mod r¯), we have
max{|bi,j ||j = 1, 2, · · · , r¯} = |bi,i|, i = 1, 2, · · · , r¯
since 2aj < λj for j = 1, 2, · · · , r¯ and
bi,j
bi,i
= (−1)i+j∏i−1k=j 2akλk , j < i = 2, 3, · · · , r¯,
bi,j
bi,i
= (−1)i+j+r¯∏i−1k=1 2akλk
∏r¯
k=j
2ak
λk
, i < j = 2, 3, · · · , r¯.
Thus, solutions to Equation (45.8) should be
xi = (2n+ 1)
∑r¯
j=1 bi,j∏r¯
i=1 λi + (−1)r¯+1
∏r¯
i=1 2ai
, i = 1, 2, · · · , r¯. (46.3)
The ratio of xi to xk in Solution (46.3) is
xi
xk
=
∑r¯
j=1 bi,j∑r¯
j=1 bk,j
, i, k = 1, 2, · · · , r¯. (46.4)
According to Expression (46.2) and for r¯ + 1 ≡ 1(mod r¯), we have
max{|ci,j ||j = 1, 2, · · · , r¯} = |ci,i| =
r¯∏
k=1
λk, i = 1, 2, · · · , r¯, (46.5)
ci,j
ci,i
= (−1)i+j∏i−1k=j 2akλk , j < i = 2, 3, · · · , r¯,
ci,j
ci,i
= (−1)i+j+r¯∏i−1k=1 2akλk
∏r¯
k=j
2ak
λk
i < j = 2, 3, · · · , r¯.
(46.6)
since 2aj < λj for j = 1, 2, · · · , r¯ and
r¯∑
j=1
ci,j
ci,i
= 1− 2ai−1
λi−1
+
2ai−1
λi−1
2ai−2
λi−2
− · · ·+ (−1)r¯−1
r¯−1∏
j=1
2ai−j
λi−j
(46.7)
where i = 1, 2, · · · , r¯ and i− j ≡ 1, 2, · · · , r¯(mod r¯) for j = 1, 2, · · · , r¯ and j 6= i.
Thus, solutions to Equation (45.8) can be written as
xi =
2n+ 1
λi
∗
∑r¯
j=1 ci,j∏r¯
i=1 λi + (−1)r¯+1
∏r¯
i=1 2ai
, i = 1, 2, · · · , r¯. (46.8)
The ratio of xi to xk in Solution (46.8) can be written as
xi
xk
=
λk
λi
∗
∑r¯
j=1 ci,j∑r¯
j=1 ck,j
, i, k = 1, 2, · · · , r¯. (46.9)
By using Expression (46.9) and substituting
xr¯ =
λ1
λr¯
∗
∑r¯
j=1 cr¯,j∑r¯
j=1 c1,j
x1
into the first equation of the group of linear algebraic equations (45.8) with a matrix A¯ in Form
(45.9), we obtain
(1 +
2ar¯
λr¯
∑r¯
j=1 cr¯,j∑r¯
j=1 c1,j
)x1 =
2n+ 1
λ1
.
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Hence, in the same way, solutions to Equation (45.8) can be written as
xi =
2n+ 1
λi
1
1 + 2ai−1λi−1
∑r¯
j=1 ci−1,j∑
r¯
j=1 ci,j
, i = 1, 2, · · · , r¯ (46.10)
where i− 1 ≡ r¯, 1, · · · , r¯ − 1(mod r¯) for i = 1, 2, · · · , r¯.
The proof of the lemma is completed.
46.2 Analysis of solutions of linear algebraic equations
Lemma 46.2 By Definition (45.2), at least one of xi for i = 1, 2, · · · , r in solutions to
Equation (45.8) is not equal to its corresponding expected solution qi ∈ Qr when n→∞.
Proof Based on Lemma (46.1), let consider Solution (46.1). By inequalities (45.4,45.6), there
are
2ai
λi
<
2amax
λmin
=
4 log4θ(2n)
2n+ 1− 2 log2θ(2n)
for i = 1, 2, · · · , r¯. When n→∞, we have
lim
n→∞
2n+ 1
4 log4θ(2n)
→∞, lim
n→∞
2amax
λmin
= 0 and lim
n→∞
2ai
λi
= 0 for i = 1, 2, · · · , r¯.
Since Expression (46.7) is an alternate series and the absolute value of the ratio of the
consequent to the antecedent of any pair of consecutive terms of the alternate series is less than
1 and tends towards zero when n→∞, then according to expressions (46.5-46.7) there are
1− 2ai−1
λi−1
≤
r¯∑
j=1
ci,j
ci,i
≤ 1− 2ai−1
λi−1
+
2ai−1
λi−1
2ai−2
λi−2
) ≤ 1.
These inequalities are obvious for r¯ <∞ and for r¯ →∞ if we write
r¯∑
j=1
ci,j
ci,i
= 1− (1 − 2ai−2
λi−2
)
2ai−1
λi−1
− (1 − 2ai−4
λi−4
)
3∏
j=1
2ai−j
λi−j
− · · · ,
on the one hand, and
r¯∑
j=1
ci,j
ci,i
= (1− 2ai−1
λi−1
) + (1− 2ai−3
λi−3
)
2∏
j=1
2ai−j
λi−j
+ · · · ,
on the other. Since ∑r¯
j=1 ci−1,j∑r¯
j=1 ci,j
=
ci−1,i−1
ci,i
∑r¯
j=1
ci−1,j
ci−1,i−1∑r¯
j=1
ci,j
ci,i
=
∑r¯
j=1
ci−1,j
ci−1,i−1∑r¯
j=1
ci,j
ci,i
for i = 1, 2, · · · , r¯, we obtain
1− 2amax
λmin
≤ 1− 2ai−2
λi−2
≤ (
r¯∑
j=1
ci−1,j
ci−1,i−1
)/(
r¯∑
j=1
ci,j
ci,i
) ≤ 1
1− 2ai−1λi−1
≤ 1 + 22amax
λmin
where
1 + 2
2amax
λmin
≥ 1 + 2ai−1
λi−1
+ (
2ai−1
λi−1
)2 + · · · ,
or by using the big ’O’ notation
(
r¯∑
j=1
ci−1,j)/(
r¯∑
j=1
ci,j) = 1 +O(
amax
λmin
). (46.11)
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Thus, according to expressions (46.1), as n→∞, we have
xi/
2n+ 1
λi
=
1
1 + (2ai−1/λi−1)(
∑r¯
j=1 ci−1,j)/(
∑r¯
j=1 ci,j)
=
1
1 + (2ai−1/λi−1)[1 +O(amax/λmin)]
=
1
1 +O(amax/λmin)
= 1 +O(
amax
λmin
).
Now by Equality (45.4), as n→∞, there are
xi =
2n+ 1
λi
+O(
2n+ 1
λi
amax
λmin
) =
2n+ 1
λi
+O(
(2n+ 1)amax
λ2min
)
=
2n+ 1
λi
+O(
(2n+ 1) log6θ(2n)
(2n+ 1− 2(log 2n)2θ)2 )
=
2n+ 1
λi
+O(
log6θ(2n)
(2n+ 1)(1− 2(log 2n)2θ/(2n+ 1))2 ).
Thus, since f = O(φ) means that |f | < Aφ, then for any infinitely small positive value
φ = log
6θ(2n)
(2n+1)(1−2(log 2n)2θ/(2n+1))2 → 0 as n → ∞, we have |f | < Aφ such that there should be
|f | = 0 and
xi =
2n+ 1
λi
for i = 1, 2, · · · , r¯ as n→∞. (46.12)
In the process of deducing Expression (46.12) from Expression (46.1) for i = 1, 2, · · · , r¯, the
numerator 2n + 1 of xi is formally unchanged and only the denominator of xi tends to λi as
n → ∞. In Expression (46.12), as n → ∞, since 2n + 1 and λi are both integers, the value
of 2n+1λi should always be a rational. If xi is an integer, then there must be xi|2n + 1 for the
numerator 2n+ 1 of xi is formally unchanged in the deduction, so that xi is not an element of
Qr and contradicts the fact that there should be xi ∈ Qr and gcd(xi, 2n + 1) = 1. Thus, as
n→∞, whether xi is an integer or not an integer, and the value of xi in Expression (46.12) for
i = 1, 2, · · · , r¯ is finite or infinite, xi is not equal to its corresponding expected solution qi ∈ Qr.
Hence, when n → ∞, no group of primes qi for i = 1, 2, · · · , r can satisfy Equation (45.8)
and at least one of xi for i = 1, 2, · · · , r in solutions to Equation (45.8) is not equal to its
corresponding expected solution qi ∈ Qr.
The proof of the lemma is completed.
Lemma 46.3 There exists a finite positive number ns such that for every number n greater
than ns, by Definition (45.2), when xi is the solution to Equation (45.8) and its corresponding
expected solution is the prime qi for i = 1, 2, · · · , r, then at least one inequality |xi − qi| > 0
always holds where
ns = max{n|xi − qi = 0 for i = 1, 2, · · · , r}.
Proof Based on Lemma (46.1), let define a positive number
ns = max{n|xi − qi = 0 for i = 1, 2, · · · , r}
and consider values εi = |xi − qi| for i = 1, 2, · · · , r and εn = max{εi|i = 1, 2, · · · , r}.
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Since by Lemma (46.2) for at least one of xi for i = 1, 2, · · · , r there is
xi 6= qi or |xi − qi| 6= 0 as n→∞,
then we obtain
εi = |xi − qi| > 0 and ε∞ = lim
n→∞
εn > 0.
Thus for any given small positive value ε smaller than ε∞, a big positive number nε can
always be found such that for any big positive number n not smaller than nε at least one
inequality |xi − qi| ≥ ε always holds, so that only for some values of n smaller than nε all
equations xi − qi = 0 for i = 1, 2, · · · , r can be satisfied simultaneously. Therefore the positive
number ns should be finite, for otherwise for ns →∞ there should be ε∞ = 0, which contradicts
Lemma (46.2).
Then for any given small positive value ε smaller than ε∞, a big positive number nε greater
than ns can always be found such that for every number n ≥ nε > ns at least one inequality
|xi − qi| ≥ ε always holds.
Hence there exists a finite positive number ns such that for every number n greater than ns,
by Definition (45.2), when xi is the solution to Equation (45.8) and its corresponding expected
solution is the prime qi for i = 1, 2, · · · , r, then at least one inequality |xi−qi| > 0 always holds.
The proof of the lemma is completed.
47 Basic theorem of primes
Theorem 47.1 (Basic theorem) For any finite positive number s > 1, there exists a finite
positive number ns such that for every number n greater than ns, the odd number 2n + 1 can
be represented as the sum of one even semiprime and the product of a group of s distinct odd
primes where the even semiprime is smaller than 2 log2θ(2n) and the product is greater than
2n+ 1− 2 log2θ(2n) where 1 ≤ θ and log2θ(2n) < √2n.
Proof For any finite positive number s > 1, let consider any number n greater than a positive
number ns. According to the definitions in Sec. (45) and by using the prime sets Q and Qr,
we can make the product Ps = λiqi of a group of s distinct odd primes where
λi =
s−1∏
q 6=qi
q = Ps−1 where q ∈ Q, qi ∈ Qr and 2n+ 1− λiqi
2
is odd,
2n+ 1− 2 log2θ(2n) < λiqi < 2n+ 1, 1 ≤ θ and log2θ(2n) <
√
2n
for i = 1, 2, · · · , r. Then by defining odd numbers
di = (2n+ 1− λiqi)/2 for i = 1, 2, · · · , r,
we can form a group of equalities as follows
λiqi + 2di = 2n+ 1 for i = 1, 2, · · · , r. (47.1)
Let make the main assumption (45.1) which contradicts this theorem. Without loss of
generality, assume the odd number 2n + 1 greater than 2ns + 1 can not be expressed as the
sum of one even semiprime and the product of a group of s distinct odd primes. Based on
the main assumption (45.1), all the odd numbers di for i = 1, 2, · · · , r should be composite.
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Then we can assume that every odd number di contains prime factors smaller than log
θ(2n) or
can be expressed as the product of primes smaller than logθ(2n) since di ≤ log2θ(2n). Thus,
by using expressions (45.5-45.7) and taking the first r equalities in Equality (45.7), we can let
xi = qi ∈ Qr for i = 1, 2, · · · , r and form a group of linear algebraic equations
λixi + 2ai,jixji = 2n+ 1 for i = 1, 2, · · · , r. (47.2)
or in the matrix form as Equation (45.8). By Lemma (45.3), without loss of generality, we can
only consider solutions of Equation (45.8) with a matrix A¯ in Form (45.9).
When all the odd numbers di for i = 1, 2, · · · , r are composite, Equation (45.8) can be
solved and solutions to Equation (45.8) should satisfy
xi = qi for i = 1, 2, · · · , r. (47.3)
According to Equation (47.3), let define a set of numbers
S = {n|xi − qi = 0 for i = 1, 2, · · · , r}.
Then let ns and ss denote the maximum value and the number of elements of the set S,
respectively. If ns and ss are finite, then based on the main assumption (45.1), for at least one
odd number 2n + 1 greater than 2ns + 1, all the odd numbers di for i = 1, 2, · · · , r should be
composite so that Equation (47.3) should hold and there should be n ∈ S. A contradiction.
Thus, based on the main assumption (45.1), the numbers ns and ss should be infinite so that
the number set S should be an infinite set, otherwise the main assumption (45.1) shall be false,
and this theorem shall be true for every odd number greater than 2ns + 1.
All these expected results are based on the main assumption (45.1). Now, let investigate
solutions to equations (47.2) or (45.8) to verify the assumption that all the odd numbers di for
i = 1, 2, · · · , r are composite.
When rank(A) = r = 1, since q1 is not a divisor of d1 and q1 < log
θ(2n) < q2, d1 must be
a prime smaller than log2θ(2n).
When rank(A) = r > 1, since |det(A)| 6= 1, by using the analysis of the matrix equation
(45.8) with the theory of linear algebra, solutions of the matrix equation (45.8) is derived by
proving Lemma (46.1) based on the main assumption (45.1).
Then, by the analysis of solutions of the matrix equation (45.8), we obtain such results as
follows:
(1) Lemma (46.2) shows that at least one of xi for i = 1, 2, · · · , r in solutions to Equation
(45.8) is not equal to its corresponding expected solution qi ∈ Qr when the positive number
n→∞, which contradicts Equation (47.3). The contradiction also implies that the number ns
can not tend to infinite and should be a finite positive number.
(2) Lemma (46.3) shows that there exists a finite positive number ns such that for every
number n greater than ns, at least one inequality |xi − qi| > 0 always holds. Thus by Lemma
(46.2) or Lemma (46.3) it is proved that the numbers ns and ss are finite so that the number
set S is a finite set, which contradicts the expected result that the number set S should be an
infinite set.
(3) Thus it is proved that for the number n greater than ns, at least one of xi for i =
1, 2, · · · , r in solutions to Equation (45.8) is not equal to its corresponding expected solution
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qi ∈ Qr or contradicts Equation (47.3). Hence, for the number n greater than ns, solutions xi
can not satisfy Equation (47.3) such that at least one of di for i = 1, 2, · · · , r is a prime smaller
than log2θ(2n), which shows that not all the odd numbers di for i = 1, 2, · · · , r are composite.
So, in the above investigation of solutions of a group of linear algebraic equations (47.2)
based on the main assumption (45.1), we derived contradictions between the solution of a
group of linear algebraic equations (47.2) and the assumption that all the odd numbers di for
i = 1, 2, · · · , r are composite. Since the number n greater than ns is arbitrary, for each number
n greater than ns, at least one odd number di is not a composite but an odd prime smaller
than log2θ(2n). Hence the main assumption (45.1) is false and the theorem holds.
This completes the proof of the theorem.
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Part XII
On prime values of a group of
polynomials of arbitrary degree
Abstract It is proved in this paper that for any finite positive number k ≥ 2, let f1(x), f2(x), · · · , fk(x)
be irreducible polynomials over the integers, with integral coefficients and positive leading coefficient.
Assume that the following condition holds: there does not exist any integer d > 1 dividing all the
products f1(m)f2(m) · · · fk(m), for every integer m, and the polynomial
f(x) =
k∏
i=1
fi(x) = anx
n + an−1x
n−1 + · · ·+ a1x+ a0 = f¯(x) + a0
can be converted to a new polynomial f(x) such that the integer coefficients of the new polynomial
f(x) satisfy the above conditions and the following conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for
i = 1, 2, · · · , n − 1, (4) the inequality (n + 1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1,
then there exist infinitely many natural numbers m such that all numbers f1(m), f2(m), · · · , fk(m) are
primes.
Keywords number theory, primes, polynomials, Schinzel’s hypothesis H
164 Shan-Guang Tan
48 Introduction
In his joint paper with W. Sierpinski, Schinzel proposed the following conjectures[1-2]:
(1) Let k ≥ 2, let f1(x), f2(x), · · · , fk(x) be irreducible polynomials over the integers, with
integral coefficients and positive leading coefficient. Assume that the following condition holds:
(*) there does not exist any integer n > 1 dividing all the products f1(m)f2(m) · · · fk(m), for
every integer m.
Then there exist infinitely many natural numbersm such that all numbers f1(m), f2(m), · · · , fk(m)
are primes.
(2) Under the assumptions for f1(x), f2(x), · · · , fk(x), there exists a natural number m such
that the numbers f1(m), f2(m),· · · , fk(m) are primes.
Landau discussed products of k prime factors and proved the following theorem in 1900[6]:
Theorem 48.1 (Theorem 437) Let k ≥ 2 and consider a positive integer Pk which is the
product of just k distinct prime factors, i.e.
Pk = p1p2 · · · pk.
So there are ω(Pk) = k and Ω(Pk) = k where ω(Pk) and Ω(Pk) are the number of different
prime factors of Pk and the total number of prime factors of Pk, respectively. Let write πk(x)
for the number of these (squarefree) Pk ≤ x. Then there is asymptotically
πk(x) ∼ x(log log x)
k−1
(k − 1)! logx for k ≥ 2.
Shan-Guang Tan (2016) proved a theorem for the numbers of integers with k prime factors
in short intervals[7]. It states:
Theorem 48.2 Let g(x) = (log x)λ, λ ≥ 2. Let πk(x) denote the number of positive integers
not exceeding x that can be written as the product of exactly k distinct primes. For any finite
positive number k ≥ 1, there exists a finite positive number xk such that for every positive
number x greater than xk, the number of integers with k prime factors in the interval (x, x+g(x)]
is asymptotically equal to
πk(x+ g(x)) − πk(x) = g(x)(log log x)
k−1
(k − 1)! log x + o(
g(x)(log log x)k−1
(k − 1)! logx ).
Based on Theorem (48.1) and Theorem (48.2), a theorem is proved in this paper. It states:
for any finite positive number k ≥ 2, let f1(x), f2(x), · · · , fk(x) be irreducible polynomials
over the integers, with integral coefficients and positive leading coefficient. Assume that the
following condition holds: there does not exist any integer d > 1 dividing all the products
f1(m)f2(m) · · · fk(m), for every integer m, and the polynomial
f(x) =
k∏
i=1
fi(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0
which may be called a Schinzel’s polynomial, can be converted to a new polynomial f(x) such
that the integer coefficients of the new polynomial f(x) satisfy the above conditions and the
following conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n − 1, (4) the inequality
(n + 1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1, then there exist infinitely many
natural numbers m such that all numbers f1(m), f2(m), · · · , fk(m) are primes.
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The key ideas of the proof of the main theorem are as follows: For each r = 0, 1, 2, · · · ,
(1) define a modulus xr = f¯
βr(1) on the range (f¯(xr), f¯(xr+1)), (2) estimate the number
of products of k distinct primes in a table formed by some values of integral polynomials
f¯(x) + h where h = 1, 2, · · · , xr in the range (f¯(xr), f¯(xr+1)), which is estimated greater than
nϕ(xr). These results are stated in Lemma (50.1) and Lemma (50.2). (3) make use of the
orthogonality relation for Dirichlet characters to estimate the number of products of k distinct
primes
∏k
i pi = f(x) in the range (f¯(xr), f¯(xr+1)), which is estimated greater than n so that
there exists a big positive number rn such that for any big positive number r ≥ rn there are at
least n products Pk = f(mxr) of k distinct primes in the range (f¯(xr), f¯(xr+1)) for each big
positive number r = rn, rn + 1, rn + 2, · · · . These results are stated in Theorem (50.3). Then
the main theorem (52.1) is proved.
Hence, based on the main theorem, the Schinzel’s hypothesis H and the Dickson’s conjecture
can be proved, so that it can be proved that there are infinitely many twin primes p and p+ 2,
and infinitely many Sophie Germain primes of the form 2p+ 1 where p is prime.
49 Definitions
For any finite positive number k ≥ 2, let Pk denote a product of k distinct primes.
Definition 49.1 When a polynomial
f(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0
in one variable with positive degree n ≥ 2 and integer coefficients which satisfy the following
necessary conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n − 1, and (2) the
inequality (n+ 1)4 ≤ f¯(1)/ log2 f¯(1) holds, then denote
αr = (n+ 1)
r, βr =
r∑
i=0
αi =
r∑
i=0
(n+ 1)i and xr = f¯
βr(1),
for each r = 0, 1, 2, · · · .
It can be proved that
nβr + 1 = αr+1 and
xr+1
xr
= f¯(1)xnr = x
n/(n+1−(n+1)−(r+1))
r+1 ≥ xn/(n+1)r+1 .
Proof First, it is true for r = 0, 1. Second, if it is true for r = k − 1, then for r = k, we have
nβk + 1 = n
k∑
i=0
(n+ 1)i + 1 = n(n+ 1)k + n
k−1∑
i=0
(n+ 1)i + 1
= n(n+ 1)k + (n+ 1)k = (n+ 1)(n+ 1)k = (n+ 1)k+1 = αk+1.
Third,
xr+1
xr
= f¯αr+1(1) = f¯nβr+1(1) = f¯(1)xnr .
Finally, since
αr
βr
=
(n+ 1)r∑r
i=0(n+ 1)
i
=
n(n+ 1)r
(n+ 1)r+1 − 1 =
n
n+ 1− (n+ 1)−r ≥
n
n+ 1
,
we have
xr+1
xr
= f¯αr+1(1) = x
n/(n+1−(n+1)−(r+1))
r+1 ≥ xn/(n+1)r+1 .
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This completes the proof.
Definition 49.2 With 0 < h < xr and gcd(h, xr) = 1, let write
π∗(x;xr) =
∑
f¯(ξ)<Pk<f¯(ξ)+xr,xr≤ξ<x
1
π(x;xr) =
∑
f¯(ξ)<Pk<f¯(ξ)+xr,xr≤ξ=mxr<x
1
and
π(x;xr , h) =
∑
Pk=f¯(ξ)+h,0<h<xr≤ξ=mxr<x
1.
The function π∗(x;xr) counts the number of products Pk = f¯(ξ) + h where 0 < h < xr ≤
ξ < x and h varies in the range [1, xr], the function π(x;xr) counts the number of products
Pk = f¯(ξ) + h where 0 < h < xr ≤ ξ = mxr < x for m = 1, 2, · · · and h varies in the
range [1, xr], and the function π(x;xr , h) counts the number of products Pk = f¯(ξ) + h where
0 < h < xr ≤ ξ = mxr < x for m = 1, 2, · · · and h is fixed.
Definition 49.3 Let define number sets on polynomials f¯(ξ) + h by
Qi(r, x) = {q|f(q) = f¯(q) + hi is a Pk, 0 < hi < xr ≤ q = mxr < x, gcd(hi, xr) = 1}
for i = 1, 2, · · · , ϕ(xr) where ϕ(xr) is the Euler’s totient function, and
Qf(r, x) =
ϕ(xr)⋃
i=1
Qi(r, x) = {q|f(q) = f¯(q) + h is a Pk, 0 < h < xr ≤ q = mxr < x}.
For each q ∈ Qf (r, x) with f(q) = Pk = p1p2 · · · pk, let prime pq = max{p1, p2, · · · , pk}.
Then there are pq >
k
√
f(q) > q ≥ xr.
Let number qx = maxQf(r, x), prime px = max{pq|q ∈ Qf (r, x)}, πf (r, x, hi) count the
number of products Pk = f(q), q ∈ Qi(r, x) and πf (r, x) count the number of products Pk =
f(q), q ∈ Qf(r, x).
Then there are π(x;xr) = πf (r, x) and π(x;xr , hi) = πf (r, x, hi).
Definition 49.4 With complex variable s and primes p, for i = 1, 2, · · · , ϕ(xr), let define
complex functions on number sets Qi(r,∞) and Qf (r,∞) by
ζi(r, s) =
∏
p=pq,q∈Qi(r,∞)
(1− p−s)−1.
Let define a complex function ζf (r, s) on number sets Qi(r,∞) and Qf(r,∞) by
ζf (r, s) =
ϕ(xr)∏
i=1
ζi(r, s) =
∏
p=pq ,q∈Qf (r,∞)
(1− p−s)−1.
Since the Riemann zeta function
ζ(s) = ζf (r, s)
∏
p6=pq ,q∈Qf (r,∞)
(1− p−s)−1,
we have
0 ≤ |ζf (r, s)/ζ(s)| ≤ 1.
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Definition 49.5 Let define functions on number sets Qi(r,∞) and Qf (r,∞) by
Λi(r, ξ) = {
log p if ξ = pm, for any m > 0 and p = pq, q ∈ Qi(r,∞),
0 otherwise.
for i = 1, 2, · · · , ϕ(xr), and
Λf(r, ξ) = {
log p if ξ = pm, for any m > 0 and p = pq, q ∈ Qf(r,∞),
0 otherwise.
Differentiating the relations
log ζi(r, s) =
∑
m,p=pq,q∈Qi(r,∞)
1
mpms
for i = 1, 2, · · · , ϕ(xr), and
log ζf (r, s) =
∑
m,p=pq,q∈Qf (r,∞)
1
mpms
,
we obtain
ζ′i(r, s)
ζi(r, s)
= −
∑
m,p=pq,q∈Qi(r,∞)
log p
pms
= −
∞∑
ξ=1
Λi(r, ξ)
ξs
.
for i = 1, 2, · · · , ϕ(xr), and
ζ′f (r, s)
ζf (r, s)
= −
∑
m,p=pq,q∈Qf (r,∞)
log p
pms
= −
∞∑
ξ=1
Λf (r, ξ)
ξs
.
Definition 49.6 For each Dirichlet character χ and i = 1, 2, · · · , ϕ(xr), let define functions
on number sets Qi(r,∞) and Qf (r,∞) by
Li(r, s, χ) =
∏
p=pq ,q∈Qi(r,∞)
(1− χ(p)p−s)−1.
For each Dirichlet character χ, let define a function Lf (r, s, χ) on number sets Qi(r,∞)
and Qf (r,∞) by
Lf(r, s, χ) =
ϕ(xr)∏
i=1
Li(r, s, χ) =
∏
p=pq ,q∈Qf (r,∞)
(1− χ(p)p−s)−1.
Since the Dirichlet L-function
L(s, χ) = Lf(r, s, χ)
∏
p6=pq ,q∈Qf (r,∞)
(1− χ(p)p−s)−1,
we have
0 ≤ |Lf(r, s, χ)/L(s, χ)| ≤ 1.
Definition 49.7 For numbers p = pq, q ∈ Qf(r, x), similar to the proof of the prime number
theorem for arithmetic progressions in [4], our object is to get an estimate for
πf (r, x) =
∑
q∈Qf (r,x)
1 =
xr∑
h=1
f(x)∑
ξ=f(xr)
Pf (r, ξ) (49.1)
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where Pf is the characteristic function of the numbers:
Pf (r, ξ) = {
1 if ξ = f(q), q ∈ Qf (r,∞),
0 otherwise.
While Pf itself does not arise in a natural way, the function P
∗
f such that
P ∗f (r, ξ) = {
1
m if ξ = p
m for some m and p = pq, q ∈ Qf (r,∞),
0 otherwise,
occurs in the Dirichlet series for log ζf (r, s):
log ζf (r, s) =
ϕ(xr)∑
i=1
log ζi(r, s) (49.2)
=
ϕ(xr)∑
i=1
∑
m,p=pq,q∈Qi(r,∞)
1
mpms
=
xr∑
h=1
∞∑
ξ=1
P ∗f (r, ξ)
ξs
.
For fixed m, the number of mth powers of numbers p = pq, q ∈ Qf(r, x) is less than or equal to
the number of numbers q ∈ Qf (r, x) which are between xr and m
√
x, so that
xr∑
h=1
px∑
ξ=1
P ∗f (r, ξ)
=
xr∑
h=1
f(x)∑
ξ=f(xr)
Pf (r, ξ) +
1
2
xr∑
h=1
√
f(x)∑
ξ=f(xr)
Pf (r, ξ) +
1
3
xr∑
h=1
3
√
f(x)∑
ξ=f(xr)
Pf (r, ξ) + · · ·
≤
xr∑
h=1
f(x)∑
ξ=f(xr)
Pf (r, ξ) +
1
2
xr∑
h=1
f(
√
x)∑
ξ=f(xr)
Pf (r, ξ) +
1
3
xr∑
h=1
f( 3
√
x)∑
ξ=f(xr)
Pf (r, ξ) + · · ·
= πf (r, x) +
πf (r,
√
x)
2
+
πf (r, 3
√
x)
3
+ · · · ,
and since, for m ≥ 2,
πf (r, x
1/m) < cx1/m ≤ c√x = o( x
log x
),
it is to be expected that
xr∑
h=1
f(x)∑
ξ=f(xr)
P ∗f (r, ξ) ∼ πf (r, x).
50 Prime theorem for Schinzel’s polynomials
Lemma 50.1 (Products of k distinct primes in rows) When a polynomial
f(x) =
k∏
i=1
fi(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (50.1)
in one variable with positive degree and integer coefficients which satisfy the following necessary
conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n − 1, and (2) the inequality
(n+ 1)4 ≤ f¯(1)/ log2 f¯(1) holds, if numbers
f¯(mxr) + 1, f¯(mxr) + 2, · · · , f¯(mxr) + xr
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for m = 1, 2, · · · , f¯αr+1(1)− 1 are arranged in f¯αr+1(1)− 1 rows each containing xr numbers:
f¯(xr) + 1, f¯(xr) + 2, · · · , f¯(xr) + xr
f¯(2xr) + 1, f¯(2xr) + 2, · · · , f¯(2xr) + xr
· · · , · · · , · · · , · · ·
f¯(mrxr) + 1, f¯(mrxr) + 2, · · · , f¯(mrxr) + xr
(50.2)
where mr = f¯
αr+1(1)− 1, then each mth row of Table (50.2) contains at least one product
Pk =
k∏
i=1
pi = f¯(mxr) + hm
where pi is prime and hm is a positive integer satisfying 0 < hm < xr.
Proof By Theorem (48.2), for any finite positive number k ≥ 2, there exists a finite positive
number yk such that for any large positive number y > yk, there is always at least one product
Pk of k distinct primes in the interval (y, y + log
2 y]. Then for the mth row of Table (50.2)
where m = 1, 2, · · · , f¯αr+1(1)− 1, let y = f¯(mxr). Since 1 ≤ m ≤ f¯αr+1(1)− 1 and
(mxr)
i = mif¯ iβr(1) ≤ [f¯αr+1(1)− 1]if¯ iβr (1)
≤ [f¯ iαr+1(1)− 1]f¯ iβr(1) ≤ f¯ iβr+1(1)− f¯βr−1(1)
for i ≥ 1, then there are
y + xr = f¯(mxr) + xr
= an(mxr)
n + an−1(mxr)n−1 + · · ·+ a1(mxr) + xr
≤ an[f¯nβr+1(1)− f¯βr−1(1)] + an−1[f¯ (n−1)βr+1(1)− f¯βr−1(1)]
+ · · ·+ a1[f¯βr+1(1)− f¯βr−1(1)] + xr
= anf¯
nβr+1(1) + an−1f¯ (n−1)βr+1(1) + · · ·+ a1f¯βr+1(1)
≤ (an + an−1 + · · ·+ a1)f¯nβr+1(1) = f¯nβr+1+1(1) = f¯αr+2(1).
Since (n+ 1)4 ≤ f¯(1)/ log2 f¯(1), there will be f¯βr−1(1) ≥ (n + 1)2r. Firstly, for r = 0, we
have
f¯β0−1(1) = f¯0(1) = (n+ 1)0.
Secondly, for r = 1, we have
f¯β1−1(1) = f¯n+1(1) > f¯(1) > (n+ 1)2.
Finally, for r = 2, 3, · · · , we have
f¯βr−1(1) = f¯
∑r
i=1(n+1)
i
(1) > f¯ r(1) > (n+ 1)2r.
So there are
α2r+2 = (n+ 1)
2(r+2) ≤ xr/ log2 f¯(1)
for each r = 0, 1, 2, · · · . Thus we have
log2 y < log2(y + xr) ≤ [log(f¯αr+2(1))]2 = α2r+2 log2 f¯(1) ≤ xr
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so that there is always at least one product Pk in the interval (y, y+log
2 y] or (f¯(mxr), f¯(mxr)+
xr]. The product Pk can also be written as Pk = f¯(mxr) + hm where 1 ≤ hm ≤ xr − 1.
Hence each mth row of Table (50.2) contains at least one product
Pk =
k∏
i=1
pi = f¯(mxr) + hm
where pi is prime and hm is a positive integer satisfying 1 ≤ hm ≤ xr−1 and gcd(f¯(1), hm) = 1.
The proof of the lemma is completed.
Lemma 50.2 (Products of k distinct primes in a region) When a polynomial
f(x) =
k∏
i=1
fi(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (50.3)
in one variable with positive degree n ≥ 2 and integer coefficients which satisfy the following
necessary conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n−1, and (2) the inequality
(n+1)4 ≤ f¯(1)/ log2 f¯(1) holds, then the number of products Pk =
∏k
i=1 pi = f¯(x)+h is greater
than xr+1 − xr where 0 < h < xr ≤ x < xr+1.
Proof When n ≥ 2 and xr ≤ x < xr+1, there are
f¯(x+ 1)− f¯(x) = an[(x+ 1)n − xn]
+an−1[(x+ 1)n−1 − xn−1] + · · ·+ a2(2x+ 1) + a1 > 2xr,
f¯(xr+1)− f¯(xr+1 − 1) = an[xnr+1 − (xr+1 − 1)n]
+an−1[xn−1r+1 − (xr+1 − 1)n−1] + · · ·+ a2(2xr+1 − 1) + a1 > 2xr
and
log2 f¯(xr+1) ≤ log[f¯nβr+1+1(1)]2 = α2r+2 log2 f¯(1).
In the proof of Lemma (50.1), we have proved that
α2r+2 log
2 f¯(1) ≤ f¯βr(1) = xr.
Thus the inequality log2 f¯(xr+1) ≤ xr holds so that the inequality log2 f¯(x) ≤ xr holds for any
positive number x < xr+1.
By Theorem (48.2), for any finite positive number k ≥ 2, there exists a finite positive
number yk such that for any large positive number y > yk, there is always at least one product
Pk of k distinct primes in the interval (y, y + log
2 y].
Thus when n ≥ 2 and xr ≤ x < xr+1, there is always at least one product Pk of k distinct
primes in the interval (f¯(x), f¯(x) + log2 f¯(x)] so that the number of products Pk =
∏k
i=1 pi =
f¯(x) + h is greater than xr+1 − xr where 0 < h < xr.
The proof of the lemma is completed.
Theorem 50.3 (Prime theorem for Schinzel’s polynomials) For any finite positive number
k ≥ 2, when a polynomial
f(x) =
k∏
i=1
fi(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (50.4)
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in one variable with positive degree and integer coefficients which satisfy the following three
necessary conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n− 1, (2) each polynomial
fi(x) for i = 1, 2, · · · , k is irreducible over the integers, and (3) as m runs over the positive
integers the numbers f(m) should not share a common factor greater than 1, and also satisfy the
following conditions: (4) the inequality (n+1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) =
1, then f(m) is a product of k distinct primes for infinitely many positive integers m so that
there exist infinitely many natural numbers m such that all numbers f1(m), f2(m), · · · , fk(m)
are primes.
Proof By Lemma (50.2), there are at least xr+1 − xr products Pk = f¯(ξ) + h where 0 < h <
xr ≤ ξ < xr+1 in the range (f¯(xr), f¯(xr+1)) so that there are
π∗(xr+1;xr) =
∑
f¯(ξ)<Pk<f¯(ξ)+xr,xr≤ξ<xr+1
1 ≥ xr+1 − xr
and since αr+1 = nβr + 1
π ∗ (xr+1;xr)
ϕ(xr)
≥ xr+1 − xr
xr − 1 =
f¯αr+1(1)− 1
xr − 1 xr (50.5)
=
f¯nβr+1(1)− 1
xr − 1 xr > f¯(1)
xnr − 1
xr − 1 xr = f¯(1)
n∑
i=1
xir > x
n/(n+1)
r+1 .
By Lemma (50.1), there are at least f¯αr+1(1) − 1 products Pk = f¯(mxr) + h for m =
1, 2, · · · , f¯αr+1(1)− 1 in the range (f¯(xr), f¯(xr+1)). So there should be
π(xr+1;xr) =
∑
f¯(ξ)<Pk<f¯(ξ)+xr,xr≤ξ=mxr<x
1 ≥ f¯αr+1(1)− 1 (50.6)
and since αr+1 = nβr + 1
π(xr+1;xr)
ϕ(xr)
≥ f¯
nβr+1(1)− 1
xr − 1 > f¯(1)
xnr − 1
xr − 1 = f¯(1)
n−1∑
i=0
xir. (50.7)
For any permissible pair of positive numbers k ≥ 2 and n ≥ k, let constrain products
Pk = f¯(x) + h where 0 < h < xr and gcd(h, xr) = 1. By Eqs. (50.6-50.7) we have
xr+1
xr
→∞ and π(xr+1;xr)
ϕ(xr)
→∞ as xr →∞,
For x ≥ xr+1 as xr →∞, there is π(x;xr)→∞ so that the number of elements of the number
set Qf(r, x) is infinite.
First, when considering a fixed modulus xr, by theorems (51.5-51.7) proved in Sec. (51) we
can obtain that for 0 < h < xr if gcd(h, xr) = 1 then
π(x;xr , h) ∼ π(x;xr)
ϕ(xr)
as x→∞. (50.8)
The proof of Eq. (50.8) is similar to that of the prime number theorem for arithmetic progres-
sions when k = 1 and n = 1 outlined in [4].
Next, similar to Definition (49.3), let redefine number sets on polynomials f¯(ξ) + h by
Qi(r, x) = {q|f(q) = f¯(q) + hi is a Pk, xr+1 ≤ q = mxr < x}
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for i = 1, 2, · · · , ϕ(xr) where 0 < hi < xr and gcd(hi, xr) = 1, and
Qf(r, x) =
ϕ(xr)⋃
i=1
Qi(r, x) = {q|f(q) = f¯(q) + h is a Pk, xr+1 ≤ q = mxr < x}
where 0 < h < xr.
Let πf (r, x, h) count the number of products Pk = f(q), q ∈ Qi(r, x) and πf (r, x) count the
number of products Pk = f(q), q ∈ Qf(r, x). Then, by Definition (49.2), there are
πf (r, x) = π(x;xr)− π(xr+1;xr) =
∑
f¯(ξ)<Pk<f¯(ξ)+xr,xr+1≤ξ=mxr<x
1
and
πf (r, x, h) = π(x;xr , h)− π(xr+1;xr , h) =
∑
Pk=f¯(ξ)+h,0<h<xr,xr+1≤ξ=mxr<x
1.
Thus, when considering a fixed modulus xr , by theorems (51.5-51.7) proved in Sec. (51) we
can also obtain that for 0 < h < xr if gcd(h, xr) = 1 then we have
πf (r, x, h) =
πf (r, x)
ϕ(xr)
+O(xe−
1
2α
√
log x). (50.9)
Then, by Eq. (50.8) and Eq. (50.9), we obtain that for 0 < h < xr if gcd(h, xr) = 1 then
π(xr+1;xr, h) ∼ π(xr+1;xr)
ϕ(xr)
> f¯(1)
n−1∑
i=0
xir. (50.10)
Hence for any permissible pair of positive numbers k ≥ 2 and n ≥ k, there exists a big
positive number rn such that for any big positive number r ≥ rn there are at least n products
Pk = f(mxr) of k distinct primes in the range (f¯(xr), f¯(xr+1)) for each big positive number
r = rn, rn + 1, rn + 2, · · · . Then f(m) is a product of k distinct primes for infinitely many
positive integers m.
Since the number of polynomials fi(x) for i = 1, 2, · · · , k is equal to the number of prime
factors of the product and each polynomial fi(x) is always greater than 1, thus by
f(m)− Pk =
k∏
i=1
(fi(m)− pi) = 0,
there should be fi(m) = pi where pi is prime for i = 1, 2, · · · , k, so that there exist infinitely
many natural numbers m such that all numbers f1(m), f2(m), · · · , fk(m) are primes.
This completes the proof of the theorem.
51 Proof of the prime theorem for polynomial progressions
51.1 Theorems to be referenced
Some theorems proved in [4] are stated in this subsection.
Theorem 51.1 (Theorem 6-7) If (a,m) = (b,m) = 1, then
∑
χ∈X(m)
χ(a)
χ(b)
= { ϕ(m) if a ≡ b(mod m),
0 otherwise.
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Theorem 51.2 (Theorem 7-9)
1
2πi
∫
(2)
xs
s2
ds = { 0 for 0 < y < 1,
log y for y ≥ 1.
51.2 Theorems to be proved
Theorem 51.3 By Definition (49.4), let
log ζi(r, s) = (x/px)
sθi(r, s) log ζ(s)
for i = 1, 2, · · · , ϕ(xr), and let
log ζf (r, s) = ϕ(xr)(x/px)
sθf (r, s) log ζ(s).
As Re s→ 1 there are
0 ≤ |θi(r, s)| ≤ C∗n
for i = 1, 2, · · · , ϕ(xr), and
0 ≤ |ϕ(xr)θf (r, s)| ≤ C∗n
where n is the positive degree of the polynomial f(x) and C∗ is a positive constant (dependent
on f(x)).
Proof Let define a function ζf (r, s, x) on the number set Qf (r, x) by
log ζf (r, s, x) =
∑
p=pq,q∈Qf (r,x)
(1− p−s)−1 = πf (r, x)
1− ρ−sf (s)
and define a function ζ(s, px) on the function ζ(s) by
log ζ(s, px) =
∑
p≤px
(1− p−s)−1 = π(px)
1− ρ−sp (s)
.
Then there are
1
1− ρ−sf (s)
=
log ζf (r, s, x)
πf (r, x)
=
1
πf (r, x)
∑
p=pq ,q∈Qf (r,x)
(1− p−s)−1
and
1
1− ρ−sp (s)
=
log ζ(s, px)
π(px)
=
1
π(px)
∑
p≤px
(1− p−s)−1.
It shows that (1 − ρ−sf (s))−1 and (1 − ρ−sp (s))−1 are the average values of (1 − p−s)−1 for
log ζf (r, s, x) and log ζ(s, px) respectively.
Let the elements of the number set Qf (r, x) be in a sequence
0 < q1 < q2 < · · · < qi−1 < qi < · · · < qix = qx ≤ x
where ix = πf (r, x) and correspondingly there are primes pi|f(qi), and for i = 2, 3, · · · , ix let
mi denote the number of primes p satisfying pi−1 < p ≤ pi. Then the inequality
|(1− p−si )−1| ≤
1
mi
|
∑
pi−1<p≤pi
(1− p−s)−1|
always holds for i = 2, 3, · · · , ix so that the inequalities
|ρsp(s)| ≤ |ρsf (s)| and |1− ρ−sp (s)| ≤ |1− ρ−sf (s)|
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always hold. Thus there should be
| log ζf (r, s, x)
log ζ(s, px)
| = |1− ρ
−s
p (s)
1− ρ−sf (s)
|πf (r, x)
π(px)
≤ πf (r, x)
π(px)
.
In 1931, Heilbronn proved the statement[1]: There exists a positive constant C∗ (dependent
on f(x)), such that
πf (x) ≤ C∗ x
log x
, for every x ≥ 1.
Since as x→∞
|ϕ(xr)θf (r, s)( x
px
)s| = | log ζf (r, s)
log ζ(s)
| = lim
x→∞
| log ζf (r, s, x)
log ζ(s, px)
|
≤ πf (r, x)
π(px)
≤ C
∗x/ log x
px/ log px
≤ C
∗x log f(x)
px log x
= C∗n
x
px
where n is the positive degree of the polynomial f(x), the inequality 0 ≤ |ϕ(xr)θf (r, s)| ≤ C∗n
holds as Re s→ 1.
Similarly we can prove that for i = 1, 2, · · · , ϕ(xr) the inequalities 0 ≤ |θi(r, s)| ≤ C∗n hold
as Re s→ 1.
This completes the proof of the theorem.
Theorem 51.4 By Definition (49.6), let
logLi(r, s, χ) = (x/px)
sηi(r, s, χ) logL(s, χ)
for i = 1, 2, · · · , ϕ(xr), and let
logLf (r, s, χ) = ϕ(xr)(x/px)
sηf (r, s, χ) logL(s, χ).
As Re s→ 1 there are
0 ≤ |ηi(r, s, χ)| ≤ C∗n
for i = 1, 2, · · · , ϕ(xr), and
0 ≤ |ϕ(xr)ηf (r, s, χ)| ≤ C∗n
where n is the positive degree of the polynomial f(x) and C∗ is a positive constant (dependent
on f(x)).
Proof Let define a function Lf(r, s, χ, x) on the number set Qf (r, x) by
logLf(r, s, χ, x) =
∑
p=pq,q∈Qf (r,x)
(1− χ(p)p−s)−1 = πf (r, x)
1− µ−sf (s)
and define a function L(s, χ, px) on the function L(s, χ) by
logL(s, χ, px) =
∑
p≤px
(1− χ(p)p−s)−1 = π(px)
1− µ−sp (s)
.
Then there are
1
1− µ−sf (s)
=
logLf (r, s, χ, x)
πf (r, x)
=
1
πf (r, x)
∑
p=pq ,q∈Qf (r,x)
(1− χ(p)p−s)−1
and
1
1− µ−sp (s)
=
logL(s, χ, px)
π(px)
=
1
π(px)
∑
p≤px
(1 − χ(p)p−s)−1.
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It shows that (1− µ−sf (s))−1 and (1− µ−sp (s))−1 are the average values of (1− χ(p)p−s)−1 for
logLf (r, s, χ, x) and logL(s, χ, px) respectively.
Let the elements of the number set Qf (r, x) be in a sequence
0 < q1 < q2 < · · · < qi−1 < qi < · · · < qix = qx ≤ x
where ix = πf (r, x) and correspondingly there are primes pi|f(qi), and for i = 2, 3, · · · , ix let
mi denote the number of primes p satisfying pi−1 < p ≤ pi. Then the inequality
|(1− χ(pi)p−si )−1| ≤
1
mi
|
∑
pi−1<p≤pi
(1− χ(pi)p−s)−1|
always holds for i = 2, 3, · · · , ix so that the inequalities
|µsp(s)| ≤ |µsf (s)| and |1− µ−sp (s)| ≤ |1− µ−sf (s)|
always hold. Thus there should be
| logLf (r, s, χ, x)
logL(s, χ, px)
| = |1− µ
−s
p (s)
1− µ−sf (s)
|πf (r, x)
π(px)
≤ πf (r, x)
π(px)
.
Since as x→∞
|ϕ(xr)ηf (r, s, χ)( x
px
)s| = | logLf (r, s, χ)
logL(s, χ)
| = lim
x→∞
| logLf(r, s, χ, x)
logL(s, χ, px)
|
≤ πf (r, x)
π(px)
≤ C
∗x/ log x
px/ log px
≤ C
∗x log f(x)
px log x
= C∗n
x
px
where n is the positive degree of the polynomial f(x), the inequality 0 ≤ |ϕ(xr)ηf (r, s, χ)| ≤ C∗n
holds as Re s→ 1.
Similarly we can prove that for i = 1, 2, · · · , ϕ(xr) the inequalities 0 ≤ |ηi(r, s, χ)| ≤ C∗n
hold as Re s→ 1.
This completes the proof of the theorem.
Theorem 51.5 (Theorem 7-15) There is a constant α > 0 such that as x→∞,
1
ϕ(xr)
∑
p=pq,q∈Qf (r,x)
log
px
p
=
∫ 1
c
xs
s2
θf (r, s)ds+O(xe
−α√log x), (51.1)
for some c with 0 < c < 1.
Proof Using Theorem (51.2), similar to the proof of Theorem (7-15) in [4], we have
1
2πi
∫
(2)
psx
s2
log ζf (r, s)ds =
1
2πi
∫
(2)
1
s2
∞∑
ξ=1
Λf (r, ξ)
log ξ
(
px
ξ
)sds
=
1
2πi
∞∑
ξ=1
Λf (r, ξ)
log ξ
∫
(2)
1
s2
(
px
ξ
)sds =
∑
ξ≤px
Λf (r, ξ)
log ξ
log
px
ξ
=
∑
m,p=pq,q∈Qf (r,x),pm≤px
1
m
log
px
pm
=
∑
p=pq ,q∈Qf (r,x)
log
px
p
+
∑
p=pq,q∈Qf (r,x),m≥2,pm≤px
1
m
log
px
pm
.
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As noted earlier, the number of terms in the last sum is
πf (r, x
1/2) + πf (r, x
1/3) + · · · < x1/2 + x1/3 + · · ·+ x1/u < ux1/2,
where u is the smallest number such that x1/u < 2. Thus
πf (r, x
1/2) + πf (r, x
1/3) + · · · = O(x1/2 log x),
so that ∑
p=pq,q∈Qf (r,x)
log
px
p
=
1
2πi
∫
(2)
psx
s2
log ζf (r, s)ds+O(xe
−√log x),
since ∑
p=pq,q∈Qf (r,x),m≥2,pm≤px
1
m
log
px
pm
≤
∑
p=pq,q∈Qf (r,x),m≥2,pm≤px
log px
= O(
√
x log x log px) = O(
√
x log2 x) = O(xe−
√
log x).
By the analysis of the integral
∫
(2)
xs
s2 log ζ(s)ds in [4], there is∫
(2)
xs
s2
log ζ(s)ds = 2πi
∫ 1
c
xs
s2
ds+O(xe−α
√
log x).
Similarly, since by Theorem (51.3) the inequality 0 ≤ |ϕ(xr)θf (r, s)| ≤ C∗n holds as Re s→ 1
where n is the positive degree of the polynomial f(x) and C∗ is a positive constant (dependent
on f(x)), we have
∫
(2)
xs
s2
θf (r, s) log ζ(s)ds = 2πi
∫ 1
c
xs
s2
θf (r, s)ds+O(xe
−α√log x),
so that there are
1
ϕ(xr)
∑
p=pq,q∈Qf (r,x)
log
px
p
=
1
2πiϕ(xr)
∫
(2)
psx
s2
log ζf (r, s)ds+O(xe
−√log x)
=
1
2πi
∫
(2)
xs
s2
θf (r, s) log ζ(s)ds +O(xe
−√log x)
=
∫ 1
c
xs
s2
θf (r, s)ds+O(xe
−α√log x).
This completes the proof of the theorem.
Theorem 51.6 (Theorem 7-24) For (h, xr) = 1 and p = pq = f¯(q) + h where q ∈ Qf (r, x),
there is a constant α > 0 such that as x→∞,
∑
p=pq ,q∈Qf (r,x),f(q)≡h(mod xr)
log
px
p
=
∫ 1
c
xs
s2
θf (r, s)ds +O(xe
−α√log x). (51.2)
Proof Using Theorem (51.2) and the series expansion for
logLf (r, s, χ) =
ϕ(xr)∑
i=1
logLi(r, s, χ) =
∑
m,p=pq,q∈Qf (r,∞)
χ(pm)
mpms
,
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we obtain
1
2πi
∫
(2)
psx
s2
logLf (r, s, χ)ds
=
1
2πi
∫
(2)
psx
s2
∑
m,p=pq,q∈Qf (r,∞)
χ(pm)
mpms
ds
=
1
2πi
∑
m,p=pq,q∈Qf (r,∞)
χ(pm)
m
∫
(2)
(px/p
m)s
s2
ds
=
∑
m,p=pq,q∈Qf (r,x),pm≤px
χ(pm) log(px/p
m)
m
=
∑
p=pq ,q∈Qf (r,x)
χ(p) log
px
p
+
∑
p=pq,q∈Qf (r,x),m≥2,pm≤px
χ(pm) log(px/p
m)
m
=
∑
p=pq,q∈Qf (r,x)
χ(p) log
px
p
+O(
√
x log2 x).
Multiplying by 1/χ(h) and summing over all characters modulo xr, we deduce with the help of
Theorem (51.1) that ∑
χ
1
χh
∑
p=pq,q∈Qf (r,x)
χ(p) log
px
p
= ϕ(xr)
∑
p=pq,q∈Qf (r,x),f(q)≡h(mod xr)
log
px
p
=
1
2πi
∑
χ
1
χh
∫
(2)
psx
s2
logLf (r, s, χ)ds+O(ϕ(xr)
√
x log2 x).
Thus we have ∑
p=pq,q∈Qf (r,x),f(q)≡h(mod xr)
log
px
p
(51.3)
=
1
2πiϕ(xr)
∑
χ
1
χh
∫
(2)
psx
s2
logLf (r, s, χ)ds+O(
√
x log2 x)
=
1
2πi
∑
χ
1
χh
∫
(2)
xs
s2
ηf (r, s, χ) logL(s, χ)ds+O(
√
x log2 x).
By Theorem (51.4) the inequality 0 ≤ |ϕ(xr)ηf (r, s)| ≤ C∗n holds as Re s → 1 where n is
the positive degree of the polynomial f(x) and C∗ is a positive constant (dependent on f(x)).
To estimate the integrals appearing in Equation (51.3), we must distinguish two cases. First
consider the case χ = χ0. Since there is p > xr for each p = pq and q ∈ Qf (r,∞), then there
are
Lf (r, s, χ0) =
∏
p†xr ,p=pq,q∈Qf (r,∞)
(1 − p−s)−1
=
∏
p=pq ,q∈Qf (r,∞)
(1− p−s)−1 = ζf (r, s),
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so that there are
1
ϕ(xr)
∫
(2)
psx
s2
logLf (r, s, χ0)ds =
1
ϕ(xr)
∫
(2)
psx
s2
log ζf (r, s)ds
=
∫
(2)
xs
s2
θf (r, s) log ζ(s)ds.
It follows that for suitable c with 0 < c < 1,
1
ϕ(xr)
∫
(2)
psx
s2
logLf (r, s, χ0)ds = 2πi
∫ 1
c
xs
s2
θf (r, s)ds+O(xe
−α√log x)
where α > 0 is a constant. On the other hand, if χ 6= χ0, then logLf (r, s, χ) has no pole
at s = 1, but the other properties used earlier still obtain. Similar to the analysis of the
integral
∫
(2)(x
s/s2) logL(s, χ)ds in [4], when the factor logL(s, χ) in the integrand is replaced by
logLf (r, s, χ), since 0 ≤ |ϕ(xr)ηf (r, s)| ≤ C∗n, the integral
∫
(2)
(xs/s2)ηf (r, s, χ) logL(s, χ)ds
either tends to zero or is O(xe−α
√
log x). It follows that
∑
p=pq ,q∈Qf (r,x),f(q)≡h(mod xr)
log
px
p
=
∫ 1
c
xs
s2
θf (r, s)ds+O(xe
−α√log x), (51.4)
which is the analog of Theorem (51.5).
This completes the proof of the theorem.
Theorem 51.7 For a fixed xr and 0 < h < xr, if (h, xr) = 1 and p = pq = f¯(q) + h where
q ∈ Qf (r, x), then
πf (r, x, h) =
πf (r, x)
ϕ(xr)
+O(xe−
1
2α
√
log x) (51.5)
and
π(x;xr , h) ∼ π(x;xr)
ϕ(xr)
as x→∞.
Proof By Theorem (51.5) and Theorem (51.6), there is∑
p=pq,q∈Qf (r,x),f(q)≡h(mod xr)
log
px
p
− 1
ϕ(xr)
∑
p=pq,q∈Qf (r,x)
log
px
p
= O(xe−α
√
log x).
Thus we have ∑
p=pq,q∈Qf (r,x),f(q)≡h(mod xr)
log
px
p
=
1
ϕ(xr)
∑
p=pq ,q∈Qf (r,x)
log
px
p
+O(xe−α
√
log x).
In the equation, put
δ = δ(x) = e−
1
2α
√
log x.
Then assume that px(1+n
∗δ) corresponds to x(1+ δ)) and since log(1+n∗δ) ∼ n∗δ as x→∞,
we have ∑
p=pq ,q∈Qf (r,x(1+δ))
log
px(1 + n
∗δ)
p
−
∑
p=pq ,q∈Qf (r,x)
log
px
p
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=
∑
p=pq,q∈Qf (r,x)
log(1 + n∗δ) +
∑
p=pq ,x<q≤x(1+δ)
log
px(1 + n
∗δ)
p
= log(1 + n∗δ)πf (r, x) +O(log(1 + n∗δ) ∗ δx)
and ∑
p=pq,q∈Qf (r,x(1+δ)),f(q)≡h(mod xr)
log
px(1 + n∗δ)
p
−
∑
p=pq,q∈Qf (r,x),f(q)≡h(mod xr)
log
px
p
=
∑
q∈Qf (r,x),f(q)≡h(mod xr)
log(1 + n∗δ)
+
∑
p=pq,x<q≤x(1+δ),f(q)≡h(mod xr)
log
px(1 + n∗δ)
p
= log(1 + n∗δ)πf (r, x, h) +O(log(1 + n∗δ) ∗ δx).
So that there is
πf (r, x, h)− πf (r, x)
ϕ(xr)
= O(δx) +O(
xe−α
√
log x
δ
) = O(xe−
1
2α
√
log x).
Thus we obtain
πf (r, x, h) =
πf (r, x)
ϕ(xr)
+O(xe−
1
2α
√
log x)
and we have that
π(x;xr , h) ∼ π(x;xr)
ϕ(xr)
as x→∞
if gcd(h, xr) = 1 where
π(x;xr) =
∑
f¯(ξ)<Pk<f¯(ξ)+xr,xr≤ξ=mxr<x
1 =
∑
q∈Qf (r,x)
1 = πf (r, x)
and
π(x;xr , h) =
∑
Pk=f¯(ξ)+h,0<h<xr≤ξ=mxr<x
1
=
∑
q∈Qf (r,x),f(q)≡h(mod xr)
1 = πf (r, x, h).
This completes the proof of the theorem.
52 Theorems of the Schinzel’s hypothesis
Theorem 52.1 (Schinzel’s hypothesis H) For any finite positive number k ≥ 2, let f1(x), f2(x), · · · , fk(x)
be irreducible polynomials over the integers, with integral coefficients and positive leading co-
efficient. Assume that the following condition holds: there does not exist any integer d > 1
dividing all the products f1(m)f2(m) · · · fk(m), for every integer m, and the polynomial
f(x) =
k∏
i=1
fi(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (52.1)
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can be converted to a new polynomial f(x) such that the integer coefficients of the new poly-
nomial f(x) satisfy the above conditions and the following conditions: (1) a0 > 0, an > 0 and
ai ≥ 0 for i = 1, 2, · · · , n − 1, (4) the inequality (n + 1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5)
gcd(f¯(1), a0) = 1, then there exist infinitely many natural numbers m such that all numbers
f1(m), f2(m), · · · , fk(m) are primes.
Proof Since f1(x), f2(x), · · · , fk(x) be irreducible polynomials over the integers and there does
not exist any integer d > 1 dividing all the products f1(m)f2(m) · · · fk(m), for every integer
m, then the second and third conditions of Theorem (50.3): (2) each polynomial fi(x) for
i = 1, 2, · · · , k is irreducible over the integers, and (3) as m runs over the positive integers the
numbers f(m) should not share a common factor greater than 1, are satisfied.
Since the new converted polynomial f(x) satisfy the above conditions and the other three
conditions of Theorem (50.3): (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n − 1, (4) the
inequality (n+ 1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1, then by Theorem (50.3)
f(m) is a product of k distinct primes for infinitely many positive integers m. Since the number
of polynomials fi(x) for i = 1, 2, · · · , k is equal to the number of prime factors of the product
and each polynomial fi(x) is always greater than 1, there should be fi(m) = pi where pi is
prime for i = 1, 2, · · · , k, so that there exist infinitely many natural numbers m such that all
numbers f1(m), f2(m), · · · , fk(m) are primes.
This completes the proof of the theorem.
Theorem 52.2 (Dickson’s Conjecture) For any finite positive number k > 1, let fi(x) =
bix + ci with bi, ci integers, bi ≥ 1 (for i = 1, 2, · · · , k). Assume that the following condition
holds: there does not exist any integer d > 1 dividing all the products f1(m)f2(m) · · · fk(m), for
every integer m, and the polynomial
f(x) =
k∏
i=1
fi(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (52.2)
can be converted to a new polynomial f(x) such that the integer coefficients of the new polyno-
mial f(x) satisfy all six conditions of Theorem (50.3), then there exist infinitely many natural
numbers m such that all numbers f1(m), f2(m), · · · , fk(m) are primes.
Proof Since f1(x), f2(x), · · · , fk(x) be irreducible polynomials over the integers and there does
not exist any integer d > 1 dividing all the products f1(m)f2(m) · · · fk(m), for every integer
m, then the second and third conditions of Theorem (50.3): (2) each polynomial fi(x) for
i = 1, 2, · · · , k is irreducible over the integers, and (3) as m runs over the positive integers the
numbers f(m) should not share a common factor greater than 1, are satisfied.
Since the new converted polynomial f(x) satisfy the above conditions and the other three
conditions of Theorem (50.3): (1) a0 > 0, an > 0 and ai ≥ 0 for i = 1, 2, · · · , n − 1, (4) the
inequality (n+ 1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1, then by Theorem (50.3)
f(m) is a product of k distinct primes for infinitely many positive integers m. Since the number
of polynomials fi(x) for i = 1, 2, · · · , k is equal to the number of prime factors of the product
and each polynomial fi(x) is always greater than 1, there should be fi(m) = pi where pi is
prime for i = 1, 2, · · · , k, so that there exist infinitely many natural numbers m such that all
numbers f1(m), f2(m), · · · , fk(m) are primes.
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This completes the proof of the theorem.
A conjecture[2] of linear polynomials is proved and expressed as the following corollary:
Corollary 52.3 (Conjecture D1) For any finite positive number k > 1, let c1 < c2 < · · · < ck
be nonzero integers and assume that f1(x) = x+ c1, f2(x) = x+ c2, · · · , fk(x) = x + ck satisfy
condition: there does not exist any integer d > 1 dividing all the products f1(m)f2(m) · · · fk(m),
for every integer m, and the polynomial
f(x) =
k∏
i=1
fi(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (52.3)
can be converted to a new polynomial f(x) such that the integer coefficients of the new polyno-
mial f(x) satisfy all six conditions of Theorem (50.3), then there exist infinitely many natural
numbers m ≥ 1 such that m+ c1,m+ c2, · · · ,m+ ck are consecutive primes.
Proof By Theorem (52.2), f(m) is a product of k distinct primes for infinitely many positive
integers m. Since the number of polynomials fi(x) for i = 1, 2, · · · , k is equal to the number
of prime factors of the product and each polynomial fi(x) is always greater than 1, there
should be fi(m) = pi where pi is prime for i = 1, 2, · · · , k, so that there exist infinitely many
natural numbers m such that all numbers f1(m), f2(m), · · · , fk(m) are primes and m+ c1,m+
c2, · · · ,m+ ck are consecutive primes.
This completes the proof of the corollary.
Hence, based on the main theorem and these corollaries, we can obtain the many interesting
results which Schinzel & Sierpin´ski proved, under the assumption that the Dickson’s conjecture
is valid[1-2]. Some of these results are:
(1) For every even integer 2k ≥ 2 there exist infinitely many pairs of consecutive primes
with difference equal to 2k. In particular, there exist infinitely many pairs of twin primes;
(2) For every integer m ≥ 1 there exist 2m consecutive primes which are m couples of twin
primes;
(3) There are infinitely many prime triplets of the form (p, p+2, p+6) and (p, p+4, p+6);
(4) There are infinitely many prime quadruplets of the form (p, p+ 2, p+ 6, p+ 8);
(5) There are infinitely many prime k-tuples in every admissible pattern for a prime con-
stellation (p, p+ 2c1, p+ 2c2, · · · , p+ 2ck−1) for k ≥ 2 and 0 < c1 < c2 < · · · < ck−1.
Corollary 52.4 (Sophie Germain primes) There are infinitely many Sophie Germain primes
of the form 2p+ 1 where p is prime.
Proof Let f1(x) = 2x+ 1, f2(x) = 2f1(x) + 1 = 4x+ 3 and
f(x) =
2∏
i=1
fi(x) = (2x+ 1)(4x+ 3) = 8x
2 + 10x+ 3
= a2x
2 + a1x+ a0 = f¯(x) + a0.
Since f1(x) and f2(x) are irreducible over the integers, and since f(1) = 21 and f(2) = 55,
then f1(x) and f2(x) satisfy the first three conditions of Theorem (50.3). Since we can always
choose a suitable positive number k and let x = ky to convert the polynomial f(x) to a new
182 Shan-Guang Tan
polynomial
g(y) = f(ky) = a2k
2y2 + a1ky + a0 = b2y
2 + b1y + b0 = g¯(y) + b0
such that the integer coefficients of the new polynomial g(y) satisfy all six conditions of Theorem
(50.3), then there exist infinitely many natural numbers m ≥ 1 such that p = f1(m) = 2m+ 1
and 2p+ 1 = f2(m) = 4m+ 3 are Sophie Germain primes.
This completes the proof of the corollary.
Hence, based on the main theorem, there are infinitely many Sophie Germain primes of the
form 2p+ 1 where p is prime.
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Part XIII
On the number of prime k-tuples
Abstract Let κk(x) denote the number of prime k-tuples in every admissible pattern for a prime
constellation (p, p+ 2c1, p+ 2c2, · · · , p+ 2ck−1) for k ≥ 2 and 0 < c1 < c2 < · · · < ck−1 where p ≤ x.
Then for large numbers x, the number κk(x) satisfies
κk(x) ≥ ak x
logk x
+ bk
x
logk+1 x
where ak and bk are positive constants dependent of the number k.
Based upon the result, it was proved that:
(1) The number κk(x) satisfies
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
where N is a positive number and
κ∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
.
(2) For any small positive value ǫ(x), a pair of positive numbers x and N always exist such that the
number κk(x) satisfies
κk(x)− κ∗k(x,N) < ǫ(x) akx
logk x
.
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Especially ǫ(x) can be equal to log
k+1/2 x
(k−1)!√x such that for any positive number x, the number κk(x) satisfies
κk(x)− κ∗k(x,N) < ak
(k − 1)! (x log x)
1/2.
(3) For large numbers x, κk(x) is asymptotically equal to
κk(x) = akLik(x) +O(
√
x log x) and Lik(x) =
∫ x
2
dt
logk t
where ak is a positive constant dependent of the number k.
Keywords prime triplet, prime quadruplet, prime k-tuples
53 Introduction
53.1 Prime triplet conjecture[1]
A prime triplet is a prime constellation of the form (p, p+2, p+6), (p, p+4, p+6), etc. Hardy
and Wright (1979, p. 5) conjecture, and it seems almost certain to be true, that there are
infinitely many prime triplets of the form (p, p+ 2, p+ 6) and (p, p+ 4, p+ 6).
Let πtri(x) be the number of prime triplets of the form (p, p+ 2, p+ 6) and (p, p+ 4, p+ 6)
such that p ≤ x. Hardy and Littlewood (1979) conjectured that πtri(x) is asymptotically equal
to
πtri(x) ∼ 3Π3
∫ x
2
dx
ln3 x
= 2.858248596
∫ x
2
dx
ln3 x
.
53.2 Prime quadruplet conjecture[2]
A prime quadruplet is a prime constellation of four successive primes with minimum distance
(p, p+ 2, p+ 6, p+ 8). Hardy and Wright (1979, p. 5) conjecture, and it seems almost certain
to be true, that there are infinitely many prime quadruplets of the form (p, p+ 2, p+ 6, p+ 8).
Let πqua(x) be the number of prime quadruplets of the form (p, p+2, p+6, p+8) such that
p ≤ x. Hardy and Littlewood (1979) conjectured that πqua(x) is asymptotically equal to
πqua(x) ∼ 4Π4
∫ x
2
dx
ln4 x
= 4.151180864
∫ x
2
dx
ln4 x
.
53.3 Prime k-tuple conjecture[3]
The prime k-tuple conjecture states that every admissible pattern for a prime constellation
occurs infinitely often and that the number of occurrences of a prime constellation of length k
is (infinitely often) greater than a constant times x/logkx.
Consider the cases k=2, 3, and 4. Here Hardy and Littlewood (1966) heuristically estimated
the number of each pattern less than x denoted by κk(x) is
κ2(x) ∼ 2Π2Li2(x),Π2 = 1.320323632, Li2(x) =
∫ x
2
dt
log2 t
,
κ3(x) ∼ 3Π3Li3(x),Π3 = 2.858248596, Li3(x) =
∫ x
2
dt
log3 t
,
κ4(x) ∼ 4Π4Li4(x),Π4 = 4.151180864, Li4(x) =
∫ x
2
dt
log4 t
.
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53.4 Works in this paper
In this paper, it was proved that:
(1) Let κ3(x) be the number of prime triplets of the form (p, p+2, p+6) and (p, p+4, p+6)
where p ≤ x. Then for large numbers x, κ3(x) is asymptotically equal to
κ3(x) = a3Li3(x) +O(
√
x log x) and Li3(x) =
∫ x
2
dt
log3 t
where a3 is a positive constant.
(2) Let κ4(x) be the number of prime quadruplets of the form (p, p+ 2, p+ 6, p+ 8) where
p ≤ x. Then for large numbers x, κ4(x) is asymptotically equal to
κ4(x) = a4Li4(x) +O(
√
x log x) and Li4(x) =
∫ x
2
dt
log4 t
where a4 is a positive constant.
(3) Let κk(x) denote the number of prime k-tuples in every admissible pattern for a prime
constellation (p, p+ 2c1, p+ 2c2, · · · , p+ 2ck−1) for k ≥ 2 and 0 < c1 < c2 < · · · < ck−1 where
p ≤ x. For large numbers x, the number κk(x) satisfies
κk(x) ≥ ak x
logk x
+ bk
x
logk+1 x
where ak and bk are positive constants dependent of the number k.
(4) The number κk(x) satisfies
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
where N is a positive number and
κ∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
.
(5) For any small positive value ǫ(x), a pair of positive numbers x and N always exist such
that the number κk(x) satisfies
κk(x) − κ∗k(x,N) < ǫ(x)
akx
logk x
.
Especially ǫ(x) can be equal to log
k+1/2 x
(k−1)!√x such that for any positive number x, the number κk(x)
satisfies
κk(x) − κ∗k(x,N) <
ak
(k − 1)! (x log x)
1/2.
(6) For large numbers x, κk(x) is asymptotically equal to
κk(x) = akLik(x) +O(
√
x log x) and Lik(x) =
∫ x
2
dt
logk t
where ak is a positive constant dependent of the number k.
The following section has been contained in the author’s another paper[9]. But for conve-
nient of readers, they are contained here in temporary.
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54 Definitions and theorems proved
54.1 Sets of primes
For any number x, let π(
√
x) = n and π(x) = n + r. Then let denote a set of primes by P
where
P = {pi|i = 1, 2, · · · , n+ r} (54.1)
and
2 = p1 < p2 < · · · < pn ≤
√
x < pn+1 < pn+2 < · · · < pn+r ≤ x.
Let Pn denote a subset of P where
Pn = {pi|i = 2, 3, · · · , n} ⊂ P. (54.2)
Let Qu and Qv denote subsets of P where
Qu = {qi|qi ∈ P, qi = 6mi + 1, i = 1, 2, · · · , ru} (54.3)
and
Qv = {qi|qi ∈ P, qi = 6mi − 1, i = 1, 2, · · · , rv} (54.4)
where ru and rv are numbers of elements of odd prime sets Qu and Qv, respectively.
54.2 Sets of odd numbers
Let Du and Dv denote sets of odd numbers where
Du = {di|di = 6mi + 1, i = 1, 2, · · · , ru} (54.5)
and
Dv = {di|di = 6mi − 1, i = 1, 2, · · · , rv} (54.6)
where ru and rv are numbers of elements of odd number sets Du and Dv, respectively.
Let D denote Du or Dv or Du
⋃
Dv, that is
D = Du or D = Dv or D = Du
⋃
Dv. (54.7)
Let Dj for j = 1, 2, · · · , n denote odd composite number sets where
Dj = {d|d ∈ D,max{q|q ∈ Pn, q|d} = pj} ⊂ D (54.8)
such that Di ∩Dj = φ for i, j = 1, 2, · · · , n and i 6= j. Hence any odd composite number d ∈ D
can be uniquely classified into an odd composite number set Dj . Let denote
D∪ = D1 ∪D2 ∪D3 ∪ · · · ∪D(n)
then there is D∪ ⊆ D. If D∪ 6= D or the number of elements of D∪ is smaller than the number
of elements of D, then some odd numbers d ∈ D must be primes.
54.3 Theorems proved
Shan-Guang Tan (2013) proved[9]:
Theorem 54.1 (Estimation theorem) For an odd number set D defined in Sec. (54), let σ
denote the number of odd composite numbers d ∈ D, then the inequalities
σ ≤ C1(x)x − C2(x)π(
√
x)
√
x ≤ Cd(x)x (54.9)
always hold where Cd(x)x is the number of elements of the odd number set D.
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Shan-Guang Tan (2013) proved[10]:
Theorem 54.2 (Theorem of twin primes) For every number x greater than a positive number
x0, let π2(x) be the number of odd prime pairs p and p+ 2 such that p ≤ x.
Then for large numbers x, the inequality
π2(x) ≥ a2 x
log2 x
+ b2
x
log3 x
(54.10)
always holds where a2 and b2 are positive constants.
Shan-Guang Tan (2014) proved[11]:
Theorem 54.3 For any finite positive number s > 1, let c1 < c2 < · · · < cs be nonzero
integers and assume that f1(x) = x + c1, f2(x) = x + c2, · · · , fs(x) = x + cs satisfy condition:
there does not exist any integer d > 1 dividing all the products f1(k)f2(k) · · · fs(k), for every
integer k, and the polynomial
f(x) =
s∏
i=1
fi(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 = f¯(x) + a0 (54.11)
can be converted to a new polynomial f(x) such that the integer coefficients of the new polyno-
mial f(x) satisfy all five conditions of the main Theorem[11], then there exist infinitely many
natural numbers m ≥ 1 such that m+ c1,m+ c2, · · · ,m+ cs are consecutive primes.
55 Theorems of prime tuples
55.1 Theorem of prime triplets
Theorem 55.1 (Prime triplet theorem) Let the prime triplet be in the form (p, p+ 2, p+ 6)
and (p, p+ 4, p+ 6). Let the number of prime triplets be denoted by κ3(x) where p ≤ x and let
τ3(x) denote the number of prime triplets in the region (
√
x, x+ 6].
Then for every number x greater than a positive number x0, the inequalities
τ3(x) ≥ a3 x
log3 x
+ b3
π(
√
x)
√
x
2 log3 x
≥ 1 (55.1)
always hold such that there are an infinite number of prime triplets of the form (p, p+2, p+6)
and (p, p+ 4, p+ 6). Hence for large numbers x, the inequality
κ3(x) ≥ a3 x
log3 x
+ b3
x
log4 x
(55.2)
always holds where a3 and b3 are positive constants.
Proof For prime triplets of the form (p, p+ 2, p+ 6), let P2 denote a subset of P where
P2 = {p|p+ 2 ∈ P} ⊂ P.
Let π2(x) be the number of twin primes less than x+2. By Theorem (54.2), π2(x) satisfies
π2(x) ≥ a2 x
log2 x
+ b2
x
log3 x
Let D∗ denote a set of odd numbers where
D∗ = {d|d = p+ 6, p ∈ P2, p >
√
x}, rd = π2(x)− π2(
√
x).
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Hence D∗ is similar to the odd number set D defined in Sec. (54). When we take Dj
for j = 1, 2, · · · , n such that D∪ ⊆ D∗, if D∪ 6= D∗ then some prime triplets of the form
(p, p+ 2, p+ 6) exist in the region (
√
x, x+ 6].
By Theorem (54.1) for Cd(x) = [π2(x) − π2(
√
x)]/x, the number of odd compote numbers
d is at most equal to σ. Let denote the number of prime triplets of the form (p, p+ 2, p+ 6) in
the region (
√
x, x+ 6] by τ3(x). Then we have
τ3(x) = [π2(x) − π2(
√
x)]− σ
≥ Cd(x)x − [C1(x)x − C2(x)π(
√
x)
√
x]
= [Cd(x)− C1(x)]x + C2(x)π(
√
x)
√
x
= a3(x)x + b3(x)π(
√
x)
√
x/2.
Thus we have
ρ3(x) =
τ3(x)
x/ log3 x
≥ a3(x) log3 x+ b3(x) π(
√
x)√
x/ log
√
x
log2 x
∼ ρ∗3(x) = a3(x) log3 x+ b3(x) log2 x
where
a3(x) = Cd(x)− C1(x) and b3(x) = 2C2(x)
are dependent of the variable x.
Since ρ3(x) can not be negative and π(x)/x is stationarily decreased and tends to zero when
x is increased such that τ3(x)/x is stationarily decreased and tends to zero when x is increased,
thus ρ3(x) should be stationarily decreased and tend to a limiting value when x is increased
such that a3(x) and b3(x) must be decreased and tend to zero when x is increased.
Shan-Guang Tan (2014) proved that there are infinitely many tuples of consecutive primes
p, p+ 2c1 and p+ 2c2(see Theorem (54.3))[11]. Thus there must be
0 < a3(x) < Cd(x) and lim
x→∞
a3(x) = 0
so that a3(x) and ρ3(x) are always greater than zero for x <∞.
Hence by the form of the function ρ∗3(x) we can let
a3 = a3(x) log
3 x and b3 = b3(x) log
3 x
then there is a3 > 0 and ρ
∗
3(x) becomes
ρ∗3(x) = a3 + b3/ log x
Since a3 > 0 then b3 should be greater than zero otherwise τ3(x)/x will be stationarily
increased when x is increased. Thus a3 and b3 are positive constants.
Hence a positive number x0 always exists such that for x > x0 the inequalities
τ3(x) ≥ a3(x)x + b3(x)π(
√
x)
√
x/2
= a3
x
log3 x
+ b3
π(
√
x)
√
x
2 log3 x
≥ 1
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always hold and at least one d can not be composite so that d = p+ 6 must be a prime in the
region (
√
x, x+ 6] for p ∈ P2.
Hence for large numbers x since τ3(x) = κ3(x)− κ3(
√
x) we have
κ3(x) = τ3(x) + κ3(
√
x)
≥ a3(x)x+ b3(x)π(
√
x)
√
x/2 + κ3(
√
x)
∼ a3 x
log3 x
+ b3
x
log4 x
and
η3(x) =
κ3(x)
a3x/ log
3 x
≥ a3(x)
a3
log3 x+
b3(x)
a3
π(
√
x)√
x/ log
√
x
log2 x+
κ3(
√
x)
a3x/ log
3 x
∼ η∗3(x) = 1 + b∗3/ log x where b∗3 = b3/a3.
Hence we have
lim
x→∞
η3(x) = lim
x→∞
η∗3(x) = 1.
In the same way we can derive the similar results for prime triplets in the form (p, p+4, p+6).
Hence there are always prime triplets in the form (p, p + 2, p + 6) and (p, p + 4, p + 6) in the
region (
√
x, x+ 6].
Let xi = x
2
i−1 for i = 1, 2, · · · ,m. Then there are always prime triplets in every region
(
√
xi, xi + 6]. Hence there are an infinite number of prime triplets in the form (p, p+ 2, p+ 6)
and (p, p+ 4, p+ 6) when m→∞.
This completes the proof of the theorem.
By calculation, there are approximately a3 = 3Π3 and b3 = 3Π3∗2.5 where Π3 = 0.952749532 · · · .
Hence we may write
ρ∗3(x) = 3Π3(1 + 2.5/ logx). (55.3)
55.2 Theorem of prime quadruplets
Theorem 55.2 (Prime quadruplet theorem) Let the prime quadruplet be in the form (p, p+
2, p+ 6, p+ 8). Let the number of prime quadruplets be denoted by κ4(x) where p ≤ x and let
τ4(x) denote the number of prime quadruplets in the region (
√
x, x+ 8].
Then for every number x greater than a positive number x0, the inequalities
τ4(x) ≥ a4 x
log4 x
+ b4
π(
√
x)
√
x
2 log4 x
≥ 1 (55.4)
always hold such that there are an infinite number of prime quadruplets of the form (p, p+2, p+
6, p+ 8). Hence for large numbers x, the inequality
κ4(x) ≥ a4 x
log4 x
+ b4
x
log5 x
(55.5)
always holds where a4 and b4 are positive constants.
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Proof For prime quadruplets of the form (p, p + 2, p+ 6, p+ 8), let P3 denote a subset of P
where
P3 = {p|p+ 2 ∈ P and p+ 6 ∈ P} ⊂ P.
Let κ3(x) be the number of prime triplets not greater than x+6. By Theorem (55.1), κ3(x)
is asymptotically equal to
κ3(x) ≥ a3(x)x + b3(x)π(
√
x)
√
x/2.
Let D∗ denote a set of odd numbers where
D∗ = {d|d = p+ 8, p ∈ P3, p >
√
x}, rd = κ3(x)− κ3(
√
x).
Hence D∗ is similar to the odd number set D defined in Sec. (54). When we take Dj for
j = 1, 2, 3, · · · , n such that D∪ ⊆ D∗, if D∪ 6= D∗ then some prime quadruplets of the form
(p, p+ 2, p+ 6, p+ 8) exist in the region (
√
x, x+ 8].
By Theorem (54.1) for Cd(x) = [κ3(x)−κ3(
√
x)]/x, the number of odd compote numbers d is
at most equal to σ. Let denote the number of prime quadruplets of the form (p, p+2, p+6, p+8)
in the region (
√
x, x+ 8] by τ4(x). Then we have
τ4(x) = [κ3(x) − κ3(
√
x)]− σ
≥ Cd(x)x − [C1(x)x − C2(x)π(
√
x)
√
x]
= [Cd(x)− C1(x)]x + C2(x)π(
√
x)
√
x
= a4(x)x + b4(x)π(
√
x)
√
x/2.
Thus we have
ρ4(x) =
τ4(x)
x/ log4 x
≥ a4(x) log4 x+ b4(x) π(
√
x)√
x/ log
√
x
log3 x
∼ ρ∗4(x) = a4(x) log4 x+ b4(x) log3 x
where
a4(x) = Cd(x)− C1(x) and b4(x) = 2C2(x)
are dependent of the variable x.
Since ρ4(x) can not be negative and π(x)/x is stationarily decreased and tends to zero when
x is increased such that τ4(x)/x is stationarily decreased and tends to zero when x is increased,
thus ρ4(x) should be stationarily decreased and tend to a limiting value when x is increased
such that a4(x) and b4(x) must be decreased and tend to zero when x is increased.
Shan-Guang Tan (2014) proved that there are infinitely many tuples of consecutive primes
p, p+ 2c1, p+ 2c2 and p+ 2c3(see Theorem (54.3))[11]. Thus there must be
0 < a4(x) < Cd(x) and lim
x→∞
a4(x) = 0
so that a4(x) and ρ4(x) are always greater than zero for x <∞.
Hence by the form of the function ρ∗4(x) we can let
a4 = a4(x) log
4 x and b4 = b4(x) log
4 x
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then there is a4 > 0 and ρ
∗
4(x) becomes
ρ∗4(x) = a4 + b4/ log x
Since a4 > 0 then b4 should be greater than zero otherwise τ4(x)/x will be stationarily
increased when x is increased. Thus a4 and b4 are positive constants.
Hence a positive number x0 always exists such that for x > x0 the inequalities
τ4(x) ≥ a4(x)x + b4(x)π(
√
x)
√
x/2
= a4
x
log4 x
+ b4
π(
√
x)
√
x
2 log4 x
≥ 1
always hold and at least one d can not be composite so that d = p+ 8 must be a prime in the
region (
√
x, x+ 8] for p ∈ P3.
Hence for large numbers x since τ4(x) = κ4(x)− κ4(
√
x) we have
κ4(x) = τ4(x) + κ4(
√
x)
≥ a4(x)x+ b4(x)π(
√
x)
√
x/2 + κ4(
√
x)
∼ a4 x
log4 x
+ b4
x
log5 x
and
η4(x) =
κ4(x)
a4x/ log
4 x
≥ a4(x)
a4
log4 x+
b4(x)
a4
π(
√
x)√
x/ log
√
x
log3 x+
κ4(
√
x)
a4x/ log
4 x
∼ η∗4(x) = 1 + b∗4/ log x where b∗4 = b4/a4.
Hence we have
lim
x→∞
η4(x) = lim
x→∞
η∗4(x) = 1.
Hence there are always prime quadruplets in the form (p, p + 2, p+ 6, p + 8) in the region
(
√
x, x+ 8].
Let xi = x
2
i−1 for i = 1, 2, · · · ,m. Then there are always prime quadruplets in every
region (
√
xi, xi + 8]. Hence there are an infinite number of prime quadruplets in the form
(p, p+ 2, p+ 6, p+ 8) when m→∞.
This completes the proof of the theorem.
By calculation, there are approximately a4 = 4Π4 and b4 = 4Π4 ∗ 1.92 where Π4 =
1.037795216 · · · . Thus a4 and b4 are positive constants. Then ρ∗4(x) can be written as
ρ∗4(x) = 4Π4(1 + 1.92/ logx). (55.6)
55.3 Theorem of the number of Prime k-tuples
Theorem 55.3 (Prime k-tuple theorem) Let the prime k-tuple be in every admissible pattern
for a prime constellation (p, p+ 2c1, p+ 2c2, · · · , p+ 2ck−1) for k ≥ 2 and 0 < c1 < c2 < · · · <
ck−1. Let κk(x) denote the number of prime k-tuples where p ≤ x and τk(x) denote the number
of prime k-tuples in the region (
√
x, x+ 2ck−1] where ck−1 ≤
√
x.
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Then for every number x greater than a positive number x0, the inequalities
τk(x) ≥ ak x
logk x
+ bk
π(
√
x)
√
x
2 logk x
≥ 1 (55.7)
always hold such that there are an infinite number of prime k-tuples in every admissible pattern.
Hence for large numbers x, κk(x) is asymptotically equal to
κk(x) ≥ ak x
logk x
+ bk
x
logk+1 x
(55.8)
where ak and bk are positive constants dependent of the number k.
Proof First for k = 3, 4, by theorems (55.1-55.2) and equations (55.1-55.2,55.4-55.5), equations
(55.7-55.8) hold.
Second if Equation (55.8) holds for a number k, then we can prove that equations (55.7-55.8)
also hold for the number k + 1. Hence the theorem will be true.
Let Pk denote a subset of P where for c1 < c2 < · · · < ck−1
Pk = {p|p+ 2ci ∈ P for i = 1, 2, · · · , k − 1} ⊂ P. (55.9)
Let 2ck = 6m2c + r2c. Then for p = 6m+ 1 we have
2ck + p = 6m2c + r2c + (6m+ 1) =
6(m2c +m) + 1 for r2c = 0
6(m2c +m) + 3 for r2c = 2
6(m2c +m+ 1)− 1 for r2c = 4
and for p = 6m− 1 we have
2ck + p = 6m2c + r2c + (6m− 1) =
6(m2c +m)− 1 for r2c = 0
6(m2c +m) + 1 for r2c = 2
6(m2c +m) + 3 for r2c = 4.
Thus for Qu ⊆ Pk and Qv ⊆ Pk, we can let D∗ denote a set of odd numbers where for
ck−1 < ck ≤
√
x
D∗ =
{d|d = 2ck + p, p ∈ Pk, p >
√
x}, rd = κk(x)− κk(
√
x) for r2c = 0
{d|d = 2ck + qi, qi ∈ Qu, i = 1, 2, · · · , ru}, ru ≤ rd for r2c = 2
{d|d = 2ck + qi, qi ∈ Qv, i = 1, 2, · · · , rv}, rv ≤ rd for r2c = 4.
Hence D∗ is similar to the odd number set D defined in Sec. (54). When we take Dj
for j = 1, 2, · · · , n such that D∪ ⊆ D∗, if D∪ 6= D∗ then some prime (k + 1)-tuples of the
admissible pattern for a prime constellation (p, p+2c1, p+2c2, · · · , p+2ck−1, p+2ck) for k ≥ 2
and 0 < c1 < c2 < · · · < ck−1 < ck ≤
√
x exist in the region (
√
x, x+ 2ck].
Let consider the group of odd numbers d ∈ Dκ defined in Sec. (54) which are
d = p+ 2ck for p ∈ Pk and p >
√
x.
By Theorem (54.1) for Cd(x) = [κk(x) − κk(
√
x)]/x, the number of odd compote numbers
d is less than or equal to σ. Then we have
τk+1(x) = [κk(x) − κk(
√
x)]− σ
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≥ Cd(x)x − [C1(x)x − C2(x)π(
√
x)
√
x]
= [Cd(x)− C1(x)]x + C2(x)π(
√
x)
√
x
= ak+1(x)x + bk+1(x)π(
√
x)
√
x/2
and
ρk+1(x) =
τk+1(x)
x/ logk+1 x
≥ ak+1(x) logk+1 x+ bk+1(x) π(
√
x)√
x/ log
√
x
logk x
∼ ρ∗k+1(x) = ak+1(x) logk+1 x+ bk+1(x) logk x
where
ak+1(x) = Cd(x)− C1(x) and bk+1(x) = 2C2(x)
are dependent of the variable x.
Since ρk+1(x) can not be negative and π(x)/x is stationarily decreased and tends to zero
when x is increased such that τk+1(x)/x is stationarily decreased and tends to zero when x
is increased, thus ρb+1(x) should be stationarily decreased and tend to a limiting value when
x is increased such that ak+1(x) and bk+1(x) must be decreased and tend to zero when x is
increased.
Shan-Guang Tan (2014) proved that there are infinitely many tuples of consecutive primes
p, p+ 2c1, p+ 2c2, · · · , p+ 2ck(see Theorem (54.3))[11]. Thus there must be
0 < ak+1(x) < Cd(x) and lim
x→∞ ak+1(x) = 0
so that ak+1(x) and ρk+1(x) are always greater than zero for x <∞.
Hence by the form of the function ρ∗k+1(x) we can let
ak+1 = ak+1(x) log
k+1 x and bk+1 = bk+1(x) log
k+1 x
then there is ak+1 > 0 and ρ
∗
k+1(x) becomes
ρ∗k+1(x) = ak+1 + bk+1/ log x
Since ak+1 > 0 then bk+1 should be greater than zero otherwise τk+1(x)/x will be station-
arily increased when x is increased. Thus ak+1 and bk+1 are positive constants.
Hence a positive number x0 always exists such that for x > x0 the inequalities
τk+1(x) ≥ ak+1(x)x+ bk+1(x)π(
√
x)
√
x/2
= ak+1
x
logk+1 x
+ bk+1
π(
√
x)
√
x
2 logk+1 x
≥ 1
always hold and at least one d can not be composite so that d = p + 2ck must be a prime in
the region (
√
x, x+ 2ck] for p ∈ Pk.
Hence for large numbers x since τk+1(x) = κk+1(x) − κk+1(
√
x) we have
κk+1(x) = τk+1(x) + κk+1(
√
x)
≥ ak+1(x)x + bk+1(x)π(
√
x)
√
x/2 + κk+1(
√
x)
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∼ ak+1(x)x + bk+1(x)π(
√
x)
√
x/2
∼ ak+1 x
logk+1 x
+ bk+1
π(
√
x)
√
x
2 logk+1 x
and
ηk+1(x) =
κk+1(x)
ak+1x/ log
k+1 x
≥ ak+1(x)
ak+1
logk+1 x+
bk+1(x)
ak+1
π(
√
x)√
x/ log
√
x
logk x+
κk+1(
√
x)
ak+1x/ log
k+1 x
∼ η∗k+1(x) = 1 + b∗k+1/ log x where b∗k+1 = bk+1/ak+1.
Hence equations (55.7-55.8) hold for the number k + 1 and we have
lim
x→∞
ηk+1(x) = lim
x→∞
η∗k+1(x) = 1.
Hence there are always the prime k-tuples in every admissible pattern for a prime constel-
lation (p, p+ 2c1, p+ 2c2, · · · , p+ 2ck−1) for k ≥ 2 and 0 < c1 < c2 < · · · < ck−1 in the region
(
√
x, x+ 2ck−1] where x > x0 and 1 ≤ ck−1 ≤
√
x.
Let xi = x
2
i−1 for i = 1, 2, · · · ,m. Then there are always a number of prime k-tuples in
every region (
√
xi, xi + 2ck−1]. Hence there are an infinite number of prime k-tuples in every
admissible pattern for a prime constellation (p, p+ 2c1, p+ 2c2, · · · , p+ 2ck−1) for k ≥ 2 when
m→∞.
This completes the proof of the theorem.
56 Theorems of prime k-tuples numbers
In this subsection, we will give out and prove theorems of prime k-tuples numbers for κk(x),
the number of prime k-tuples.
Theorem 56.1 (Bounds theorem of Schinzel prime k-tuples numbers) For any positive num-
ber x, a positive number N always exists such that the inequalities
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1) (56.1)
hold where
κ∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
(56.2)
and
lim
x→∞
κk(x)
akx/ log
k x
= 1. (56.3)
Proof By the proof of Theorem (55.3) we have
akπ(
√
x) ∼ κk(
√
x) logk−1
√
x,
κk(x) ≥ ak(x)x + bk(x)π(
√
x)
√
x/2 + κk(
√
x)
∼ ak x
logk x
[1 +
bk
ak
ηk(
√
x)
log x
]
and
lim
x→∞
ηk(x) = lim
x→∞
η∗k(x) = 1.
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Then for large numbers x we have
ηk(x) =
κk(x)
akx/ log
k x
≥ 1 + b∗k
ηk(
√
x)
log x
. (56.4)
First since there is
ηk(x) ≥ 1
then we can set
ηk(x) = 1 + δ0(x)
and substitute it into Inequality (56.4), thus we have
1 + δ0(x) ≥ 1 + b∗k
1 + δ0(
√
x)
log x
= 1 + b∗k
1
log x
+ b∗k
δ0(
√
x)
log x
such that we obtain
δ0(x) ≥ b∗k
1
log x
+ b∗k
δ0(
√
x)
log x
(56.5)
and can set
δ0(x) =
k!
(k − 1)! log x + δ1(x). (56.6)
Second by substituting δ0(x) into Inequality (56.5), we have
k!
(k − 1)! log x + δ1(x) ≥ b
∗
k
1
log x
+ b∗k
k/ log
√
x+ δ1(
√
x)
log x
= b∗k
1
k
k!
(k − 1)! logx + b
∗
k
21
k + 1
(k + 1)!
(k − 1)! log2 x + b
∗
k
δ1(
√
x)
log x
such that we obtain
δ1(x) ≥ (b∗k
1
k
− 1) k!
(k − 1)! log x + b
∗
k
21
k + 1
(k + 1)!
(k − 1)! log2 x + b
∗
k
δ1(
√
x)
log x
(56.7)
and can set
δ1(x) =
(k + 1)!
(k − 1)! log2 x + δ2(x). (56.8)
Third by substituting δ1(x) into Inequality (56.7), we have
(k + 1)!
(k − 1)! log2 x + δ2(x) ≥
1∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x
+b∗k
21
k + 1
(k + 1)!
(k − 1)! log2 x + b
∗
k[
(k + 1)!
(k − 1)! log2√x + δ2(
√
x)]/ log x
=
1∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x + b
∗
k
21
k + 1
(k + 1)!
(k − 1)! log2 x
+b∗k
22
k + 2
(k + 2)!
(k − 1)! log3 x + b
∗
k
δ2(
√
x)
log x
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such that we obtain
δ2(x) ≥
2∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x (56.9)
+b∗k
22
k + 2
(k + 2)!
(k − 1)! log3 x + b
∗
k
δ2(
√
x)
log x
and can set
δ2(x) =
(k + 2)!
(k − 1)! log3 x + δ3(x). (56.10)
Forth by substituting δ2(x) into Inequality (56.9), we have
(k + 2)!
(k − 1)! log3 x + δ3(x) ≥
2∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x
+b∗k
22
k + 2
(k + 2)!
(k − 1)! log3 x + b
∗
k[
(k + 2)!
(k − 1)! log3√x + δ3(
√
x)]/ log x
=
2∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x + b
∗
k
22
k + 2
(k + 2)!
(k − 1)! log3 x
+b∗k
23
k + 3
(k + 3)!
(k − 1)! log4 x + b
∗
k
δ3(
√
x)
log x
such that we obtain
δ3(x) ≥
3∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x (56.11)
+b∗k
23
k + 3
(k + 3)!
(k − 1)! log4 x + b
∗
k
δ3(
√
x)
log x
and can set
δ3(x) =
(k + 3)!
(k − 1)! log4 x + δ4(x). (56.12)
Fifth by substituting δ3(x) into Inequality (56.11), we have
(k + 3)!
(k − 1)! log4 x + δ4(x) ≥
3∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x
+b∗k
23
k + 3
(k + 3)!
(k − 1)! log4 x + b
∗
k[
(k + 3)!
(k − 1)! log4√x + δ4(
√
x)]/ log x
=
3∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x + b
∗
k
23
k + 3
(k + 3)!
(k − 1)! log4 x
+b∗k
24
k + 4
(k + 4)!
(k − 1)! log5 x + b
∗
k
δ4(
√
x)
log x
such that we obtain
δ4(x) ≥
4∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x (56.13)
+b∗k
24
k + 4
(k + 4)!
(k − 1)! log5 x + b
∗
k
δ4(
√
x)
log x
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and can set
δ4(x) =
(k + 4)!
(k − 1)! log5 x + δ5(x). (56.14)
Then by substituting δn(x) for n = 0, 1, 2, 3, 4 into the expression of ηk(x) we obtain
ηk(x) = 1 +
k!
(k − 1)! log x +
(k + 1)!
(k − 1)! log2 x +
(k + 2)!
(k − 1)! log3 x
+
(k + 3)!
(k − 1)! log4 x +
(k + 4)!
(k − 1)! log5 x + δ5(x)
=
1
(k − 1)!
5∑
n=0
(n+ k − 1)!
logn x
+ δ5(x).
Going on in the same way for n = 5, 6, · · · , N we have
δn(x) ≥
n−1∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x (56.15)
+b∗k
2n−1
n+ k − 1
(n+ k − 1)!
(k − 1)! logn x + b
∗
k
δn(
√
x)
log x
and can set
δn−1(x) =
(n+ k − 1)!
(k − 1)! logn x + δn(x) (56.16)
such that we obtain
ηk(x) =
1
(k − 1)!
N∑
n=0
(n+ k − 1)!
logn x
+ δN(x). (56.17)
Since by Equality (56.16) for n = 1, 2, · · · the inequality
δn−1(x)− δn(x) = (n+ k − 1)!
(k − 1)! logn x > 0
always holds then we have
δ0(x) > δ1(x) > δ2(x) > · · · > δN (x) > δN+1(x) > · · · .
Based upon the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
for a fixed positive number x, a positive number nc always exists such that when n ≥ nc there
are
n
e log x
≥ 1 and (n+ k − 1)!
(k − 1)! logn x ≥
n!
logn x
>
√
2πn(
n
e log x
)n ≥
√
2πn.
Then on the right hand side of Eq. (56.17) for a fixed positive number x, there is
lim
N→∞
1
(k − 1)!
N∑
n=0
(n+ k − 1)!
logn x
→∞.
Thus there must be
lim
N→∞
δN (x)→ −∞.
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Since δ0(x) ≥ 0, then for any positive number x a positive number N always exists such
that there are δN (x) ≥ 0 and δN+1(x) < 0. Thus the inequalities
η∗k(x,N) ≤ ηk(x) < η∗k(x,N + 1)
and
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
hold where
η∗k(x,N) =
1
(k − 1)!
N∑
n=0
(n+ k − 1)!
logn x
and
κ∗k(x,N) = ak
x
logk x
η∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
.
Hence we have
ηk(x) ∼ η∗k(x,N)
and
lim
x→∞ ηk(x) = limx→∞ η
∗
k(x,N) = 1.
This completes the proof of the theorem.
Theorem 56.2 (Bounds of Schinzel prime k-tuples numbers πf (αx)) The number N is a
step-up function of x and proportional to log x with a step-up multiplying factor α satisfying
logα = ρ∞ where ρ∞ is a positive constant. And there exist a real α and a number x0 such that
for 0 < logα ≤ ρ∞ and for a pair of numbers x ≥ x0 ≥ 59 and N satisfying the inequalities
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
where
κ∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
the number of Schinzel prime k-tuples not greater than αx is bounded only by the inequalities
κ∗k(αx,N) ≤ κk(αx) < κ∗k(αx,N + 1) (56.18)
or by the inequalities
κ∗k(αx,N + 1) ≤ κk(αx) < κ∗k(αx,N + 2), (56.19)
Proof By the proof of Theorem (56.1), for a pair of numbers x and N satisfying Theorem
(56.1), there must be N →∞ as x→∞, and as N →∞, there must be
∆(x,N) = η∗k(x,N)− η∗k(x,N − 1) =
1
(k − 1)!
(N + k − 1)!
logN x
→ 0,
∆(x,N)−∆(x,N + 1) = (1− N + k
log x
)
1
(k − 1)!
(N + k − 1)!
logN x
→ 0,
∆(x,N)
∆(x,N + 1)
=
log x
N + k
→ ρ∞ and log x→∞
where ρ∞ is a constant.
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These equations show that when x increases, since η∗k(x, n) for n = N−1, N,N+1 decrease
and tend to one, then ∆(x,N) and ∆(x,N + 1) also asymptotically decrease and tend to zero.
Since N +k < log x and ∆(x,N) > ∆(x,N +1), then ∆(x,N)/∆(x,N +1) also asymptotically
tends to a limiting value when x increases, for otherwise if ∆(x,N)/∆(x,N+1) tends to infinite,
then there shall exist a pair of numbers xc and Nc such that for any small positive value ǫ when
x ≥ xc there shall be |ηk(x) − η∗k(x,Nc)| ≤ ǫ, but it contradicts Theorem (56.1) which implies
that for any small positive value ǫ the inequality |ηk(x) − η∗k(x,N)| ≤ ǫ holds only for pairs of
numbers x > xc and N > Nc.
Let define ∆N > 0 and
ρ(x,N,∆N) =
log x
N + k +∆N
= ρ∞ as x→∞.
If a real α and a series of x satisfy
N + k
N + k +∆N
∆(x,N)
∆(x,N + 1)
=
log x
N + k +∆N
= ρ∞
and
N + k + 1
N + k + 1 +∆N
∆(αx,N + 1)
∆(αx,N + 2)
=
log(αx)
N + k + 1 +∆N
= ρ∞,
then there shall be
ρ(αx,N + 1,∆N) =
log(αx)
(N + 1) + k +∆N
=
logα+ log x
N + k + 1 +∆N
=
logα+ ρ∞(N + k +∆N)
N + k + 1 +∆N
= ρ∞.
Thus there must be logα = ρ∞.
On the other hand, for logα = ρ∞ and
ρ∞(1− 1
N + k +∆N
) <
log x
N + k +∆N
< ρ∞(1 +
1
N + k +∆N
),
there are
ρ(x,N,∆N) =
log x
N + k +∆N
= ρ∞(1 +O(
1
N + k +∆N
))
and
ρ(αx,N + 1,∆N) =
log(αx)
N + k + 1 +∆N
=
logα+ log x
N + k + 1 +∆N
=
logα
N + k + 1+ ∆N
+ ρ∞
N + k +∆N
N + k + 1 +∆N
(1 +O(
1
N + k +∆N
))
= ρ∞(1 +O(
1
N + k + 1 +∆N
)) = ρ∞(1 +O(
1
N + k +∆N
)) = ρ(x,N,∆N).
Thus the number N must be a step-up function of x and proportional to log x with a step-up
multiplying factor α satisfying logα = ρ∞. And there exist a number x0 and a real α such that
for x ≥ x0 and 0 < logα ≤ ρ∞, since by the proof of Theorem (56.1) there are always a pair of
numbers x and N satisfying the inequalities
π∗f (x,N) ≤ πf (x) < π∗f (x,N + 1),
then the number of Schinzel prime k-tuples not greater than αx is bounded only by the in-
equalities
κ∗k(αx,N) ≤ κk(αx) < κ∗k(αx,N + 1)
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or by the inequalities
κ∗k(αx,N + 1) ≤ κk(αx) < κ∗k(αx,N + 2).
This completes the proof of the theorem.
Theorem 56.3 (Relation between x and N) Let ρ(x,N) = (2 log x)/(2N + 2k + 1) where x
and N satisfy Inequality (56.1). Then there are
ρ(x,N) = 2 log 10 for x = 102N+2k+1 and N ≥ 5, (56.20)
ρ(x,N) = 2 log 10 +O(
2 log 10
N + k + 1/2
) for x ≥ 103, (56.21)
ρ(αx,N + 1) = ρ(x,N) for x ≥ 102N+2k+1 and N ≥ 5 (56.22)
where α = 102, and approximately
ρ(x,N) ≤ ρ∗(x) = 2.1 log 10− 4.2 log
2 10
x0.075 log 10
for x ≥ 105. (56.23)
Thus the number N must be a step-up function of x for x ≥ 103 and proportional to log x with
a step-up multiplying factor α = 102. Also by Equality (56.21) for each number N , the region of
x satisfying Inequality (56.1) can be determined by the inequalities 102N+2k−1 < x < 102N+2k+3
for x ≥ 103.
Proof By the proof of Theorem (56.1) let
∆(x,N) = η∗k(x,N)− η∗k(x,N − 1) =
1
(k − 1)!
(N + k − 1)!
logN x
.
Then as x→∞ there are
∆(x,N)
∆(x,N + 1)
=
log x
N + k
→ ρ∞
where ρ∞ is a constant.
Then, by the definition of ρ(x,N), we have
ρ(x,N) =
2N + 2k
2N + 2k + 1
∆(x,N)
∆(x,N + 1)
.
By Theorem (56.2), since the number N is a step-up function of x and proportional to
log x with a step-up multiplying factor α satisfying logα = ρ∞, ρ(x,N) should be a piecewise
increasing function of x and tend to a limiting value as x tends to infinity. Thus we can write
N = (1 +O(e−θ log x))
log x
ρ∞
− (k + 1/2)
such that there are
ρ(x,N) =
2 logx
2N + 2k + 1
=
ρ∞
1 +O(e−θ log x)
= ρ∞(1 +O(e−θ log x))
where ρ∞ is the limiting value of ρ(x,N) and θ is a constant satisfying 0 < θ < 1.
By the definition of ρ(x,N) = (2 log x)/(2N + 2k + 1), ρ(x,N) is independent of the poly-
nomial f(x). Now, we shall prove the theorem and ρ∞ = 2 log 10 by induction.
For k = 1 the theorem holds and ρ∞ = 2 log 10 as proved in [12]. Suppose that the theorem
holds and ρ∞ = 2 log 10 for k = k1 ≥ 1. Then there are
ρ(x1, N) = 2 log 10 for x1 = 10
2N+2k1+1 and N ≥ 5,
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ρ(x1, N) = 2 log 10 +O(
2 log 10
N + k1 + 1/2
) for x1 ≥ 103,
and
ρ(αx1, N + 1) = ρ(x1, N) for x1 ≥ 102N+2k1+1 and N ≥ 5
where α = 102.
Firstly, by setting x = αx1 and k = k1 + 1, we have
x = 102N+2(k1+1)+1 = 102N+2k+1
such that by the last equality above there are
ρ(αx1, N + 1) =
2 log(αx1)
2(N + 1) + 2k1 + 1
=
2 log(αx1)
2N + 2(k1 + 1) + 1
=
2 log x
2N + 2k + 1
= ρ(x,N) = ρ(x1, N) = 2 log 10 for x = 10
2N+2k+1 and N ≥ 5.
Thus Formula (56.20) holds and ρ∞ = 2 log 10 for k = k1 + 1.
Secondly, for 102N+2k−1 < x < 102N+2k+3, similarly by setting x = αx1 and k = k1+1, we
have
ρ(αx1, N + 1) = 2 log 10 +O(
2 log 10
(N + 1) + k1 + 1/2
) = 2 log 10 +O(
2 log 10
N + (k1 + 1) + 1/2
)
= 2 log 10 +O(
2 log 10
N + k + 1/2
) = ρ(x,N) for x ≥ 103.
Thus Formula (56.21) holds and ρ∞ = 2 log 10 for k = k1 + 1.
Thirdly, for k = k1 + 1 let x = αx1. In the case of that the inequalities
η∗k(x,N) ≤ ηk(x) < η∗k(x,N + 1)
holds, for α = 102 and 102N+2k−1 < x < 102N+2k+3, there are
102(N+1)+2k−1 < αx ≤ 102(N+1)+2k+3
and
2 log 10− 2 log 10
N + 1 + k + 1/2
< ρ(αx,N + 1) ≤ 2 log 10,
and for α = 102 and 102N+2k+3 ≤ x < 102N+2k+5, there are
102(N+1)+2k+3 ≤ αx < 102(N+1)+2k+5
and
2 log 10 ≤ ρ(αx,N + 1) < 2 log 10 + 2 log 10
N + 1 + k + 1/2
.
Thus we obtain
ρ(αx,N + 1) = 2 log 10 +O(
2 log 10
N + 1 + k + 1/2
)
= 2 log 10 +O(
2 log 10
N + k + 1/2
) = ρ(x,N).
On the other hand, since Formula (56.21) also holds for
102N+2k−1 < x ≤ 102N+2k+1 or 102N+2k+1 ≤ x < 102N+2k+3,
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then by using
ρ(x,N) =
2 log x
2N + 2k + 1
= 2 log 10 +O(
2 log 10
N + k + 1/2
)
and
2 logx = (2N + 2k + 1)ρ(x,N) = 2 log 10(2N + 2k + 1 +O(2)),
for a number N ′ there are
ρ(αx,N ′) =
2 log(αx)
2N ′ + 2k + 1
=
2 logα+ 2 log x
2N ′ + 2k + 1
= 2 log 10
2 + 2N + 2k + 1 +O(2)
2N ′ + 2k + 1
= 2 log 10
2(N + 1) + 2k + 1 +O(2)
2N ′ + 2k + 1
= (2 log 10 +O(
2 log 10
N + 1 + k + 1/2
))
2(N + 1) + 2k + 1
2N ′ + 2k + 1
.
Thus there should be N ′ = N + 1 and
ρ(αx,N + 1) = 2 log 10 +O(
2 log 10
N + 1 + k + 1/2
)
= 2 log 10 +O(
2 log 10
N + k + 1/2
) = ρ(x,N) for x ≥ 102N+2k+1 and N ≥ 5.
Thus Formula (56.22) holds and ρ∞ = 2 log 10 for k = k1 + 1.
Finally, without loss of generality we can assume that ρ(x,N) satisfies
ρ(x,N) = ρ∞(1 +O(e−θ log x)) ≤ ρ∗(x) and ρ∗(x) = c1 − c2
xc3
where c1, c2 and c3 are positive constants. By calculation for 10
5 ≤ x ≤ 1026 there are
approximately
c1 = 2.1 log 10, c2 = 4.2 log
2 10, and c3 = 0.075 log 10,
respectively. Then there are approximately
ρ(x,N) ≤ ρ∗(x) = 2.1 log 10− 4.2 log
2 10
x0.075 log 10
for x ≥ 105
and
lim
N→∞
ρ(x,N) ≤ lim
N→∞
ρ∗(x) = 2.1 log 10.
Hence the theorem holds and ρ∞ = 2 log 10 for k = k1 + 1 and for any k ≥ 1 by induction.
This completes the proof of the theorem.
Theorem 56.4 (Upper bound theorem of Schinzel prime k-tuples number gaps) For any
small positive value ǫ(x), a pair of positive numbers x and N always exist such that the bounds
gap of Schinzel prime k-tuples numbers
g(x,N) = κ∗k(x,N + 1)− κ∗k(x,N) ≤ ǫ(x)ak
x
logk x
(56.24)
and for any positive number x, κk(x) satisfies
κk(x) − κ∗k(x,N) < g(x,N) ≤ ǫ(x)ak
x
logk x
(56.25)
where ak is a positive constant dependent of the number k,
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
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and
κ∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
.
Especially ǫ(x) can be equal to log
k+1/2 x
(k−1)!√x such that
g(x,N) ≤ ak
(k − 1)!(x log x)
1/2 (56.26)
and for any positive number x
κk(x) − κ∗k(x,N) <
ak
(k − 1)! (x log x)
1/2. (56.27)
Proof By the proof of Theorem (56.1) when κk(x) satisfies
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
then there are
∆(x,N) =
g(x,N)
akx/ log
k x
= η∗k(x,N + 1)− η∗k(x,N) =
(N + k − 1)!
(k − 1)! logN x .
For any small positive value ǫ(x), a pair of positive numbers x and N can be determined
by Theorem (56.3) and the inequality
∆(x,N) ≤ ǫ(x) or (N + k − 1)!
(k − 1)! logN x ≤ ǫ(x).
Thus for any positive number x, κk(x) satisfies
κk(x)− κ∗k(x,N) < g(x,N) ≤ ǫ(x)ak
x
logk x
.
Based upon the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
for x ≥ 105 such that log x > e√2πe there are
(N + k − 1)! < e
√
2πe(
N + k − 1
e
)N+k+1/2
and
logN+k+1/2 x
(N + k − 1)! ≥
log x
e
√
2πe
(
e log x
N + k − 1)
N+k+1/2 > (
e logx
N + k + 1/2
)N+k+1/2.
Since a pair of positive numbers x and N always exist, let
ρ(x,N) = (log x)/(N + k + 1/2).
Then we have
log
logN+k+1/2 x
(N + k − 1)!√x > (N + k + 1/2) log[e
log x
N + k + 1/2
]− 1
2
log x
= (N + k + 1/2)[1 + log ρ(x,N)− ρ(x,N)/2].
Since the inequality
1 + log ρ(x,N)− ρ(x,N)/2 > 0
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holds for ρ(x,N) ≤ 5.3566938, thus by Theorem (56.3) the inequality ρ(x,N) ≤ 2.1 log 10 holds
or let ρ(x,N) ≤ 5.3566938 for calculation of κ∗k(x,N) such that we obtain
logN+k+1/2 x
(N + k − 1)! >
√
x and
(N + k − 1)!
logN x
<
logk+1/2 x√
x
.
When we let ǫ(x) = (log x)k+1/2/((k − 1)!√x), a pair of positive numbers x and N can be
determined by Theorem (56.3) and the inequality
(N + k − 1)!
(k − 1)! logN x ≤
logk+1/2 x
(k − 1)!√x
so that for any positive number x, κk(x) satisfies
κk(x) − κ∗k(x,N) < g(x,N)
≤ log
k+1/2 x
(k − 1)!√xak
x
logk x
=
ak
(k − 1)! (x log x)
1/2.
This completes the proof of the theorem.
Theorem 56.5 (Prime k-tuples number theorem) For large numbers x, κk(x) is asymptoti-
cally equal to
κk(x) = akLik(x) +O(
√
x log x) where Lik(x) =
∫ x
2
dt
logk t
. (56.28)
Proof Note that Lik(x) has the asymptotic expansion about ∞ of
Lik(x) =
∫ x
2
dt
logk t
= lik(x) − lik(2) ∼ lik(x) (56.29)
where
lik(x) =
∞∑
n=0
(n+ k − 1)!
(k − 1)!
x
logn+k x
=
x
(k − 1)! logk x
∞∑
n=0
(n+ k − 1)!
logn x
.
By the proof of Theorem (56.4) for any positive number x, a positive number N always
exists such that κk(x) satisfies
κk(x) − κ∗k(x,N) < g(x,N) ≤
ak
(k − 1)! (x log x)
1/2.
Hence when positive numbers N →∞ and x→∞, we have
|κk(x) − aklik(x)| = |κk(x)− lim
N→∞
κ∗k(x,N)|
< lim
N→∞
g(x,N) ≤ ak
(k − 1)! (x log x)
1/2
so that we obtain
κk(x) = akLik(x) +O(
√
x log x).
Moreover, similar to the proofs of theorems (56.1-56.4) by replacing κk(x) with Lik(x), let
define
ηk(x) =
Lik(x)
x/ logk x
=
1
(k − 1)!
N∑
n=0
(n+ k − 1)!
logn x
+ δN (x) where N = 0, 1, 2, · · · .
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Then we have
δ0(x) =
k
log x
+
logk x
x
(
∫ x
2
(k + 1)!dt
logk+2 t
− 2
(k − 1)! logk 2
1∑
n=0
(n+ k − 1)!
logn 2
) > 0
and can prove theorems of Lik(x), which are similar to the theorems (56.1-56.4) of κk(x).
So for a pair of numbers x ≥ x0 ≥ 59 and N ≥ 0 satisfying the inequalities
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1),
the function Lik(x) must be bounded by the inequalities
κ∗k(x,N
′) ≤ akLik(x) < κ∗k(x,N ′ + 1)
where the number N ′ satisfies N ′ ≥ 0 and |N −N ′| ≤ 1.
Then, by Theorem (56.4) for any positive number x ≥ 105, a positive number N always
exists such that κk(x) satisfies
|κk(x) − akLik(x)| < 2g(x,N) ≤ 2(x log x)1/2.
Hence for any positive number x ≥ 105 we have
κk(x) = akLik(x) +O(
√
x log x).
This completes the proof of the theorem.
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Part XIV
On the number of Schinzel prime
k-tuples
Abstract Let the Schinzel prime k-tuples be in every admissible pattern for a prime constellation
(f1(m), f2(m), · · · , fk(m)) for k ≥ 1. Let κk(x) denote the number of Schinzel prime k-tuples and τk(x)
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denote the number of Schinzel prime k-tuples in a region [ξi, x].
Then, for every number x greater than a positive number x0, the inequalities
τk(x) ≥ ak x
logk x
+ bk
π(
√
x)
√
x
2 logk x
≥ 1
always hold such that there are an infinite number of Schinzel prime k-tuples in every admissible
pattern. Hence for large numbers x, κk(x) satisfies the inequalities
κk(x) ≥ ak x
logk x
+ bk
x
logk+1 x
where ak and bk are positive constants dependent of the number k.
Based upon the main theorem, it was proved that:
(1) The number κk(x) satisfies
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
where N is a positive number and
κ∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
.
(2) For any small positive value ǫ(x), a pair of positive numbers x and N always exist such that the
number κk(x) satisfies
κk(x)− κ∗k(x,N) < ǫ(x)ak x
logk x
.
Especially ǫ(x) can be equal to log
k+1/2 x
(k−1)!√x such that for any positive number x ≥ 105, the number κk(x)
satisfies
κk(x)− κ∗k(x,N) < ak(k − 1)! (x log x)
1/2.
(3) For large numbers x, κk(x) is asymptotically equal to
κk(x) = akLik(x) +O(
√
x log x) and Lik(x) =
∫ x
2
dt
logk t
where ak is a positive constant dependent of the number k.
Keywords number theory, Bateman-Horn conjecture, number of Schinzel prime k-tuples
57 Introduction
57.1 Schinzel prime k-tuples
In his joint paper with W. Sierpinski, Schinzel proposed the following conjecture[2-3]:
Let k > 1, let f1(x), f2(x), · · · , fk(x) be irreducible polynomials over the integers, with
integral coefficients and positive leading coefficient. Assume that the following condition holds:
(*) there does not exist any integer n > 1 dividing all the products f1(m)f2(m) · · · fk(m), for
every integer m.
Then there exist infinitely many natural numbersm such that all numbers f1(m), f2(m), · · · , fk(m)
are primes. These primes f1(m), f2(m), · · · , fk(m) may be called as the Schinzel prime k-tuples.
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Bateman-Horn conjecture is a strengthening of Schinzel’s hypothesis H[1]. An integer m
is prime-generating for the given system of polynomials satisfying the conditions of Schinzel’s
hypothesis H if every polynomial fi(m) produces a prime number when givenm as its argument.
If P (x) is the fraction of prime-generating integers among the positive integers less than x, then
the Bateman-Horn conjecture states that
P (x) ∼ C
D
∫ x
2
dt
(log t)k
,
where D is the product of the degrees of the polynomials and where C is the product over
primes p
C =
∏
p
1−N(p)/p
(1− 1/p)k
with N(p) the number of solutions to
f(m) ≡ 0(mod p).
57.2 Works in this paper
The work done in this paper is base on two proved theorems of Bunyakovsky primes and
Schinzel’s hypothesis H[6-7], By the formally analysis of composite numbers, it was proved
that:
Let the Schinzel prime k-tuples be in every admissible pattern for a prime constellation
(f1(m), f2(m), · · · , fk(m)) for k ≥ 1. Let κk(x) denote the number of Schinzel prime k-tuples
and τk(x) denote the number of Schinzel prime k-tuples in a region [ξi, x].
Then, for every number x greater than a positive number x0, the inequalities
τk(x) ≥ ak x
logk x
+ bk
π(
√
x)
√
x
2 logk x
≥ 1
always hold such that there are an infinite number of Schinzel prime k-tuples in every admissible
pattern. Hence for large numbers x, κk(x) satisfies the inequalities
κk(x) ≥ ak x
logk x
+ bk
x
logk+1 x
where ak and bk are positive constants dependent of the number k.
Based upon the main theorem, it was proved that:
(1) The number κk(x) satisfies
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
where N is a positive number and
κ∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
.
(2) For any small positive value ǫ(x), a pair of positive numbers x and N always exist such
that the number κk(x) satisfies
κk(x)− κ∗k(x,N) < ǫ(x)ak
x
logk x
.
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Especially ǫ(x) can be equal to log
k+1/2 x
(k−1)!√x such that for any positive number x ≥ 105, the number
κk(x) satisfies
κk(x) − κ∗k(x,N) <
ak
(k − 1)! (x log x)
1/2.
(3) For large numbers x, κk(x) is asymptotically equal to
κk(x) = akLik(x) +O(
√
x log x) and Lik(x) =
∫ x
2
dt
logk t
where ak is a positive constant dependent of the number k.
Hence the Bateman-Horn conjecture is proved.
58 Definitions and theorems proved
58.1 Sets of primes
For any number x and each polynomial fi(x) where i = 1, 2, · · · , k, let π(
√
fi(x)) = ni and
π(fi(x)) = ni + ri. Then let denote a set of primes by Pi where
Pi = {pj|j = 1, 2, · · · , ni + ri} (58.1)
and
2 = p1 < p2 < · · · < pni ≤
√
fi(x) < pni+1 < pni+2 < · · · < pni+ri ≤ fi(x).
Let the first ni primes of Pi form a subset of Pi and be denoted by Pi,ni where
Pi,ni = {pj |j = 1, 2, · · · , ni} ⊂ Pi. (58.2)
Let denote a subset of Pi by Qi where
Qi = {q|q = fi(ξ) ∈ Pi, 1 ≤ ξ ≤ x}. (58.3)
58.2 Sets of positive numbers
For any number x and each polynomial fi(x) where i = 1, 2, · · · , k, let denote a set of positive
numbers by Ξi where
Ξi = {ξ|fj(ξ) ∈ Qj , ξi ≤ ξ ≤ x, j = 1, 2, · · · , i} (58.4)
where ξi = max{xj} and numbers xj are determined by the inequalities fj(xj − 1) ≤
√
fj(x) <
fj(xj). Then there are
Ξk ⊂ Ξk−1 ⊂ · · · ⊂ Ξ2 ⊂ Ξ1.
Then for i = 1, 2, · · · , k, let denote a set of positive numbers by D where
D = {d|d ∈ Ξi} (58.5)
and let Dj for j = 1, 2, · · · , ni denote positive number sets where
Dj = {d|d ∈ D,max{q|q ∈ Pi,ni , q|fi(d)} = pj ∈ Pi,ni} ⊂ D (58.6)
such that Dj1 ∩ Dj2 = φ = {} for j1, j2 = 1, 2, · · · , ni and j1 6= j2. Hence any d ∈ D
corresponding to a composite number fi(d) can be uniquely classified into a set Dj . Let denote
D∪ = D1 ∪D2 ∪ · · · ∪Dni
then there is D∪ ⊆ D. If D∪ 6= D or the number of elements of D∪ is smaller than the number
of elements of D, then some odd numbers fi(dj) must be primes where numbers dj are in the
region [ξi, x].
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58.3 Theorems proved
Shan-Guang Tan (2014) proved following theorems[6-7]:
Theorem 58.1 (Bounds of Bunyakovsky prime numbers) For every number x greater than
x0, there are always Bunyakovsky primes in the region [x1, x] where f(x1−1) ≤
√
f(x) < f(x1).
Let denote the number of Bunyakovsky primes in the region [x1, x] by τ(x) and the number of
Bunyakovsky primes not greater than f(x) by πf (x), respectively. Then
τ(x) ≥ αf x
log x
+ βfπf (
√
x)
√
x
2 log x
≥ 1 (58.7)
where αf and βf are positive constants dependent of the polynomial f(x) and
πf (x) ≥ αf x
log x
+ βfπf (
√
x)
√
x
2 logx
+ πf (
√
x). (58.8)
Theorem 58.2 (Schinzel’s hypothesis H) For any finite positive number s > 1, let f1(x), f2(x), · · · , fs(x)
be irreducible polynomials over the integers, with integral coefficients and positive leading co-
efficient. Assume that the following condition holds: there does not exist any integer d > 1
dividing all the products f1(k)f2(k) · · · fs(k), for every integer k, and the polynomial
f(x) =
s∏
i=1
fi(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0 (58.9)
can be converted to a new polynomial f(x) such that the integer coefficients of the new polyno-
mial f(x) also satisfy the following three conditions: (1) a0 > 0, an > 0 and ai ≥ 0 for i =
1, 2, · · · , n−1, (4) the inequality (n+1)4 ≤ f¯(1)/ log2 f¯(1) holds, and (5) gcd(f¯(1), a0) = 1, then
there exist infinitely many natural numbers m such that all numbers f1(m), f2(m), · · · , fs(m)
are primes.
59 Lemmas of composite numbers
In this section we will investigate positive numbers d ∈ D which are corresponding to composite
numbers fi(d), based upon the prime set Pi,ni and positive number sets Dj for j = 1, 2, · · · , n =
ni in a region [ξi, x].
Lemma 59.1 As defined in Sec. (58) for 1 ≤ j ≤ n, let σj denote the number of elements of
Dj, then σj can be formally estimated by inequalities as
σj ≤ {
C1,j(x)x − C2,j(x)
√
x for 1 ≤ j ≤ jn
C1,j(x)x + C2,j(x)
√
x for jn < j ≤ n
where C1,j(x) is non-negative and C2,j(x) is positive except that C2,1(x) is non-negative, both
are dependent of the variable x, and jn is a positive integer dependent of n.
Proof Let write fi(x) = ψ(x)x. When x → ∞, there is a0/x → 0 where a0 is the constant
term of fi(x). So for big x there is approximately ψ(x)x ≈ fi(x) − a0.
First, for any d ∈ D1, since fi(d) can be written as fi(d) = mp1 where m is a positive
integer satisfying
[
√
fi(x)
p1
] = [
√
ψ(x)
p1
√
x] < m ≤ [fi(x)
p1
] = [
ψ(x)
p1
x],
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then σ1 can be formally estimated by an inequality as
σ1 ≤ C1,1(x)x − C2,1(x)
√
x
where C1,1(x) and C2,1(x) are positive and dependent of the variable x. If each value of fi(x)
is odd, then there are C1,1(x) = 0 and C2,1(x) = 0.
Second, for any d ∈ D2, since fi(d) can be written as fi(d) = mp2 where m is a positive
integer satisfying
[
√
fi(x)
p2
] = [
√
ψ(x)
p2
√
x] < m ≤ [fi(x)
p2
] = [
ψ(x)
p2
x],
then σ2 can be formally estimated by an inequality as
σ2 ≤ C1,2(x)x − C2,2(x)
√
x
where C1,2(x) and C2,2(x) are positive and dependent of the variable x.
Third, for any d ∈ Dn, since fi(d) can be written as fi(d) = mpn where m is a positive
integer satisfying
2 ≤ m ≤ [fi(x)
pn
] = [
ψ(x)
√
x
pn
√
x],
then σn can be formally estimated by an inequality as
σn ≤ C2,n(x)
√
x
where C2,n(x) is positive and dependent of the variable x or
σn ≤ C1,n(x)x + C2,n(x)
√
x
where C1,n(x) = 0 and C2,n(x) is positive and dependent of the variable x.
Finally, since we have
σ1 ≤ C1,2(x)x − C2,2(x)
√
x and σn ≤ C1,n(x)x + C2,n(x)
√
x,
then there is always a number jn where 2 ≤ jn < n such that σj can be formally estimated by
inequalities as
σj ≤ {
C1,j(x)x − C2,j(x)
√
x for 1 ≤ j ≤ jn
C1,j(x)x + C2,j(x)
√
x for jn < j ≤ n
where C1,j(x) is non-negative and C2,j(x) is positive except that C2,1(x) is non-negative, both
are dependent of the variable x, and jn is dependent of n.
The proof of the lemma is completed.
Lemma 59.2 As defined in Sec. (58), let σ denote the number of composite numbers fi(d)
where d ∈ D, then the inequalities
σ ≤ C1(x)x − C2(x)π(
√
x)
√
x ≤ Cd(x)x (59.1)
always hold formally where Cd(x)x is the number of elements of the positive number set D.
Proof By Lemma (59.1), we have formally
σ = σ1 + σ2 + · · ·+ σn
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≤
n∑
j=1
C1,j(x)x −
jn∑
j=1
C2,j(x)
√
x+
n∑
j=jn+1
C2,j(x)
√
x
= C1(x)x − C2(x)π(
√
x)
√
x
where
C1(x) =
n∑
j=1
C1,j(x) and C2(x) =
1
π(
√
x)
(
jn∑
j=1
C2,j(x)−
n∑
j=jn+1
C2,j(x)).
Since C1,j(x) and C2,j(x) for j = 1, 2, · · · , n are corresponding to the number of elements
of a positive number set Dj ⊂ D, then there is
D1 ∪D2 ∪ · · · ∪D(n) = D∪ ⊂ D
such that C1(x) and C2(x) are corresponding to the number of elements of the positive number
set D∪ ⊆ D and the inequalities
0 < C1(x) ≤ Cd(x)
always hold where Cd(x)x is the number of elements of the positive number set D.
The proof of the lemma is completed.
60 Theorem of the number of Schinzel prime k-tuples
Theorem 60.1 (Schinzel prime k-tuples theorem) Let the Schinzel prime k-tuples be in every
admissible pattern for a prime constellation (f1(m), f2(m), · · · , fk(m)) for k ≥ 1. Let κk(x)
denote the number of Schinzel prime k-tuples and τk(x) denote the number of Schinzel prime
k-tuples in a region [ξi, x].
Then for every number x greater than a positive number x0, the inequalities
τk(x) ≥ ak x
logk x
+ bk
π(
√
x)
√
x
2 logk x
≥ 1 (60.1)
always hold such that there are an infinite number of Schinzel prime k-tuples in every admissible
pattern. Hence for large numbers x, κk(x) satisfies the inequalities
κk(x) ≥ ak x
logk x
+ bk
x
logk+1 x
(60.2)
where ak and bk are positive constants dependent of the number k.
Proof First for k = 1, by Theorem (58.1) and equations (58.7-58.8), equations (60.1-60.2)
hold.
Second if Equation (60.2) holds for a number k, then we can prove that equations (60.1-60.2)
also hold for the number k + 1. Hence the theorem will be true.
For the polynomial fk+1(x), let consider a set of positive numbers
D = {d|d ∈ Ξk}.
When we take Dj for j = 1, 2, · · · , n = nk+1 such that D∪ ⊆ D, if D∪ 6= D then some prime
(k+1)-tuples of the admissible pattern for a prime constellation (f1(m), f2(m), · · · , fk(m), fk+1(m))
for k ≥ 1 exist in the region [ξk+1, x].
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Let write the number of elements of the set D as Cd(x)x. By Lemma (59.2) for all d ∈ D,
the number of odd compote numbers fk+1(d) is less than or equal to σ. Then we have
τk+1(x) ≥ Cd(x)x − σ
= Cd(x)x − [C1(x)x − C2(x)π(
√
x)
√
x]
= [Cd(x)− C1(x)]x + C2(x)π(
√
x)
√
x
= ak+1(x)x + bk+1(x)π(
√
x)
√
x/2
and
ρk+1(x) =
τk+1(x)
x/ logk+1 x
≥ ak+1(x) logk+1 x+ bk+1(x) π(
√
x)√
x/ log
√
x
logk x
∼ ρ∗k+1(x) = ak+1(x) logk+1 x+ bk+1(x) logk x
where
ak+1(x) = Cd(x)− C1(x) and bk+1(x) = 2C2(x)
are dependent of the variable x.
Since ρk+1(x) can not be negative and π(x)/x is stationarily decreased and tends to zero
when x is increased such that τk+1(x)/x is stationarily decreased and tends to zero when x
is increased, thus ρb+1(x) should be stationarily decreased and tend to a limiting value when
x is increased such that ak+1(x) and bk+1(x) must be decreased and tend to zero when x is
increased.
Shan-Guang Tan (2014) proved that there are infinitely many tuples of primes (f1(m), f2(m), · · · , fk(m), fk+1(m))
[7] (see Theorem (58.2)). Thus there must be
0 < ak+1(x) < Cd(x) and lim
x→∞
ak+1(x) = 0
so that ak+1(x) and ρk+1(x) are always greater than zero for x <∞.
Hence by the form of the function ρ∗k+1(x) we can let
ak+1 = ak+1(x) log
k+1 x and bk+1 = bk+1(x) log
k+1 x
then there is ak+1 > 0 and ρ
∗
k+1(x) becomes
ρ∗k+1(x) = ak+1 + bk+1/ log x
Since ak+1 > 0 then bk+1 should be greater than zero otherwise τk+1(x)/x will be station-
arily increased when x is increased. Thus ak+1 and bk+1 are positive constants.
Hence a positive number x0 always exists such that for x > x0 the inequalities
τk+1(x) ≥ ak+1(x)x+ bk+1(x)π(
√
x)
√
x/2
= ak+1
x
logk+1 x
+ bk+1
π(
√
x)
√
x
2 logk+1 x
≥ 1
always hold and at least one fk+1(d) can not be composite so that at least one fk+1(d) must
be prime in the region [ξi, x] for ξi ≤ d ≤ x.
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Hence for large numbers x since τk+1(x) = κk+1(x) − κk+1(
√
x) we have
κk+1(x) = τk+1(x) + κk+1(
√
x)
≥ ak+1(x)x + bk+1(x)π(
√
x)
√
x/2 + κk+1(
√
x)
∼ ak+1(x)x + bk+1(x)π(
√
x)
√
x/2
∼ ak+1 x
logk+1 x
+ bk+1
π(
√
x)
√
x
2 logk+1 x
and
ηk+1(x) =
κk+1(x)
ak+1x/ log
k+1 x
≥ ak+1(x)
ak+1
logk+1 x+
bk+1(x)
ak+1
π(
√
x)√
x/ log
√
x
logk x+
κk+1(
√
x)
ak+1x/ log
k+1 x
∼ η∗k+1(x) = 1 + b∗k+1/ log x where b∗k+1 = bk+1/ak+1.
Hence equations (60.1-60.2) hold for the number k + 1 and we have
lim
x→∞
ηk+1(x) = lim
x→∞
η∗k+1(x) = 1.
Hence there are always the Schinzel prime k-tuples in every admissible pattern for a prime
constellation (f1(m), f2(m), · · · , fk(m)) for k ≥ 1 in the region [ξi, x] where x > x0.
Let xi = x
2
i−1 for i = 1, 2, · · · ,m. Then there are always a number of Schinzel prime k-
tuples in every region [ξi, x]. Hence there are an infinite number of Schinzel prime k-tuples in
every admissible pattern for a prime (f1(m), f2(m), · · · , fk(m)) for k ≥ 1 when m→∞.
This completes the proof of the theorem.
61 Theorems of Schinzel prime k-tuples numbers
In this subsection, we will give out and prove theorems of Schinzel prime k-tuples numbers for
κk(x), the number of Schinzel prime k-tuples.
Theorem 61.1 (Bounds theorem of Schinzel prime k-tuples numbers) For any positive num-
ber x, a positive number N always exists such that the inequalities
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1) (61.1)
hold where
κ∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
(61.2)
and
lim
x→∞
κk(x)
akx/ log
k x
= 1. (61.3)
Proof By the proof of Theorem (60.1) we have
akπ(
√
x) ∼ κk(
√
x) logk−1
√
x,
κk(x) ≥ ak(x)x + bk(x)π(
√
x)
√
x/2 + κk(
√
x)
∼ ak x
logk x
[1 +
bk
ak
ηk(
√
x)
log x
]
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and
lim
x→∞
ηk(x) = lim
x→∞
η∗k(x) = 1.
Then for large numbers x we have
ηk(x) =
κk(x)
akx/ log
k x
≥ 1 + b∗k
ηk(
√
x)
log x
. (61.4)
First since there is
ηk(x) ≥ 1
then we can set
ηk(x) = 1 + δ0(x)
and substitute it into Inequality (61.4), thus we have
1 + δ0(x) ≥ 1 + b∗k
1 + δ0(
√
x)
log x
= 1 + b∗k
1
log x
+ b∗k
δ0(
√
x)
log x
such that we obtain
δ0(x) ≥ b∗k
1
log x
+ b∗k
δ0(
√
x)
log x
(61.5)
and can set
δ0(x) =
k!
(k − 1)! log x + δ1(x). (61.6)
Second by substituting δ0(x) into Inequality (61.5), we have
k!
(k − 1)! log x + δ1(x) ≥ b
∗
k
1
log x
+ b∗k
k/ log
√
x+ δ1(
√
x)
log x
= b∗k
1
k
k!
(k − 1)! logx + b
∗
k
21
k + 1
(k + 1)!
(k − 1)! log2 x + b
∗
k
δ1(
√
x)
log x
such that we obtain
δ1(x) ≥ (b∗k
1
k
− 1) k!
(k − 1)! log x + b
∗
k
21
k + 1
(k + 1)!
(k − 1)! log2 x + b
∗
k
δ1(
√
x)
log x
(61.7)
and can set
δ1(x) =
(k + 1)!
(k − 1)! log2 x + δ2(x). (61.8)
Third by substituting δ1(x) into Inequality (61.7), we have
(k + 1)!
(k − 1)! log2 x + δ2(x) ≥
1∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x
+b∗k
21
k + 1
(k + 1)!
(k − 1)! log2 x + b
∗
k[
(k + 1)!
(k − 1)! log2√x + δ2(
√
x)]/ log x
=
1∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x + b
∗
k
21
k + 1
(k + 1)!
(k − 1)! log2 x
+b∗k
22
k + 2
(k + 2)!
(k − 1)! log3 x + b
∗
k
δ2(
√
x)
log x
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such that we obtain
δ2(x) ≥
2∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x (61.9)
+b∗k
22
k + 2
(k + 2)!
(k − 1)! log3 x + b
∗
k
δ2(
√
x)
log x
and can set
δ2(x) =
(k + 2)!
(k − 1)! log3 x + δ3(x). (61.10)
Forth by substituting δ2(x) into Inequality (61.9), we have
(k + 2)!
(k − 1)! log3 x + δ3(x) ≥
2∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x
+b∗k
22
k + 2
(k + 2)!
(k − 1)! log3 x + b
∗
k[
(k + 2)!
(k − 1)! log3√x + δ3(
√
x)]/ log x
=
2∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x + b
∗
k
22
k + 2
(k + 2)!
(k − 1)! log3 x
+b∗k
23
k + 3
(k + 3)!
(k − 1)! log4 x + b
∗
k
δ3(
√
x)
log x
such that we obtain
δ3(x) ≥
3∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x (61.11)
+b∗k
23
k + 3
(k + 3)!
(k − 1)! log4 x + b
∗
k
δ3(
√
x)
log x
and can set
δ3(x) =
(k + 3)!
(k − 1)! log4 x + δ4(x). (61.12)
Fifth by substituting δ3(x) into Inequality (61.11), we have
(k + 3)!
(k − 1)! log4 x + δ4(x) ≥
3∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x
+b∗k
23
k + 3
(k + 3)!
(k − 1)! log4 x + b
∗
k[
(k + 3)!
(k − 1)! log4√x + δ4(
√
x)]/ log x
=
3∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x + b
∗
k
23
k + 3
(k + 3)!
(k − 1)! log4 x
+b∗k
24
k + 4
(k + 4)!
(k − 1)! log5 x + b
∗
k
δ4(
√
x)
log x
such that we obtain
δ4(x) ≥
4∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x (61.13)
+b∗k
24
k + 4
(k + 4)!
(k − 1)! log5 x + b
∗
k
δ4(
√
x)
log x
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and can set
δ4(x) =
(k + 4)!
(k − 1)! log5 x + δ5(x). (61.14)
Then by substituting δn(x) for n = 0, 1, 2, 3, 4 into the expression of ηk(x) we obtain
ηk(x) = 1 +
k!
(k − 1)! log x +
(k + 1)!
(k − 1)! log2 x +
(k + 2)!
(k − 1)! log3 x
+
(k + 3)!
(k − 1)! log4 x +
(k + 4)!
(k − 1)! log5 x + δ5(x)
=
1
(k − 1)!
5∑
n=0
(n+ k − 1)!
logn x
+ δ5(x).
Going on in the same way for n = 5, 6, · · · , N we have
δn(x) ≥
n−1∑
m=1
(b∗k
2m−1
m+ k − 1 − 1)
(m+ k − 1)!
(k − 1)! logm x (61.15)
+b∗k
2n−1
n+ k − 1
(n+ k − 1)!
(k − 1)! logn x + b
∗
k
δn(
√
x)
log x
and can set
δn−1(x) =
(n+ k − 1)!
(k − 1)! logn x + δn(x) (61.16)
such that we obtain
ηk(x) =
1
(k − 1)!
N∑
n=0
(n+ k − 1)!
logn x
+ δN(x). (61.17)
Since by Equality (61.16) for n = 1, 2, · · · the inequality
δn−1(x)− δn(x) = (n+ k − 1)!
(k − 1)! logn x > 0
always holds then we have
δ0(x) > δ1(x) > δ2(x) > · · · > δN (x) > δN+1(x) > · · · .
Based upon the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
for a fixed positive number x, a positive number nc always exists such that when n ≥ nc there
are
n
e log x
≥ 1 and (n+ k − 1)!
(k − 1)! logn x ≥
n!
logn x
>
√
2πn(
n
e log x
)n ≥
√
2πn.
Then on the right hand side of Eq. (61.17) for a fixed positive number x, there is
lim
N→∞
1
(k − 1)!
N∑
n=0
(n+ k − 1)!
logn x
→∞.
Thus there must be
lim
N→∞
δN (x)→ −∞.
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Since δ0(x) ≥ 0, then for any positive number x a positive number N always exists such
that there are δN (x) ≥ 0 and δN+1(x) < 0. Thus the inequalities
η∗k(x,N) ≤ ηk(x) < η∗k(x,N + 1)
and
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
hold where
η∗k(x,N) =
1
(k − 1)!
N∑
n=0
(n+ k − 1)!
logn x
and
κ∗k(x,N) = ak
x
logk x
η∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
.
Hence we have
ηk(x) ∼ η∗k(x,N)
and
lim
x→∞ ηk(x) = limx→∞ η
∗
k(x,N) = 1.
This completes the proof of the theorem.
Theorem 61.2 (Bounds of Schinzel prime k-tuples numbers πf (αx)) The number N is a
step-up function of x and proportional to log x with a step-up multiplying factor α satisfying
logα = ρ∞ where ρ∞ is a positive constant. And there exist a real α and a number x0 such that
for 0 < logα ≤ ρ∞ and for a pair of numbers x ≥ x0 ≥ 59 and N satisfying the inequalities
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
where
κ∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
the number of Schinzel prime k-tuples not greater than αx is bounded only by the inequalities
κ∗k(αx,N) ≤ κk(αx) < κ∗k(αx,N + 1) (61.18)
or by the inequalities
κ∗k(αx,N + 1) ≤ κk(αx) < κ∗k(αx,N + 2), (61.19)
Proof By the proof of Theorem (61.1), for a pair of numbers x and N satisfying Theorem
(61.1), there must be N →∞ as x→∞, and as N →∞, there must be
∆(x,N) = η∗k(x,N)− η∗k(x,N − 1) =
1
(k − 1)!
(N + k − 1)!
logN x
→ 0,
∆(x,N)−∆(x,N + 1) = (1− N + k
log x
)
1
(k − 1)!
(N + k − 1)!
logN x
→ 0,
∆(x,N)
∆(x,N + 1)
=
log x
N + k
→ ρ∞ and log x→∞
where ρ∞ is a constant.
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These equations show that when x increases, since η∗k(x, n) for n = N−1, N,N+1 decrease
and tend to one, then ∆(x,N) and ∆(x,N + 1) also asymptotically decrease and tend to zero.
Since N +k < log x and ∆(x,N) > ∆(x,N +1), then ∆(x,N)/∆(x,N +1) also asymptotically
tends to a limiting value when x increases, for otherwise if ∆(x,N)/∆(x,N+1) tends to infinite,
then there shall exist a pair of numbers xc and Nc such that for any small positive value ǫ when
x ≥ xc there shall be |ηk(x) − η∗k(x,Nc)| ≤ ǫ, but it contradicts Theorem (61.1) which implies
that for any small positive value ǫ the inequality |ηk(x) − η∗k(x,N)| ≤ ǫ holds only for pairs of
numbers x > xc and N > Nc.
Let define ∆N > 0 and
ρ(x,N,∆N) =
log x
N + k +∆N
= ρ∞ as x→∞.
If a real α and a series of x satisfy
N + k
N + k +∆N
∆(x,N)
∆(x,N + 1)
=
log x
N + k +∆N
= ρ∞
and
N + k + 1
N + k + 1 +∆N
∆(αx,N + 1)
∆(αx,N + 2)
=
log(αx)
N + k + 1 +∆N
= ρ∞,
then there shall be
ρ(αx,N + 1,∆N) =
log(αx)
(N + 1) + k +∆N
=
logα+ log x
N + k + 1 +∆N
=
logα+ ρ∞(N + k +∆N)
N + k + 1 +∆N
= ρ∞.
Thus there must be logα = ρ∞.
On the other hand, for logα = ρ∞ and
ρ∞(1− 1
N + k +∆N
) <
log x
N + k +∆N
< ρ∞(1 +
1
N + k +∆N
),
there are
ρ(x,N,∆N) =
log x
N + k +∆N
= ρ∞(1 +O(
1
N + k +∆N
))
and
ρ(αx,N + 1,∆N) =
log(αx)
N + k + 1 +∆N
=
logα+ log x
N + k + 1 +∆N
=
logα
N + k + 1+ ∆N
+ ρ∞
N + k +∆N
N + k + 1 +∆N
(1 +O(
1
N + k +∆N
))
= ρ∞(1 +O(
1
N + k + 1 +∆N
)) = ρ∞(1 +O(
1
N + k +∆N
)) = ρ(x,N,∆N).
Thus the number N must be a step-up function of x and proportional to log x with a step-up
multiplying factor α satisfying logα = ρ∞. And there exist a number x0 and a real α such that
for x ≥ x0 and 0 < logα ≤ ρ∞, since by the proof of Theorem (61.1) there are always a pair of
numbers x and N satisfying the inequalities
π∗f (x,N) ≤ πf (x) < π∗f (x,N + 1),
then the number of Schinzel prime k-tuples not greater than αx is bounded only by the in-
equalities
κ∗k(αx,N) ≤ κk(αx) < κ∗k(αx,N + 1)
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or by the inequalities
κ∗k(αx,N + 1) ≤ κk(αx) < κ∗k(αx,N + 2).
This completes the proof of the theorem.
Theorem 61.3 (Relation between x and N) Let ρ(x,N) = (2 log x)/(2N + 2k + 1) where x
and N satisfy Inequality (61.1). Then there are
ρ(x,N) = 2 log 10 for x = 102N+2k+1 and N ≥ 5, (61.20)
ρ(x,N) = 2 log 10 +O(
2 log 10
N + k + 1/2
) for x ≥ 103, (61.21)
ρ(αx,N + 1) = ρ(x,N) for x ≥ 102N+2k+1 and N ≥ 5 (61.22)
where α = 102, and approximately
ρ(x,N) ≤ ρ∗(x) = 2.1 log 10− 4.2 log
2 10
x0.075 log 10
for x ≥ 105. (61.23)
Thus the number N must be a step-up function of x for x ≥ 103 and proportional to log x with
a step-up multiplying factor α = 102. Also by Equality (61.21) for each number N , the region of
x satisfying Inequality (61.1) can be determined by the inequalities 102N+2k−1 < x < 102N+2k+3
for x ≥ 103.
Proof By the proof of Theorem (61.1) let
∆(x,N) = η∗k(x,N)− η∗k(x,N − 1) =
1
(k − 1)!
(N + k − 1)!
logN x
.
Then as x→∞ there are
∆(x,N)
∆(x,N + 1)
=
log x
N + k
→ ρ∞
where ρ∞ is a constant.
Then, by the definition of ρ(x,N), we have
ρ(x,N) =
2N + 2k
2N + 2k + 1
∆(x,N)
∆(x,N + 1)
.
By Theorem (61.2), since the number N is a step-up function of x and proportional to
log x with a step-up multiplying factor α satisfying logα = ρ∞, ρ(x,N) should be a piecewise
increasing function of x and tend to a limiting value as x tends to infinity. Thus we can write
N = (1 +O(e−θ log x))
log x
ρ∞
− (k + 1/2)
such that there are
ρ(x,N) =
2 logx
2N + 2k + 1
=
ρ∞
1 +O(e−θ log x)
= ρ∞(1 +O(e−θ log x))
where ρ∞ is the limiting value of ρ(x,N) and θ is a constant satisfying 0 < θ < 1.
By the definition of ρ(x,N) = (2 log x)/(2N + 2k + 1), ρ(x,N) is independent of the poly-
nomial f(x). Now, we shall prove the theorem and ρ∞ = 2 log 10 by induction.
For k = 1 the theorem holds and ρ∞ = 2 log 10 as proved in [6]. Suppose that the theorem
holds and ρ∞ = 2 log 10 for k = k1 ≥ 1. Then there are
ρ(x1, N) = 2 log 10 for x1 = 10
2N+2k1+1 and N ≥ 5,
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ρ(x1, N) = 2 log 10 +O(
2 log 10
N + k1 + 1/2
) for x1 ≥ 103,
and
ρ(αx1, N + 1) = ρ(x1, N) for x1 ≥ 102N+2k1+1 and N ≥ 5
where α = 102.
Firstly, by setting x = αx1 and k = k1 + 1, we have
x = 102N+2(k1+1)+1 = 102N+2k+1
such that by the last equality above there are
ρ(αx1, N + 1) =
2 log(αx1)
2(N + 1) + 2k1 + 1
=
2 log(αx1)
2N + 2(k1 + 1) + 1
=
2 log x
2N + 2k + 1
= ρ(x,N) = ρ(x1, N) = 2 log 10 for x = 10
2N+2k+1 and N ≥ 5.
Thus Formula (61.20) holds and ρ∞ = 2 log 10 for k = k1 + 1.
Secondly, for 102N+2k−1 < x < 102N+2k+3, similarly by setting x = αx1 and k = k1+1, we
have
ρ(αx1, N + 1) = 2 log 10 +O(
2 log 10
(N + 1) + k1 + 1/2
) = 2 log 10 +O(
2 log 10
N + (k1 + 1) + 1/2
)
= 2 log 10 +O(
2 log 10
N + k + 1/2
) = ρ(x,N) for x ≥ 103.
Thus Formula (61.21) holds and ρ∞ = 2 log 10 for k = k1 + 1.
Thirdly, for k = k1 + 1 let x = αx1. In the case of that the inequalities
η∗k(x,N) ≤ ηk(x) < η∗k(x,N + 1)
holds, for α = 102 and 102N+2k−1 < x < 102N+2k+3, there are
102(N+1)+2k−1 < αx ≤ 102(N+1)+2k+3
and
2 log 10− 2 log 10
N + 1 + k + 1/2
< ρ(αx,N + 1) ≤ 2 log 10,
and for α = 102 and 102N+2k+3 ≤ x < 102N+2k+5, there are
102(N+1)+2k+3 ≤ αx < 102(N+1)+2k+5
and
2 log 10 ≤ ρ(αx,N + 1) < 2 log 10 + 2 log 10
N + 1 + k + 1/2
.
Thus we obtain
ρ(αx,N + 1) = 2 log 10 +O(
2 log 10
N + 1 + k + 1/2
)
= 2 log 10 +O(
2 log 10
N + k + 1/2
) = ρ(x,N).
On the other hand, since Formula (61.21) also holds for
102N+2k−1 < x ≤ 102N+2k+1 or 102N+2k+1 ≤ x < 102N+2k+3,
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then by using
ρ(x,N) =
2 log x
2N + 2k + 1
= 2 log 10 +O(
2 log 10
N + k + 1/2
)
and
2 logx = (2N + 2k + 1)ρ(x,N) = 2 log 10(2N + 2k + 1 +O(2)),
for a number N ′ there are
ρ(αx,N ′) =
2 log(αx)
2N ′ + 2k + 1
=
2 logα+ 2 log x
2N ′ + 2k + 1
= 2 log 10
2 + 2N + 2k + 1 +O(2)
2N ′ + 2k + 1
= 2 log 10
2(N + 1) + 2k + 1 +O(2)
2N ′ + 2k + 1
= (2 log 10 +O(
2 log 10
N + 1 + k + 1/2
))
2(N + 1) + 2k + 1
2N ′ + 2k + 1
.
Thus there should be N ′ = N + 1 and
ρ(αx,N + 1) = 2 log 10 +O(
2 log 10
N + 1 + k + 1/2
)
= 2 log 10 +O(
2 log 10
N + k + 1/2
) = ρ(x,N) for x ≥ 102N+2k+1 and N ≥ 5.
Thus Formula (61.22) holds and ρ∞ = 2 log 10 for k = k1 + 1.
Finally, without loss of generality we can assume that ρ(x,N) satisfies
ρ(x,N) = ρ∞(1 +O(e−θ log x)) ≤ ρ∗(x) and ρ∗(x) = c1 − c2
xc3
where c1, c2 and c3 are positive constants. By calculation for 10
5 ≤ x ≤ 1026 there are
approximately
c1 = 2.1 log 10, c2 = 4.2 log
2 10, and c3 = 0.075 log 10,
respectively. Then there are approximately
ρ(x,N) ≤ ρ∗(x) = 2.1 log 10− 4.2 log
2 10
x0.075 log 10
for x ≥ 105
and
lim
N→∞
ρ(x,N) ≤ lim
N→∞
ρ∗(x) = 2.1 log 10.
Hence the theorem holds and ρ∞ = 2 log 10 for k = k1 + 1 and for any k ≥ 1 by induction.
This completes the proof of the theorem.
Theorem 61.4 (Upper bound theorem of Schinzel prime k-tuples number gaps) For any
small positive value ǫ(x), a pair of positive numbers x and N always exist such that the bounds
gap of Schinzel prime k-tuples numbers
g(x,N) = κ∗k(x,N + 1)− κ∗k(x,N) ≤ ǫ(x)ak
x
logk x
(61.24)
and for any positive number x ≥ 105, κk(x) satisfies
κk(x) − κ∗k(x,N) < g(x,N) ≤ ǫ(x)ak
x
logk x
(61.25)
where ak is a positive constant dependent of the number k,
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
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and
κ∗k(x,N) =
ak
(k − 1)!
x
logk x
N∑
n=0
(n+ k − 1)!
logn x
.
Especially ǫ(x) can be equal to log
k+1/2 x
(k−1)!√x such that
g(x,N) ≤ ak
(k − 1)!(x log x)
1/2 (61.26)
and for any positive number x ≥ 105
κk(x) − κ∗k(x,N) <
ak
(k − 1)! (x log x)
1/2. (61.27)
Proof By the proof of Theorem (61.1) when κk(x) satisfies
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1)
then there are
∆(x,N) =
g(x,N)
akx/ log
k x
= η∗k(x,N + 1)− η∗k(x,N) =
(N + k − 1)!
(k − 1)! logN x .
For any small positive value ǫ(x), a pair of positive numbers x and N can be determined
by Theorem (61.3) and the inequality
∆(x,N) ≤ ǫ(x) or (N + k − 1)!
(k − 1)! logN x ≤ ǫ(x).
Thus for any positive number x ≥ 105, κk(x) satisfies
κk(x)− κ∗k(x,N) < g(x,N) ≤ ǫ(x)ak
x
logk x
.
Based upon the Stirling’s formula
n! =
√
2πn(
n
e
)ne
θ
12n , 0 < θ < 1
for x ≥ 105 such that log x > e√2πe there are
(N + k − 1)! < e
√
2πe(
N + k − 1
e
)N+k+1/2
and
logN+k+1/2 x
(N + k − 1)! ≥
log x
e
√
2πe
(
e log x
N + k − 1)
N+k+1/2 > (
e logx
N + k + 1/2
)N+k+1/2.
Since a pair of positive numbers x and N always exist, let
ρ(x,N) = (log x)/(N + k + 1/2).
Then we have
log
logN+k+1/2 x
(N + k − 1)!√x > (N + k + 1/2) log[e
log x
N + k + 1/2
]− 1
2
log x
= (N + k + 1/2)[1 + log ρ(x,N)− ρ(x,N)/2].
Since the inequality
1 + log ρ(x,N)− ρ(x,N)/2 > 0
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holds for ρ(x,N) ≤ 5.3566938, thus by Theorem (61.3) the inequality ρ(x,N) ≤ 2.1 log 10 holds
such that we obtain
logN+k+1/2 x
(N + k − 1)! >
√
x and
(N + k − 1)!
logN x
<
logk+1/2 x√
x
.
When we let ǫ(x) = (log x)k+1/2/((k − 1)!√x), a pair of positive numbers x and N can be
determined by Theorem (61.3) and the inequality
(N + k − 1)!
(k − 1)! logN x ≤
logk+1/2 x
(k − 1)!√x
so that for any positive number x ≥ 105, κk(x) satisfies
κk(x) − κ∗k(x,N) < g(x,N)
≤ log
k+1/2 x
(k − 1)!√xak
x
logk x
=
ak
(k − 1)! (x log x)
1/2.
This completes the proof of the theorem.
Theorem 61.5 (Prime k-tuples number theorem) For large numbers x, κk(x) is asymptoti-
cally equal to
κk(x) = akLik(x) +O(
√
x log x) where Lik(x) =
∫ x
2
dt
logk t
. (61.28)
Proof Note that Lik(x) has the asymptotic expansion about ∞ of
Lik(x) =
∫ x
2
dt
logk t
= lik(x) − lik(2) ∼ lik(x) (61.29)
where
lik(x) =
∞∑
n=0
(n+ k − 1)!
(k − 1)!
x
logn+k x
=
x
(k − 1)! logk x
∞∑
n=0
(n+ k − 1)!
logn x
.
By the proof of Theorem (61.4) for any positive number x ≥ 105, a positive number N
always exists such that κk(x) satisfies
κk(x) − κ∗k(x,N) < g(x,N) ≤
ak
(k − 1)! (x log x)
1/2.
Hence when positive numbers N →∞ and x→∞, we have
|κk(x) − aklik(x)| = |κk(x)− lim
N→∞
κ∗k(x,N)|
< lim
N→∞
g(x,N) ≤ ak
(k − 1)! (x log x)
1/2
so that we obtain
κk(x) = akLik(x) +O(
√
x log x).
Moreover, similar to the proofs of theorems (61.1-61.4) by replacing κk(x) with Lik(x), let
define
ηk(x) =
Lik(x)
x/ logk x
=
1
(k − 1)!
N∑
n=0
(n+ k − 1)!
logn x
+ δN (x) where N = 0, 1, 2, · · · .
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Then we have
δ0(x) =
k
log x
+
logk x
x
(
∫ x
2
(k + 1)!dt
logk+2 t
− 2
(k − 1)! logk 2
1∑
n=0
(n+ k − 1)!
logn 2
) > 0
and can prove theorems of Lik(x), which are similar to the theorems (61.1-61.4) of κk(x).
So for a pair of numbers x ≥ x0 ≥ 59 and N ≥ 0 satisfying the inequalities
κ∗k(x,N) ≤ κk(x) < κ∗k(x,N + 1),
the function Lik(x) must be bounded by the inequalities
κ∗k(x,N
′) ≤ akLik(x) < κ∗k(x,N ′ + 1)
where the number N ′ satisfies N ′ ≥ 0 and |N −N ′| ≤ 1.
Then, by Theorem (61.4) for any positive number x ≥ 105, a positive number N always
exists such that κk(x) satisfies
|κk(x) − akLik(x)| < 2g(x,N) ≤ 2(x log x)1/2.
Hence for any positive number x ≥ 105 we have
κk(x) = akLik(x) +O(
√
x log x).
This completes the proof of the theorem.
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Part XV
On the prime number theorem for
polynomials of arbitrary degree
Abstract Let πf (x) denote the number of primes f(q) where f is a Bunyakovsky’s polynomial with
a positive degree n and 0 < q ≤ x. It is proved in this paper that there are constants α > 0 and αf > 0
such that as x→∞,
πf (x) =
αf
n
∫ x
2
du
log u
+O(xe−
1
2
α
√
log x).
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62 Introduction
The Bunyakovsky conjecture stated in 1857 by the Russian mathematician Viktor Bunyakovsky,
asserts when a polynomial f(x) in one variable with positive degree and integer coefficients
should have infinitely many prime values for positive integer inputs. Three necessary conditions
are (1) the leading coefficient of f(x) is positive, (2) the polynomial is irreducible over the
integers, and (3) as m runs over the positive integers the numbers f(m) should not share
a common factor greater than 1. Bunyakovsky’s conjecture is that these three conditions
are sufficient: if f(x) satisfies the three conditions, which may be called a Bunyakovsky’s
polynomial, then f(m) is prime for infinitely many positive integers m[1-2].
In 1922, Nagell showed that limX→∞ πf(x)(X)/X = 0, i.e. limx→∞ πf (x)/x = 0, so there
are few prime values. In 1931, Heilbronn proved the more precise statement[1]:
There exists a positive constant C (dependent on f(x)), such that
πf(x)(X) ≤ C
X1/n
logX
, for every X ≥ 1,
i.e. there exists a positive constant C∗ (dependent on f(x)), such that
πf (x) ≤ C∗ x
log x
, for every x ≥ 1.
Shan-Guang Tan (2014) proved that if f(x) is a Bunyakovsky’s polynomial, then f(m) is
prime for infinitely many positive integers m[6].
Let πf (x) denote the number of primes f(q) where f is a Bunyakovsky’s polynomial with a
positive degree n and 0 < q ≤ x. It is proved in this paper that there are constants α > 0 and
αf > 0 such that as x→∞,
πf (x) =
αf
n
∫ x
2
du
log u
+O(xe−
1
2α
√
log x).
Hence, based on the prime number theorem for Bunyakovsky’s polynomials, the prime
number theorem for primes of the form a2 + 1 is proved.
63 Definitions
Definition 63.1 When a polynomial f(x) in one variable with positive degree and integer
coefficients which satisfy the following three necessary conditions: (1) the leading coefficient of
f(x) is positive, (2) the polynomial is irreducible over the integers, and (3) as m runs over the
positive integers the numbers f(m) should not share a common factor greater than 1, then let
define a number set Qf (x) on the polynomial f(x) by
Qf (x) = {q|f(q) is prime, 0 < q ≤ x}
and let πf (x) count the number of primes p = f(q), q ∈ Qf (x).
Definition 63.2 With complex variable s and primes p, let define a complex function ζf (s)
on the number set Qf (∞) by
ζf (s) =
∏
p=f(q),q∈Qf (∞)
(1− p−s)−1.
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Since the Riemann zeta function
ζ(s) = ζf (s)
∏
p6=f(q),q∈Qf (∞)
(1 − p−s)−1,
we have
0 ≤ |ζf (s)/ζ(s)| ≤ 1.
Definition 63.3 Let define a function Λf (ξ) on the number set Qf(∞) by
Λf(ξ) = {
log p if ξ = pm, for any m > 0 and p = f(q), q ∈ Qf (∞),
0 otherwise.
Differentiating the relation
log ζf (s) =
∑
m,p=f(q),q∈Qf (∞)
1
mpms
,
we obtain
ζ′f (s)
ζf (s)
= −
∑
m,p=f(q),q∈Qf (∞)
log p
pms
= −
∞∑
ξ=1
Λf (ξ)
ξs
.
Definition 63.4 For numbers q ∈ Qf (x), similar to the proof of the prime number theorem
for arithmetic progressions in [4], our object is to get an estimate for
πf (x) =
∑
p=f(q),q∈Qf (x)
1 =
f(x)∑
ξ=1
Pf (ξ) (63.1)
where Pf is the characteristic function of the numbers:
Pf (ξ) = {
1 if ξ = f(q), q ∈ Qf (∞),
0 otherwise.
While Pf itself does not arise in a natural way, the function P
∗
f such that
P ∗f (ξ) = {
1
m if ξ = p
m for some m and p = f(q), q ∈ Qf (∞),
0 otherwise,
occurs in the Dirichlet series for log ζf (s):
log ζf (s) =
∑
m,p=f(q),q∈Qf (∞)
1
mpms
=
∞∑
ξ=1
P ∗f (ξ)
ξs
. (63.2)
For fixed m, the number of mth powers of numbers p = f(q), q ∈ Qf (x), which do not exceed
f(x) is equal to the number of numbers q ∈ Qf(x) which do not exceed m
√
x, so that
f(x)∑
ξ=1
P ∗f (ξ) =
f(x)∑
ξ=1
Pf (ξ) +
1
2
√
f(x)∑
ξ=1
Pf (ξ) +
1
3
3
√
f(x)∑
ξ=1
Pf (ξ) + · · ·
= πf (x) +
πf (
√
x)
2
+
πf ( 3
√
x)
3
+ · · · ,
and since, for m ≥ 2,
πf (x
1/m) < cx1/m ≤ c√x = o( x
log x
),
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it is to be expected that
f(x)∑
ξ=1
P ∗f (ξ) ∼ πf (x).
64 Theorems of Bunyakovsky’s polynomials
Theorem 64.1 By Definition (63.2), let log ζf (s) = (x/f(x))
sθf (x, s) log ζ(s). As Re s→ 1
0 ≤ |θf (x, s)| ≤ C∗n and |θf (x, s)|
n log x
≤ πf (x)
x
≤ C
∗
log x
where n is the positive degree of the polynomial f(x) and C∗ is a positive constant (dependent
on f(x)).
Proof Let define a function ζf (s, x) on the number set Qf (x) by
log ζf (s, x) =
∑
p=f(q),q∈Qf (x)
(1− p−s)−1 = πf (x)
1− ρ−sf (s)
and define a function ζ(s, f(x)) on the function ζ(s) by
log ζ(s, f(x)) =
∑
p≤f(x)
(1− p−s)−1 = π(f(x))
1− ρ−sp (s)
.
Then there are
1
1− ρ−sf (s)
=
log ζf (s, x)
πf (x)
=
1
πf (x)
∑
p=f(q),q∈Qf (x)
(1− p−s)−1
and
1
1− ρ−sp (s)
=
log ζ(s, f(x))
π(f(x))
=
1
π(f(x))
∑
p≤f(x)
(1 − p−s)−1.
It shows that (1 − ρ−sf (s))−1 and (1 − ρ−sp (s))−1 are the average values of (1 − p−s)−1 for
log ζf (s, x) and log ζ(s, f(x)) respectively.
Let the elements of the number set Qf (x) be in a sequence
0 < q1 < q2 < · · · < qi−1 < qi < · · · < qix ≤ x
where ix = πf (x), and for i = 2, 3, · · · , ix let mi denote the number of primes p satisfying
f(qi−1) < p ≤ f(qi). Then the inequality
|(1 − f(qi)−s)−1| ≤ 1
mi
|
∑
f(qi−1)<p≤f(qi)
(1− p−s)−1|
always holds for i = 2, 3, · · · , ix so that the inequalities
|ρsp(s)| ≤ |ρsf (s)| and |1− ρ−sp (s)| ≤ |1− ρ−sf (s)|
always hold. On the other hand, as x→∞ there are
|ρsp(s)| → ∞, |ρsf (s)| → ∞ and limx→∞ |
1− ρ−sp (s)
1− ρ−sf (s)
| = 1.
Thus there should be
| log ζf (s, x)
log ζ(s, f(x))
| = |1− ρ
−s
p (s)
1− ρ−sf (s)
| πf (x)
π(f(x))
≤ πf (x)
π(f(x))
.
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Since as x→∞ and Re s→ 1
|θf (x, s)| = | log ζf (s)/x
s
log ζ(s)/f s(x)
| = lim
x→∞
| log ζf (s, x)/x
s
log ζ(s, f(x))/f s(x)
|
≤ πf (x)/x
π(f(x))/f(x)
≤ C
∗x/ log x/x
f(x)/ log f(x)/f(x)
= C∗n
where n is the positive degree of the polynomial f(x), the inequalities
0 ≤ |θf (x, s)| ≤ C∗n and |θf (x, s)|
n log x
≤ πf (x)
x
≤ C
∗
log x
hold as Re s→ 1.
Hence θf (x, s) is the ratio of the average density log ζf (s, x)/x
s of the distribution of primes
p = f(q), q ∈ Qf (x) in the region [1, x] to the average density log ζ(s, f(x))/f s(x) of the
distribution of primes p in the range [1, f(x)].
This completes the proof of the theorem.
Theorem 64.2 There are constants α > 0 and αf > 0 such that as x→∞,
∑
p=f(q),q∈Qf (x)
log
f(x)
p
= αf
∫ 1
c
xs
s2
ds+O(xe−α
√
log x), (64.1)
for some c with 0 < c < 1.
Proof Using the theorem proved in [4]:
1
2πi
∫
(2)
ys
s2
ds = { 0 for 0 < y < 1,
log y for y ≥ 1,
similar to the proof of Theorem (7-15) in [4], we have
1
2πi
∫
(2)
f s(x)
s2
log ζf (s)ds =
1
2πi
∫
(2)
1
s2
∞∑
ξ=1
Λf (ξ)
log ξ
(
f(x)
ξ
)sds
=
1
2πi
∞∑
ξ=1
Λf (ξ)
log ξ
∫
(2)
1
s2
(
f(x)
ξ
)sds =
∑
ξ≤f(x)
Λf (ξ)
log ξ
log
f(x)
ξ
=
∑
m,p=f(q),q∈Qf (x),pm≤f(x)
1
m
log
f(x)
pm
=
∑
p=f(q),q∈Qf (x)
log
f(x)
p
+
∑
p=f(q),q∈Qf (x),m≥2,pm≤f(x)
1
m
log
f(x)
pm
.
As noted earlier, the number of terms in the last sum is
πf (x
1/2) + πf (x
1/3) + · · · < x1/2 + x1/3 + · · ·+ x1/u < ux1/2,
where u is the smallest number such that x1/u < 2. Thus
πf (x
1/2) + πf (x
1/3) + · · · = O(x1/2 log x),
so that ∑
p=f(q),q∈Qf (x)
log
f(x)
p
=
1
2πi
∫
(2)
f s(x)
s2
log ζf (s)ds+O(xe
−√log x),
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since ∑
p=f(q),q∈Qf (x),m≥2,pm≤f(x)
1
m
log
f(x)
pm
≤
∑
p=f(q),q∈Qf (x),m≥2,pm≤f(x)
log f(x)
= O(
√
x log x log f(x)) = O(
√
x log2 x) = O(xe−
√
log x).
By the analysis of the integral
∫
(2)
xs
s2 log ζ(s)ds in [4], there is
∫
(2)
xs
s2
log ζ(s)ds = 2πi
∫ 1
c
xs
s2
ds+O(xe−α
√
log x).
Similarly, since by Theorem (64.1), there is 0 ≤ |θf (x, s)| ≤ C∗n where n is the positive degree
of the polynomial f(x) and C∗ is a positive constant (dependent on f(x)), we have
∫
(2)
xs
s2
θf (x, s) log ζ(s)ds = 2πi
∫ 1
c
xs
s2
θf (x, s)ds +O(xe
−α√log x),
so that there are
∑
p=f(q),q∈Qf (x)
log
f(x)
p
=
1
2πi
∫
(2)
f s(x)
s2
log ζf (s)ds+O(xe
−√log x)
=
1
2πi
∫
(2)
xs
s2
θf (x, s) log ζ(s)ds +O(xe
−√log x)
=
∫ 1
c
xs
s2
θf (x, s)ds +O(xe
−α√log x).
On the other hand, by the proof of Theorem (7-15) in [4], we have
∑
p≤x
log
x
p
=
∫ 1
c
xs
s2
ds+O(xe−α
√
log x).
By denoting
αf
n
= lim
x→∞(
∑
p=f(q),0<q≤x
log
x
q
)/(
∑
p≤x
log
x
p
)
where αf > 0, there are
lim
x→∞
∑
p=f(q),q∈Qf (x)
log
f(x)
p
= lim
x→∞
∑
q∈Qf (x)
n log
x
q
= n lim
x→∞
∑
p=f(q),0<q≤x
log
x
q
= αf lim
x→∞
∑
p≤x
log
x
p
.
Thus there should be
θf (x, s) ∼ αf as x→∞,
so that we have
∑
p=f(q),q∈Qf (x)
log
f(x)
p
= αf
∫ 1
c
xs
s2
ds+O(xe−α
√
log x).
This completes the proof of the theorem.
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Theorem 64.3 (Prime number theorem for Bunyakovsky’s polynomials) Let πf (x) denote
the number of primes f(q) where f is a Bunyakovsky’s polynomial with a positive degree n and
0 < q ≤ x. There are constants α > 0 and αf > 0 such that as x→∞,
πf (x) =
αf
n
∫ x
2
du
log u
+O(xe−
1
2α
√
log x).
Proof In Eq. (64.1), put
δ = δ(x) = e−
1
2α
√
log x.
Then since f(x(1 + δ)) ∼ f(x)(1 + nδ) and log(1 + nδ) ∼ nδ as x→∞, we have
∑
p=f(q),q∈Qf (x(1+δ))
log
f(x)(1 + nδ)
p
−
∑
p=f(q),q∈Qf (x)
log
f(x)
p
=
∑
p=f(q),q∈Qf (x)
log(1 + nδ) +
∑
p=f(q),x<q≤x(1+δ)
log
f(x)(1 + nδ)
p
= log(1 + nδ)πf (x) +O(log(1 + nδ) ∗ δx)
= αf
∫ 1
c
xs
s2
((1 + δ)s − 1)ds+O(xe−α
√
log x),
so that
πf (x) =
αf
log(1 + nδ)
∫ 1
c
(1 + δ)s − 1
s2
xsds+O(δx) +O(
xe−α
√
log x
δ
).
Now
(1 + δ)s − 1 = sδ + s(s− 1)
2!
(1 + ϑδ)s−2δ2,
where 0 < ϑ < 1, so that for 0 < s < 1,
|(1 + δ)s − 1− sδ| ≤ s|s− 1|
2
δ2 < δ2.
Thus, making the change of variable xs = u, we obtain
∫ 1
c
(1 + δ)s − 1
s2
xsds = δ
∫ 1
c
xs
s
ds+O(δ2
∫ 1
c
xs
s2
ds)
= δ
∫ x
xc
du
log u
+O(δ2
∫ 1
c
xsds) = δ
∫ x
2
du
log u
+O(δ2x).
Finally,
πf (x) =
αfδ
log(1 + nδ)
∫ x
2
du
log u
+O(δx) +O(
xe−α
√
log x
δ
)
= (1 +O(δ))
αf
n
∫ x
2
du
log u
+O(δx) +O(xe−
1
2α
√
log x)
=
αf
n
∫ x
2
du
log u
+O(δx) =
αf
n
∫ x
2
du
log u
+O(xe−
1
2α
√
log x).
This completes the proof of the theorem.
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Theorem 64.4 (Bunyakovsky’s Conjecture) If a polynomial f(x) in one variable with positive
degree n and integer coefficients which satisfy the following three necessary conditions: (1) the
leading coefficient of f(x) is positive, (2) the polynomial is irreducible over the integers, and
(3) as m runs over the positive integers the numbers f(m) should not share a common factor
greater than 1, then there are constants α > 0 and αf > 0 such that as x→∞,
πf (x) =
αf
n
∫ x
2
du
log u
+O(xe−
1
2α
√
log x)
where πf (x) denote the number of primes f(m) for all positive integers m ≤ x, and f(m) is
prime for infinitely many positive integers m.
Proof By Theorem (64.3), there are constants α > 0 and αf > 0 such that the number of
primes f(m) for all m ≤ x is equal to
πf (x) =
αf
n
∫ x
2
du
log u
+O(xe−
1
2α
√
log x).
Since πf (x)→∞ as x→∞. Hence f(m) is prime for infinitely many positive integers m.
This completes the proof of the theorem.
65 Corollaries of Bunyakovsky’s polynomials
Corollary 65.1 (Landau’s Problem) For a polynomial f(x) = x2 + 1, let πf (x) denote the
number of primes f(m) = m2 + 1 for all positive integers m ≤ x. Then there are constants
α > 0 and αf > 0 such that as x→∞,
πf (x) =
αf
2
∫ x
2
du
log u
+O(xe−
1
2α
√
log x)
and there are infinitely many primes of the form a2 + 1.
Proof Since f(x) = x2 +1 is a Bunyakovsky’s polynomial, then by Theorem (64.4), there are
constants α > 0 and αf > 0 such that as x→∞,
πf (x) =
αf
2
∫ x
2
du
log u
+O(xe−
1
2α
√
log x)
and f(m) = m2 + 1 is prime for infinitely many positive integers m.
Thus there are infinitely many primes of the form a2 + 1.
This completes the proof of the corollary.
A conjecture posed by Hardy & Littlewood in 1923[2] is proved and expressed as the fol-
lowing theorem:
Corollary 65.2 (Hardy & Littlewood’s Conjecture) Let n be an odd integer, n > 1; let h be
a positive integer which is not an e − th power of an integer; for any factor e > 1 of n. For
a polynomial f(x) = xn + h, let πf (x) denote the number of primes f(m) = m
n + h for all
positive integers m ≤ x. Then there are constants α > 0 and αf > 0 such that as x→∞,
πf (x) =
αf
n
∫ x
2
du
log u
+O(xe−
1
2α
√
log x)
and there exist infinitely many nature numbers m such that mn + h is a prime.
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Proof Let f(x) = anx
n + a0 = x
n + h where an = 1 and a0 = h. Since x
n + h is a
Bunyakovsky’s polynomial, then by Theorem (64.4), there are constants α > 0 and αf > 0
such that as x→∞,
πf (x) =
αf
n
∫ x
2
du
log u
+O(xe−
1
2α
√
log x)
and f(m) = mn + h is prime for infinitely many positive integers m.
Hence there exist infinitely many nature numbers m such that mn + h is a prime.
This completes the proof of the corollary.
A conjecture[2] of quadratic polynomials is proved and expressed as the following theorem:
Corollary 65.3 (Conjecture F) Let a > 0, b > 0, c > 0 be integers such that gcd(a, b, c) = 1,
b2 − 4ac is not a square and a+ b, c are not both even. For a polynomial f(x) = ax2 + bx+ c,
let πf (x) denote the number of primes f(m) = am
2 + bm + c for all positive integers m ≤ x.
Then there are constants α > 0 and αf > 0 such that as x→∞,
πf (x) =
αf
2
∫ x
2
du
log u
+O(xe−
1
2α
√
log x)
and there are infinitely many primes of the form am2 + bm+ c.
Proof Since a > 0, b > 0, c > 0, the first necessary condition of Theorem (64.4) is satisfied.
Since b2− 4ac is not a square so that the polynomial is irreducible over the integers, the second
necessary condition of Theorem (64.4) is satisfied. Since gcd(a, b, c) = 1, and a + b, c are not
both even, then the third necessary condition of Theorem (64.4) is satisfied.
Then by Theorem (64.4), there are constants α > 0 and αf > 0 such that as x→∞,
πf (x) =
αf
2
∫ x
2
du
log u
+O(xe−
1
2α
√
log x)
and f(m) is prime for infinitely many positive integersm. Since f(m) is of the form am2+bm+c,
thus there are infinitely many primes of the form am2 + bm+ c.
This completes the proof of the corollary.
A conjecture of a kind of special polynomials is proved and expressed as the following
theorem:
Corollary 65.4 For each integer n > 1, a polynomial
f(m) = 1 + 2m+ · · ·+ (n− 1)mn−1 + nmn−1 + nmn−1.
Let πf (x) denote the number of primes f(m) for all positive integers m ≤ x. Then there are
constants α > 0 and αf > 0 such that as x→∞,
πf (x) =
αf
n− 1
∫ x
2
du
log u
+O(xe−
1
2α
√
log x)
and f(m) is prime for infinitely many positive integers m.
Proof Since the leading coefficient of the polynomial is positive, the first necessary condition
of Theorem (64.4) is satisfied. Since the polynomial is irreducible over the integers, the second
necessary condition of Theorem (64.4) is satisfied. Since gcd(1, 2, · · · , n) = 1, and 1, 2+3+· · ·+n
are not both even, then the third necessary condition of Theorem (64.4) is satisfied.
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Then by Theorem (64.4), there are constants α > 0 and αf > 0 such that as x→∞,
πf (x) =
αf
n− 1
∫ x
2
du
log u
+O(xe−
1
2α
√
log x)
and f(m) is prime for infinitely many positive integers m.
This completes the proof of the corollary.
A conjecture of another kind of special polynomials is proved and expressed as the following
theorem:
Corollary 65.5 For any group of consecutive primes pm, pm+1, · · · , pn where pm is the mth
prime and m < n, a polynomial
f(b) =
n∑
k=m
pkb
n−k = pmbn−m + pm+1bn−m−1 + · · ·+ pn−1b+ pn.
Let πf (x) denote the number of primes f(b) for all positive integers b ≤ x. Then there are
constants α > 0 and αf > 0 such that as x→∞,
πf (x) =
αf
n−m
∫ x
2
du
log u
+O(xe−
1
2α
√
log x)
and f(b) is prime and greater than pn for infinitely many positive integers b.
Proof Since the leading coefficient of the polynomial is positive, the first necessary condition
of Theorem (64.4) is satisfied. Since the polynomial is irreducible over the integers, the second
necessary condition of Theorem (64.4) is satisfied. Since gcd(pm, pm+1, · · · , pn) = 1, and pm +
pm+1 + · · ·+ pn−1, pn are not both even, then the third necessary condition of Theorem (64.4)
is satisfied.
Then by Theorem (64.4), there are constants α > 0 and αf > 0 such that as x→∞,
πf (x) =
αf
n−m
∫ x
2
du
log u
+O(xe−
1
2α
√
log x)
and f(b) is prime and greater than f¯(1) > pn for infinitely many positive integers b.
This completes the proof of the corollary.
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Part XVI
On the prime number theorem for a
group of polynomials of arbitrary degree
Abstract For any finite positive number k ≥ 1, let f1(x), f2(x), · · · , fk(x) be irreducible polynomials
over the integers, with positive leading coefficients. Assume that the following condition holds: there
does not exist any integer d > 1 dividing all the products f1(m)f2(m) · · · fk(m), for every integer m.
Let πk(x) denote the number of natural numbersm ≤ x such that all numbers f1(m), f2(m), · · · , fk(m)
are primes. It is proved in this paper that as x→∞,
πk(x) =
αk
D
∫ x
2
du
logk u
+O(xe−
1
2
α
√
log x)
where α > 0 and αk > 0 are constants, and D is the product of the degrees of the polynomials. Then
based on the prime number theorem for a group of polynomials of arbitrary degree, the prime number
theorems for twin primes and Sophie Germain primes can be proved.
Keywords number theory, primes, polynomials, Schinzel’s hypothesis H
66 Introduction
In his joint paper with W. Sierpinski, Schinzel proposed the following conjectures[1-2]:
(1) Let k ≥ 1, let f1(x), f2(x), · · · , fk(x) be irreducible polynomials over the integers, with
integral coefficients and positive leading coefficient. Assume that the following condition holds:
(*) there does not exist any integer n > 1 dividing all the products f1(m)f2(m) · · · fk(m), for
every integer m.
Then there exist infinitely many natural numbersm such that all numbers f1(m), f2(m), · · · , fk(m)
are primes.
(2) Under the assumptions for f1(x), f2(x), · · · , fk(x), there exists a natural number m such
that the numbers f1(m), f2(m),· · · , fk(m) are primes.
Shan-Guang Tan (2014) proved that there exist infinitely many natural numbers m such
that all numbers f1(m), f2(m), · · · , fk(m) are primes[6].
Let πk(x) denote the number of natural numbersm ≤ x such that all numbers f1(m), f2(m), · · · , fk(m)
are primes. The Bateman-Horn conjecture states that
πk(x) ∼ C
D
∫ x
2
du
logk u
, C =
∏
p
1−N(p)/p
(1− 1/p)k
where D is the product of the degrees of the polynomials and where C is the product over
primes p with N(p) the number of solutions to f(m) ≡ 0(mod p).
It is proved in this paper that as x→∞,
πk(x) =
αk
D
∫ x
2
du
logk u
+O(xe−
1
2α
√
log x)
where α > 0 and αk > 0 are constants, and D is the product of the degrees of the polynomials.
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Hence, based on the main theorem, the Schinzel’s hypothesis H and the Dickson’s conjecture
can be proved, so that it can be proved that there are infinitely many twin primes p and p+ 2,
and infinitely many Sophie Germain primes of the form 2p+ 1 where p is prime.
67 Definitions
For any finite positive number k ≥ 1, let f1(x), f2(x), · · · , fk(x) be irreducible polynomials
over the integers, with positive leading coefficients. Assume that the following condition holds:
there does not exist any integer d > 1 dividing all the products f1(m)f2(m) · · · fk(m), for every
integer m.
Definition 67.1 Let define number sets Qi(x) on the polynomials by
Q1(x) = {q|f1(q) is prime, 0 < q ≤ x},
Qi(x) = {q|fi(q) is prime, q ∈ Qi−1(x)}
for i = 2, 3, · · · , k. Then there are
Q1(x) ⊃ Q2(x) ⊃ · · · ⊃ Qk−1(x) ⊃ Qk(x).
For each i = 1, 2, · · · , k, let f(q) = fi(q), Qf (x) = Qi(x) and πf (x) count the number of
primes p = f(q), q ∈ Qf(x).
Definition 67.2 With complex variable s and primes p, let define a complex function ζf (s)
on the number set Qf (∞) by
ζf (s) =
∏
p=f(q),q∈Qf (∞)
(1− p−s)−1.
Since the Riemann zeta function
ζ(s) = ζf (s)
∏
p6=f(q),q∈Qf (∞)
(1 − p−s)−1,
we have
0 ≤ |ζf (s)/ζ(s)| ≤ 1.
Definition 67.3 Let define functions on the number set Qf (∞) by
Λf(ξ) = {
log p if ξ = pm, for any m > 0 and p = f(q), q ∈ Qf (∞),
0 otherwise.
Differentiating the relation
log ζf (s) =
∑
m,p=f(q),q∈Qf (∞)
1
mpms
,
we obtain
ζ′f (s)
ζf (s)
= −
∑
m,p=f(q),q∈Qf (∞)
log p
pms
= −
∞∑
ξ=1
Λf (ξ)
ξs
.
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Definition 67.4 For numbers q ∈ Qf (x), similar to the proof of the prime number theorem
for arithmetic progressions in [4], our object is to get an estimate for
πf (x) =
∑
p=f(q),q∈Qf (x)
1 =
f(x)∑
ξ=1
Pf (ξ) (67.1)
where Pf is the characteristic function of the numbers:
Pf (ξ) = {
1 if ξ = f(q), q ∈ Qf (∞),
0 otherwise.
While Pf itself does not arise in a natural way, the function P
∗
f such that
P ∗f (ξ) = {
1
m if ξ = p
m for some m and p = f(q), q ∈ Qf (∞),
0 otherwise,
occurs in the Dirichlet series for log ζf (s):
log ζf (s) =
∑
m,p=f(q),q∈Qf (∞)
1
mpms
=
∞∑
ξ=1
P ∗f (ξ)
ξs
. (67.2)
For fixed m, the number of mth powers of numbers p = f(q), q ∈ Qf (x), which do not exceed
f(x) is equal to the number of numbers q ∈ Qf(x) which do not exceed m
√
x, so that
f(x)∑
ξ=1
P ∗f (ξ) =
f(x)∑
ξ=1
Pf (ξ) +
1
2
√
f(x)∑
ξ=1
Pf (ξ) +
1
3
3
√
f(x)∑
ξ=1
Pf (ξ) + · · ·
= πf (x) +
πf (
√
x)
2
+
πf ( 3
√
x)
3
+ · · · ,
and since, for m ≥ 2,
πf (x
1/m) < cx1/m ≤ c√x = o( x
log x
),
it is to be expected that
f(x)∑
ξ=1
P ∗f (ξ) ∼ πf (x).
68 Theorems of Schinzel’s polynomials
Theorem 68.1 By Definition (67.2), let log ζf (s) = (x/f(x))
sθf (x, s) log ζ(s). As Re s→ 1
0 ≤ |θf (x, s)| ≤ C∗n and |θf (x, s)|
n log x
≤ πf (x)
x
≤ C
∗
log x
where n is the positive degree of the polynomial f(x) and C∗ is a positive constant (dependent
on f(x)).
Proof Let define a function ζf (s, x) on the number set Qf (x) by
log ζf (s, x) =
∑
p=f(q),q∈Qf (x)
(1− p−s)−1 = πf (x)
1− ρ−sf (s)
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and define a function ζ(s, f(x)) on the function ζ(s) by
log ζ(s, f(x)) =
∑
p≤f(x)
(1− p−s)−1 = π(f(x))
1− ρ−sp (s)
.
Then there are
1
1− ρ−sf (s)
=
log ζf (s, x)
πf (x)
=
1
πf (x)
∑
p=f(q),q∈Qf (x)
(1− p−s)−1
and
1
1− ρ−sp (s)
=
log ζ(s, f(x))
π(f(x))
=
1
π(f(x))
∑
p≤f(x)
(1 − p−s)−1.
It shows that (1 − ρ−sf (s))−1 and (1 − ρ−sp (s))−1 are the average values of (1 − p−s)−1 for
log ζf (s, x) and log ζ(s, f(x)) respectively.
Let the elements of the number set Qf (x) be in a sequence
0 < q1 < q2 < · · · < qi−1 < qi < · · · < qix ≤ x
where ix = πf (x), and for i = 2, 3, · · · , ix let mi denote the number of primes p satisfying
f(qi−1) < p ≤ f(qi). Then the inequality
|(1 − f(qi)−s)−1| ≤ 1
mi
|
∑
f(qi−1)<p≤f(qi)
(1− p−s)−1|
always holds for i = 2, 3, · · · , ix so that the inequalities
|ρsp(s)| ≤ |ρsf (s)| and |1− ρ−sp (s)| ≤ |1− ρ−sf (s)|
always hold. On the other hand, as x→∞ there are
|ρsp(s)| → ∞, |ρsf (s)| → ∞ and limx→∞ |
1− ρ−sp (s)
1− ρ−sf (s)
| = 1.
Thus there should be
| log ζf (s, x)
log ζ(s, f(x))
| = |1− ρ
−s
p (s)
1− ρ−sf (s)
| πf (x)
π(f(x))
≤ πf (x)
π(f(x))
.
In 1931, Heilbronn proved the statement[1]: There exists a positive constant C∗ (dependent
on f(x)), such that
πf (x) ≤ C∗ x
log x
, for every x ≥ 1.
Since as x→∞ and Re s→ 1
|θf (x, s)| = | log ζf (s)/x
s
log ζ(s)/f s(x)
| = lim
x→∞
| log ζf (s, x)/x
s
log ζ(s, f(x))/f s(x)
|
≤ πf (x)/x
π(f(x))/f(x)
≤ C
∗x/ log x/x
f(x)/ log f(x)/f(x)
= C∗n
where n is the positive degree of the polynomial f(x), the inequalities
0 ≤ |θf (x, s)| ≤ C∗n and |θf (x, s)|
n log x
≤ πf (x)
x
≤ C
∗
log x
hold as Re s→ 1.
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Hence θf (x, s) is the ratio of the average density log ζf (s, x)/x
s of the distribution of primes
p = f(q), q ∈ Qf (x) in the region [1, x] to the average density log ζ(s, f(x))/f s(x) of the
distribution of primes p in the range [1, f(x)].
This completes the proof of the theorem.
Theorem 68.2 There is a constant α > 0 such that as x→∞,
∑
p=f(q),q∈Qf (x)
log
f(x)
p
=
∫ 1
c
xs
s2
θf (x, s)ds+O(xe
−α√log x) (68.1)
for some c with 0 < c < 1, and for k = 1 with a constant αf > 0
∑
p=f(q),q∈Qf (x)
log
f(x)
p
= αf
∫ 1
c
xs
s2
ds+O(xe−α
√
log x).
Proof Using the theorem proved in [4]:
1
2πi
∫
(2)
ys
s2
ds = { 0 for 0 < y < 1,
log y for y ≥ 1,
similar to the proof of Theorem (7-15) in [4], we have
1
2πi
∫
(2)
f s(x)
s2
log ζf (s)ds =
1
2πi
∫
(2)
1
s2
∞∑
ξ=1
Λf (ξ)
log ξ
(
f(x)
ξ
)sds
=
1
2πi
∞∑
ξ=1
Λf (ξ)
log ξ
∫
(2)
1
s2
(
f(x)
ξ
)sds =
∑
ξ≤f(x)
Λf (ξ)
log ξ
log
f(x)
ξ
=
∑
m,p=f(q),q∈Qf (x),pm≤f(x)
1
m
log
f(x)
pm
=
∑
p=f(q),q∈Qf (x)
log
f(x)
p
+
∑
p=f(q),q∈Qf (x),m≥2,pm≤f(x)
1
m
log
f(x)
pm
.
As noted earlier, the number of terms in the last sum is
πf (x
1/2) + πf (x
1/3) + · · · < x1/2 + x1/3 + · · ·+ x1/u < ux1/2,
where u is the smallest number such that x1/u < 2. Thus
πf (x
1/2) + πf (x
1/3) + · · · = O(x1/2 log x),
so that ∑
p=f(q),q∈Qf (x)
log
f(x)
p
=
1
2πi
∫
(2)
f s(x)
s2
log ζf (s)ds+O(xe
−√log x),
since ∑
p=f(q),q∈Qf (x),m≥2,pm≤f(x)
1
m
log
f(x)
pm
≤
∑
p=f(q),q∈Qf (x),m≥2,pm≤f(x)
log f(x)
= O(
√
x log x log f(x)) = O(
√
x log2 x) = O(xe−
√
log x).
238 Shan-Guang Tan
By the analysis of the integral
∫
(2)
xs
s2 log ζ(s)ds in [4], there is∫
(2)
xs
s2
log ζ(s)ds = 2πi
∫ 1
c
xs
s2
ds+O(xe−α
√
log x).
Similarly, since by Theorem (68.1), the inequality 0 ≤ |θf (x, s)| ≤ C∗n holds as Re s → 1
where n is the positive degree of the polynomial f(x) and C∗ is a positive constant (dependent
on f(x)), we have∫
(2)
xs
s2
θf (x, s) log ζ(s)ds = 2πi
∫ 1
c
xs
s2
θf (x, s)ds +O(xe
−α√log x),
so that there are ∑
p=f(q),q∈Qf (x)
log
f(x)
p
=
1
2πi
∫
(2)
f s(x)
s2
log ζf (s)ds+O(xe
−√log x)
=
1
2πi
∫
(2)
xs
s2
θf (x, s) log ζ(s)ds +O(xe
−√log x)
=
∫ 1
c
xs
s2
θf (x, s)ds +O(xe
−α√log x).
For k = 1, by the proof of Theorem (7-15) in [4], we have
∑
p≤x
log
x
p
=
∫ 1
c
xs
s2
ds+O(xe−α
√
log x).
By denoting
αf
n
= lim
x→∞
(
∑
p=f(q),0<q≤x
log
x
q
)/(
∑
p≤x
log
x
p
)
where αf > 0, there are
lim
x→∞
∑
p=f(q),q∈Qf (x)
log
f(x)
p
= lim
x→∞
∑
q∈Qf (x)
n log
x
q
= n lim
x→∞
∑
p=f(q),0<q≤x
log
x
q
= αf lim
x→∞
∑
p≤x
log
x
p
.
Thus there should be
θf (x, s) ∼ αf as x→∞,
so that we have
∑
p=f(q),q∈Qf (x)
log
f(x)
p
= αf
∫ 1
c
xs
s2
ds+O(xe−α
√
log x).
This completes the proof of the theorem.
Theorem 68.3 For a polynomial f(x) in one variable with positive degree n and integer
coefficients satisfying three necessary conditions: (1) the leading coefficient of f(x) is positive,
(2) the polynomial is irreducible over the integers, and (3) as m runs over the positive integers
the numbers f(m) should not share a common factor greater than 1, let πf (x) denote the number
of primes f(q) where 0 < q ≤ x. There is a constant α > 0 such that as x→∞,
πf (x) =
1
n
∫ x
2
θf (u)
du
log u
+O(xe−
1
2α
√
log x) (68.2)
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and for k = 1 with a constant αf > 0
πf (x) =
αf
n
∫ x
2
du
log u
+O(xe−
1
2α
√
log x).
Proof In Eq. (68.1), put
δ = δ(x) = e−
1
2α
√
log x.
Then since f(x(1 + δ)) ∼ f(x)(1 + nδ) and log(1 + nδ) ∼ nδ as x→∞, we have
∑
p=f(q),q∈Qf (x(1+δ))
log
f(x)(1 + nδ)
p
−
∑
p=f(q),q∈Qf (x)
log
f(x)
p
=
∑
p=f(q),q∈Qf (x)
log(1 + nδ) +
∑
p=f(q),x<q≤x(1+δ)
log
f(x)(1 + nδ)
p
= log(1 + nδ)πf (x) +O(log(1 + nδ) ∗ δx)
=
∫ 1
c
xs
s2
((1 + δ)s − 1)θf(x, s)ds +O(xe−α
√
log x),
so that
πf (x) =
1
log(1 + nδ)
∫ 1
c
(1 + δ)s − 1
s2
xsθf (x, s)ds+O(δx) +O(
xe−α
√
log x
δ
).
Now
(1 + δ)s − 1 = sδ + s(s− 1)
2!
(1 + ϑδ)s−2δ2,
where 0 < ϑ < 1, so that for 0 < s < 1,
|(1 + δ)s − 1− sδ| ≤ s|s− 1|
2
δ2 < δ2.
Thus, making the change of variable xs = u, we obtain
∫ 1
c
(1 + δ)s − 1
s2
xsθf (x, s)ds = δ
∫ 1
c
xs
s
θf (x, s)ds+O(δ
2
∫ 1
c
xs
s2
ds)
= δ
∫ x
xc
θf (u)
du
log u
+O(δ2
∫ 1
c
xsds)
= δ
∫ x
2
θf (u)
du
log u
+O(δ2x).
Finally,
πf (x) =
δ
log(1 + nδ)
∫ x
2
θf (u)
du
log u
+O(δx) +O(
xe−α
√
log x
δ
)
=
1 +O(δ)
n
∫ x
2
θf (u)
du
log u
+O(δx) +O(xe−
1
2α
√
log x)
=
1
n
∫ x
2
θf (u)
du
log u
+O(δx) =
1
n
∫ x
2
θf (u)
du
log u
+O(xe−
1
2α
√
log x).
For k = 1, by Theorem (68.2), there should be
θf (u) ∼ αf as x→∞
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where αf > 0. Thus we have
πf (x) =
αf
n
∫ x
2
du
log u
+O(xe−
1
2α
√
log x).
This completes the proof of the theorem.
Theorem 68.4 For any finite positive number k ≥ 2, there are
πi+1(x)
πi(x)
∼ Ci+1
log x
for i = 1, 2, · · · , k − 1 as x→∞
where Ci+1 are positive constants.
Proof For each i = 1, 2, · · · , k − 1, let define a function gi(y) on the number set Qi(x) such
that there are
gi(j) = qj ∈ Qi(x) for j = 1, 2, · · · , πi(x),
and define a function f∗i+1(y) = fi+1(gi(y)). So we can write
Qi+1(x) = {q|fi+1(q) is prime, q ∈ Qi(x)}
= {j|f∗i+1(j) is prime, 1 ≤ j ≤ πi(x)}.
With complex variable s and primes p, let define a complex function ζi+1(s) on the number
set Qi+1(∞) by
ζi+1(s) =
∏
p=fi+1(q),q∈Qi+1(∞)
(1− p−s)−1,
and let log ζi+1(s) = (y/f
∗
i+1(y))
sθi+1(y, s) log ζ(s). Similar to the proof of Theorem (68.1), we
can prove that as Re s→ 1
0 ≤ |θi+1(y, s)| ≤ C∗ni+1 and |θi+1(y, s)|
ni+1 log y
≤ πi+1(y)
y
≤ C
∗
log y
where ni+1 is the positive degree of the polynomial fi+1(x) and C
∗ is a positive constant
(dependent on fi+1(x)).
Let define a function on the number set Qi+1(∞) by
Λi+1(ξ) = {
log p if ξ = pm, for any m > 0 and p = fi+1(q), q ∈ Qi+1(∞),
0 otherwise.
Similar to the proof of Theorem (68.2), we can prove that there is a constant α > 0 such
that for y = πi(x), as y →∞,
∑
p=f∗i+1(j),j≤y,gi(j)∈Qi+1(x)
log
f∗i+1(y)
p
= αi+1
∫ 1
c
ys
s2
ds+O(ye−α
√
log y)
for some c with 0 < c < 1 where
αi+1
ni+1
= lim
y→∞
(
∑
p=f∗i+1(j),j≤y,gi(j)∈Qi+1(x)
log
gi(y)
gi(j)
)/(
∑
p≤y
log
y
p
).
Also similar to the proof of Theorem (68.3), we can prove that there are constants α > 0
and αi+1 > 0 such that for y = πi(x), as y →∞,
πi+1(x) =
αi+1
ni+1
∫ y
2
du
log u
+O(ye−
1
2α
√
log y).
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By substituting y = πi(x) into the formula above, there are asymptotically
πi+1(x) =
αi+1
ni+1
∫ πi(x)
2
du
log u
+O(xe−
1
2α
√
log x)
∼ αi+1
ni+1
πi(x)
log πi(x)
∼ αi+1
ni+1
πi(x)
log x
as x→∞.
Thus we obtain
πi+1(x)
πi(x)
∼ Ci+1
log x
for i = 1, 2, · · · , k − 1 as x→∞
where Ci+1 are positive constants.
This completes the proof of the theorem.
Theorem 68.5 (Prime number theorem for Schinzel’s polynomials) For any finite positive
number k ≥ 1, let f1(x), f2(x), · · · , fk(x) be irreducible polynomials over the integers, with
positive leading coefficients. Assume that the following condition holds: there does not exist any
integer d > 1 dividing all the products f1(m)f2(m) · · · fk(m), for every integer m. Let πk(x)
denote the number of natural numbers m ≤ x such that all numbers f1(m), f2(m), · · · , fk(m)
are primes. As x→∞,
πk(x) =
αk
D
∫ x
2
du
logk u
+O(xe−
1
2α
√
log x)
where α > 0 and αk > 0 are constants, and D is the product of the degrees of the polynomials.
Proof For k = 1, let f(x) = f1(x), Qf (x) = Q1(x) and πf (x) = π1(x). Since Qf (∞) ⊃ Qk(∞)
and the number of elements of the number set Qk(∞) is infinite, the theorem holds by Theorem
(68.3) with α1 = αf and D is the degree of the polynomial f1(x).
Assume that the theorem holds for k − 1 ≥ 1. Then let f(x) = fk(x), Qf(x) = Qk(x) and
πf (x) = πk(x). The number of elements of the number set Qf(∞) = Qk(∞) is infinite.
By the proof of Theorem (68.3), we have
πf (x) =
1
n
∫ x
2
θf (u)
du
log u
+O(xe−
1
2α
√
log x)
where n is the positive degree of the polynomial fk(x).
In the first way, as x→∞, since
πk−1(x)
x
∼ αk−1
Dk−1
1
(log x)k−1
where Dk−1 is the product of the degrees of the polynomials f1(x), f2(x), · · · , fk−1(x), and
since by Theorem (68.4)
πk(x)
πk−1(x)
∼ Ck
log x
where Ck is a positive constant, then by Theorem (68.1) there should be
|θf (x, s)|
n log x
∼ πk−1(x)
x
πk(x)
πk−1(x)
∼ αk−1
Dk−1
1
(log x)k−1
∗ Ck
log x
,
so that
θf (u) =
αf
Dk−1
1
(log u)k−1
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where αk = αf > 0.
Also in the second way, since the value of πk(x) is independent of the sequence of the k
polynomials f1(x), f2(x), · · · , fk(x), and form = 1, 2, · · · , k−1 and any group ofm polynomials
among the k polynomials, there are
πm(x)
x
∼ αm
Dm
1
(log x)m
as x→∞
where αm and Dm are dependent on the group of m polynomials, by Theorem (68.4), there
should be
πm+1(x)
πm(x)
∼ Cm+1
log x
and
πk(x)
x
∼ αk
Dk
1
(log x)k
as x→∞
where Cm+1 is a positive constant. Thus there should be
θf (u) =
αf
Dk−1
1
(log u)k−1
where αk = αf > 0.
Thus we have
πk(x) =
αk
D
∫ x
2
du
logk u
+O(xe−
1
2α
√
log x)
where D is the product of the degrees of all the polynomials f1(x), f2(x), · · · , fk(x).
Hence the theorem holds for any finite positive number k ≥ 1.
This completes the proof of the theorem.
Theorem 68.6 (Schinzel’s hypothesis H) For any finite positive number k ≥ 1, let f1(x), f2(x), · · · , fk(x)
be irreducible polynomials over the integers, with positive leading coefficients. Assume that the
following condition holds: there does not exist any integer d > 1 dividing all the products
f1(m)f2(m) · · · fk(m), for every integer m. Let πk(x) denote the number of natural numbers
m ≤ x such that all numbers f1(m), f2(m), · · · , fk(m) are primes. Then
πk(x) =
αk
D
∫ x
2
du
logk u
+O(xe−
1
2α
√
log x)
where α > 0 and αk > 0 are constants, and D is the product of the degrees of the polynomials,
and there exist infinitely many natural numbersm such that all numbers f1(m), f2(m), · · · , fk(m)
are primes.
Proof Since the conditions of Theorem (68.5) are satisfied, then by Theorem (68.5), we have
πk(x) =
αk
D
∫ x
2
du
logk u
+O(xe−
1
2α
√
log x)
where α > 0 and αk > 0 are constants, and D is the product of the degrees of the polynomials.
Since πk(x) → ∞ as x → ∞, there exist infinitely many natural numbers m such that all
numbers f1(m), f2(m), · · · , fk(m) are primes.
This completes the proof of the theorem.
69 Corollaries of Schinzel’s polynomials
Theorem 69.1 (Dickson’s Conjecture) For any finite positive number k > 1, let fi(x) =
bix + ci with bi, ci integers, bi ≥ 1 (for i = 1, 2, · · · , s). Assume that the following condition
holds: there does not exist any integer d > 1 dividing all the products f1(m), f2(m), · · · , fk(m),
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for every integer m. Let πk(x) denote the number of natural numbers m ≤ x such that all
numbers f1(m), f2(m), · · · , fk(m) are primes. Then
πk(x) = αk
∫ x
2
du
logk u
+O(xe−
1
2α
√
log x)
where α > 0 and αk > 0 are constants, and there exist infinitely many natural numbers m such
that all numbers f1(m), f2(m), · · · , fk(m) are primes.
Proof Since f1(x), f2(x), · · · , fk(x) be irreducible polynomials over the integers and there does
not exist any integer d > 1 dividing all the products f1(m)f2(m) · · · fk(m), for every integer m,
then the conditions of Theorem (68.6) are satisfied.
By Theorem (68.6), we have
πk(x) = αk
∫ x
2
du
logk u
+O(xe−
1
2α
√
log x)
where α > 0 and αk > 0 are constants.
Since πk(x) → ∞ as x → ∞, there exist infinitely many natural numbers m such that all
numbers f1(m), f2(m), · · · , fk(m) are primes.
This completes the proof of the theorem.
A conjecture[2] of linear polynomials is proved and expressed as the following corollary:
Corollary 69.2 (Conjecture D1) For any finite positive number k > 1, let c1 < c2 < · · · < ck
be nonzero integers and assume that f1(x) = x+ c1, f2(x) = x+ c2, · · · , fk(x) = x + ck satisfy
condition: there does not exist any integer d > 1 dividing all the products f1(m)f2(m) · · · fk(m),
for every integer m. Let πk(x) denote the number of natural numbers m ≤ x such that all
numbers f1(m), f2(m), · · · , fk(m) are primes. Then
πk(x) = αk
∫ x
2
du
logk u
+O(xe−
1
2α
√
log x)
where α > 0 and αk > 0 are constants, and there exist infinitely many natural numbers m ≥ 1
such that m+ c1,m+ c2, · · · ,m+ ck are consecutive primes.
Proof Since f1(x), f2(x), · · · , fk(x) be irreducible polynomials over the integers and there does
not exist any integer d > 1 dividing all the products f1(m)f2(m) · · · fk(m), for every integer m,
then the conditions of Theorem (69.1) are satisfied.
By Theorem (69.1), we have
πk(x) = αk
∫ x
2
du
logk u
+O(xe−
1
2α
√
log x)
where α > 0 and αk > 0 are constants.
Since πk(x) → ∞ as x → ∞, there exist infinitely many natural numbers m such that all
numbers f1(m), f2(m), · · · , fk(m) are primes and m + c1,m + c2, · · · ,m + ck are consecutive
primes.
This completes the proof of the corollary.
Hence, based on the main theorem and these corollaries, we can obtain the many interesting
results which Schinzel & Sierpin´ski proved, under the assumption that the Dickson’s conjecture
is valid[1-2]. Some of these results are:
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(1) Let π2c(x) denote the number of natural numbers m ≤ x such that all numbers f1(m) =
m and f2(m) = m+ 2c are primes. Then
π2c(x) = α2c
∫ x
2
du
log2 u
+O(xe−
1
2α
√
log x)
where α > 0 and α2c ≥ 1 are constants, and for every even integer 2c ≥ 2 there exist infinitely
many pairs of consecutive primes with difference equal to 2c. In particular, there exist infinitely
many pairs of twin primes;
(2) For every integer m ≥ 1 there exist 2m consecutive primes which are m couples of twin
primes;
(3) Let π3(x) denote the number of natural numbers m ≤ x such that all numbers f1(m) =
m, f2(m) = m+ 2 or f2(m) = m+ 4, and f3(m) = m+ 6 are primes. Then
π3(x) = α3
∫ x
2
du
log3 u
+O(xe−
1
2α
√
log x)
where α > 0 and α3 ≥ 1 are constants, and there are infinitely many prime triplets of the form
(p, p+ 2, p+ 6) and (p, p+ 4, p+ 6);
(4) Let π4(x) denote the number of natural numbers m ≤ x such that all numbers f1(m) =
m, f2(m) = m+ 2, f3(m) = m+ 6 and f4(m) = m+ 8 are primes. Then
π4(x) = α4
∫ x
2
du
log4 u
+O(xe−
1
2α
√
log x)
where α > 0 and α4 ≥ 1 are constants, and there are infinitely many prime quadruplets of the
form (p, p+ 2, p+ 6, p+ 8);
(5) Let πk(x) denote the number of natural numbers m ≤ x such that all numbers f1(m) =
m, f2(m) = m+ 2c1, f3(m) = m+ 2c2, · · · , fk(m) = m+ 2ck−1 are primes. Then
πk(x) = αk
∫ x
2
du
logk u
+O(xe−
1
2α
√
log x)
where α > 0 and αk > 0 are constants, and there are infinitely many prime k-tuples in every
admissible pattern for a prime constellation (p, p + 2c1, p + 2c2, · · · , p + 2ck−1) for k ≥ 2 and
0 < c1 < c2 < · · · < ck−1.
Corollary 69.3 (Sophie Germain primes) Let πs(x) denote the number of natural numbers
m ≤ x such that all numbers p = 2m+ 1 and 2p+ 1 are primes. Then
πs(x) = α2
∫ x
2
du
log2 u
+O(xe−
1
2α
√
log x)
where α > 0 and α2 ≥ 1 are constants, and there are infinitely many Sophie Germain primes
of the form 2p+ 1 where p is prime.
Proof Let f1(x) = 2x + 1 and f2(x) = 2f1(x) + 1 = 4x + 3. Since f1(x) and f2(x) are
irreducible over the integers, and since f(1) = 21 and f(2) = 55, f1(x) and f2(x) satisfy the
conditions of Theorem (69.1). Then by Theorem (69.1), we have
πs(x) = α2
∫ x
2
du
log2 u
+O(xe−
1
2α
√
log x)
where α > 0 and α2 ≥ 1 are constants.
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Since πs(x) → ∞ as x →∞, thus there exist infinitely many natural numbers m ≥ 1 such
that p = f1(m) = 2m + 1 and 2p + 1 = f2(m) = 4m + 3 are primes, and there are infinitely
many Sophie Germain primes of the form 2p+ 1 where p is prime.
This completes the proof of the corollary.
Hence, based on the main theorem, there are infinitely many Sophie Germain primes of the
form 2p+ 1 where p is prime.
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Part XVII
On primes in short intervals
Abstract It is pointed out in this paper that there is a fatal fault in the proof of Maier’s theorem
proposed by H. Maier in 1985 such that the Maier’s theorem should be false.
With corrections of the proof of Maier’s theorem, it is proved in this paper that: Let Φ(x) :=
(log x)λ, λ ≥ 2. Then as x→∞ there is
lim
x→∞
π(x+ Φ(x))− π(x)
Φ(x)/ log x
= 1.
Keywords number theory, number of primes, short interval, gap of primes
70 Introduction
In number theory, there are many conjectures and results on the number of primes in short
intervals[1-7].
A theorem states: Let y(x) = xθ. Then
π(x) − π(x− y) ∼ y/ logx
for θ > 1 − 1/33000 proved by G. Hoheisel in 1930 [1,2], or for θ = 7/12 + ǫ proved by M.N.
Huxley in 1972 [1,3].
Another theorem states: Let y(x) = xθ. Then
π(x)− π(x − y)≫ y/ logx
if x is large enough, where θ > 13/23 proved by H. Iwaniec and M. Jutila in 1979 [1,4], or
θ > 11/20 proved by D.R. Heath-Brown and H. Iwaniec in 1979 [1,5].
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In his paper in 1985[7], H. Maier proposed a theorem: Let Φ(x) := (log x)λ, λ > 1. Then
lim sup
x→∞
π(x +Φ(x)) − π(x)
Φ(x)/ log x
> 1 and lim inf
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
< 1.
But there is a fatal fault in the proof of the theorem such that the Maier’s theorem should be
false.
So, with corrections of the proof of Maier’s theorem in H. Maier’s paper in 1985[7], we can
prove a new theorem: Let Φ(x) := (log x)λ, λ ≥ 2. Then as x→∞ there are
lim sup
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
= lim inf
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
= 1
and
lim
x→∞
π(x +Φ(x))− π(x)
Φ(x)/ log x
= 1.
71 Prime number theorem in short intervals
Theorem 71.1 (Prime number in short intervals) Let Φ(x) = (log x)λ0 , λ0 ≥ 2. Then as
x→∞ there are
lim sup
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
= lim inf
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
= 1
and
lim
x→∞
π(x +Φ(x))− π(x)
Φ(x)/ log x
= 1.
Proof Firstly, by [7] with the definition of P (z) =
∏
p<z p where p are primes smaller than z,
U = U(z) is chosen such that U ≤ P (z).
Secondly, by [7] with λ > 1 and the definition of
Φ(x, y) = |{n ≤ x : (n, P (y)) = 1}| and W (z) =
∏
p<z
(1 − 1
p
),
there is
lim
z→∞
z−λW (z)−1Φ(zλ, z) = eγw(λ),
where
w(u) = 1/u for 1 ≤ u ≤ 2,
d
du (uw(u)) = w(u − 1) for u ≥ 2,
and where the right-hand derivative has to be taken at u = 2. By the proof in [7] with λ0 > 1,
for any given ǫ > 0, the interval [x, x +Φ(x)] contains at least
r1 ≥ (Φ(x)/ log x)(eγw(λ1)− ǫ) primes
by choosing U = [zλ1 ] where λ1 > λ0 and at most
r2 ≤ (Φ(x)/ log x)(eγw(λ2) + ǫ) primes
by choosing U = [zλ2 ] where λ2 > λ0. Then Maier’s theorem would be proved if we could
fix λ1 > λ0 such that w(λ1) > e
−γ and fix λ2 > λ0 such that w(λ2) < e−γ . But it shall be
shown that as z →∞ we can not fix λ1 > λ0 such that w(λ1) > e−γ and fix λ2 > λ0 such that
w(λ2) < e
−γ , so that Maier’s theorem can not be proved.
Representation of numbers and distribution of primes 247
Thirdly, by choosing U = [zλ] = (P (z))θ where 0 < θ ≤ 1 and λ > λ0, and denoting
pm = max{p|p < z}, there are
λ
log z
log pm
≥ θ
∑
p<z
log p
log pm
= θ
∑
z/2≤p<z
log p
log pm
+ θ
∑
p<z/2
log p
log pm
> θ
∑
z/2≤p<z
log pm − log 2
log pm
+ θ
∑
p<z/2
log p
log pm
= θ
∑
z/2≤p<z
1 + θ
log 2
log pm
[
∑
p<z/2
log p
log 2
−
∑
z/2≤p<z
1]
> θ
∑
z/2≤p<z
1 + θ
log 2
log pm
(2π(z/2)− π(z))
> θ
∑
z/2≤p<z
1 = θ[π(z)− π(z/2)] ∼ θπ(z/2).
Thus by U = [zλ1 ] = (P (z))θ1 and U = [zλ2 ] = (P (z))θ2 where 0 < θ1 ≤ 1, 0 < θ2 ≤ 1, λ1 > λ0
and λ2 > λ0, as z →∞ there should be
λ1 > θ1
log pm
log z
[π(z)− π(z/2)] ∼ θ1π(z/2)
and
λ2 > θ2
log pm
log z
[π(z)− π(z/2)] ∼ θ2π(z/2)
such that by U = [zλ1 ] ≤ P (z) and U = [zλ2 ] ≤ P (z), as z →∞ there should be λ1 →∞ and
λ2 →∞, which is the key of proving the theorem.
Finally, by [6,7] we have limu→∞ w(u) = e−γ so that there are
lim
λ1→∞
w(λ1) = e
−γ and lim
λ2→∞
w(λ2) = e
−γ .
Since as z → ∞ there are λ1 → ∞ and λ2 → ∞, then as z → ∞ we can not fix λ1 > λ0
such that w(λ1) > e
−γ and fix λ2 > λ0 such that w(λ2) < e−γ as that in [7]. Thus for any
given ǫ > 0 and as z →∞, similar to that in [7], we can get at least
r1 ≥ (Φ(x)/ log x)(eγw(λ1)− ǫ) primes
by choosing U = [zλ1 ] where λ1 > λ0 and at most
r2 ≤ (Φ(x)/ log x)(eγw(λ2) + ǫ) primes
by choosing U = [zλ2 ] where λ2 > λ0 such that as x→∞ and ǫ→ 0 there are
lim sup
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
= lim sup
x→∞
r2
Φ(x)/ log x
≤ lim sup
λ2→∞
(eγw(λ2) + ǫ) = lim sup
ǫ→0
(1 + ǫ) = 1
and
lim inf
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
= lim inf
x→∞
r1
Φ(x)/ log x
≥ lim inf
λ1→∞
(eγw(λ1)− ǫ) = lim inf
ǫ→0
(1− ǫ) = 1.
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Hence there must be
lim sup
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
= lim inf
x→∞
π(x+Φ(x)) − π(x)
Φ(x)/ log x
= 1
and
lim
x→∞
π(x +Φ(x))− π(x)
Φ(x)/ log x
= 1.
Since the derivative ddu (uw(u)) = w(u− 1) is continuous only for u ≥ 2, the theorem should
hold for λ0 ≥ 2.
This completes the proof of the theorem.
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Part XVIII
On primes in short intervals (II)
Abstract Based on a theorem for the numbers of primes in short intervals, some conjectures of
distribution of primes in short intervals are proved true.
Keywords number theory, number of primes, short interval, gap of primes
72 Introduction
In number theory, there are many conjectures and results on the number of primes in short
intervals[1-27].
Shan-Guang Tan (2016) proved a theorem for the numbers of primes in short intervals[28].
It states:
Theorem 72.1 (Prime number in short intervals) Let g(x) := (log x)λ, λ ≥ 2. Then as
x→∞ there is
lim
x→∞
π(x+ g(x)) − π(x)
g(x)/ log x
= 1.
Based on the theorem, some conjectures of distribution of primes in short intervals, such as
Legendre’s conjecture, Oppermann’s conjecture, Hanssner’s conjecture, Brocard’s conjecture,
Andrica’s conjecture, Sierpinski’s conjecture and Sierpinski’s conjecture of triangular numbers
are proved and the Mills’ constant can be determined.
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Also Crame´r’s conjecture can be proved, which was formulated by the Swedish mathemati-
cian Harald Crame´r in 1936[8-9], and states that
pn+1 − pn = O(log2 pn)
and
lim sup
n→∞
pn+1 − pn
log2 pn
= 1.
73 Distribution of primes in short intervals
Theorem 73.1 For every positive number m there is always one prime p between m2 and
(m+ 1)2.
Proof By setting x = m2, there are
(m+ 1)2 −m2 = 2m+ 1 > 2m = 2√x > log2 x.
Hence, by Theorem (72.1), the theorem holds.
This completes the proof of the theorem and the Legendre’s conjecture is proved.
Theorem 73.2 For every positive number m there are always two primes between m2 and
(m+ 1)2. One is between m2 and m(m+ 1), and another is between m(m+ 1) and (m+ 1)2.
Proof First, by setting x = m2, there are
m(m+ 1)−m2 = m = √x > log2 x.
Next, by setting x = m(m+ 1), there are
(m+ 1)2 −m(m+ 1) = m+ 1 > √x > log2 x.
Hence, by Theorem (72.1), the theorem holds.
This completes the proof of the theorem and the Oppermann’s conjecture is proved.
Theorem 73.3 For every positive number m there are always three primes between m3 and
(m+1)3. The first one is between m3 and m2(m+1), and the second one is between m2(m+1)
and m(m+ 1)2, and the third one is between m(m+ 1)2 and (m+ 1)3.
Proof First, by setting x = m3, there are
m2(m+ 1)−m3 = m2 > √x > log2 x.
Next, by setting x = m2(m+ 1), there are
m(m+ 1)2 −m2(m+ 1) = m(m+ 1) > √x > log2 x.
Finally, by setting x = m(m+ 1)2, there are
(m+ 1)3 −m(m+ 1)2 = (m+ 1)2 > √x > log2 x.
Hence, by Theorem (72.1), the theorem holds.
This completes the proof of the theorem.
Theorem 73.4 For every positive number m there are always k primes between mk and
(m + 1)k where k is a positive integer greater than 1. For i = 1, 2, · · · , k, there is always one
prime between mk−i+1(m+ 1)i−1 and mk−i(m+ 1)i.
250 Shan-Guang Tan
Proof For k > 2 and i = 1, 2, · · · , k, by setting x = mk−i+1(m+ 1)i−1, there are
mk−i(m+ 1)i −mk−i+1(m+ 1)i−1 = mk−i(m+ 1)i−1 > √x > log2 x.
Hence, by Theorem (72.1), the theorem holds.
This completes the proof of the theorem.
Theorem 73.5 There are at least two primes between p2i and pipi+1, and there are also at
least two primes between pipi+1 and p
2
i+1, for i > 1, where pi is the ith prime.
Proof Since pi+1 ≥ pi + 2 and pi ≤ pi+1 − 2, we have
pipi+1 ≥ pi(pi + 2) = p2i + 2pi = (pi + 1)2 − 1
and
pipi+1 ≤ (pi+1 − 2)pi+1 = p2i+1 − 2pi+1 = (pi+1 − 1)2 − 1.
By Theorem (73.2), there are always two primes between p2i and (pi + 1)
2. Since pi(pi + 2)
is a composite number, then there are always two primes between p2i and pipi+1.
Also by Theorem (73.2), there are always two primes between (pi+1 − 1)2 and p2i+1. Since
(pi+1 − 2)pi+1 is a composite number, then there are always two primes between pipi+1 and
p2i+1.
This completes the proof of the theorem and the Hanssner’s conjecture is proved.
Theorem 73.6 There are at least four primes between p2i and p
2
i+1, for i > 1, where pi is the
ith prime.
Proof Since pi < pi + 1 < pi+1, there is a square (pi + 1)
2 between p2i and p
2
i+1.
By Theorem (73.2), there are always two primes between p2i and (pi + 1)
2, and also there
are always two primes between (pi + 1)
2 and p2i+1. Thus, there are always at least four primes
between p2i and p
2
i+1.
This completes the proof of the theorem and the Brocard’s conjecture is proved.
Theorem 73.7 For every positive number m there are always four primes between m3 and
(m+ 1)3.
Proof First, for 1 ≤ m ≤ 5, we can easily verify the truth of the theorem. The primes between
m3 and (m+ 1)3 for m = 1, 2, · · · are {2, 3, 5, 7}, {11, 13, 19, 23}, · · · .
Next, for m ≤ 5, since there is always a number s satisfying m3/2 ≤ s ≤ (m + 1)3/2 − 2,
there are m3 ≤ s2 and (s + 2)2 ≤ (m + 1)3. Then, by Theorem (73.2), there are always two
primes between s2 and (s + 1)2, and also there are always two primes between (s + 1)2 and
(s+ 2)2. Thus, there are always at least four primes between m3 and (m+ 1)3.
This completes the proof of the theorem.
Theorem 73.8 For every positive number m ≥ ak−1 where a and k are integers greater than
1, if there are at least Sk primes between m
k and (m+ 1)k, then there are always Sk+1 primes
between mk+1 and (m+ 1)k+1 where Sk+1 = aSk.
Proof For any number m ≥ ak − 1, there is always a number s satisfying m1+1/k ≤ s ≤
(m+ 1)1+1/k − a. Then there are mk+1 ≤ sk and (s+ a)k ≤ (m+ 1)k+1.
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Since there are at least Sk primes between s
k and (s+ 1)k for s ≥ m ≥ ak − 1, then there
are also at least Sk primes between (s+ i)
k and (s+ i+1)k for i = 1, 2, · · · , a− 1. Thus, there
are always Sk+1 primes between m
k+1 and (m+ 1)k+1 where Sk+1 = aSk.
This completes the proof of the theorem.
Theorem 73.9 There is always a prime p between m−mθ and m where θ = 1/2 and m is a
positive number.
Proof By setting x = m−mθ, there are
m− (m−mθ) = mθ > √x > log2 x.
Hence, by Theorem (72.1), the theorem holds.
This completes the proof of the theorem.
Theorem 73.10 There is always a prime p between m and m+mθ where θ = 1/2 and m is
a positive number.
Proof By setting x = m, there are
(m+mθ)−m = mθ = √x > log2 x.
Hence, by Theorem (72.1), the theorem holds.
This completes the proof of the theorem.
Theorem 73.11 The inequality
√
pi+1 − √pi < 1 holds for all i > 0, where pi is the ith
prime.
Proof Let x = pi. Then, by Theorem (72.1), the interval (x, x + log
2 x] always contains the
prime pi+1. Thus there are
pi+1 ≤ pi + log2 pi < pi + 2√pi + 1 = (√pi + 1)2.
Hence, the inequality
√
pi+1 −√pi < 1 holds for all i > 0.
This completes the proof of the theorem and the Andrica’s conjecture is proved.
Theorem 73.12 There is always one prime p between km and (k+1)m where m is a positive
number greater than 1 and 1 ≤ k < m.
Proof By setting x = km, there are
(k + 1)m− km = m > √x > log2 x.
Hence, by Theorem (72.1), the theorem holds.
This completes the proof of the theorem.
Theorem 73.13 If the numbers 1, 2, 3, · · · ,m2 with m > 1 are arranged in m rows each
containing m numbers:
1, 2, 3, · · · , m
m+ 1, m+ 2, m+ 3, · · · , 2m
2m+ 1, 2m+ 2, 2m+ 3, · · · , 3m
· · · , · · · , · · · , · · · , · · ·
(m− 1)m+ 1, (m− 1)m+ 2, (m− 1)m+ 3, · · · , m2
(73.1)
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then each row contains at least one prime.
Proof The first row of Table (73.1) contains of course (m > 1) prime 2.
By Theorem (73.12) for a positive number k smaller than m, there is always one prime
between km and (k+1)m, which means that the (k+1)th row of Table (73.1) contains at least
one prime.
Thus, each row of Table (73.1) contains at least one prime.
This completes the proof of the theorem and the Sierpinski’s conjecture is proved.
Theorem 73.14 Between any two triangular numbers, there is at least one prime. Namely, if
we arrange natural numbers in rows in such a manner that in the mth row we put m consecutive
natural numbers, i.e. if we form the table
1
2, 3
4, 5, 6
7, 8, 9, 10
11, 12, 13, 14, 15
· · · · · · · · · · · · · · ·
(73.2)
then each but the first of its rows contains at least one prime.
Proof For m > 1, the (m−1)th and mth triangular numbers are (m−1)m/2 and m(m+1)/2,
respectively. By setting x = (m− 1)m/2 for m > 1, there are
m(m+ 1)/2− (m− 1)m/2 = m > √x > log2 x.
Hence, by Theorem (72.1), the theorem holds.
This completes the proof of the theorem and the Sierpinski’s conjecture of triangular num-
bers is proved.
74 Theorem of the prime gap function
Theorem 74.1 (Theorem of the prime gap function) Let pn be the nth prime number and
the prime gap function gn = pn+1 − pn. Then there exists a positive number n0 such that for
all n > n0 the prime gap function gn satisfies
pn+1 − pn ≤ log2 pn − 2(log pn + o(log pn))
and
lim sup
n→∞
pn+1 − pn
log2 pn − 2 log pn
= 1.
Proof By Theorem (72.1) for λ = 2 and Φ(x) = log2 x, the number of odd primes in the
interval (x, x + log2 x] is equal to
π(x + log2 x)− π(x) = log x+ o(log x).
Let x = pn. Then there exists a positive number n0 such that for all n > n0 there are
pn+1 ≤ p ≤ pn + log2 pn − 2(log pn + o(log pn))
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where 2(log pn + o(log pn)) implies the estimated minimum interval occupied by the log pn +
o(log pn) odd primes.
Thus for all n > n0 the prime gap function gn satisfies
pn+1 − pn ≤ log2 pn − 2(log pn + o(log pn))
and
lim sup
n→∞
pn+1 − pn
log2 pn − 2 log pn
= 1.
This completes the proof of the theorem.
By the theorem Crame´r’s conjecture and Firoozbakht’s [26,27] conjecture can be proved.
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Part XIX
On the numbers of integers with k
prime factors in short intervals
Abstract A theorem for the numbers of integers with k prime factors in short intervals was proved in
this paper, which states: Let g(x) = (log x)λ, λ ≥ 2. Let πk(x) denote the number of positive integers
not exceeding x that can be written as the product of exactly k distinct primes. For any finite positive
number k ≥ 1, there exists a finite positive number xk such that for every positive number x greater
than xk, the number of integers with k prime factors in the interval (x, x+g(x)] is asymptotically equal
to
πk(x+ g(x))− πk(x) = g(x)(log log x)
k−1
(k − 1)! log x + o(
g(x)(log log x)k−1
(k − 1)! log x ).
Keywords number theory, number of integers, prime factors, short interval
75 Introduction
Landau discussed products of k prime factors and proved the following theorem in 1900[1-2]:
Theorem 75.1 (Theorem 437) Let k ≥ 2 and consider a positive integer Pk which is the
product of just k distinct prime factors, i.e.
Pk = p1p2 · · · pk.
So there are ω(Pk) = k and Ω(Pk) = k where ω(Pk) and Ω(Pk) are the number of different
prime factors of Pk and the total number of prime factors of Pk, respectively. Let write πk(x)
for the number of these (squarefree) Pk ≤ x. Then there is asymptotically
πk(x) ∼ x(log log x)
k−1
(k − 1)! logx for k ≥ 2.
Shan-Guang Tan (2016) proved a theorem for the numbers of primes in short intervals[4].
It states:
Theorem 75.2 (Prime number in short intervals) Let g(x) := (log x)λ, λ ≥ 2. Then as
x→∞ there is
lim
x→∞
π(x+ g(x)) − π(x)
g(x)/ log x
= 1.
Based on Theorem (75.1) and Theorem (75.2), a theorem for the numbers of integers with
k prime factors in short intervals is proved in this paper. It states:
Theorem 75.3 Let g(x) = (log x)λ, λ ≥ 2. Let πk(x) denote the number of positive integers
not exceeding x that can be written as the product of exactly k distinct primes. For any finite
positive number k ≥ 1, there exists a finite positive number xk such that for every positive
number x greater than xk, the number of integers with k prime factors in the interval (x, x+g(x)]
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is asymptotically equal to
πk(x+ g(x)) − πk(x) = g(x)(log log x)
k−1
(k − 1)! log x + o(
g(x)(log log x)k−1
(k − 1)! logx ).
76 Proof of Theorem (75.3)
Proof Let g(x) = (log x)λ, λ ≥ 2. By Theorem (75.2) we have
π(x+ g(x))− π(x) = g(x)
log x
+ o(
g(x)
log x
)
for x ≥ 103, so that Theorem (75.3) holds for k = 1 with the definition 0! = 1.
As defined in Theorem (75.1) for any finite positive number k ≥ 2, let denote
Pk =
k∏
i=1
pi.
We write τk(x) for the number of all products of just k prime factors, which do not exceed
x and include those (not squarefree) products. By introducing three auxiliary functions
Lk(x) =
∑ 1
p1p2 · · · pk ,Πk(x) =
∑
1 =
∑
m≤x
cm
and
ϑk(x) =
∑
log(p1p2 · · · pk) =
∑
m≤x
cm logm,
in the proof of Theorem (75.1)[1-2], Landau obtained
Lk(x) ∼ (log log x)k for k ≥ 1,
ϑk(x) = Πk(x) log x+
∫ x
2
Πk(t)
t
dt and Πk(t) = O(t),
so that for k ≥ 2 there are
ϑk(x) = kx(log log x)
k−1 + o(kx(log log x)k−1),
Πk(x) =
ϑk(x)
log x
+O(
x
log x
) =
kx(log log x)k−1
log x
+ o(
kx(log log x)k−1
log x
)
and asymptotically
πk(x) =
x(log log x)k−1
(k − 1)! log x + o(
x(log log x)k−1
(k − 1)! logx )
since there are
k!πk(x) ≤ Πk(x) ≤ k!τk(x) for k ≥ 1,
and
πk(x) ∼ τk(x) as x→∞
where since the number of those integers n ≤ x in the form of Pk with at least two of the p
equal is τk(x) − πk(x), and every such n can be expressed in the form of Pk with pk−1 = pk,
and so
τk(x)− πk(x) ≤
∑
p1p2···p2k−1≤x
1 ≤
∑
p1p2···pk−1≤x
1 = Πk−1(x) for k ≥ 2.
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By these results proved by Landau[1-2] and mentioned above, we obtain
ϑk(x+ g(x))− ϑk(x) = Πk(x+ g(x)) log(x+ g(x))−Πk(x) log x+
∫ x+g(x)
x
Πk(t)
t
dt
= [Πk(x+ g(x))−Πk(x)] log x+O(g(x)).
Similar to the proof of
Fk(x) = ϑk(x)− kxLk−1(x) = o(x(log log x)k−1) for k ≥ 1
in [1-2] by induction with
kFk+1(x) = (k + 1)
∑
p≤x
Fk(
x
p
),
we use this to prove by induction that
Fk(x+ g(x)) − Fk(x) = o(g(x)(log log x)k−1) for k ≥ 1. (76.1)
First by Theorem (75.2) we have
π(x+ g(x)) − π(x) = g(x)
log x
+ o(
g(x)
log x
),
so that as x→∞ there are
F1(x+ g(x))− F1(x) = [ϑ1(x+ g(x)) − (x+ g(x))]− [ϑ1(x)− x]
= ϑ1(x+ g(x)) − ϑ1(x) − g(x) = ϑ(x+ g(x)) − ϑ(x)− g(x)
=
∑
p≤x+g(x)
log p−
∑
p≤x
log p− g(x) =
∑
x<p≤x+g(x)
log p− g(x)
≤ [π(x + g(x))− π(x)] log(x + g(x))− g(x) = o(g(x)).
Thus Eq. (76.1) holds for k = 1.
Next let us suppose that Eq. (76.1) holds for k = K ≥ 1 so that
K[FK+1(x + g(x))− FK+1(x)] = (K + 1)[
∑
p≤x+g(x)
FK(
x+ g(x)
p
)−
∑
p≤x
FK(
x
p
)]
= (K + 1){
∑
p≤x
[FK(
x+ g(x)
p
)− FK(x
p
)] +
∑
x<p≤x+g(x)
FK(
x+ g(x)
p
)}
= (K + 1)[
∑
p≤x
o(
g(x)
p
(log log x)K−1) +O(g(x))]
= (K + 1)[o(g(x)(log log x)K−1)
∑
p≤x
1
p
+O(g(x))]
= (K + 1)[o(g(x)(log log x)K) + O(g(x))]
= (K + 1)o(g(x)(log log x)K)
where for any ǫ > 0, there is an x0 = x0(K, ǫ) such that
|FK(x)| < ǫx(log log x)K−1
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for all x ≥ x0, and from the definition of FK(x), we see that |FK(x)| ≤ D for 1 ≤ x < x0, where
D depends only on K and ǫ, so that since x+g(x)x0 < x < p ≤ x+ g(x), we have∑
x<p≤x+g(x)
|FK(x+ g(x)
p
)| < D[π(x + g(x))− π(x)] < Dg(x).
Then since K + 1 ≤ 2K, there is
FK+1(x+ g(x)) − FK+1(x) = o(g(x)(log log x)K).
This implies Eq. (76.1) for k = K + 1 and it follows for all k ≥ 1 by induction.
Hence for k ≥ 2 as x→∞, by using the definition of Fk(x) there are
ϑk(x+ g(x)) − ϑk(x) = kg(x)Lk−1(x) + Fk(x+ g(x)) − Fk(x)
= kg(x)(log log x)k−1 + o(kg(x)(log log x)k−1),
Πk(x+ g(x))−Πk(x) = ϑk(x+ g(x))− ϑk(x)
log x
+O(
g(x)
log x
)
=
kg(x)(log log x)k−1
log x
+ o(
kg(x)(log log x)k−1
log x
)
and asymptotically
πk(x+ g(x))− πk(x) = (log log x)
k−1
(k − 1)!
g(x)
log x
+ o(
(log log x)k−1
(k − 1)!
g(x)
log x
)
since there are
k![πk(x+ g(x))− πk(x)] ≤ Πk(x+ g(x)) −Πk(x) ≤ k![τk(x+ g(x))− τk(x)] for k ≥ 1.
Thus for k ≥ 2 the number of integers with k prime factors in the interval (x, x + g(x)] is
asymptotically equal to
πk(x + g(x))− πk(x) = (log log x)
k−1
(k − 1)!
g(x)
log x
+ o(
(log log x)k−1
(k − 1)!
g(x)
log x
),
since there are
k![πk(x+ g(x)) − πk(x)] ≤ Πk(x+ g(x))−Πk(x) ≤ k![τk(x+ g(x)) − τk(x)]
for k ≥ 1, and
πk(x + g(x))− πk(x) ∼ τk(x+ g(x)) − τk(x) as x→∞
where since the number of those integers n in the form of Pk with at least two of the p equal
in the interval (x, x+ g(x)] is [τk(x+ g(x))− τk(x)]− [πk(x+ g(x))− πk(x)], and every such n
in the interval (x, x+ g(x)] can be expressed in the form of Pk with pk−1 = pk, and so
[τk(x+ g(x))− τk(x)]− [πk(x + g(x))− πk(x)] ≤
∑
x<p1p2···p2k−1≤x+g(x)
1
≤
∑
x<p1p2···pk−1≤x+g(x)
1 = Πk−1(x+ g(x)) −Πk−1(x) for k ≥ 2.
Thus, for any finite positive number k ≥ 1, the number of integers with k prime factors in
the interval (x, x + g(x)] is asymptotically equal to
πk(x+ g(x)) − πk(x) = g(x)(log log x)
k−1
(k − 1)! log x + o(
g(x)(log log x)k−1
(k − 1)! logx ).
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Then for λ = 2 and g(x) = log2 x, the number of integers with k prime factors in the interval
(x, x+ log2 x] is asymptotically equal to
πk(x+ log
2 x) − πk(x) = (log log x)
k−1
(k − 1)! log x+ o(
(log log x)k−1
(k − 1)! log x).
Hence, for any finite positive number k ≥ 1, there exists a finite positive number xk such
that for every number x greater than xk, there is always at least one product Pk in the interval
(x, x+ log2 x].
This completes the proof of the theorem.
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Part XX
On some irreducible polynomials
Abstract Problems on irreducible polynomials were investigated in this paper. Some theorems were
proved as follows
(1) For a polynomial fn(X) ∈ Z(X) and
fn(X) = anX
n + an−1X
n−1 + · · ·+ a1X1 + a0
where a prime p|an, if fn−1(X) is irreducible over Q(X) and f¯n−1(X) = fn−1(X) where f¯n−1(X) ≡
fn−1(X)(mod p), then fn(X) is irreducible over Q(X).
(2) For any positive integer n, the polynomial
sn(x) = 1 +
n∑
k=1
pk+1x
k = 1 + p2x+ p3x
2 + · · ·+ pn+1xn
is irreducible over the field Q of rational numbers.
(3) For any positive integer n, the polynomial
sn(x) =
n∑
m=0
(m+ 1)xm = 1 + 2x+ 3x2 + · · ·+ (n+ 1)xn
is irreducible over the field Q of rational numbers. Moreover, sn(x) is reducible modulo an odd prime
p if and only if n = kp− 1 or n = kp− 2, where k is a positive integer greater than 1.
(4) For any positive integer n, the polynomial
sn(x) =
n∑
m=0
(m+ 1)xm = 1 + 2x+ 3x2 + · · ·+ (n+ 1)xn
is irreducible over the field Q of rational numbers. Moreover, sn(x) is reducible modulo any prime not
greater than pm if and only if n = κ(pm#)− 1 or n = κ(pm#)− 2, where κ is a positive integer, pm is
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the mth prime and pm# = p1p2 · · · pm. Furthermore sn(x) is reducible modulo any prime if and only
if n = κ(pm#)− 1 or n = κ(pm#)− 2 when m→∞ such that n→∞.
Keywords algebra, polynomial, irreducible
77 Introduction
77.1 Conjectures of irreducible polynomials
Zhi-Wei Sun (2013) conjectured:
1. For any positive integer n, the polynomial
sn(x) = 1 +
n∑
k=1
pk+1x
k = 1 + p2x+ p3x
2 + · · ·+ pn+1xn
= 1 + 3x+ 5x2 + 7x3 + · · ·+ pn+1xn,
is irreducible over the field Q of rational numbers.
2. For any positive integer n, the polynomial
sn(x) =
n∑
m=0
(m+ 1)xm = 1 + 2x+ 3x2 + · · ·+ (n+ 1)xn
is irreducible over the field Q of rational numbers. Moreover, sn(x) is reducible modulo any
prime if and only if n has the form 8k(k + 1), where k is a positive integer.
77.2 Proved theorem
Theorem 77.1 For f(X) ∈ Z(X) and
f(X) = anX
n + an−1Xn−1 + · · ·+ a1X1 + a0, (77.1)
if there exists a prime p ∤ an and f(X) is irreducible modulo the prime p, then f(X) is irreducible
over Z(X).
77.3 Works in this paper
Problems on irreducible polynomials were investigated in this paper. Some theorems were
proved as follows
Theorem 77.2 (Basic theorem) For a polynomial fn(X) ∈ Z(X) and
fn(X) = anX
n + an−1Xn−1 + · · ·+ a1X1 + a0 (77.2)
where a prime p|an, if fn−1(X) is irreducible over Q(X) and f¯n−1(X) = fn−1(X) where
f¯n−1(X) ≡ fn−1(X)(mod p), then fn(X) is irreducible over Q(X).
Theorem 77.3 For a polynomial fn(X) ∈ Z(X) and
fn(X) = anX
n − an−1Xn−1 + · · ·+ (−1)n−1a1X1 + (−1)na0 (77.3)
where a prime p|an, if fn−1(X) is irreducible over Q(X) and f¯n−1(X) = fn−1(X) where
f¯n−1(X) ≡ fn−1(X)(mod p), then fn(X) is irreducible over Q(X).
Theorem 77.4 (Theorem of Conjecture 1) For any positive integer n, the polynomial
sn(x) = 1 +
n∑
k=1
pk+1x
k = 1 + p2x+ p3x
2 + · · ·+ pn+1xn (77.4)
is irreducible over the field Q of rational numbers.
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Theorem 77.5 For any positive integer n, the polynomial
sn(x) =
n∑
k=1
(−1)n−kpkxk−1 = pnxn−1 − pn−1xn−2 + · · ·+ (−1)n−1p1 (77.5)
is irreducible over the field Q of rational numbers.
Theorem 77.6 For any positive integer n, the polynomial
sn(x) =
n∑
m=0
(m+ 1)xm = 1 + 2x+ 3x2 + · · ·+ (n+ 1)xn (77.6)
is irreducible over the field Q of rational numbers. Moreover, sn(x) is reducible modulo an odd
prime p if and only if n = kp− 1 or n = kp− 2, where k is a positive integer greater than 1.
Theorem 77.7 For any positive integer n, the polynomial
sn(x) =
n∑
m=0
(m+ 1)xm = 1 + 2x+ 3x2 + · · ·+ (n+ 1)xn (77.7)
is irreducible over the field Q of rational numbers. Moreover, sn(x) is reducible modulo any
prime not greater than pm if and only if n = κ(pm#) − 1 or n = κ(pm#) − 2, where κ is a
positive integer, pm is the mth prime and pm# = p1p2 · · · pm. Furthermore sn(x) is reducible
modulo any prime if and only if n = κ(pm#) − 1 or n = κ(pm#) − 2 when m → ∞ such that
n→∞.
78 Proof of Theorem (77.2)
Proof Assume fn(X) = (αpX
m + g(X))h(X) and denote
f¯n(X) ≡ fn(X)(mod p),
f¯n−1(X) ≡ fn−1(X)(mod p),
g¯(X) ≡ αpXm + g(X)(mod p),
h¯(X) ≡ h(X)(mod p).
Since fn−1(X) = fn(X)− anXn, there are
f¯n−1(X) = f¯n(X) = g¯(X)h¯(X).
If fn−1(X) is irreducible over Q(X) and f¯n−1(X) = fn−1(X), then there must be
m = 1, g¯(X) = 1 and h¯(X) = f¯n−1(X) = fn−1(X),
so that there will be
fn(X) = (αpX
m + g(X))h(X) = (αpX + 1)fn−1(X).
But it is impossible that all the corresponding coefficients of X i for i = 0, 1, · · · , n on both
hand sides of the equation are equal to each other so that there is fn(X) 6= (αpXm+g(X))h(X).
Thus fn(X) is irreducible over Q(X).
This completes the proof of the theorem.
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79 Proof of Theorem (77.3)
Proof Assume fn(X) = (αpX
m + g(X))h(X) and denote
f¯n(X) ≡ fn(X)(mod p),
f¯n−1(X) ≡ fn−1(X)(mod p),
g¯(X) ≡ αpXm + g(X)(mod p),
h¯(X) ≡ h(X)(mod p).
Since fn−1(X) = anXn − fn(X), there are
f¯n−1(X) = −f¯n(X) = −g¯(X)h¯(X).
If fn−1(X) is irreducible over Q(X) and f¯n−1(X) = fn−1(X), then there must be
m = 1, g¯(X) = −1 and h¯(X) = f¯n−1(X) = fn−1(X),
so that there will be
fn(X) = (αpX
m + g(X))h(X) = (αpX − 1)fn−1(X).
But it is impossible that all the corresponding coefficients ofX i for i = 0, 1, · · · , n−1 on both
hand sides of the equation are equal to each other so that there is fn(X) 6= (αpXm+g(X))h(X).
Thus fn(X) is irreducible over Q(X).
This completes the proof of the theorem.
80 Proof of Theorem (77.4)
Proof Let denote s¯n−1(x) ≡ sn−1(x)(mod pn+1).
First for n = 2, the polynomial s1(x) = 1 + 3x is irreducible over Q(X) and s¯1(x) = s1(x),
then by Theorem (77.2) the polynomial s2(x) is irreducible over Q(x).
Second, assume the polynomial sn−1(x) is irreducible over Q(X), then there is s¯n−1(x) =
sn−1(x) since n < pn+1 and pi+1 < pn+1 for i = 1, 2, · · · , n − 1, thus by Theorem (77.2) the
polynomial sn(x) is irreducible over Q(x).
This completes the proof of the theorem.
81 Proof of Theorem (77.5)
Proof Let denote s¯n−1(x) ≡ sn−1(x)(mod pn).
First for n = 3, the polynomial s2(x) = 3x− 2 is irreducible over Q(X) and s¯2(x) = s2(x),
then by Theorem (77.3) the polynomial s3(x) is irreducible over Q(x).
Second, assume the polynomial sn−1(x) is irreducible over Q(X), then there is s¯n−1(x) =
sn−1(x) since n < pn and pi < pn for i = 1, 2, · · · , n−1, thus by Theorem (77.3) the polynomial
sn(x) is irreducible over Q(x).
This completes the proof of the theorem.
82 Proof of Theorem (77.6)
82.1 Proof of sn(x) reducible modulo an odd prime over Q(x)
Proof
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(1) Sufficient conditions.
Firstly for an odd prime p, if n = kp− 1, where k is a positive integer greater than 1, then
we can write
sn(x) =
n∑
m=0
(m+ 1)xm =
kp−1∑
m=0
(m+ 1)xm
=
p−1∑
m=0
(m+ 1)xm + xp
p−1∑
m=0
(p+m+ 1)xm + · · ·+ x(k−1)p
p−1∑
m=0
((k − 1)p+m+ 1)xm
=
k−1∑
i=0
xip
p−1∑
m=0
(ip+m+ 1)xm,
so that since xp ≡ x(mod p) we obtain
sn(x) =
n∑
m=0
(m+ 1)xm ≡
k−1∑
i=0
xi
p−2∑
m=0
(m+ 1)xm(mod p).
Secondly for an odd prime p, if n = kp − 2, where k is a positive integer greater than 1,
then we can write
sn(x) =
n∑
m=0
(m+ 1)xm
=
kp−2∑
m=0
(m+ 1)xm =
kp−1∑
m=0
(m+ 1)xm − kpxkp−1
=
p−1∑
m=0
(m+ 1)xm + xp
p−1∑
m=0
(p+m+ 1)xm + · · ·+ x(k−1)p
p−1∑
m=0
((k − 1)p+m+ 1)xm − kpxkp−1
=
k−1∑
i=0
xip
p−1∑
m=0
(ip+m+ 1)xm − kpxkp−1,
so that since xp ≡ x(mod p) we obtain
sn(x) =
n∑
m=0
(m+ 1)xm ≡
k−1∑
i=0
xi
p−2∑
m=0
(m+ 1)xm(mod p).
Hence when n = kp − 1 or n = kp − 2, where k is a positive integer greater than 1, the
polynomial sn(x) is reducible modulo an odd prime p over the field Q of rational numbers.
(2) Necessary conditions.
When sn(x) is reducible modulo an odd prime p over the field Q of rational numbers then
let write
sn(x) =
n∑
m=0
(m+ 1)xm ≡
k−1∑
i=0
xi
p−2∑
m=0
(m+ 1)xm(mod p)
where polynomials 1 + 2x + 3x2 + · · · + (p − 1)xp−2 is irreducible over the field Q of rational
numbers by the Eisenstein’s criterion[3].
Since xp ≡ x(mod p) and
p−1∑
m=0
(ip+m+ 1)xm ≡
p−2∑
m=0
(m+ 1)xm(mod p)
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for i = 0, 1, 2, · · · such that there are
k−1∑
i=0
xi ≡
k−1∑
i=0
xip(mod p),
and
k−1∑
i=0
xi
p−2∑
m=0
(m+ 1)xm ≡
k−1∑
i=0
xip
p−1∑
m=0
(ip+m+ 1)xm(mod p)
or
k−1∑
i=0
xi
p−2∑
m=0
(m+ 1)xm ≡
k−1∑
i=0
xip
p−1∑
m=0
(ip+m+ 1)xm − kpxkp−1(mod p),
then we obtain
sn(x) =
n∑
m=0
(m+ 1)xm
=
k−1∑
i=0
xip
p−1∑
m=0
(ip+m+ 1)xm =
kp−1∑
m=0
(m+ 1)xm
or
sn(x) =
n∑
m=0
(m+ 1)xm
=
k−1∑
i=0
xip
p−1∑
m=0
(ip+m+ 1)xm − kpxkp−1 =
kp−2∑
m=0
(m+ 1)xm.
Thus there should be n = kp− 1 or n = kp− 2.
Hence when the polynomial sn(x) is reducible modulo an odd prime p over the field Q of
rational numbers, there must be n = kp− 1 or n = kp− 2, where k is a positive integer greater
than 1.
This completes the proof of the theorem for sn(x) reducible modulo an odd prime over
Q(x).
82.2 Proof of sn(x) irreducible over Q(x)
Proof
First, when n = kp − 1 or n = kp − 2 for an odd prime p, assume sn(x) = g(x)h(x) and
denote
g¯(x) ≡ g(x)(mod p) and h¯(x) ≡ h(x)(mod p).
Then there are
g¯(x) =
k−1∑
i=0
xi and h¯(x) =
p−2∑
j=0
(j + 1)xj ,
so that since
xp ≡ x(mod p), aip+ 1 ≡ 1(mod p) and bjp+ j + 1 ≡ j + 1(mod p)
for i = 0, 1, 2, · · · and j = 0, 1, 2, · · · , then there are
g(x) =
k−1∑
i=0
(aip+ 1)x
ip and h(x) =
p−2∑
j=0
(bjp+ j + 1)x
j + bp−1pxp−1.
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Thus by sn(x) = g(x)h(x) there should be
sn(x) =
n∑
m=0
(m+ 1)xm = 1 + 2x+ 3x2 + · · ·+ (n+ 1)xn
=
k−1∑
i=0
(aip+ 1)x
ip(
p−2∑
j=0
(bjp+ j + 1)x
j + bp−1pxp−1)− akpxkp−1
=
k−1∑
i=0
(ip+ 1)xip
p−1∑
j=0
(j + 1)xj − akpxkp−1
where by comparing the corresponding coefficients of xj for j = 0, 1, · · · , p − 1, xip for i =
0, 1, · · · , k − 1 and xkp−1 on both hand sides of the equation, there must be bj = 0 for j =
0, 1, · · · , p− 2, bp−1 = 1, ai = i for i = 0, 1, · · · , k − 1, and ak = (k − 1)(p− 1) for n = kp− 1
or ak = kp− p+ 1 for n = kp− 2.
But it is impossible that all the corresponding coefficients of xm for m = 0, 1, · · · , n on both
hand sides of the equation are equal to each other so that there is sn(x) 6= g(x)h(x). Thus
sn(x) is irreducible over the field Q of rational numbers.
Second, for an odd prime p, when n 6= kp− 1 and n 6= kp− 2, since the polynomial sn(x) is
irreducible modulo the prime p and an = n+ 1 6= kp such that p ∤ an, then by Theorem (77.1)
the polynomial sn(x) is irreducible over the field Q of rational numbers.
Hence for any positive number n the polynomial sn(x) is irreducible over the field Q of
rational numbers.
This completes the proof of the theorem for sn(x) irreducible over Q(x).
For n = kp− 1, let k = p and denote p = 2m+ 1, then there are
n = kp− 1 = p2 − 1 = (p− 1)(p+ 1) = 4m(m+ 1).
For n = kp− 2, let k = 2p and denote p = 2m+ 1, then there are
n = kp− 2 = 2p2 − 2 = 2(p− 1)(p+ 1) = 8m(m+ 1).
83 Proof of Theorem (77.7)
Proof By Theorem (77.6), the polynomial sn(x) is irreducible over Q(x) and reducible modulo
an odd prime p if and only if n = kp − 1 or n = kp − 2, where k is a positive integer greater
than 1.
First, it is obvious that sn(x) is reducible modulo the even prime p1.
Second, when n = κ(pm#) − 1 or n = κ(pm#) − 2, then for any odd prime p not greater
than pm there is n = kp − 1 or n = kp − 2, where k = κ(pm#)/p is a positive integer greater
than 1. Thus sn(x) is reducible modulo any prime p not greater than pm.
Third, if sn(x) is reducible modulo any odd prime p not greater than pm, then there must
be n = kp− 1 or n = kp− 2 for any odd prime p, where k is a positive integer greater than 1.
Thus, there must be k = κ(pm#)/p so that there is n = κ(pm#)− 1 or n = κ(pm#)− 2.
Hence sn(x) is reducible modulo any prime not greater than pm if and only if n = κ(pm#)−1
or n = κ(pm#)− 2, and sn(x) is reducible modulo any prime if and only if n = κ(pm#)− 1 or
n = κ(pm#)− 2 when m→∞ such that n→∞.
This completes the proof of the theorem.
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For n = κ(pm#)− 2 and m > 1, let κ = (pm#)/2 and denote (pm#)/2 = 2γ+1, then there
are
n = κ(pm#)− 2 = 2(pm#/2)2 − 2 = 2(pm#/2− 1)(pm#/2 + 1) = 8γ(γ + 1).
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