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Abstract
A multi-dimensional system of stochastic differential equations is presented for modeling prebiotic evolution. The system consists
of replication of several reacting species using activated monomers and inactivated residues. The stochastic effects are included
in the system as excitations which can be caused by the prebiotic medium where the reactions are taking place. To numerically
solve the considered system we consider a generalized Milstein method for multi-dimensional stochastic differential equations. A
first-order accuracy is ensured in the approximation of double Itô integrals by using a truncation in the Fourier series expansion.
To verify the accuracy of the proposed method we consider a system of two stochastic differential equations with known analytical
solution. Numerical results are presented for a reduced prototype system of the prebiotic model.
© 2014 Taibah University. Production and hosting by Elsevier B.V. All rights reserved.
MSC: 35R60; 35K57; 60H15; 65L06
Keywords: Stochastic differential equations; Prebiotic evolution; RNA-like molecules; Milstein methodAfter the discovery of the catalytic process of some
RNA-like molecules (ribozymes) [2,7], the formation of
prebiotic material has been subject of many theoretical
an experimental studies, see [11,1] among others. These
RNA-like molecules (also referred to as replicators)
with unspecific catalytic capabilities could have formed
ensemble of species, the so-called catalytic networks. It
should be pointed out that, although the evolution of∗ Tel.: +966 599486488.
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http://dx.doi.org/10.1016/j.jtusci.2013.12.002these catalytic networks has been extensively studied
from a theoretical point of view over the last decades,
most of the work has been focused on the analysis of their
dynamics under deterministic input conditions [11,1,5].
Less attention has been given to the role of stochastic
excitations on the behavior of these prebiotic models.
However, it is well known that stochastic forces may
play an important role on the dynamics of the biochem-
ical systems. For instance, the stochastic forces may
probably occur in the reaction medium known by the pre-
biotic soup, see [3] for more details. Therefore, it ought
to be taken into account in the mathematical equations
governing these models.
In this paper, we consider the problem of pre-
biotic evolution in one of the theoretical models
proposed to study the behavior of catalytic networks
[6]. This model is a closed system (only energy can
be interchanged with the surroundings) where activated
material (nucleotides) react to build up self-replicative
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nits following preestablished rules. These energy rich
onomers are regenerated from the by-product of the
eaction (obtained mainly as the result of the hydrol-
sis of self-replicative species) by means of a recycle
echanism (basically due to an external energy source,
or example sunlight). The closure of the system directly
mposes a selection pressure on the population. All these
iochemical features can be mathematically modeled by
 multi-dimensional system of deterministic ordinary
ifferential equations with nonlinear kinetic reactions,
ee for example [4,6]. The spatial effects can also be
ncorporated into this model by introducing the diffusion
perator in the ordinary differential equations resulting
n a set of reaction–diffusion equations, compare [11,1].
o stabilize these partial differential equations, authors
n [12] have added an additive noise into the system.
n the present work, we propose a new technique to
ccount for excitations from the prebiotic medium. The
ey idea is to introduce a stochastic diffusion matrix in
he system of ordinary differential equations and trans-
orm this model to a system of stochastic differential
quations. Here, we consider a drift term driven by both
dditive and multiplicative noises and it can be raised
rom uncertainties in catalytic coefficients or simply
y excitations from the prebiotic medium. The main
dvantage of such approach comes from the fact that fea-
ures of interest in random dynamics (i.e.  random fixed
oints, random bifurcation, random attractors, etc.) are
arder to describe in the framework of stochastic cal-
ulus than in the framework of classical deterministic
alculus.
To numerically approximate the solutions of the pro-
osed system, we apply a generalized Milstein method.
he basic ingredients of this approach are the piece-
ise linear approximation by the Itô–Taylor expansion
f the vector fields and the numerical integration of the
esulting linear equation. Fourier series expansions are
sed to approximate double Itô integrals. In the case of
tochastic differential equations, the Milstein method has
een restricted either to the class of equations with addi-
ive noise terms or scalar equations with multiplicative
oise. Therefore, the application of the Milstein method
o cover wider classes of stochastic differential equations
s an appealing challenge. In particular, the current study
ocuses in the class of stochastic differential equations
riven by multiplicative noise. Numerical results are
resented for a prototype system of four catalyzed sel-
replicator species along with activated and inactivated
esidues. Phase-space portraits and strange attractors are
lso displayed.
This paper is organized as follows. In Section 1 we
escribe the model for prebiotic evolution. The Milstein for Science 8 (2014) 186–198 187
method for multi-dimensional systems of stochastic
differential equations is formulated in Section 2. In Sec-
tion 3 we present numerical results for two accuracy test
examples and for the reduced prebiotic model. Section 4
summarizes the paper with concluding remarks.
1.  Stochastic  model  for  prebiotic  evolution
The model we consider in this paper consists on the
replication of N  reacting species I1, I2, . .  ., IN using acti-
vated monomers A  and inactivated residues B  according
to the following reactions:
Ii +  A αi−→2Ii, (R1)
Ii +  Ij +  A
kji−→2Ii +  Ij,  (R2)
Ii
δi−→B,  (R3)
B
γ−→A. (R4)
These reaction steps have been used in pattern formation
in a model proposed to study the behavior of catalytic
networks in the RNA-like molecules, compare [11,1,5]
among others. This notation is intended to be similar
to that used in traditional chemistry for which the steps
(R1) and (R2) mean:
(R1) Each specie Ii (i  = 1, . . ., N), in the presence of the
substrate A, selfreplicates noncatalytically with a
rate αi.
(R2) Specie Ij (j  /=  i) catalyzes the selfreplication of
the species Ii with a rate kji in the presence of the
substrate A.
(R3) Specie Ii degrades in B  with a rate δi.
(R4) The product of the degradation B  is recyclated in
energy-high substrate A with a rate γ .
For more details on biochemical aspects of the con-
sidered model we refer the reader to [11,1,5] and further
references are cited therein. The above set of reactions
can be mathematically formulated based on determinis-
tic ordinary differential equations (ODE). Thus, if we
use the notations xi, y  and z  to denote, respectively, the
concentrations of the selfreplicator species Ii, the acti-
vated monomers A  and the inactivated residues B  then
iversity for Science 8 (2014) 186–198
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the reactions (R1)–(R4) are modeled by the following
deterministic system of ODE
dxj
dt
= xj
(
y
(
αj +
N∑
i=1
kijxi
)
− δj
)
, j = 1, . . .,  N,
dy
dt
= γz −
(
y
(
N∑
i=1
αixi +
N∑
i=1
N∑
j=1
kijxixj
))
,
dz
dt
=
N∑
i=1
δixi − γz,
(1.1)
where the concentrations xj(t), y(t) and z(t) are functions
of time variable in a time interval [t0, T] with t0 and T
are the initial and final times, respectively. It is easy to
remark that the system (1.1) verifies
N∑
j=1
xj +  y +  z =  c,
with c  being the total concentration of the prebiotic
model. The deterministic system (1.1) has been analyzed
in [11] and numerical simulations are included therein. In
this reference, no effects from the prebiotic medium have
been accounted for in the governing equations. How-
ever, medium effects can strongly interact with kinetic
reactions and neglecting medium effects may have sig-
nificant consequences in the overall predictions. In order
to incorporate the medium effects in the system (1.1), the
authors in [1] have introduce the spatial dependence of
the concentrations xi, y  and z. Thus, the ODE system
(1.1) is transformed to a deterministic system of partial
differential equations (PDE) of reaction–diffusion type.
A stochastic counterpart of this PDE system was also
investigated in [12].
In the present study, to account for medium effects in
the prebiotic evolution model we propose random pertur-
bations in the kinetic reactions (1.1). Hence, the system
(1.1) is transformed to a set of stochastic differential
equations (SDE) of the following form
dxj =
(
xj
(
y
(
αj +
N∑
i=1
kijxi
)
− δj
))
dt
+ σj dWj, j = 1, . . ., N,
dy =
(
γz −
(
y
(
N∑
i=1
αixi +
N∑
i=1
N∑
j=1
kijxixj
)))
dt
+ σ dW,
(1.2)dz =
(
N∑
i=1
δixi − γz
)
dt + σ dW,Fig. 1. The reduced prototype system used for numerical simulations.
where σj = σj(x1, . .  ., xN, y, z) and σ  = σ(x1, .  . ., xN, y,
z) are perturbation coefficients, Wi and W  are Wiener
processes. Note that σj and σ  may be interpreted as a
dimensional parameter that scales the diffusion process.
In the framework of stochastic differential equations,
Eqs. (1.2) should be interpreted as
dX(t) =  F(t,  X(t))dt
+ G(t, X(t))dW(t),  X(t0) =  X0,  (1.3)
where X = (x1, . .  ., xN, y, z)T is the (N  + 2)-vector of the
unknown concentrations, F(t,  X(t)) is the (N  + 2)-vector
of the kinetic reactions known as drift vector, G(t, X(t)) is
the (N  + 2) ×  d-matrix known by diffusion matrix, W(t)
is a d-vector Wiener process, and X0 is a (N  + 2)-vector
of the initial conditions given at time t0. Here, each entry
of the d-vector W(t) forms a Brownian motion which is
independent of the other elements.
Note that the model (1.2) is formed by (N  + 2) coupled
SDE with nonlinear reaction terms and stochastic excita-
tions caused by the prebiotic medium. In our numerical
results, we have used a reduced prototype system of
four catalyzed selfreplicator species along with activated
and inactivated residues depicted in Fig. 1. The numbers
shown in the arrows of this figure refer to the catalytic
rates kji, 1 ≤  i, j ≤  4 appeared in (1.2).
2.  Milstein  method  for  multi-dimensional
stochastic  systems
To approximate numerical solutions for the SDE
(1.3) we consider a generalized Milstein method. The
starting point for development of the Milstein method
is the stochastic Itô–Taylor expansion, compare [10].
Thus, for a given functional f : [t0,  T  ] × Rd →  R  with
all its derivatives are smooth functions, the associated
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between the order of a one-step approximation and the
order of the scheme generated by such approximation,M. Zahri / Journal of Taibah Un
tô–Taylor expansion is given by
 (τ,  Xτ) =
∑
α∈Aγ
Iα[fα(ρ,  Xρ)]ρ,τ
+
∑
α∈Bγ
Iα[fα( · ,  X.)]ρ,τ,  (2.1)
here ρ  and τ are two stop times processes, α  a multi-
ndex in the set of all multi-indices M, Aγ a hierarchical
et and Bγ its remainder set defined as
Aγ=
{
α ∈ M : l(α) + n(α) ≤ 2γ or l(α) = n(α) = γ + 1
2
}
,
Bγ = {α ∈ M\Aγ : −α ∈ Aγ },
(2.2)
ith l(α) and n(α) refer, respectively, to the length and
he number of zeros of the multi-index α, and −α  is
he multi-index α  without the first component. Note that
or each construction of the sets Aγ and Bγ in (2.2), γ
s allowed to take the values γ = 0.5, 1, 1.5, 2, . .  .. For
xample, in a two-dimensional case, the corresponding
ierarchical set A1 and its remainder set B1 are
A1 =  {v,  (0),  (1),  (2),  (1,  1),  (1,  2),  (2,  2),  (2,  1)},
B1 =  {(0,  0),  (0,  1),  (0,  2),  (1,  0),  (2,  0),  (0,  1,  1),
(0, 1,  2),  (1,  2,  2),  (0,  2,  2),  (0,  2,  1),  (1,  1,  1),
(1,  1,  2),  (1,  2,  1),  (2,  1,  1),  (2,  1,  2),  (2,  2, 2),
(2, 2,  1)},
here v is the so-called empty index, see [10,9] among
thers. In the Itô expansion (2.1), Iα[fα(ρ, Xρ)] with
 = (j1, j2, . . ., jl) denotes the multiple Itô integrals of
he function f and it is defined by
α[f  ( · , X.)]t0,t =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
f (t,  Xt),  if l =∫ t
t0
Iα−[f  ( ·  ,  X.)]t0,sds,  if l≥∫ t
t0
Iα−[f  ( ·  ,  X.)]t0,sdWjls ,  if l≥
here α−  is the multi-index α  without the last compo-
ent. As examples of the multiple Itô integrals (2.3), we
onsider
I(1,2)[f  ( · )]t0,t =
∫ t
t0
∫ s
t0
f  (z) dW1z dW2s ,
I(1,2,0)[f  ( · )]t0,t =
∫ t
t0
I(1,2)[f  (.)]0,s ds,∫ t ∫ s ∫ s
=
t0 t0
1
t0
f  (s2) dW1s2 dW2s1 ds. for Science 8 (2014) 186–198 189
d jl =  0,
d jl≥1,
(2.3)
For the time discretization, we divide the time interval
[t0, T] into equidistant subintervals [tn, tn+1] of length t
such that tn = t0 + n t, n  = 0, 1, . .  .. From the Itô–Taylor
expansion (2.1) we construct the discrete approximation
f  (tn+1,  Ytn+1 ) =
∑
α∈Aγ
Iα[fα(tn,  Ytn )]tn,tn+1︸ ︷︷  ︸
Main approximation
+
∑
α∈Bγ
Iα[fα( · , Y.)]tn,tn+1︸ ︷︷  ︸
Remainder
,  (2.4)
where Ytn denotes the approximation of the solution Xt
of the SDE (1.3) at the time t = tn. For independent one-
dimensional Wiener processes (Wj1t )t≥0 and (Wj2t )t≥0,
with j1 /=  j2, the double Itô integrals I(j1,j2) are defined
as
I(j1,j2)t0,t =
∫ t
t0
∫ s1
t0
dWj1s dWj2s1 .  (2.5)
Since this integral cannot be calculated exactly, a numer-
ical approximation is required, see for instance [10,9].
Here, we consider the Fourier series expansion
Ip(j1,j2) =
1
2
t	j1	j2 +  t
√
ρp(μj1,p	j2 −  μj2,p	j1 )
+ t
2π
p∑
r=1
1
r
(ζj1,r(
√
2	j2 +  ηj2,r)
− ζj2,r(
√
2	j1 +  ηj1,r)),  (2.6)
where 	j1 , 	j2 , μj1,p, μj2,p, ζj1,r, ζj2,r, ηj2,r and ηj1,r are
random variables pairwise independent N(0, 1), and ρp
is a constant defined as
ρp = 12π2
∞∑
r=p+1
1
r2
.
In (2.6), p  is the order of the approximation on an inter-
val. Based on a theorem in [10] that establish the relationone can obtain schemes of order p by means of one-step
approximations of local order p + 1. For example, the
190 M. Zahri / Journal of Taibah University for Science 8 (2014) 186–198
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he lineaFig. 2. Error plots for t
truncated Itô–Taylor expansion of order p  of the Itô pro-
cess Xt (i.e., the expression obtained from the Itô–Taylor
expansion removing the terms which contain multiple
integrals of multiplicities equal to or greater than p  + 1)
is an approximation of local order p + 1 if the coefficients
of the equation are continuous, satisfy both Lipschitz and
linear growth conditions. The scheme obtained with the
truncated Itô–Taylor expansion of order p  will be called
the order p  weak Taylor scheme, see [9] for details. Not
that the error estimate of the approximation I(j1,j2)p in
(2.6) of the double Itô integral I(j1,j2) is given in second
moment by
E(|Ip(j1,j2) −  I(j1,j2)|2) =  ρp(t)2,  (2.7)
where E(w) denotes the expectation of a generic solution
w. In the current study, to approximate numerical solu-
tions to the SDE (1.3) a generalized Milstein scheme is
implemented based on the Itô–Taylor expansion (2.4) as
Ykn+1 =  Ykn +  Fk(tn,  Yn) t  +
N+2∑
j=1
Gk,j(tn,  Yn) Wjtn+
N+2∑
j1,j2=1
Lj1Gk,j2 (tn,  Yn)I(j1,j2),  (2.8)tep
r equation at time t = 1.
where W1tn ,  . .  ., W
N+2
tn
are independent random
Gaussian variables N(0, t) and the differential oper-
ators Lj are given as
L0 = ∂
∂t
+
N+2∑
k=1
Fkt
∂
∂xk
+ 1
2
d∑
k,i=1
N+2∑
j=1
Gi,jbk,j ∂
2
∂xi∂xk
,
Lj =
N+2∑
i=1
Gi,j ∂
∂xi
,  j  =  1,  2,  . .  ., N  +  2.
Note that the first-order Milstein scheme is given by the
summation over all multi-index of the hierarchical set
A1. For the computation of the integrals I(j,j) for j = 0,
1, . .  ., N  + 2, we have used the classical Itô calculus, we
refer for example to [9,8]. Notice that the accuracy of
the Itô–Taylor expansion (2.4) depends on the number
p such that high accuracy is obtained for large values of
p. However, large values of p  can lead to high computa-
tional cost and may limit the efficiency of the overall
procedure. In the present study, all the simulations
are performed with p  = 100 which is enough to ensure
an accurate representation of the Itô–Taylor expansion
(2.4).3.  Numerical  results
In this section numerical results are presented for
the reduced model of prebiotic evolution depicted in
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Fig. 3. Errors in the solution X1t (first row) and the solution X2t (second row) at time tn = 1 obtained using the Euler scheme.
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Fig. 4. Errors in the solution X1t (first row) and the solution X2t (second row) at time tn = 1 obtained using the Milstein scheme.
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Table 1
Errors E1 and E2 for the linear system at time tn = 1 using different time steps.
t Milstein method Euler method
X1t X
2
t X
1
t X
2
t
E1 E2 E1 E2 E1 E2 E1 E2
2−5 0.65E−1 0.14E−0 0.13E−0 0.22E−0 0.63E−1 0.19E+1 0.63E−1 0.28E+1
2−6 0.28E−1 0.47E−1 0.59E−1 0.62E−1 0.95E−2 0.12E+1 0.95E−2 0.16E+1
2−7 0.16E−1 0.14E−1 0.32E−1 0.17E−1 0.84E−2 0.47E−0 0.84E−2 0.64E−0
2−8 2 
2 2 
F
s
s
i
e
q
f
p
m
c
3
u
d
I
g
X
T
e
E
w
t
μ
I
a
2
a
t
e
s
r
e0.78E−2 0.12E−2 0.16E−1 0.19E−
−9 0.42E−2 0.06E−2 0.82E−2 0.09E−
ig. 1. We also illustrate the performance of the Mil-
tein scheme for two problems in SDE with known exact
olutions. In all our simulations we perform 10,000 real-
zations and mean solutions are displayed. Note that
quations with known analytical solutions are used to
uantify the errors and to examine the convergence
eatures of the considered method. For the sake of com-
arison we also consider the canonical Euler–Maruyama
ethod widely used in the literature for solving SDE,
ompare for instance [9,8].
.1.  A  linear  equation
We consider the stochastic Black–Scholes equation
sed in option pricing [9]
Xt =  λXt dt  +  μXt dWt, X0 =  x0. (3.1)
t is easy to verify that the analytical solution of (3.1) is
iven by
t =  X0 exp((λ  −  0.5μ2)t  +  μWt).  (3.2)
he exact solution (3.2) is also used to evaluate the
xpected error function at time tn as
 =
√
E( sup
0≤tn≤1
(Xtn −  Yn)2),
here Xtn and Yn are the exact and numerical solutions at
ime tn, respectively. In our computations we use λ  = −1,
 = 2, x0 = 1 and simulations are stopped at time tn = 1.
n Fig. 2 we display the error norms for the Milstein
nd Euler schemes using five uniform step sizes 2−5,
−6
, 2−7, 2−8 and 2−9 at the considered time. A log-
rithmic scale is used on the x- and y-axis. It is clear
hat decreasing the time step size results in a decrease of
rrors in both schemes. As expected the Euler method
hows a convergence rate of 0.5 whereas the convergence
ate of the Milstein method is 1 for this linear stochastic
quation.0.46E−2 0.17E−0 0.46E−2 0.24E−0
0.83E−2 0.13E−0 0.83E−2 0.18E−0
3.2.  A  linear  system
Next we solve the following two-dimensional
stochastic system
dXt =  a(t,  Xt) dt +  b(t,  Xt) dWt,  (3.3)
where Xt =  (X1t ,  X2t )T is the unknown vector. The drift
vector a(t, Xt) and the diffusion matrix b(t, Xt) are given
as
a(t, Xt) =
(
−λ λ
λ −λ
)
Xt, b(t, Xt) =
(
μ 0
0 μ
)
Xt.
The analytical solution of this system is given by [8]
Xt =  P
(
exp
(
ρ+(t)) 0
0 exp
(
ρ−(t))
)
P−1X0,
where ρ±(t) = (−  λ  −  0.5μ2 ±  λ)t  + μWt,
P  = 1√
2
(
1 1
1 −1
)
and X0 =
(
1
2
)
.
In all results presented for the system (3.3) we used λ  = 1,
μ = 2 and different time steps. In Fig. 3 we display the
difference between the simulated solution and analyti-
cal solution at time tn = 1 using the Euler method. The
obtained results for the Milstein method are depicted
in Fig. 4. For a clear presentation a decimal logarith-
mic scale is used on the y-axis. It is evident that for
both components the errors computed using the Milstein
scheme show different trends than those computed using
the Euler scheme. For all selected time steps, the Mil-
stein scheme is more accurate than the Euler scheme for
this linear system. To further quantify the errors in the
Milstein and Euler schemes, we calculate the following
errorsE1 =  |E(Xktn ) −  E(Yin)|,
E2 =
√
(E(Xktn −  Ykn )
2), k =  1,  2,
194 M. Zahri / Journal of Taibah University for Science 8 (2014) 186–198
ed specFig. 5. Time series for the four catalyz
where Xktn and Y
k
n are the exact and numerical solutions
at time tn, respectively.
In Table 1 we summarize the obtained results for
different time steps. A simple inspection of this table
reveals that a decay of all considered errors is achieved
by decreasing the time steps for both solutions X1t and
X2t . However, a faster decay has been observed in the
errors computed using the Milstein scheme. Again, the
Milstein method shows a first-order accuracy for this
linear system. Hence, our next computations are real-
ized with the Milstein scheme only. It should be stressed
that, in our simulations the computational times required
for the Milstein scheme is about 1.5 times the compu-
tational time needed for the Euler scheme. It may be
noted that 10,000 realizations were sufficient for a weak
convergence of the computations. The CPU times must
be taken as indicative since the absolute numbers can
vary with the state and configuration of the operating
system.
3.3.  Stochastic  prebiotic  evolution
Now, we turn our attention to the stochastic pre-
biotic system (1.2). We present numerical simulations
for the prototype model sketched in Fig. 1. The
model accounted for four catalyzed selfreplicator species
along with an activated and inactivated residues. Theies in the test case with additive noise.
kinetic rates (kij)1≤i,j≤4 are entries of the following
matrix
K  =
⎛
⎜⎜⎜⎜⎜⎝
K1
K2
K3
K4
⎞
⎟⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
0.5 1.6 0.0 2.2
1.5 1.0 2.0 0.0
0.5 0.0 0.6 0.4
0.1 0.0 0.0 0.0
⎞
⎟⎟⎟⎠ , (3.4)
where Ki for i = 1, .  . ., 4, denote the row vectors of the
matrix K. The remaining coefficients are set to γ  = 1,
αi = 1 and δi = 0.1 for i = 1, . .  ., 4. Initial conditions are
randomly chosen in such a way that the concentration of
the sum of all the species is equal and arbitrarily fixed
as 1, i.e.
4∑
i=1
xi,t0 +  yt0 +  zt0 =  1.
Two physical stochastic excitations are used: stochastic
forces driven by additive noise, that mimic a vast prebi-
otic scenario in which the mean effects of the medium
are negligible, and stochastic forces driven by multiplica-
tive noise, which would arise in a scenario when there is
interchange of material with the surroundings. In all our
simulations presented, the time step is fixed to t  = 0.1
and the obtained results are displayed at time t = 106.
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First, we consider the case with additive noise. Thus,
he diffusion matrix in the system (1.3) is a 6 ×  6-matrix
iven by
(t, X(t)) =  σ
(
K 0
0 0
)
, (3.5)
here K  is the kinetic matrix given in (3.4) and σ  is a
arameter fixed in our simulations to σ  = 10−2. In Fig. 5
e display time series for the four catalyzed selfrepli-
ator species. Using these series, global attractors are
llustrated in Fig. 6. From the obtained time series we
ee an important contribution of frequencies that corre-
pond to high order periods. This fact is a consequence
f the coexistence of different attractors such as chaos,atalyzed species in the test case with additive noise.
chaotic bands and fixed points (which appear perturbed
by the stochastic excitation). Note that the contribution of
the stochastic perturbation to the time series and chaotic
attractors is evident through the different frequencies
that correspond to high order periods. It is interesting to
remark that some fluctuations are present in the attrac-
tors shown in Fig. 6. These fluctuations are due to the
presence of stochastic terms in the system (1.2) and can
be reduced either by decreasing the stochastic amplitude
σ in (3.5) or increasing the number of realizations used
for constructing mean solutions.
It should be pointed out that, the deterministic dynam-
ics of this model (obtained after removing the stochastic
terms by setting σ  = 0) has already been analyzed in
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speciesFig. 7. Time series for the four catalyzed 
a relevant but restricted situation, a system formed by
cyclically linked species (a hypercycle) in [4,6]. Perhaps,
the most relevant property of this special network is that
it allows the coexistence of all species involved in the
organization. Moreover, whereas for networks formed
by less than four species the fixed point of coexistence is
asymptotically stable, for networks larger than four, this
fixed point becomes unstable appearing surrounded by a
cyclic limit. This fact has special significance when the
stochastic process is taken into account in the model as
can be seen from the results presented in Fig. 6.
Finally, we consider the case with a multiplicative
noise given by the following diffusion 6 ×  6-matrix in
(1.3)
G(t, X(t)) = σ
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
K1X(t) 0 0 0 0 0
0 K2X(t) 0 0 0 0
0 0 K3X(t) 0 0 0
0 0 0 K4X(t) 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
(3.6)where X(t) =  (x1(t),  x2(t),  . .  ., xN (t))T and Ki is the ith
row of the matrix K  in (3.4). Note that, unlike the previ-
ous test case, the considered case is a problem coupled in in the test case with multiplicative noise.
nature with strong stochastic perturbation and therefore,
good numerical accuracy is required in order to capture
the different phenomena present in its evolving solution.
As a consequence, the later test case is more difficult to
handle; the results shown here illustrate the robustness of
the Milstein method. Note that for the diffusion matrix
(3.6), the double Itô integrals ∫ t0,i /=  j,i,j=1,2 W (i)s W (j)s are
non zero in the Milstein method resulting in more com-
putations to be done compared to the case with additive
noise (3.5).
Fig. 7 shows the time series for the four catalyzed
selfreplicator species. The associated phase-portraits for
the four catalyzed species are illustrated in Fig. 8. For-
mation of complex dynamics can be clearly seen from
the presented results. Starting from randomly distributed
concentrations, stationary states are reached exhibiting
clusters with different scales. We have also observed that
the convergence to these stationary states depends on
the kinetic coefficients and the amplitude of stochastic
excitations. We should mention that for the determi-
nistic model, periodically distributed aggregates appear
in the formed dynamics. However, for the stochastic
model, this periodicity is broken and regions with a high
concentration of replicators are separated from lower
concentration ones, and the boundaries between the clus-
ters remain almost constant in time.
Formally, the Hop bifurcation can be investigated
by analyzing the six eigenvalues of the linearization at
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Fig. 8. Consecutive global attractors obtained for the fo
ero as functions of the parameter αi. In the considered
tochastic case the analysis is rather complicated. Indeed,
he above mentioned eigenvalues need to be replaced by
he Lyapunov exponents of the stochastic system (1.2).
n this case the origin remains as a stable fixed point as
ong as the first Lyapunov exponent λ1 (as a function of
he bifurcation parameter αi) be negative. Hence, stabil-
ty is lost when λ1 becomes positive and six different
ualitative behavior emerges, which depends on the sign
f the other five Lyapunov exponents.
Finally, the results presented in this study strengthen
he hypothesis of a prebiotic scenario with stochastic
eactions where all the metabolic necessities were car-
ied out by RNA-like molecules. However, it is not clear
here and when these stochastic excitations should bex1
x2
lyzed species in the test case with multiplicative noise.
implemented in the kinetic reactions since no experi-
mental information is provided regarding these issues.
Further investigations are therefore, required to give an
explanation to the origin of cellular structures.
4.  Conclusions
In this work we have studied the performance of
the generalized Milstein method for solving a prebiotic
evolution model in the catalyzed RNA-like molecules.
The model consists of a system of stochastic ordi-
nary differential equations describing the evolution of
a population formed by RNA-like molecules with cat-
alytic capabilities in a prebiotic process and subject
to stochastic excitations. The problem can be modeled
iversity
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by a multi-dimensional system of Itô stochastic differen-
tial equations driven by additive or multiplicative noise.
The generalized Milstein method is based on Itô–Taylor
expansion of the vector fields and uses the Fourier
series expansions to approximate multiple integrals. The
method also provides a straightforward treatment of
stochastic terms without relying on complicated statisti-
cal techniques.
The numerical method is first tested for a class of
stochastic differential equations with known exact solu-
tions to test the accuracy and the convergence rate of
the method. Thereafter, we have applied the method to
solve a reduced model with four catalyzed selfreplica-
tor species along with activated and inactivated residues.
We have incorporated stochastic effects by introducing a
forcing term driven by additive and multiplicative noises.
Time series and global attractors have been presented for
a selected set of kinetic coefficients. The method captures
the correct dynamics and shows it ability to resolve repli-
cators with high heterogeneities in the prebiotic medium.
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