We present a method for solving arbitrary systems of N nonlinear polynomials in n variables over an n-dimensional simplicial domain based on polynomial representation in the barycentric Bernstein basis and subdivision. The roots are approximated to arbitrary precision by iteratively constructing a series of smaller bounding simplices. We use geometric subdivision to isolate multiple roots within a simplex. An algorithm implementing this method in rounded interval arithmetic is described and analyzed. We find that when the total order of polynomials is close to the maximum order of each variable, an iteration of this solver algorithm is asymptotically more efficient than the corresponding step in a similar algorithm which relies on polynomial representation in the tensor product Bernstein basis. We also discuss various implementation issues and identify topics for further study.
Introduction
A fundamental problem in computer-aided design and manufacturing is the efficient computation of all solutions of a system of nonlinear polynomial equations within some finite domain. This rather difficult task can be very unstable and prone to errors even in the univariate case. Lane and Riesenfeld [14] first approached the computation of roots of univariate functions by using robust subdivision techniques, employing Bernstein-Bézier basis functions.
Sherbrooke and Patrikalakis [18] have developed a method (called the interval projected polyhedron algorithm, or IPP) for solving such systems in higher dimensions within an n-dimensional rectangular domain, relying on the representation of polynomials in the tensor product Bernstein basis. Their method, as the method presented in this paper, is a reduction approach that contracts the domain containing a solution. If a reduction is not effective, a subdivision step is necessary, for example to separate roots within a domain. A similar approach has been applied to more general B-spline representations by Elber and Kim [3] , who rely only on subdivision but manage to eliminate redundant subdivisions at the final stage by switching to Newton-Raphson iterations. Mourrain and Pavone [15] improve upon the interval projected polyhedron algorithm by using efficient univariate solvers and a preconditioning step to optimize the reduction steps. Their experiments show, that reduction methods can save a lot of subdivision steps and usually outperform plain subdivision methods. Recent advances by Hanniel and Elber [11] present termination criteria to ensure that exactly one solution is contained within a region. After such regions are identified, it is possible to switch to other methods that quickly converge to the root.
In this paper we introduce a method for solving systems within an n-dimensional simplex, which relies on the representation of polynomials in the barycentric Bernstein basis. This approach is independent of the coordinate directions of the original system. In order to isolate all of the roots within a given simplex we construct a series of bounding simplices by projecting control polyhedra into 2D space, allowing us to compute intersections of their convex hulls there. We will present and analyze an algorithm implementing this method in rounded interval arithmetic also focusing on convergence and complexity analysis issues. We note that a similar technique for the n = 2 special case has been developed by Sederberg [17] , although without detailed analysis.
The barycentric Bernstein basis of degree m has the advantage to represent polynomials with total order m without any overhead, when the maximum order of every variable is equal to m. The number of control points matches exactly the degree of freedom in any dimension. The tensor product Bernstein basis used in [18] with degree m in every dimension on the contrary has more control points than the degree of freedom of a polynomial of total order m. It produces much overhead with problems where the maximum order of a single variable is close to the total order. On the other hand, it is well suited for problems where no single variable has an order higher than m/n (with n being the number of variables) and where the total order is reached in a place where the exponents of all variables are added.
For example the two dimensional (n = 2) polynomial p 1 (x, y) = a 1 x 2 + a 2 xy + a 3 y 2 + a 4 x + a 5 y + a 6 (1) of total order m = 2 can be represented over a triangular domain in the barycentric Bernstein basis of degree 2 with exactly 6 control points. Since the maximal order of every variable is 2 the tensor product Bernstein basis has to use 3 × 3 = 9 control points. However, a polynomial of the form p 2 (x, y) = a 1 x 2 y 2 + a 2 x 2 y + a 3 xy 2 + a 4 x 2 + a 5 xy + a 6 y 2 + a 7 x + a 8 y + a 9 (2) of total order m = 4 could be represented in the tensor product Bernstein basis with the same effort while in barycentric Bernstein basis it requires 15 control points. Nevertheless these 15 control points are enough to represent all kinds of two dimensional polynomials with total order m = 4 while in the tensor product Bernstein basis we even need 25 control points to do that. In higher dimensions this discrepancy between the two approaches is even larger (see Table 1 ). Therefore it makes sense to consider each of the different methods in cases where they are best suited. This paper is organized in the following manner: Section 2 introduces the notation we will use, and contains a brief review of the properties of the barycentric Bernstein polynomials. Section 3 gives the formulation of the problem and describes the construction of smaller bounding simplices. Section 4 describes an algorithm which can be used in implementing a solver based on this method. Section 5 discusses various implementation issues with an analysis and Sect. 6 provides some numerical examples. Section 7 identifies some topics recommended for further study. ij , rather than as the ambiguous w ijk . 5. R n is the set of ordered n-tuples of real numbers. R n+ is the set of ordered n-tuples of non-negative real numbers. R ≥n is the set of ordered m-tuples of real numbers with a fixed m ≥ n. 
Notation and definitions
Definition 3. For a set S = {p 1 , . . . , p n+1 } where p i ∈ R ≥n for i ∈ {1, . . . , n + 1}, conv(S) is called an n-dimensional simplex or n-simplex.
For example, for n = 1, 2, 3 the simplex reduces to a straight line segment, a triangle and a tetrahedron, respectively. The n + 1 vertices of the n-simplex have to be embedded at least in R n or in a higher dimensional space.
Lemma 1. An n-simplex has
edges connecting every vertex with every other vertex. 
Lemma 2.
The barycentric Bernstein polynomials of total degree m and dimension n form a partition of unity [4, 12] : 
where x j is the j-th element of x ∈ {R (n+1)+ | Proof. We set x := (
) by removing x j and adjusting the other coefficients so that
using Lemma 2 in the last step.
Lemma 4.
The barycentric Bernstein polynomials of total degree m and dimension n satisfy the linear precision property [4, 12] :
where x j is the j-th element of
, and i j is the j-th element of the multi-index I.
For a more complete treatment of the barycentric Bernstein polynomials, refer to [4, 6] and [12] .
Formulation

Barycentric coordinates
Let there be a set of N functions f 1 , f 2 , . . . , f N , each of which is a polynomial in the n independent parameters u 1 , u 2 , . . . , u n . Let m (k) denote the total degree of f k . Furthermore, let S denote a set of points { p 1 , . . . , p n+1 } where p i ∈ R n . Our objective is to find all points u = (u 1 , u 2 , . . . , u n ) ∈ conv(S) such that
Each f k can be converted to the barycentric Bernstein basis with respect to S using the algorithm referred to in Sect. 5.1.2. This algorithm gives the unique n + 1-dimensional triangular array of real coefficients {w
where p i is the i-th vertex of S and x i is the i-th element of x.
Our objective now becomes to find all points
From Eq. 10 we see that if we can find every x that satisfies Eq. 11, we can find every root of the original problem.
Coordinate bounding functions
Let us define the following univariate functions:
Definition 5. For any f(x) as in Eq. 9 and coordinate j = 1, . . . , n + 1
Then we have the following property:
where we used Lemma 3. For min j (x j ) simply use ≥ and take the min.
This result gives an upper and lower bound of any f(x) for each coordinate j. This can help narrowing the interval containing a root:
where 1. λ j and/or µ j is a root of any of the two functions min j (x j ) or max j (x j ) , 2. or λ j (resp. µ j ) is equal to 0 (resp. 1) if it is no root.
Mourrain et al. [15] constructed bounding curves and used similar bounds in the tensor product case to reduce the domain. In this work we use the simple convex hull algorithm as explained in the next section. Obtaining closer approximations of λ j and µ j would improve the shrinking process.
Graphs
In order to find the roots by the subdivision method, we will restate the problem as the intersection of curves with the horizontal axis. Because of Theorem 1 we can work with a single coordinate at a time and, therefore, only with univariate intersection problems. We can simply construct the graphs of the functions min
for every f k from Eq. 9 and for every coordinate j:
Employing the linear precision property Eq. 7 yields
where
define the 2D control points to their curves. We denote the set of control points with V k j and W k j respectively. With this in mind, we can now approach the problem by considering the well known convex hull property:
. . , m} be the set of control points of a Bézier curve α. Let conv( A) be the convex hull of this set. Then for x
Therefore we can now state the following Theorem 2. For any common root x of the system f k (x) with x ∈ {R (n+1)+ | n+1 i=1 x i = 1} and for every coordinate j = 1, . . . , n + 1:
Proof. From Corollary 1 it follows that (x j , 0) has to lie between (λ j , 0) and (µ j , 0) for any k. Furthermore, (λ j , 0) (resp. (µ j , 0)) lies either on one of the functions min
. Since x is a common root, this has to be true for every
This also means that all points not contained in the intersection (
cannot be a common root and can be discarded. By intersecting conv(V k j ∪ W k j ) first with the horizontal axis (for a single k) and then with the intervals of the other functions k, we can efficiently narrow down the region containing possible roots for every coordinate j. Thus we obtain a lower and upper bound (λ j , µ j ) for every j that are not quite as tight as the bounds in Corollary 1, but very easy to compute.
Generating bounding simplices
By applying Theorem 2 to every coordinate j = 1, . . . , n + 1 we obtain a pair (λ j , µ j ) for every j such that λ j ≤ x j ≤ µ j . Let us focus on a lower bound λ j . Because we deal with barycentric coordinates x ∈ {R (n+1)+ | n+1 i=1 x i = 1} this bound affects all of the n other parameters of x, such that for every l ∈ {1, . . . , n + 1 | l = j}, we have
Accumulating the effects of these bounds gives a set of bounds where for every j ∈ {1, 2, . . . , n + 1}:
By defining the subset S ⊆ S as the set of all
which satisfy Eq. 19 for every j, we have guaranteed that S is a simplex. By using the upper bound µ j instead of ν j a smaller solution space can be found, but this will in general not be a simplex and will therefore complicate an implementation of this method. The vertices of S can be found from the following formula:
where p ij is the j-th coordinate of the i-th vertex of S . Even though this method is written down a little differently, it is actually the root finding approach developed by Sherbrooke and Patrikalakis [18] generalized to the barycentric Bernstein form. They describe the projection of the high dimensional control polyhedra onto the plane (for every coordinate) followed by the computation of the convex hull and intersection with the horizontal axis.
In this work we look at the single coordinate right from the start, eliminating the description of the high dimensional control polyhedra. It should also be noted, that generally the intersection of the convex hulls of high dimensional point sets yields a much smaller result than intersecting their projections, but is far more difficult to compute.
Isolating roots
If there is more than one root present in the simplex S, the procedure described in Sect. 3.4 will fail, because the set S might stop shrinking, before it becomes small enough. We must therefore formulate a complementary procedure for subdividing S in order to isolate the roots. The choice of a subdivision scheme is critical as it will affect both the efficiency and correctness of the solver algorithm. Sederberg [17] subdivides the search domain into a regular tiling of triangles, but this strategy does not generalize well to arbitrary dimensions. Instead, we recursively split S at the midpoint of the longest edge that has not decreased sufficiently with respect to some tolerance. Note that splitting one edge affects the length of other edges. This approach is similar to the method used by Sherbrooke and Patrikalakis [18] , but analysis is complicated by the fact that there is no simple, direct relationship between the edges of S and the parameters of x.
Algorithm for solving nonlinear polynomial systems
Now we will describe an algorithm, based on our method, for solving systems of nonlinear polynomials over an n-dimensional simplicial domain. In order to ensure the numerical robustness we used rounded interval arithmetic to convert the polynomials into the Bernstein base and to solve the systems. In very ill-conditioned examples we used rational arithmetic for the conversion. A discussion of these and other relevant implementation issues can be found in Sect. 5. Let N be the number of equations, and n is the dimension of the system (i.e., the number of scalar variables of u). The set { f 1 (u), . . . , f N (u)} is the polynomials we wish to solve. Furthermore, some tolerances are needed. The tolerance EPS is simply whatever accuracy the root is required to satisfy. To decide whether a region is decreasing in size too slowly we use a threshold which we will call CRIT. Our experiments suggest that 0.7 is a reasonable value for this threshold. We will always assume that 1 > CRIT > 0.5. The presented algorithm is valid for under-constrained, balanced and over-constrained systems in arbitrary dimensions. 
A4 [Intersection II].
For every one of the n + 1 variables of the current system, intersect the N intervals found in
Step A3, and keep the lowest bound of their intersection as the lower bound (λ j ) for that variable. If one or more of the bounds do not intersect, conclude that there is no root in the current simplex and jump to A2.
A5 [Shrink simplex]. Use the lower bounds (λ j ) from
Step A4 to construct a smaller simplex (S ) from the current simplex.
A6 [Accuracy] . If every edge in the smaller simplex (S ) is small enough (less than EPS), push it onto the solution stack and go back to A2.
A7 [Extraction] . Construct a new system from the current system according to the smaller simplex (S ) applying (n + 1) de Casteljau subdivisions with the lower bounds found in A5 to each of the N polynomials.
A8 [Tolerance] . If every edge in the smaller simplex is less than CRIT times the corresponding edge in the current simplex, it shrinks fast enough. Then push the smaller simplex and the new system onto the problem stack and go back to A2.
A9 [Subdivision] . By reaching this point, we know that the current simplex is not shrinking fast enough. Perform a binary split at the midpoint of the longest edge of the smaller simplex. Compute two new systems by applying one de Casteljau subdivision at the split point. Push both sub-simplices with the corresponding new system onto the problem stack and go to A2.
END
Implementation and analysis
Methods
Here we will describe various functions and features needed to implement the solver algorithm in Sect. 4.
Rounded interval arithmetic
To ensure numerical robustness the solver algorithm was implemented using rounded interval arithmetic (RIA) as described in [1] and [13] . Rounded interval arithmetic increase the running time of the algorithm by a factor of 2 to 5, but the method will frequently fail when implemented with standard floating point operations.
Converting polynomials to the barycentric Bernstein basis
For the purpose of converting polynomials in the power basis to the barycentric Bernstein basis, we used an algorithm by Waggenspack and Anderson [19] . This algorithm is robust and reasonably efficient. It is based on regrouping and expansion of terms using Horner's rule and handles degeneracies well. In addition to the rounded interval arithmetic, we implemented exact rational arithmetic especially for the conversion of high order problems, where huge numbers lead to inexact interval results. Problems formulated in the barycentric Bernstein basis from the very beginning can of course skip the conversion step.
Binary subdivision
The polynomials control points with respect to a subdivided simplex are found by a de Casteljau subdivision as described in [4, 5] and [7] . Since the simplex is split at the midpoint of its longest edge, the de Casteljau algorithm can be executed faster than for an arbitrary point in the interior of the simplex. Every de Casteljau point can be computed by two multiplications instead of n + 1. Figure 1 depicts the top view of the subnets in case of a triangle (degree two) for an arbitrary point as well as for an edge split. It can be seen that for the interior point (top) the de Casteljau points in each step are a barycentric combination off all the vertices of the sub-simplices. In case of the edge split (bottom) every de Casteljau point is simply a barycentric combination of the two edge vertices. We will now compute the computational steps needed for a binary subdivision. Please refer to [10] for complete treatment and proofs of the binomial identities used. Proof. The number of coefficients describing an n-dimensional barycentric Bernstein polynomial of total degree m is [6] :
In one subdivision of an n-dimensional barycentric Bernstein polynomial of total degree m, the coefficients of m polynomials of degrees m − 1 to 0 must be calculated. Therefore the number of coefficients calculated is
Generally it takes (n + 1) multiplications to calculate the value of a single coefficient, but in our case all de Casteljau subdivisions can be performed along a single edge of the simplex; therefore, we only need two multiplications. Thus only
multiplications are needed to complete one subdivision step. No other procedure adds more than a constant multiple to this number of steps. Hence Lemma 6 follows.
Extraction
The polynomials control points with respect to a given simplex are found by repeated applications of the de Casteljau algorithm. In order to extract the coefficients on the smaller simplex that was constructed from the lower bounds it is sufficient to apply (n + 1) full de Casteljau subdivisions (one for each vertex) and adjust the coordinates of the remaining points in between. Figure 2 shows the 2D case of a triangle containing a sub-triangle (left) and the first de Casteljau subdivision (right). After de Casteljau we can discard two of the three resulting smaller triangles. To 
Lemma 7. Let x i, j be the j-th barycentric coordinate of vertex i of the final sub-simplex (with respect to the original simplex S). By applying one full de Casteljau computation to split the simplex at the k-th vertex of the final sub-simplex we obtain a smaller simplex S (containing the final simplex, where the k-th vertex is already at its final location). The new coordinates x i, j of the remaining vertices of the final sub-simplex with respect to S are
Proof. By working on vertex k, we can easily compute the k-th coordinate of the remaining vertices x i,k :=
. This is due to the fact that the face opposing the vertex k is not changed by the de Casteljau subdivision (as can be seen in Fig. 2 for one of the edges). So for the k-th coordinate, we simply scale the parameter space accordingly. The other coordinates ( j = k) can be computed in the following manner. The (global) position of every vertex x i of the final sub-simplex can be computed by the barycentric combination (see Definitions 2 and 3) x i = j x i, j p j , where p j describes the vertices of the original simplex S. These positions have to remain the same after representing every vertex with barycentric coordinates inside the sub-simplex S obtained through de Casteljau (note that S keeps all vertices except for vertex k, which is now at its final position x k ):
Lemma 8. The number of computational steps needed to perform one extraction of an n-dimensional barycentric Bernstein polynomial of total degree m on a smaller simplex is O( (m+n)! (m−1)!(n−1)! ).
Proof.
To extract an n-dimensional barycentric Bernstein polynomial of total degree m on a smaller simplex n + 1 subdivisions are performed (at each of its n + 1 vertices). Therefore we have to compute
coefficients. For every coefficient we need (n + 1) multiplications (since we split at an inner vertex as opposed to the edge splits from the last section). The computation of the new vertex coordinates with respect to the new simplex adds only n(n+1) 2 2 multiplications in total. Therefore we have the costs:
Hence Lemma 8 follows.
It is also possible to use blossoms to describe this extraction process (see [9] for background). Straight forward blossoming, where every coefficient is computed by a full de Casteljau subdivision, is very slow, since many identical values are computed over and over again. Even the improved approach suggested by Sablonnière [16] that reuses existing common values is only faster than our approach for linear problems. We implemented it for arbitrary dimensions and it needs
multiplications. The advantage of Sablonnière's algorithm is that the final coefficients are computed directly form the original coefficients, not from intermediate values as described here. Therefore his approach is very stable (which comes at a cost). Since we deal with Bézier representations; therefore with convex combinations only, the additional robustness is not really necessary here. The algorithm presented here can be seen as the further improved approach by Goldman [8] applied in higher dimensions. Goldman first described it for knot insertion into B-spline curves. He represents the de Casteljau algorithm by an n + 1 simplex (in his case a triangle). After the first full de Casteljau computation, he restarts it a second and final time along one of its edges (with adjusted coordinates). We basically do the same for an arbitrary high dimensional simplex.
Analysis
In this section, we will prove the correctness of the algorithm. We will also analyze the time complexity of one loop of the algorithm.
Proof of termination
Let us first prove that the algorithm terminates. In order to do this, we first define a few terms relating to the algorithm:
Definition 6
1. Splitting simplices is more complicated than splitting boxes, since new edges are introduced during the process and their lengths depend on the shape of the parent simplex. Nevertheless, we know that the new edges cannot be longer than the longest edge of the parent, since they lie completely inside the parent simplex (a simplex is always convex). We therefore know: Of course s split is just an upper bound, generally the children shrink much faster since the newly created edges are much shorter than l max . Also in most cases not all edges of S have the same length l max , many edges are generally shorter than the longest edge.
We now analyze the case when a simplex shrinks fast enough so that we do not need a split. Proof. When a simplex is shrinking fast enough, all edges have to be less or equal to CRIT times their original lengths (since CRIT < 1). Of course after s steps they decrease at least by the factor of CRIT s . Therefore it takes maximal s shrink = − log 2 log CRIT steps for them to reach half of their original lengths.
Corollary 2. Suppose we are given some number ε > 0.
Then there exists a number s max such that after s max or fewer steps, every edge of every child of a simplex S is shorter than ε.
Proof. Let again l max be the longest edge of S. Set s 0.5 := s split + s shrink then we know from Lemma 9 and 10 that every edge of every child is shorter than Corollary 2 does not reveal anything about the actual speed of convergence. Nevertheless it ensures that after a maximum of s max iteration steps all edges of the remaining simplices are shorter than a given ε. However, we cannot tell how many roots are contained in such a simplex or if it contains any roots at all. The algorithm only ensures that no roots are missed. Anyhow, by using rounded interval arithmetic and checking the solutions against the equations most false positives can be discarded.
Complexity analysis
It is difficult a priori to predict how many iterations will actually be needed to complete the whole algorithm. However, we can analyze the amount of time required to execute each iteration of the algorithm individually (see Definition 6) . In the analysis, we will assume that each n dimensional equation is of total degree m.
For each iteration two major procedures are performed: (A3) the generation of lower bounds and (A7) the extraction (de Casteljau subdivision). We will first consider these functions separately, and subsequently analyze how they affect the complexity of a single iteration.
We will begin with the generation of lower bounds, which is used in Step A3.
Lemma 11. The number of computational steps needed to obtain the lower bound of one variable on a simplex from the coefficients of an n-dimensional barycentric Bernstein polynomial of total order m is O(
Proof. The number of coefficients describing an n-dimensional barycentric Bernstein polynomial of total degree m is given by Eq. 22. For the selected variable the 2D control points of the corresponding min and max curves must be created from the minimal and maximal coefficients (see Sect. 3.2). Comparison of coefficients and construction of the control points can be carried out with a single run through all coefficients. The resulting 2m + 1 control points may be traversed as in Graham's scan [2] to compute their convex hull. The entire running time of this procedure is O( To extract the new system in Step A7 several subdivisions are performed using the de Casteljau algorithm as described in Sects. 5.1.3 and 5.1.4. We computed the cost of one subdivision along a single edge in Lemma 6. Furthermore, Lemma 8 states the cost for an extraction on a smaller simplex. With these Lemmas and Lemma 11, we can now consider a complete iteration. 
Equation 30 gives a tight bound for the running time of one iteration. In fact, if it is expressed in terms of the number of control points C B given by Eq. 22, we get
Comparison with tensor product method
The running time of the tensor product Bernstein approach is [18] 
where C T := (m + 1) n is the number of control points. Therefore the reduced complexity of a single iteration of the barycentric approach is due to the reduced number of control points used. Table 1 shows the differences C T − C B for a few m and n. It can be seen that there is no difference for n = 1 but for larger n the difference becomes huge. Therefore an iteration step of the algorithm with the barycentric Bernstein base will be much faster than a corresponding step in the tensor product Bernstein base. Note that the number of iterations actually executed may be quite different for systems with the same n and m. Local convergence properties would give a better idea of how many iteration steps and how much time is required. Because of the nature of barycentric coordinates, it is rather difficult to give a complete analysis of the convergence. As opposed to the algorithm based on a tensor product Bernstein basis, where all variables are independent, barycentric formulations have a dependent variable, leading to more complex computations. Nevertheless, in one-dimensional problems the tensor product method described in [18] is identical with the barycentric formulation used here. This is due to the fact, that one can always express one of the two barycentric coordinates by the other one (x 2 = 1 − x 1 ) on the line segment x 1 , x 2 ∈ [0, 1]. Therefore the convergence in one-dimensional problems for barycentric coordinates is quadratic as in the tensor product case.
Numerical examples
In this section we will present several numerical examples.
1D -Wilkinson polynomial
As a first example we will solve a scaled version of the Wilkinson polynomial of degree 20 which was shown by Wilkinson [20] to be extremely ill-conditioned. The onedimensional polynomial
has 20 equidistant roots in the interval [0, 1]. Because the conversion process into a Bernstein basis is very illconditioned, we used exact rational arithmetic to compute the Bernstein coefficients. The computation of the zeros can then be done in rounded interval arithmetic. We used a tolerance EPS = 10 −7 for the precision and immediately obtained all 20 roots (in 77 iterations with 21 binary edge subdivisions) (see Table 2 ).
2D -Curve intersection
As a two dimensional example we obtain the stationary points of the function
(34) each of total order m = 5. Function
is a mirrored version of f 1 . These two functions can be viewed as implicitly defined curves. Therefore the common roots are their intersection points. Figure 3 shows both curves (for the computation we used our method as described in Sect. 6.5). The solver based on tensor product Bernstein bases [18] needed 539 iterations (with 160 subdivisions) to obtain the slightly larger intervals:
In this example both approaches run very fast in less than 0.1 seconds.
4D -Example
In order to compute the extrema of the squared distance between two circles, a system of four unknowns has to be solved. Let (u 1 , u 2 ) be a point on one circle and (u 3 , u 4 ) be a point on the other circle, then the two circles are The squared distance between points on the two circles is simply
We consider u 1 , u 3 to be independent variables while u 2 depends on u 1 and u 4 depends on u 3 . For (u 1 , u 2 , u 3 , u 4 ) to be an extremum of D, the partial derivatives of D with respect to the independent parameters must be zero. 
Together with the two equations of the circles we now have four equations. We used a tolerance of EPS = 10 −7 and the initial bounding simplex with one vertex at the origin and the others on the four axes at u i = 3. Table 3 shows the four roots. Instead of showing the interval of every coordinate we rounded to the 7th decimal place so that the left and right interval limits become equal. It should be noted that this example actually runs faster in the tensor product Bernstein basis approach, since we need many more iteration steps to converge. This is due to the fact, that we only use the lower bounds of the intersection intervals for the computation of the next smaller simplex.
More equations than unknowns
Having more equations than unknowns, as for example when computing singular points of an implicit algebraic curve where
= 0, does not lead to any problems. In fact the additional equation helps to discard subsimplices without roots quicker, leading to a faster convergence. As an example we use a simple implicit 2D curve (see also Fig. 4 where we used our method as described in Sect. 6.5 to compute the curve):
Together with the two partial derivatives: 
Using only two equations instead (either f and f 1 or f and f 2 ) results in a much slower convergence due to the tangency at the intersection. But even when using only f 1 and f 2 with a smaller total order of m = 2 and orthogonal intersection, we need more steps (91 iterations and 35 subdivisions).
More unknowns than equations
If less equations than unknowns are given, a computation is still possible. Of course the roots will not be isolated points anymore, but rather a connected point set, e.g., a curve. By adjusting the tolerance EPS the number of solutions can be controlled. As a result we end up with many small simplices, covering the solution point set. As an example we computed the intersection of two spheres with radii r = 0.5 and centers (0, 0, 0) and (0.75, 0, 0): Figure 5 shows the intersection result, where the center of the intervals are plotted as dots. The circle lies parallel to the u 2 u 3 -plane at u 1 = 0.375. We used an EPS = 10 −3 and obtained 1236 root simplices after 5255 iteration steps (with 2356 binary edge subdivisions). As with the projected polyhedron method for tensor product Bernstein bases, complex roots can be found with the barycentric solver easily by substituting a + ib for u in Eq. 8 and separating the real and imaginary parts, thus doubling the number of equations. So for N complex equations with n complex variables we get 2N real equations with 2n real variables. For example, the two complex equations 0 = z 
Conclusions and recommendations
We have shown how systems of nonlinear polynomials in the barycentric Bernstein basis can be solved using the projected-polyhedron method developed by Sherbrooke and Patrikalakis [18] . Our implementation of the method in rounded interval arithmetic [1] is numerically robust and works independent of the coordinate axes.
There are a number of topics that need to be expanded upon if we wish to better quantify the capabilities of this solver method by itself:
Local convergence properties of the method need to be analyzed in order to get a better idea of the number of iterations the solver will use in general.
Tighter bound generation than the orthogonal projection can achieve would benefit the solver. We obtain both upper and lower bounds on the parameters in our projection method, but are only able to use the lower bound efficiently. It is worth analyzing alternative approaches to this problem in order to identify possible improvements. It is e.g., possible to obtain the solution in already converged dimensions (where the lower bound is close enough to the upper bound) and reduce the remaining problem to operate on a lower dimensional simplex.
It is possible that more intelligent simplex subdivision based on the pattern of bounding simplex generation could speed up the algorithm when convergence slows down. In the current implementation the simplex is always split at the midpoint of the longest edge.
Furthermore, methods to identify regions with exactly one solution (e.g., [11] ) should be used to ensure that we do not prematurely terminate the subdivision process (if two roots are within EPS). Also, if a sub-region contains exactly one solution, a Newton-Raphson iteration can for example be used to quickly converge to that root.
Representation of control points and simplices in rounded interval arithmetic lead to overlapping search regions which is likely to cause reduced performance at high accuracy. It might be worth looking into methods for reducing this problem, or implementing methods for adaptively selecting the appropriate precision for a given problem.
