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E-mail addresses: esmanurc@istanbul.edu.tr (E.NThis article discusses arc reversals in hybrid Bayesian networks with deterministic vari-
ables. Hybrid Bayesian networks contain a mix of discrete and continuous chance variables.
In a Bayesian network representation, a continuous chance variable is said to be determin-
istic if its conditional distributions have zero variances. Arc reversals are used in making
inferences in hybrid Bayesian networks and inﬂuence diagrams. We describe a framework
consisting of potentials and some operations on potentials that allows us to describe arc
reversals between all possible kinds of pairs of variables. We describe a new type of con-
ditional distribution function, called partially deterministic, if some of the conditional dis-
tributions have zero variances and some have positive variances, and show how it can arise
from arc reversals.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Hybrid Bayesian networks are Bayesian networks (BNs) containing a mix of discrete (countable) and continuous (real-val-
ued) chance variables. Shenoy [23] describes a new technique for ‘‘exact” inference in hybrid BNs using mixture of Gaussians.
This technique consists of transforming a general hybrid BN to a mixture of Gaussians (MoG) BN. Lauritzen and Jensen [12]
have described a fast algorithm for making inferences in MoG BN, and it is implemented in Hugin, a commercial software
package.
A MoG BN is a hybrid BN such that all continuous variables have conditional linear Gaussian (CLG) distributions, and there
are no discrete variables with continuous parents. If we have a general hybrid BN containing a discrete variable with con-
tinuous parents, then one method of transforming such a network to a MoG BN is to do arc reversals. If a continuous variable
has a non-CLG distribution, then we can approximate it with a CLG distribution. In the process of doing so, we may create a
discrete variable with continuous parents. In this case, arc reversals are again necessary to convert the resulting hybrid BN to
a MoG BN.
Arc reversals were pioneered by Olmsted [16] for solving discrete inﬂuence diagrams. They were further studied by
Shachter [19–21] for solving discrete inﬂuence diagrams, ﬁnding posterior marginals in discrete BNs, and for ﬁnding relevant
sets of variables for a decision variable in an inﬂuence diagram. Kenley [9] generalized arc reversals in inﬂuence diagrams
with continuous variables having conditional linear Gaussian distributions (see also [22]). Poland [17] further generalized
arc reversals in inﬂuence diagrams with Gaussian mixture distributions. Recently, Madsen [14] has described solving a class
of Gaussian inﬂuence diagrams using arc-reversal theory. Although there are currently no exact algorithms to solve general
hybrid inﬂuence diagrams (containing a mix of discrete and continuous chance variables), a theory of arc reversals is useful
in this endeavor. We believe that Olmsted’s arc-reversal algorithm for discrete inﬂuence diagrams would apply to inﬂuence. All rights reserved.
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this paper. This claim, of course, needs further investigation.
Hybrid BNs containing deterministic variables pose a special problem since the joint density for all continuous variables
does not exist. Thus, a method for propagating density potentials would need to be modiﬁed to account for the non-existence
of the joint density [1,3].
A traditional way of handling continuous chance variables in hybrid BNs is to discretize the conditional density functions,
and convert continuous nodes to discrete nodes. There are several problems with this method. First, to get a decent approx-
imation, we need to use many bins. This increases the computational effort for computing marginals. Second, even with
many bins, based on what evidence is obtained, which may not be easy to forecast, the posterior marginal may result in
all mass in one of the bins resulting in an unacceptable discrete approximation of the posterior marginal. One way to mit-
igate this problem is to do a dynamic discretization as suggested by Kozlov and Koller [11], but this is not as simple as just
dividing the sample space of continuous variables evenly into some number of bins.
Another method of handling continuous variables in hybrid BNs is to use mixtures of truncated exponentials (MTEs) to
approximate probability density functions [15]. MTEs are easy to integrate in closed form. Since the family of mixtures of
truncated exponentials is closed under multiplication, addition, and integration, the Shenoy–Shafer architecture [24] can
be used to ﬁnd posterior marginals. Cobb et al. [4] propose using a non-linear optimization technique for ﬁnding mixtures
of truncated exponentials approximation for the many commonly used distributions. Cobb and Shenoy [1,2] extend this ap-
proach to Bayesian networks with linear and non-linear deterministic variables.
Arc reversals involve divisions. MTEs are not closed under the division operation. Thus, we do not see much relevance for
MTEs for describing the arc-reversal theory. However, making inferences in hybrid Bayesian networks with deterministic
variables can be described without a division operation, i.e., without arc reversals. And in this case, MTEs can be used to en-
sure that marginalization of density functions can be easily done.
The main goal of this paper is to describe an arc-reversal theory in hybrid Bayesian networks with deterministic variables.
While such a theory would be useful in making inferences in hybrid BNs and also in solving inﬂuence diagrams with a mix of
discrete, continuous, and deterministic variables, the scope of this paper does not include either inference in hybrid Bayesian
networks nor solving inﬂuence diagrams.
Arc reversal is described in terms of functions called potentials with combination, marginalization, and division oper-
ations. One advantage of this framework is that it can be easily adapted to make inferences in hybrid BNs and to solve
hybrid inﬂuence diagrams. For example, if we use the Shenoy–Shafer architecture [24] for making inferences in hybrid
Bayesian networks, then the potentials that are generated by combination and marginalization operations do not always
have probabilistic semantics. For example, the combination of a probability density function and a deterministic equa-
tion (which is represented as a Dirac delta function) does not have probabilistic semantics. Nevertheless, as we will
show in this paper, the use of potentials is useful for describing arc reversals. Furthermore, we believe that this frame-
work can be extended further for computing marginals in hybrid Bayesian networks and for solving hybrid inﬂuence
diagrams.
Shachter [20] describes how the arc-reversal theory for discrete Bayesian networks can be used for probabilistic infer-
ence. Given that we extend arc-reversal theory for continuous and deterministic variables, Shachter’s [20] framework can
thus be used for making inferences in hybrid Bayesian networks with deterministic variables. As observed by Madsen
[13], an important advantage of using arc-reversal theory for making inferences is that after arc reversal, the network re-
mains a Bayesian network, and we can exploit, e.g., d-separation, for probabilistic inference.
An outline of the remainder of this paper is as follows. Section 2 describes the framework of potentials used to describe
arc reversals. We use Dirac delta functions to represent conditionally deterministic distributions, and we describe some
properties of Dirac delta functions in the Appendix. Section 3 describes arc reversals for arcs between all kinds of pairs of
variables. Section 4 describes partially deterministic distributions that arise from arc reversals. Finally, in Section 5, we sum-
marize and conclude.2. The framework of potentials
In this section we will describe the notation and deﬁnitions used in the paper. Also, we will describe a framework con-
sisting of potentials and some operations on potentials that will let us describe the arc-reversal process in hybrid Bayesian
networks with deterministic conditionals.
2.1. Variables and states
We are concerned with a ﬁnite set V of variables. Each variable X 2 V is associated with a set of its possible states denoted
by XX . IfXX is a countable set, ﬁnite or inﬁnite, we say X is discrete, and depict it by a rectangular node in a graph; otherwise X
is said to be continuous and is depicted by an oval node.
In a BN, each variable has a conditional distribution function for each state of its parents. A conditional distribution
function associated with a continuous variable is said to be deterministic if the variances (for each state of its parents) are
all zeros. For simplicity, we will refer to continuous variables with non-deterministic conditionals as continuous, and
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with a double border in a Bayesian network graph.
We will assume that the state space of continuous variables is the set of real numbers (or some subset of it) and that the
states of a discrete variable are symbols. If r#V , then Xr ¼ fXX jX 2 rg.
2.2. Discrete potentials
In a BN, each variable has a conditional probability function given its parents and these are represented by functions
called potentials. If X is discrete, it has a discrete potential. Formally, suppose r is a set of variables that contains a discrete
variable. A discrete potential q for r is a function q : Xr ! ½0;1. The values of discrete potentials are probabilities.
Although the domain of the function q is Xr , for simplicity, we will refer to r as the domain of q. Thus the domain of a
potential representing the conditional probability mass function associated with some discrete variable X in a BN is always
the set fXg [ paðXÞ, where pa(X) denotes the set of parents of X. The set pa(X) may contain continuous variables.
2.3. Density potentials
Continuous non-deterministic variables typically have conditional density functions, which are represented by functions
called density potentials. Formally, suppose r is a set of variables that contains a continuous variable. A density potential q for
r is a function q : Xr ! Rþ, where Rþ is the set of non-negative real numbers. The values of density potentials are probability
densities.
Deterministic variables have conditional distributions containing equations. We will represent such conditional distribu-
tions using Dirac delta functions [5]. First, we will deﬁne Dirac delta functions.
2.4. Dirac delta functions
d : R! ½0;1 is called a Dirac delta function if dðxÞ ¼ 0 if x– 0, and R dðxÞdx ¼ 1. Whenever the limits of integration of an
integral are not speciﬁed, the entire range ð1;1Þ is to be understood. d is not a proper function since the value of the func-
tion at 0 does not exist (i.e., not ﬁnite). It can be regarded as a limit of a certain sequence of functions (such as, e.g., the Gauss-
ian density function with mean 0 and variance r2 in the limit as r! 0). However, it can be used as if it were a proper
function for practically all our purposes without getting incorrect results. It was ﬁrst deﬁned by Dirac [5]. Some properties
of Dirac delta functions are described in the Appendix.
2.5. Dirac potentials
Deterministic variables have conditional distributions containing equations. We will represent such functions by Dirac
potentials. Before we deﬁne Dirac potentials formally, we need to deﬁne projection of states. Suppose y is a state of variables
in r, and suppose s# r. Then the projection of y to s, denoted by y#s is the state of s obtained from y by dropping states of r n s.
Thus, ðw; x; y; zÞ#fW;Xg ¼ ðw; xÞ, where w 2 XW , and x 2 XX . If s ¼ r, then y#s ¼ y.
Suppose x ¼ r [ s is a set of variables containing some discrete variables r and some continuous variables s. We assume
s – ;. A Dirac potential n for x is a function n : Xx ! ½0;1 such that nðr; sÞ is of the form Rfpr;idðz gr;iðs#fsnfZgÞÞji ¼
1; . . . ;n; r 2 Xrg, where r 2 Xr , s 2 Xs, Z 2 s is a continuous variable, z 2 XZ , dðz gr;iðs#fsnfZgÞÞ are Dirac delta functions, pr;i
are probabilities for all i ¼ 1; . . . ;n, and n is a positive integer. Here, we are assuming that continuous variable Z is a deter-
ministic function gr;iðs#fsnfZgÞ of the other continuous variables in s, and that the nature of the deterministic function may be
indexed by the states of the discrete variables r, and/or by some latent index i.
Suppose X is a deterministic variable with continuous parent Z, and suppose that the deterministic relationship is X ¼ Z2.
This conditional distribution is represented by the Dirac potential dðx z2Þ for {Z,X}.
A more general example of a Dirac potential for {Z,X} is fðz; xÞ ¼ ð1=2Þdðx zÞ þ ð1=2Þdðx 1Þ. Here, X is a continuous var-
iable with continuous parent Z. The conditional distribution of X is as follows: X ¼ Z with probability 1/2, and X ¼ 1 with
probability 1/2. Notice that X is not deterministic (since the variances of its conditional distributions are not all zeros). Also,
notice that strictly speaking, the values of the Dirac potential fðz; xÞ are either 0 or undeﬁned (when x ¼ z or x ¼ 1). For inter-
pretation reasons only, we can follow the convention that the ‘‘values” of fðz; xÞ are 1/2 when x ¼ z, 1/2 when x ¼ 1, and 0
otherwise, which is consistent with the conditional distribution the potential is representing. Thus, as per this convention,
the values of Dirac potentials are probabilities in the unit interval [0,1].
Both density and Dirac potentials are special instances of a broader class of potentials called continuous potentials. Sup-
pose x is a set of variables containing a continuous variable. Then a continuous potential n for x is a function
n : Xx ! ½0;1 [ Rþ. The values of n can be probabilities (in [0,1]) or densities (in RþÞ. If some of the values of n are probabil-
ities and some are densities, then n is a continuous potential that is neither a Dirac potential nor a density potential. For
example, consider a continuous variable X with a mixed distribution: a probability of 0.5 at X ¼ 1, and a probability density
of 0.5f, where f is a PDF. This mixed distribution can be represented by the continuous potential n for {X} as follows:
nðxÞ ¼ 0:5dðx 1Þ þ 0:5f ðxÞ. Notice that nð1Þ ¼ 0:5dð0Þ þ 0:5f ð1Þ. The ﬁrst term can be interpreted as probability of 0.5 and
Fig. 1. A BN with a discrete, a continuous and a deterministic variable.
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1Þdxþ 0:5 R f ðxÞdx ¼ 0:5þ 0:5 ¼ 1.
As we will see shortly, the combination of two density potentials is a density potential, the combination of two Dirac
potentials is a Dirac potential, and the combination of two continuous potentials is a continuous potential. Also, continuous
potentials can result from the combination, marginalization and division operations. These operations will be deﬁned
shortly.
Consider the BN given in Fig. 1. Let a denote the discrete potential for {A} associated with A. Then, aða1Þ ¼ 0:5 and
aða2Þ ¼ 0:5, Let f be the density potential for {Z} associated with Z. Then, fðzÞ ¼ f ðzÞ. Let n denote the Dirac potential for
{A,Z,X} associated with X. Then, nða1; z; xÞ ¼ dðx zÞ and nða2; z; xÞ ¼ dðx 1Þ.
Next, we deﬁne three operations associated with potentials, combination, marginalization, and division.
2.6. Combination
Suppose a is a potential (discrete or continuous) for a, and b is a potential (discrete or continuous) for b. Then the com-
bination of a and b, denoted by a b, is the potential for a [ b obtained from a and b by point-wise multiplication, i.e.,
ða bÞðxÞ ¼ aðx#aÞbðx#bÞ for all x 2 Xa[b. If a and b are both discrete potentials, then a b is a discrete potential. If a and b
are both density potentials, then a b is a density potential. If a and b are both Dirac potentials, then a b is a Dirac poten-
tial. And if a and b are both continuous potentials, then a b is a continuous potential.
Combination of potentials (discrete or continuous) is commutative ða b ¼ b aÞ and associative ðða bÞ  c ¼
a ðb cÞÞ. A potential for r such that its values are identically one is called an identity potential, and denoted by ir . The
identity potential ir for r has the property that given any potential a for s  r, a ir ¼ a.
2.7. Marginalization
The deﬁnition of marginalization of potentials (discrete or continuous) depends on the nature of the variable being mar-
ginalized out. Suppose v is a potential (discrete or continuous) for c, and suppose A is a discrete variable in c. Then the mar-
ginal of v by removing A, denoted by vA, is the potential for c n fAg obtained from v by addition over the states of A, i.e.,
vAðxÞ ¼ Rfvða; xÞja 2 XAg for all x 2 XcnfAg.
Suppose v is a potential (discrete or continuous) for c and suppose X is a continuous variable in c. Then the marginal of v
by removing X, denoted by vX , is the potential for c n fXg obtained from v by integration over the states of X, i.e.,
vXðyÞ ¼ R vðx; yÞdx for all y 2 XcnfXg. If v contains no Dirac delta functions, then the integral is the usual Riemann integral,
and integration is done over XX . If v contains a Dirac delta function, then the integral has to follow the properties of Dirac
delta functions. Some examples of integrals with Dirac delta functions are as follows (these examples follow from properties
of Dirac delta functions described in the Appendix):
(i)
R
dðx aÞdx ¼ 1.
(ii)
R
dðx aÞf ðxÞdx ¼ f ðaÞ, assuming f is continuous in a neighborhood of a.
(iii)
R
dðy gðxÞÞdðz hðxÞÞdx ¼ jðd=dyÞðg1ðyÞÞjdðz hðg1ðyÞÞÞ, assuming g is invertible and differentiable on XX .
(iv)
R
dðy gðxÞÞf ðxÞdx ¼ jðd=dyÞðg1ðyÞÞjf ðg1ðyÞÞ, assuming g is invertible and differentiable on XX .
(v)
R
dðy gðxÞÞdðz hðxÞÞf ðxÞdx ¼ jðd=dyÞðg1ðyÞÞjdðz hðg1ðyÞÞÞf ðg1ðyÞÞ, assuming g is invertible and differentiable on
XX .
If a is a conditional associated with A, and its domain is a (i.e., a ¼ fAg [ paðAÞÞ, then aA is an identity potential for
a n fAg ¼ paðAÞ, i.e., if b is any potential whose domain contains a n fAg, then aA  b ¼ b.
To reverse an arc (X,Y) in a BN, we compute the marginal ðn wÞX , where n is the conditional associated with X, and w is
the conditional associated with Y. The potential ðn wÞX represents the conditional for Y given paðXÞ [ paðYÞ n fXg, and its
nature (discrete or continuous) depends on Y. Thus, if Y is discrete, then ðn wÞX is a discrete potential, and if Y is continuous
or deterministic, then ðn wÞX is a continuous potential.
Fig. 2. Arc reversal between a continuous and a deterministic variable with an invertible and differentiable function.
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Arc reversals involve divisions of potentials, and the potential in the denominator is always a marginal of the potential in
the numerator. Suppose (X,Y) is a reversible arc in a BN, suppose n is a potential for fXg [ paðXÞ associated with X, and sup-
pose w is a potential for fYg [ paðYÞ associated with Y. After reversing the arc (X,Y), the revised potential associated with X is
ðn wÞðn wÞX . The deﬁnition of ðn wÞðn wÞX is as follows. ðn wÞðn wÞX is a potential for fYg [ paðXÞ [ paðYÞ
obtained from ðn wÞ and ðn wÞX by point-wise division, i.e., ððn wÞðn wÞXÞðx; y; r; s; tÞ ¼ ðn wÞðx; y; r; s; tÞ=
ððn wÞXÞðy; r; s; tÞ for all x 2 XX , y 2 XY , r 2 XpaðXÞnpaðYÞ, s 2 XpaðXÞ\paðYÞ, t 2 XpaðYÞnðfXg[paðXÞÞ. Notice that if ððn wÞXÞðy;
r; s; tÞ ¼ 0, then ðn wÞðx; y; r; s; tÞ ¼ 0. In this case, we will simply deﬁne 0/0 as 0.
The quotient ðn wÞðn wÞX represents the conditional for X given paðXÞ [ paðYÞ [ fYg, and its nature depends on X.
Thus, if X is discrete, then ðn wÞðn wÞX is a discrete potential (whose values are probabilities), and if X is continuous,
then ðn wÞðn wÞX is a continuous potential (whose values are either probability densities or probabilities or both).
For an example of division, consider the BN shown in Fig. 2 consisting of two continuous variables X and Y, where X has
PDF f(x), and Y is a deterministic function of X, say Y ¼ gðXÞ, where g is invertible and differentiable in Xx. Let n and w denote
the density and Dirac potentials associated with X and Y, respectively. Then nðxÞ ¼ f ðxÞ, and wðx; yÞ ¼ dðy gðxÞÞ. After rever-
sal of the arc (X,Y), the revised potential associated with Y is w0ðyÞ ¼ ðn wÞXðyÞ ¼ R f ðxÞdðy gðxÞÞdx ¼ jðd=
dyÞðg1ðyÞÞjf ðg1ðyÞÞ. After arc reversal, the revised potential associated with X is n0 ¼ ðn wÞðn wÞX . Thus,n0ðx; yÞ ¼ ðn wÞðx; yÞ=ðn wÞXðyÞ ¼ f ðxÞdðy gðxÞÞ=ðjðd=dyÞðg1ðyÞÞjf ðg1ðyÞÞÞ ¼ dðx g1ðyÞÞ;
which is a Dirac potential. Notice that after arc reversal, X is deterministic. This is a consequence of the deterministic function
at Y being invertible. As we will show later, if the deterministic function is not invertible, then after arc reversal, Xmay not be
a deterministic variable. Notice that n w ¼ n0  w0, i.e., f ðxÞdðy gðxÞÞ ¼ dðx g1ðyÞÞjðd=dyÞðg1ðyÞÞjf ðg1ðyÞÞ.
3. Arc reversals
This section describes arc reversals between every possible kinds of pairs of variables. As we mentioned in the introduc-
tion, arc reversals were pioneered by Olmsted [16] and studied extensively by Shachter [19–21] for discrete Bayesian net-
works and inﬂuence diagrams. Here we draw on the literature and extend the arc-reversal theory to the case where we have
continuous and deterministic variables in addition to discrete ones.
Given a BN graph, i.e., a directed acyclic graph, there always exists a sequence of variables such that whenever there is an
arc (X,Y) in the network, X precedes Y in the sequence. An arc (X,Y) can be reversed only if there exists a sequence such that X
and Y are adjacent in the sequence.
In a BN, each variable is associated with a conditional potential representing the conditional distribution for it given its
parents. A fundamental assumption of the BN theory is that the combination of all the conditional potentials is the joint dis-
tribution of all variables in the network. Suppose (X,Y) is an arc in a BN such that X and Y are adjacent, and suppose n and w
are the potentials associated with X and Y, respectively. Let paðXÞ ¼ r [ s, and paðYÞ ¼ fXg [ s [ t. Since X and Y are adjacent,
the variables in r [ s [ t precede X and Y in a sequence compatible with the arcs. Then n w represents the conditional joint
distributions of {X,Y} given r [ s [ t, ðn wÞX represents the conditional distributions of Y given r [ s [ t, and
ðn wÞðn wÞX represents the conditional distributions of X given r [ s [ t [ fYg. If the arc (X,Y) is reversed, the potentials
n and w associated with X and Y are replaced by potentials n0 ¼ ðn wÞðn wÞX , and w0 ¼ ðn wÞX , respectively. This gen-
eral case is illustrated in Fig. 3. Although X and Y are shown as continuous nodes, they can each be discrete or deterministic.
Some observations about the arc-reversal process are as follows. First, arc reversal is a local operation that affects only the
potentials associated with the two variables deﬁning the arc. The potentials associated with the other variables remain
unchanged.
Second, notice that n w ¼ n0  w0. Thus, the joint conditional distributions of {X,Y} given r [ s [ t remain unchanged by
arc reversal. Also, since the other potentials for r [ s [ t do not change, the joint distribution of all variables in a BN remains
unchanged.
Third, for any potential a, let domðaÞ denote the domain of a. Notice that the domðn0Þ ¼ domðnÞ [ domðwÞ ¼ r [ s [ t[
fXg [ fYg, and the domðw0Þ ¼ domðnÞ [ domðwÞ n fXg ¼ r [ s [ t [ fYg. Thus after arc reversal, X and Y inherit each other’s par-
ents, Y loses X as a parent, and X gains Y as a parent. As we will see, there are exceptions to this general rule when either X or
Y (or both) are deterministic.
Fig. 3. Reversal of arc (X,Y).
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after reversal of arc (Y,X). Thenn00 ¼ ðn0  w0ÞY ¼ ððn wÞðn wÞX  ðn wÞXÞY ¼ ðn wÞY ¼ n ðwY Þ ¼ n ipaðYÞ; and
w00 ¼ ðn0  w0Þðn0  w0ÞY ¼ ðn wÞðn ipaðYÞÞ ¼ w ifXg[paðXÞ:If we ignore the identity potentials (since these have no effect on the joint distribution), n00 and w00 are the same as n and w,
what we started with.
In the remainder of this section, we will describe arc reversals between all kinds of pairs of variables. For each pair, we
will assume that their parents are all continuous and that they have a parent in common. Also, we will assume that prior to
arc reversal, continuous variables have conditional probability density functions represented by density potentials, deter-
ministic variables are associated with equations represented by Dirac potentials, and discrete variables have conditional
probability mass functions represented by discrete potentials. Thus, the nine cases described in this section should be viewed
as examples rather than an exhaustive list of cases of arc reversals. The framework described in Section 2 should allow us to
describe arc reversals between any pair of variables assuming that a closed form exists for describing the results of arc
reversals.
3.1. Two discrete variables
In this section we describe reversal of an arc between two discrete nodes. This is the standard case and we discuss it here
only for completeness.
Consider the BN given on the left-hand side of Fig. 4. Let a and b denote the discrete potentials associated with variables A
and B, respectively, before arc reversal, and a0 and b0 after arc reversal. Then, for all bj 2 XB, and ai 2 XA,aðu;v ; aiÞ ¼ Pðaiju; vÞ;
bðv ;w; ai; bjÞ ¼ Pðbjjv ;w; aiÞ;
b0ðu;v ;w; bjÞ ¼ ða bÞAðu;v ;w; bjÞ ¼ RfPðaiju;vÞPðbjjv ;w; aiÞjai 2 XAg; and
a0ðu;v ;w; ai; bjÞ ¼ ðða bÞða bÞAÞðu; v;w; ai; bjÞ ¼ Pðaiju; vÞPðbjjv;w; aiÞ=RfPðaiju;vÞPðbjjv ;w; aiÞjai 2 XAg:The resulting BN is given on the right-hand side of Fig. 4.
3.2. Two continuous variables
In this section, we describe arc reversals between two continuous variables. Consider the BN given on the left-hand side of
Fig. 5. In this BN, X has conditional PDF f ðxju;vÞ and Y has conditional PDF gðyjv ;w; xÞ. Let n and w denote the continuous
potentials at X and Y, respectively, before arc reversal, and n0 and w0 after arc reversal. Then,Fig. 4. Arc reversal between two discrete nodes.
Fig. 5. Arc reversal between two continuous nodes.
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wðv ;w; x; yÞ ¼ gðyjv;w; xÞ;
w0ðu;v ;w; yÞ ¼ ðn wÞXðu;v ;w; yÞ ¼
Z
f ðxju;vÞgðyjv;w; xÞdx;
n0ðu; v;w; x; yÞ ¼ ððn wÞðn wÞXÞðu; v;w; x; yÞ ¼ f ðxju;vÞgðyjv;w; xÞ
Z
f ðxju;vÞgðyjv;w; xÞdx
 
:The resulting BN is shown on the right-hand side of Fig. 5.
3.3. Continuous to deterministic
As we have already discussed, the arc reversal between a continuous and a deterministic variable is slightly different from
the arc reversal between two continuous variables since their joint PDF does not exist. After arc reversal, we transfer the
density from the continuous node to the deterministic node, which results in the deterministic node being continuous
and the continuous node having a Dirac potential.
Consider the situation shown in Fig. 6. In this BN, X has continuous parents U and V, and Y has continuous parents V andW
in addition to X. The density at X is f and the equation at Y is Y ¼ hðV ;W ;XÞ. We assume h is invertible in X and differentiable
on XX . The potentials before and after arc reversals are as follows:nðu;v ; xÞ ¼ f ðxju;vÞ;
wðv ;w; x; yÞ ¼ dðy hðv ;w; xÞÞ;
w0ðu;v ;w; yÞ ¼ ðn wÞXðu;v ;w; yÞ ¼
Z
f ðxju;vÞdðy hðv ;w; xÞÞdx ¼ jðo=oyÞðh1ðv ;w; yÞÞjf ðh1ðv ;w; yÞju; vÞ; and
n0ðu; v;w; x; yÞ ¼ ððn wÞðn wÞXÞðu; v;w; x; yÞ
¼ f ðxju; vÞdðy hðv;w; xÞÞ=ðjðo=oyÞðh1ðv ;w; yÞÞjf ðh1ðv ;w; yÞju;vÞÞ
¼ dðx h1ðv ;w; yÞÞ:After we reverse the arc (X,Y), both X and Y inherit each other’s parents, but X loses U as a parent. Also, Y has a density func-
tion and X has a deterministic conditional distribution. The determinism of the conditional for X after arc reversal is a con-
sequence of the invertibility of the relationship at Y before arc reversal. The resulting BN is given on right-hand side of Fig. 6.
Also, some of the qualitative conclusions here, namely X loses U as a parent, Y has a density function, and X has a determin-
istic conditional distribution, are based on the assumption that U, V, W are continuous. If any of these are discrete, the con-
clusion can change, as we will demonstrate in Section 4.
As an example, consider the BN consisting of two continuous variables and a deterministic variable whose function is the
sum of its two parents as shown in Fig. 7. X  f ðxÞ;Y jx  gðyjxÞ, and Z ¼ X þ Y . Let n, w, f denote the potentials associatedFig. 6. Arc reversal between a continuous and a deterministic variable.
Fig. 7. A continuous BN with a deterministic variable.
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tively, after reversal of arc (Y,Z). Then,nðxÞ ¼ f ðxÞ;
wðx; yÞ ¼ gðyjxÞ;
fðx; y; zÞ ¼ dðz x yÞ;
f0ðx; zÞ ¼ ðw fÞY ðx; zÞ ¼
Z
gðyjxÞdðz x yÞdy ¼
Z
gðyjxÞdðy ðz xÞÞdy ¼ gðz xjxÞ; and
w0ðx; y; zÞ ¼ ððw fÞðw fÞYÞðx; y; zÞ ¼ gðyjxÞdðz x yÞ=gðz xjxÞ ¼ dðy ðz xÞÞ:
If we reverse the arc (X,Z) in the revised BN, we obtain the marginal distribution of Z,f00ðzÞ ¼ ðn f0ÞXðzÞ ¼
Z
f ðxÞgðz xjxÞdx;which is the convolution formula for Z. The revised potential at X,n0ðx; zÞ ¼ ððn f0Þðn f0ÞXÞðx; zÞ ¼ f ðxÞgðz xjxÞ
Z
f ðxÞgðz xjxÞdx
 represents the conditional distribution of X given z.
We have assumed that the function describing the deterministic variable is invertible and differentiable. Let us consider
the case where the function is not invertible, but has known simple zeros, and is differentiable. For example, consider a BN
with two continuous variables X and Y, where X has PDF f(x) and Y is a deterministic function of X described by the function
Y ¼ X2 as shown in Fig. 8.
This function is not invertible, but y x2 has two simple zeros at x ¼  ﬃﬃﬃyp . Suppose n and w denote the continuous poten-
tials at X and Y, respectively, before arc reversal, and n0 and w0 after arc reversal. ThennðxÞ ¼ f ðxÞ;
wðx; yÞ ¼ dðy x2Þ ¼ dðx2  yÞ ¼ ðdðxþ ﬃﬃﬃyp Þ þ dðx ﬃﬃﬃyp ÞÞ=ð2 ﬃﬃﬃyp Þ;
w0ðyÞ ¼ ðn wÞXðyÞ ¼
Z
f ðxÞðdðxþ ﬃﬃﬃyp Þ þ dðx ﬃﬃﬃyp ÞÞ=ð2 ﬃﬃﬃyp Þdx
¼ ðf ð ﬃﬃﬃyp Þ þ f ð ﬃﬃﬃyp ÞÞ=ð2 ﬃﬃﬃyp Þ; for all y > 0;
n0ðx; yÞ ¼ f ðxÞðdðxþ ﬃﬃﬃyp Þ þ dðx ﬃﬃﬃyp ÞÞ=ðf ð ﬃﬃﬃyp Þ þ f ð ﬃﬃﬃyp ÞÞ
¼ f ð ﬃﬃﬃyp Þdðxþ ﬃﬃﬃyp Þ þ f ð ﬃﬃﬃyp Þdðx ﬃﬃﬃyp Þ=ðf ð ﬃﬃﬃyp Þ þ f ð ﬃﬃﬃyp ÞÞ; for all y > 0:
Notice that the revised conditional for X is not deterministic if f ð ﬃﬃﬃyp Þ > 0 and f ð ﬃﬃﬃyp Þ > 0, but it is a Dirac potential. The re-
vised potential for Y is a density potential.
If the deterministic function is such that it’s zeros are not so easily determined or it is not differentiable, then we would
not be able to write a closed form expression for the distributions of X and Y after arc reversal.Fig. 8. Arc reversal between a continuous node and a deterministic node with a non-invertible function.
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In this subsection, we describe arc reversal between a deterministic and a continuous variable. Consider a BN as shown on
the left-hand side of Fig. 9. X is a deterministic variable associated with a function, X ¼ hðU;VÞ, and Y is a continuous variable
and the conditional distribution of Yjðv ;w; xÞ is distributed as g(yjv;w; x). Suppose we wish to reverse the arc (X,Y). Since
there is no density potential at X, Shenoy [23] suggests to ﬁrst reverse arc (U,X) or (V,X) (resulting in a density potential
at X), and then reverse arc (X,Y) using the rules for arc reversal between two continuous nodes. However, here we show that
it is possible to reverse an arc between a deterministic node and a continuous node directly without having to reverse other
arcs.
Consider again the BN given on left-hand side of Fig. 9. Suppose we wish to reverse the arc (X,Y). Let n and w denote the
continuous potentials at X and Y, respectively, before arc reversal, and n0 and w0 after arc reversal. Then,nðu;v ; xÞ ¼ dðx hðu;vÞÞ;
wðv ;w; x; yÞ ¼ gðyjv;w; xÞ;
w0ðu;v ;w; yÞ ¼ ððn wÞXÞðu; v;w; yÞ ¼
Z
dðx hðu; vÞÞgðyjv;w; xÞdx ¼ gðyjv;w;hðu; vÞÞ; and
n0ðu; v;w; x; yÞ ¼ ðn wÞððn wÞXÞðu; v;w; x; yÞ ¼ dðx hðu;vÞÞgðyjv ;w; xÞ=gðyjv;w; hðu; vÞÞ ¼ dðx hðu;vÞÞ:
Notice that n0 does not depend on eitherW or Y. Thus, after arc reversal, there is no arc from Y to X, i.e., the arc being reversed
disappears, and X does not inherit an arc from W. The resulting BN is shown on the right-hand side of Fig. 9.
3.5. Deterministic to deterministic
In this subsection, we describe arc reversal between two deterministic variables. Consider the BN on the left-hand side of
Fig. 10. X is a deterministic function of its parents {U,V}, and Y is also a deterministic function of its parents {X,V,W}. Suppose
we wish to reverse the arc (X,Y). Let n and w denote the potentials associated with X and Y, respectively, before arc reversal,
and n0 and w0 after arc reversal. Then,nðu;v ; xÞ ¼ dðx hðu;vÞÞ;
wðv ;w; x; yÞ ¼ dðy gðv;w; xÞÞ;
w0ðu;v ;w; yÞ ¼ ðn wÞXðu;v ;w; yÞ ¼
Z
dðx hðu;vÞÞdðy gðv ;w; xÞÞdx
¼ dðy gðv ;w;hðu;vÞÞÞ; and
n0ðu; v;w; x; yÞ ¼ ððn wÞðn wÞXÞðu; v;w; x; yÞ
¼ dðx hðu; vÞÞdðy gðv;w; xÞÞ=dðy gðv;w;hðu; vÞÞÞ ¼ dðx hðu;vÞÞ:
Notice that n0 does not depend on either Y or W. The arc being reversed disappears, and X does not inherit a parent of Y.Fig. 9. Arc reversal between a deterministic and a continuous node.
Fig. 10. Arc reversal between two deterministic nodes.
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In this section, we will describe arc reversal between a continuous and a discrete node. Consider the BN as shown in
Fig. 11. X is a continuous node with conditional PDF f(xju;v), and A is a discrete node with conditional masses Pðaijv ;w; xÞ
for each ai 2 XA. Let n and a denote the density and discrete potentials associated with X and A, respectively, before arc rever-
sal, and n0 and a0 after arc reversal. Thennðu; v; xÞ ¼ f ðxju;vÞ;
aðv ;w; x; aiÞ ¼ Pðaijv ;w; xÞ;
a0ðu;v ;w; aiÞ ¼ ðn aÞXðu; v;w; aiÞ ¼
Z
f ðxju;vÞPðaijv;w; xÞdx; and
n0ðu;v ;w; x; aiÞ ¼ ððn aÞðn aÞXÞðu;v ;w; x; aiÞ
¼ f ðxju; vÞPðaijv ;w; xÞ
Z
f ðxju;vÞPðaijv ;w; xÞdx
 
:The BN on the RHS of Fig. 11 depicts the results after arc reversal.
For a concrete example, consider the simpler hybrid BN shown on the LHS of Fig. 12. X is a continuous variable, distributed
as N(0,1). A is a discrete variable with two states fa1; a2g. The conditional probability mass functions of A are as follows:
Pða1jxÞ ¼ 1=ð1þ e2xÞ and Pða2jxÞ ¼ e2x=ð1þ e2xÞ. Let a and n denote the potentials associated with A and X, respectively,
before arc reversal, and a0 and n0 after arc reversal. Then,aða1; xÞ ¼ 1=ð1þ e2xÞ;
aða2; xÞ ¼ e2x=ð1þ e2xÞ;
nðxÞ ¼ u0;1ðxÞ; where u0;1ðxÞ is the PDF of the standard normal distribution;
a0ða1Þ ¼ ða nÞXða1Þ ¼
Z
ð1=ð1þ e2xÞÞu0;1ðxÞdx ¼ 0:5;
a0ða2Þ ¼ ða nÞXða2Þ ¼
Z
ðe2x=ð1þ e2xÞu0;1ðxÞdx ¼ 0:5;
n0ða1; xÞ ¼ ðða nÞða nÞXÞða1; xÞ ¼ ð1=ð1þ e2xÞÞu0;1ðxÞÞ=0:5 ¼ ð2=ð1þ e2xÞÞu0;1ðxÞ;
n0ða2; xÞ ¼ ða nÞða nÞXða2; xÞ ¼ ðe2x=ð1þ e2xÞÞu0;1ðxÞ=0:5 ¼ ð2e2x=ð1þ e2xÞÞu0;1ðxÞ:The resulting BN after the arc reversal is given on the RHS of Fig. 12.
3.7. Deterministic to discrete
In this subsection, we describe reversal of an arc between a deterministic and a discrete variable. Consider the hybrid BN
shown on the left-hand side of Fig. 13. Let n and a denote the potentials at X and A, respectively, before arc reversal, and let n0
and a0 denote the potentials after arc reversal. Then,Fig. 11. Arc reversal between a continuous and a discrete node.
Fig. 12. Arc reversal between a continuous and a discrete node.
Fig. 13. Arc reversal between a deterministic and a discrete variable.
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aðv ;w; x; aiÞ ¼ Pðaijv ;w; xÞ;
a0ðu;v ;w; aiÞ ¼
Z
dðx hðu; vÞÞPðaijv;w; xÞdx ¼ Pðaijv ;w;hðu;vÞÞ; and
n0ðu; v;w; x; aiÞ ¼ dðx hðu;vÞÞPðaijv ;w; xÞ=Pðaijv ;w;hðu;vÞÞ ¼ dðx hðu; vÞÞ:
Notice that n0 depends on neither A norW. The illustration of an arc reversal between a deterministic and discrete node with
parents is given in Fig. 13.
For a concrete example, consider the BN given on the LHS of Fig. 14. The continuous variable V  U½0;2, deterministic
variable X ¼ V2, and discrete variable A with two states fa1; a2g has the conditional distribution Pða1jv ; xÞ ¼ 1 if v 6 x,
and Pða1jv; xÞ ¼ 0 if v > x. Let n and a denote the potentials associated with X and A, respectively, before arc reversal, and
n0 and a0 after arc reversal. Then,nðv ; xÞ ¼ dðx v2Þ;
aða1;v ; xÞ ¼ Pða1jv; xÞ ¼ 1 if v 6 x;
¼ 0 if v > x;
aða2;v ; xÞ ¼ Pða2jv; xÞ ¼ 0 if v 6 x;
¼ 1 if v > x;
a0ða1; vÞ ¼
Z
dðx v2Þaða1;v ; xÞdx ¼ aða1;v ;v2Þ ¼ Pða1jvÞ ¼ 1 if v 6 v2; and ¼ 0 if v > v2;
a0ða2; vÞ ¼
Z
dðx v2Þaða2;v ; xÞdx ¼ aða2;v ;v2Þ ¼ Pða2jvÞ ¼ 0 if v 6 v2; and ¼ 1 if v > v2;
n0ða1;v ; xÞ ¼ dðx v2Þaða1;v ; xÞ=aða1; v; v2Þ ¼ dðx v2Þ;
n0ða2;v ; xÞ ¼ dðx v2Þaða2;v ; xÞ=aða2; v; v2Þ ¼ dðx v2Þ:The situation after arc reversal is shown in the RHS of Fig. 14.
3.8. Discrete to continuous
In this subsection, we describe reversal of an arc from a discrete to a continuous variable. Consider the hybrid BN shown
on the LHS of Fig. 15. Let a and n denote the potentials associated with A and X, respectively, before arc reversal, and a0 and n0
after arc reversal. Then,Fig. 14. An example of arc reversal between a deterministic and a discrete variable.
Fig. 15. Arc reversal between a discrete and a continuous variable.
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nðv ;w; x; aiÞ ¼ fiðxjv;wÞ;
n0ðu;v ;w; xÞ ¼ ða nÞAðu;v ;w; xÞ ¼ RfPðaiju;vÞfiðxjv ;wÞjai 2 XAg;
a0ðu;v ;w; x; aiÞ ¼ ðða nÞða nÞAÞðu;v ;w; x; aiÞ
¼ Pðaiju; vÞfiðxjv ;wÞ=RfPðaiju; vÞfiðxjv ;wÞjai 2 XAg:
The density at X after arc reversal is a mixture density.
For a concrete example, consider the BN given on the LHS of Fig. 16. The discrete variable A has two states fa1; a2g with
Pða1Þ ¼ 0:5 and Pða2Þ ¼ 0:5. X is a continuous variable whose conditional distributions are Xja1  Nð0;1Þ and Xja2  Nð2;1Þ.
Let a and n denote the potentials associated with A and X, respectively, before arc reversal, and a0 and n0 after arc reversal.
Then,aða1Þ ¼ 0:5;
aða2Þ ¼ 0:5;
nða1; xÞ ¼ u0;1ðxÞ;
nða2; xÞ ¼ u2;1ðxÞ;
n0ðxÞ ¼ ða nÞAðxÞ ¼ 0:5u0;1ðxÞ þ 0:5u2;1ðxÞ;
a0ða1; xÞ ¼ ðða nÞða nÞAÞða1; xÞ ¼ ð0:5u0;1ðxÞÞ=ð0:5u0;1ðxÞ þ 0:5u2;1ðxÞÞ;
a0ða2; xÞ ¼ ðða nÞða nÞAÞða2; xÞ ¼ ð0:5u2;1ðxÞÞ=ð0:5u0;1ðxÞ þ 0:5u2;1ðxÞÞ:The resulting BN after the arc reversal is given on the RHS of Fig. 16.
3.9. Discrete to deterministic
In this subsection, we describe reversal of an arc between a discrete and a deterministic variable. Consider the hybrid BN
as shown on the left-hand side of Fig. 17. Suppose that XA ¼ fa1; . . . ; akg. Let a and n denote the potentials associated with A
and X, respectively, before arc reversal, and a0 and n0 after arc reversal. Then,aðu;v ; aiÞ ¼ Pðaiju; vÞ;
nðv ;w; x; ai; Þ ¼ dðx hiðv ;wÞÞ;
n0ðu;v ;w; xÞ ¼ ða nÞAðu;v ;w; xÞ ¼ RfPðaiju;vÞdðx hiðv ;wÞÞji ¼ 1; . . . ; kg;
a0ðu;v ;w; x; aiÞ ¼ Pðaiju;vÞdðx hiðv ;wÞÞ=RfPðaiju; vÞdðx hiðv;wÞÞji ¼ 1; . . . ; kg:The situation after arc reversal is shown on the right-hand side of Fig. 17. Notice that after arc reversal, X has a weighted sum
of Dirac delta functions. Since the variances of the conditional for X after arc reversal may not be zeros, X may not be deter-
ministic after arc reversal.Fig. 16. An example of an arc reversal between a discrete and a continuous variable.
Fig. 17. Arc reversal between a discrete and a deterministic variable.
Fig. 18. An example of arc reversal between a discrete and deterministic variable.
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(0,1). A has two states fa1; a2gwith Pða1jvÞ ¼ 1 if 0 < v 6 0:5, and = 0 otherwise, and Pða2jvÞ ¼ 1 Pða1jvÞ. X is deterministic
with equations X ¼ V if A ¼ a1, and X ¼ V if A ¼ a2. After arc reversal, the conditional distributions at A and X are as shown
in the RHS of Fig. 17 (these are special cases of the general formulae given in Fig. 16). Let- denote the density potential at V.
Then-ðvÞ ¼ 1 if 0 < v < 1. We can ﬁnd the marginal of X from the BN on the RHS of Fig. 17 by reversing arc (V,X) as follows:ð- n0ÞV ðxÞ ¼
Z
-ðvÞPða1jvÞdðx vÞdv þ
Z
-ðvÞPða2jvÞdðxþ vÞdv ¼ 1 if 0 < x 6 0:5 or  1 < x < 0:5:Thus, the marginal distribution of X is uniform on the interval ð1;0:5Þ [ ð0;0:5Þ.
4. Partially deterministic distributions
In this section, we describe a new kind of conditional distribution called partially deterministic. Partially deterministic
distributions arise in the process of arc reversals in hybrid BNs.
The conditional distributions associated with a deterministic variable have zero variances. If some of the conditional dis-
tributions have zero variances and some have positive variances, we say that the distribution is partially deterministic.
We get such distributions during the process of the arc reversals between a continuous node and a deterministic node
with discrete and continuous parents. Consider the BN shown on the left-hand side of Fig. 19. Let n and f denote the contin-
uous potentials at X and Z, respectively, before arc reversal, and n0 and f0 after arc reversal. Then,nðxÞ ¼ f ðxÞ;
fðx; y; z; a1Þ ¼ dðz xÞ ¼ dðx zÞ;
fðx; y; z; a2Þ ¼ dðz yÞ ¼ dðy zÞ;
f0ðy; z; a1Þ ¼ ðn fÞXðy; z; a1Þ ¼
Z
f ðxÞdðx zÞdx ¼ f ðzÞ;Fig. 19. Arc reversal leading to partially deterministic distributions.
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Z
f ðxÞdx ¼ dðy zÞ;
n0ðx; y; z; a1Þ ¼ ðn fÞðn fÞXðx; y; z; a1Þ ¼ f ðxÞdðx zÞ=f ðzÞ ¼ f ðzÞdðx zÞ=f ðzÞ ¼ dðz xÞ;
n0ðx; y; z; a2Þ ¼ ðn fÞðn fÞXðx; y; z; a2Þ ¼ f ðxÞdðy zÞ=dðy zÞ ¼ f ðxÞ:Thus, after arc reversal, both X and Z have partially deterministic distributions.
The signiﬁcance of partially deterministic distributions is as follows. If we have a Bayesian network with all continuous
variables such that each continuous variable is associated with a density potential, then we can propagate the density poten-
tials similar to discrete potentials in a discrete Bayesian network. The only difference is that we use integration for margin-
alizing continuous variables (instead of summation for discrete variables). This assumes that the joint potential obtained by
combining all density potentials represents the joint density for all variables in the Bayesian network. However, if even a
single variable has a deterministic or a partially deterministic conditional, then the joint potential (obtained by combining
all conditionals associated with the variables) no longer represents the joint density as the joint density does not exist. Thus,
one cannot assume that in a Bayesian network with no deterministic variables (as in the case of RHS of Fig. 19), that the joint
density exists for all continuous variables in the network. It is clear from the Bayesian network in the LHS of Fig. 19, that the
joint density for {X,Y,Z} (conditioned on the states of A) does not exist. And since the joint distributions of the two Bayesian
networks are the same, the joint density for {X,Y,Z} does not exist also for the Bayesian network in the RHS of Fig. 19.
5. Conclusions and summary
We have described arc reversals in hybrid BNs with deterministic variables between all possible kinds of pairs of vari-
ables. In some cases, there is no closed form for the distributions after arc reversals. For example, if a deterministic variable
has a function that is not differentiable, then we cannot describe the distributions after arc reversal in closed form. We do
believe, however, that the framework described in Section 2 is sufﬁcient to describe arc reversals in those cases where there
is a closed form for the revised distributions. Also, we have described a new kind of conditional distribution called partially
deterministic that can arise after arc reversals.
The arc-reversal theory facilitates the task of approximating general BNs with mixture of Gaussians BNs. Also, the arc-
reversal theory is potentially useful in solving hybrid inﬂuence diagrams, i.e., inﬂuence diagrams with discrete, continuous,
and deterministic chance variables. We conjecture that Olmsted’s arc-reversal algorithm for solving discrete inﬂuence dia-
grams would apply to hybrid inﬂuence diagrams also. The arc-reversal theory described here would make this possible. Of
course, this is a topic that needs further investigation.
Appendix. Properties of Dirac delta functions
In this appendix, we describe some basic properties of Dirac delta functions [5–8,18,10]. We attempt to justify most of the
properties. These justiﬁcations should not be viewed as formal mathematical proofs, but rather as examples of the use of
Dirac delta functions that lead to correct conclusions:
(i) (Sampling) If f(x) is any function, f ðxÞdðxÞ ¼ f ð0ÞdðxÞ. Thus, if f(x) is continuous in the neighborhood of 0, thenR
f ðxÞdðxÞdx ¼ f ð0Þ R dðxÞdx ¼ f ð0Þ. The range of integration need not be from 1 to1, but can cover any domain con-
taining 0.
(ii) (Change of origin) If f(x) is any function which is continuous in the neighborhood of a, then
R
f ðxÞdðx aÞdx ¼ f ðaÞ.
(iii)
R
dðx hðu;vÞÞdðy gðv ;w; xÞÞdx ¼ dðy gðv ;w;hðu;vÞÞÞ. This follows from property (ii) of Dirac delta functions.
(iv) (Rescaling) If g(x) has real (non-complex) zeros at a1; . . . ; an, and is differentiable at these points, and g0ðaiÞ – 0 for
i ¼ 1; . . . ;n, then dðgðxÞÞ ¼ Ridðx aiÞ=jg0ðaiÞj. In particular, if g(x) has only one real zero at a0, and g0ða0Þ– 0, then
dðgðxÞÞ ¼ dðx a0Þ=jg0ða0Þj.
(v) dðaxÞ ¼ dðxÞ=jaj if a – 0. dðxÞ ¼ dðxÞ, i.e., d is symmetric about 0.
(vi) Suppose Y ¼ gðXÞ, where g is invertible and differentiable on XX . Then dðyÞ ¼ dðgðxÞÞ ¼ dðx a0Þ=jg0ða0Þj,
where a0 ¼ g1ð0Þ. Also, dðy gðxÞÞ ¼ dðgðxÞ  yÞ ¼ dðx g1ðyÞÞ=jðd=dxÞðgðg1ðyÞÞÞj ¼ dðx g1ðyÞÞ=jdy=dxj ¼ dðx
g1ðyÞÞjdx=dyj ¼ dðx g1ðyÞÞjðd=dyÞðg1ðyÞÞj.
(vii) Consider the Heaviside function HðxÞ ¼ 0 if x < 0, HðxÞ ¼ 1 if xP 0. Then, dðxÞ can be regarded as the ‘‘generalized”
derivative of H(x) with respect to x, i.e., ðd=dxÞHðxÞ ¼ dðxÞ. H(x) can be regarded as the limit of certain differentiable
functions (such as, e.g., the cumulative distribution functions (CDF) of the Gaussian random variable with mean 0
and variance r2 in the limit as r! 0). Then, the generalized derivative of H(x) is the limit of the derivative of these
functions.
(viii) Suppose continuous variable X has probability density function (PDF) fXðxÞ and Y ¼ gðXÞ. Then Y has PDF
fYðyÞ ¼
R
fXðxÞdðy gðxÞÞdx. The function g does not have to be invertible. To show the validity of this formula, let
FYðyÞ denote the cumulative distribution function of Y. Then, FYðyÞ ¼ PðgðXÞ 6 yÞ ¼
R
fXðxÞHðy gðxÞÞdx, where Hð	Þ
is the Heaviside function deﬁned in (vii). Then, fYðyÞ ¼ ðd=dyÞðFYðyÞÞ ¼
R
fXðxÞðd=dyÞðHðy gðxÞÞÞdx ¼R
fXðxÞdðy gðxÞÞdx.
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of Y is fYðyÞ ¼
R
fXðxÞdðy gðxÞÞdx ¼ jðd=dyÞðg1ðyÞÞj
R
fXðxÞdðx g1ðyÞÞdx ¼ jðd=dyÞðg1ðyÞÞjfXðg1ðyÞÞ. Also, fXðxÞdðy
gðxÞÞ=ðjðd=dyÞðg1ðyÞÞjfXðg1ðyÞÞÞ ¼ dðx g1ðyÞÞ. This is because if we consider the left-hand side as a function of x,
say /ðxÞ, it is equal to 0 if x – g1ðyÞ, and R /ðxÞdx ¼ 1. Therefore, by deﬁnition, /ðxÞ ¼ dðx g1ðyÞÞ. Finally,
fXðxÞdðy gðxÞÞ ¼ ðjðd=dyÞðg1ðyÞÞjfXðg1ðyÞÞÞdðx g1ðyÞÞ.
(x) The deﬁnition of d can be extended to Rn, the n-dimensional Euclidean space. Thus, if x 2 Rn, dðxÞ ¼ 0 if x – 0, andR 	 	 	 R dðxÞdx ¼ 1, where dx ¼ dx1 	 	 	dxn. Thus, e.g., R 	 	 	 R f ðxÞdðx x0Þdx ¼ f ðx0Þ.
(xi) Suppose X1; . . . ;Xn are continuous variables with joint PDF fXðxÞ. Then, the deterministic variable Y ¼ gðX1; . . . ;XnÞ has
PDF fYðyÞ ¼
R 	 	 	 R fXðxÞdðy gðxÞÞdx. The function g does not have to be invertible.
(xii) Suppose X1; . . . ;Xn are continuous variables with joint PDF fXðxÞ. Then the joint PDF of deterministic variables
Y ¼ gðX1; . . . ;XnÞ and Z ¼ hðX1; . . . ;XnÞ is given by fY ;Zðy; zÞ ¼
R 	 	 	 R fXðxÞdðy gðxÞÞdðz hðxÞÞdx. The functions g and
h do not have to be invertible.
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