Abstract. We consider the Stark operator perturbed by a compactly supported potential (of a certain class) on the real line. We prove the following results: (a) upper and lower bounds on the number of resonances in complex discs with large radii, (b) the trace formula in terms of resonances only, (c) all resonances determine the potential uniquely.
Introduction and main results
1.1. Introduction. We consider the operator H = H 0 + V acting on L 2 (R), where the unperturbed operator H 0 is the Stark operator given by
Here x is an external electric field and the potential V = V (x), x ∈ R is real and satisfies −1 is compact (see Lemma 2.1). Then the operators H 0 and H are self-adjoint on the same domain and C ∞ 0 (R) is a core for both H 0 and H. The spectrum of both H 0 and H is purely absolutely continuous and covers the real line R (see and Herbst [14] ).
The Stark effect is the shifting and splitting of spectral lines of atoms and molecules due to presence of an external electric field. The effect is named after Stark, who discovered it in 1913. The Stark effect has been of marginal benefit in the analysis of atomic spectra, but has been a major tool for molecular rotational spectra. The perturbation theory for the Stark effect has some problems. In absence of an electric field, states of atoms and molecules are square-integrable. In the presence of an electric field, states of atoms and molecules are not square-integrable and they becomes resonances of finite width. For weak fields low lying states can be regarded as bound, but for all other cases we need to calculate resonances and the corresponding states, which are not square-integrable.
It is well known that the wave operators W ± for the pair H 0 , H given by W ± = s − lim e itH e −itH 0 as t → ±∞, exist and are unitary (even under much less restrictive assumptions on the potential than considered here, see [3, 14] ). Thus the scattering operator S = W operators H 0 and S commute and thus are simultaneously diagonalizable:
here I λ is the identity in the fiber space H λ = C and S(λ) is the scattering matrix (which is a scalar function in λ ∈ R for our case) for the pair H 0 , H (see Yajima [48] ).
1.2.
Determinants. The main objects studied in the present paper are the resonances of H and the scattering matrix S(λ) = e −2πiφsc(λ) , λ ∈ R for the pair H 0 , H, where φ sc (λ) is the scattering phase (or the spectral shift function in the terminology associated with the trace formula). In order to study resonances we chose an approach where a central role is played by the Fredholm determinant. More precisely, we set V = |V | Here C ± = {λ ∈ C : ± Im λ > 0} denote the upper and lower half plane and λ is a spectral parameter. We shortly describe standard properties of the operator-valued function Y 0 , which we will prove in Section 2. We shall show that each operator Y 0 (λ), Im λ = 0, is trace class and thus we can define the determinant:
Moreover, we show that the function D ± (λ), λ ∈ C ± is analytic in C ± , continuous up to the real line and D ± (λ) = 0 for all λ ∈ C ± . Furthermore, the function D ± satisfies D ± (λ) = 1 + O(λ −a ) as |λ| → ∞, λ ∈ C ± , (1.5)
for any fixed a ∈ (0, 1 2 ), uniformly with respect to arg λ ∈ [0, ±π]. Thus we can define the branch log D ± (λ), λ ∈ C ± by log D ± (λ) = O(λ −a ) as |λ| → ∞, λ ∈ C ± . For each λ ∈ R the following identities hold true: 6) where φ sc = 1 π arg D + (λ + i0) is the scattering phase. Thus the standard arguments give that the function S(λ), defined by (1.2), is continuous in λ ∈ R. The basic properties of determinants (see below (2.5), (2.2)) give the identity
Due to this identity it is enough to consider D + or D − . Our first preliminary theorem describes the Fredholm determinant D + (λ) and its asymptotics at high energy. Condition C. The potential V satisfies Condition V and the restriction of V on the interval (0, γ) is absolutely continuous.
Theorem 1.1. Let V satisfy Condition C and and let τ < 1. Then the function log D + (λ) is analytic in C + , continuous up to the real line and satisfies 8) where V 0 = R V (x)dx, uniformly with respect to arg λ ∈ [0, π]. In particular,
(1.9)
Remark. 1) Under our assumptions on V the proof of the asymptotic expansion (1.8) is a bit technical. If V is, e.g. in the Schwartz class, then the expansion becomes much easier and higher order terms can be derived as well (see [20] ), similar to the 3-dim case in [31] . Under Condition V we will obtain an analytic continuation of D + (λ), λ ∈ C + to the entire complex plane and information on its zeros and obtain upper bounds on the number of resonances of the operator H. We denote by (λ n ) ∞ 1 the sequence of zeros in C − of D + (counting multiplicities), arranged such that
By definition, a zero λ n ∈ C − of D + is called a resonance. The multiplicity of the resonance is the multiplicity of the corresponding zero of D + . In order to obtain lower bounds on the number of resonances we assume that the potential V satisfies Condition C with V = 0. More precisely Theorem 1.2. Let V satisfy Condition V. Then D ± (λ), λ ∈ C ± has an analytic extension into the whole complex plane and satisfies 13) for some constant C 0 . Furthermore, by (1.6), the S-matrix S(λ), λ ∈ R has an analytic extension into the whole upper half plane C + and a meromorphic extension into the whole lower half plane C − . The zeros of S(λ), λ ∈ C + coincide with the zeros of D − and the poles of S(λ), λ ∈ C − are precisely the zeros of D + . Let, in addition, V satisfy Condition C and V (0) = 0. Then D ± is an entire function of order 3 2 and type 4 3 .
Remark. 1) From (1.13) we deduce that D + (λ) has the Hadamar factorization:
uniformly on any compact subset of C, where the constant p satisfies 15) with φ sc (·) defined in (1.6).
2) By (1.14), the operator H has an infinite number of resonances.
3) Due to (1.6) the resonances are the zeros λ n ∈ C − , n 1 of D + (and the poles of S(λ) with the same multiplicity) in C − labeled according to (1.12) . The zeros of the S-matrix S(λ) are the zeros of D − in C − given by λ n ∈ C − , n 1.
Denote by N (r, f ) the number of zeros (counted according to multiplicity) of f having modulus r. The Lindelöf Theorem jointly with Theorem 1.2 applied to the Fredholm determinant of the perturbed Stark operator gives for r > 0 sufficiently large and for some positive constant C 1 .
Let in addition V satisfy Condition C and V (0) = 0. Then there is a sequence of positive numbers r j , j ∈ N, tending to ∞ and a positive constant C 0 > 0 such that
(1.17)
Remark. 1) We emphasize that the Hadamard factorization of D + (λ) in (1.14) crucially depends on determining its order and type (which are equal to the order and type of the squared Airy function, which gives the generalized eigenfunctions for the unperturbed Stark operator). In structure the Hadamard factorization looks similar to the factorization for the Schrödinger operator −∆ + V in R 3 , see e.g. [50] , [46] , [4] . In fact, this is closely connected to counting the number of resonances, by a result of Lindelöf (see [36] ), which is contained in Boas's book, see p.25 in [5] and in Section 5.
Thus we see that the perturbed Stark operator H on the real line has much more resonances than the corresponding Schrödinger operator on the real line. In fact, the number of resonances (i.e., N (r, D + ) Cr 3 2 in the disc {|λ n | r} ) of the perturbed Stark operator H on the real line corresponds to the one for the Schrödinger operator on R 3 . Recall that for the Schrödinger operator on R 3 the number N ρ of resonances λ n in the disc {|λ n | ρ 2 } has the bound N ρ Cρ 3 = Cr 3 2 at r = ρ 2 . This explains the similarity in the Hadamard factorization. Our next corollary concerns the trace formula in terms of resonances. So far, trace formulas for one-dimensional Schrödinger operators in terms of resonances have only been determined in [28] . Here we also follow the approach in [28] .
Then the following identity (the trace formula) holds true: 18) where the series converges absolutely and uniformly on any compact set of C \ {λ n , n 1}.
Remark. We discuss trace formulas in Section 5 and we will show the following identity: Remark. In the case of Schrödinger operator with a compactly supported potential on the half-line all resonances determine the potential [28] . In the case of the real line all resonances do not determine the potential [29] .
1.4. Brief overview. Concerning previous results on resonances, we recall that from a physicists point of view, they were first studied by Regge [42] . Since then, properties of resonances have been the object of intense study and we refer to [46] for the mathematical approach in the multi-dimensional case and references given there.
A lot of papers are devoted to resonances of the one-dimensional Schrödinger operator, see Froese [13] , Korotyaev [28] , Simon [44] , Zworski [50] and references given there. We recall that Zworski [50] obtained the first results about the asymptotic distribution of resonances for the Schrödinger operator with compactly supported potentials on the real line (this result is sharper than Corollary 1.3 in the present paper). Inverse problems (characterization, recovering, uniqueness) in terms of resonances were solved by Korotyaev for a Schrödinger operator with a compactly supported potential on the real line [29] and the half-line [28] , see also Zworski [51] , Brown-Knowles-Weikard [6] concerning the uniqueness.
Next, we mention some results for one-dimensional perturbed Stark operators. The onedimensional scattering theory was considered by Rejto-Sinha [43] , Jensen [22] , Liu [38] . The one-dimensional inverse scattering problem is studied by Calogero-Degasperis [7] , GraffiHarrell [18] , Kachalov-Kurylev [24] , Kristensson [33] , Lin-Qian-Zhang [37] . There are a lot of results about the resonances of the one-dimensional perturbed Stark operator, where the dilation analyticity techniques are used, see e.g., [15] , [23] and [8] and references therein. Note that compactly supported potentials are not treated in these papers.
We mention also interesting results about resonances for one-dimensional Stark-Wannier operators − [21] . In the case ε = 0, the resonances for one-dimensional operators −
where V is a compactly supported potential were considered by Firsova [12] , Korotyaev [30] , Korotyaev-Schmidt [32] .
1.5. Plan of the paper. In Section 2 we recall well known results on the spectral representation of the Stark operator in a form useful for our approach and obtain basic estimates on Y 0 (λ), using Privalov's Lemma. Section 3 contains the stationary representation of the scattering matrix and the proof of Theorem 1.1. Section 4 establishes the analytic continuation of D ± (λ), λ ∈ C ± and the meromorphic continuation of S(λ) and gives the crucial estimates on order and type leading to Corollary 1.3. In Section 5 we prove Theorem 1.2 and Theorem 1.4. The Appendix contains technical estimates needed in the proof of Lemma 2.4 which is crucial to obtain the asymptotic expansion (1.8).
Unperturbed Stark operators
2.1. The well-known facts. We denote by C various possibly different constants whose values are immaterial in our constructions. By B and B ∞ we denote the classes of bounded and compact operators, respectively. Let B 1 and B 2 be the trace and the Hilbert-Schmidt class equipped with the norm · B 1 and · B 2 , respectively. We recall some well known facts. Let A, B ∈ B and AB, BA ∈ B 1 . Then
3)
for all X, Y ∈ B 1 , see e.g., Sect. 3. in the book [45] . Let the operator-valued function Ω : D → B 1 be analytic for some domain D ⊂ C and (I + Ω(z))
Recall that the kernels of the operators (−∆ − λ) −1 and e it∆ on L 2 (R) have the form
x, y ∈ R 1 . We need the identities for the Stark operator [3] given by
where
for x, y ∈ R and λ ∈ C + . We introduce the resolvent R(λ) for H and operators Y, J by
. Below we will use the identities
2.2. The spectral representation for H 0 . We will need some facts concerning the spectral decomposition of the Stark operator H 0 , which we denote by
Now we recall formulae for E 0 (λ) due to [3] . Let ϕ be the multiplication operator by the function ϕ(k) = e ik 3 /3 , k ∈ R. Then
where Ai(·) is the Airy function:
The unitary transformation (2.14) carries H 0 over into multiplication by p in L 2 (R, dp):
Thus, for any f ∈ L 2 (R), the quadratic form of E 0 (λ) can be presented as 17) where ·, · is the scalar product in L 2 (R). Differentiation with respect to λ gives
The Airy function Ai(z), z ∈ C is entire and satisfies (see (4.01)-(4.05) from [39] ): 20) and it obeys the following asymptotics, as |z| → ∞ uniformly in arg z for any fixed ε > 0:
) is bounded and satisfies
Here the constant C in (2.23)-(2.26) depends on V only. iii) Let q, q 1 be multiplication operators by functions q, q 1 ∈ L 2 (R) respectively. Then for all Im z = 0 the following holds true: 27) and in particular, V R 0 (z) ∈ B 2 .
Proof. In order to prove the lemma we need a following simple estimate:
We have
We will estimate J(λ): firstly, if |λ| 2γ, then J 2 (λ) γ; secondly, if |λ| 2γ, then
The asymptotics (2.21) and the estimate (2.28) imply
for some constants C, C 1 . This yields (2.23). Next, we show (2.24). Asymptotics (2.21) entails
Then similar arguments as above give (with t =
for some constants C, C 1 . This yields (2.24). The results of ii) follow from i).
iii) For Im z = 0 and q ∈ L 2 (R) due to (2.21) we obtain
which yields qR 0 (z), V R 0 (z) ∈ B 2 and the equality of the domains D(H 0 ) = D(H). From (2.33) we deduce that
Combining these results with the identity R = R 0 − R 0 V R we arrive at (2.27).
2.3.
Estimates on Y 0 . In order to estimate the operator-valued functions Y (λ), Y 0 (λ), λ ∈ C ± in terms of the trace class norm B 1 we need some additional definitions. Let H be a Banach space equipped with the norm · H . For any ϑ > 0, τ ∈ (0, 1) we introduce the Banach space X ϑ,τ (R) = X ϑ,τ (R, H) of the functions f : R → H equipped with the norm: 34) and the Banach space X ϑ,τ (C ± ) = X ϑ,τ (C ± , H) of the functions F : C ± → H equipped with the norm:
We recall Privalov's Lemma. Privalov actually proved his lemma for a certain contour and for scalar functions. Faddeev (see Lemma 3.1 in [10] ) proved a version for Hilbert space valued functions, where the contour is the real line, see also [2] about the Hilbert transformation. Lemma 2.2. (Privalov) Assume that f : R → H belongs to the Banach space X ϑ,τ (R, H) for some ϑ > 0, τ ∈ (0, 1) and for some Banach space H. Then the function F given by
is analytic in C + and continuous up to the real line. Moreover, it is bounded as a map f → F from X ϑ,τ (R, H) into X ϑ 1 ,τ (C ± , H), for any ϑ 1 < ϑ, and satisfies 37) where the constant C = C(ϑ 1 , ϑ, τ ) depends on ϑ 1 , ϑ and τ only.
We apply Privalov's Lemma 2.2 to study the sandwiched resolvents Y 0 (·) and Y (·). 
38)
Moreover, let F = Y 0 or F = Y . Then the operator-valued function F is analytic on C ± and continuous up to the real line in the B 1 -norm and satisfies
ii) Moreover, the function D ± is analytic in C ± and satisfies
Proof. i) Introduce the Hilbert space S a , a 0 of Hilbert-Schmidt operators X equipped with the norm
where the non-negative numbers σ 1 σ 2 σ 3 ... are eigenvalues of the operator (X * X)
, where the constant is given by C 2 a = n 1 n −2a . In the free case the operator Y 0 (λ) has the form
Here, due to Lemma 2.1, the function Ω(t), t ∈ R is a rank one operator-valued function and, in particular, Ω(t) ∈ S 1 , t ∈ R. Thus Lemma 2.1 shows that Ω ∈ X ϑ,τ (R, S 1 ) for any ϑ =
1−τ 2
, 0 < τ < 1. Then Privalov's Lemma 2.2 yields (2.39) for Y 0 . The operator I + Y 0 (λ) is invertible for all λ ∈ C ± , since H 0 is self-adjoint and satisfies (2.27) . Moreover, it is standard fact that the operator I + Y 0 (λ ± i0) is invertible for all λ ∈ R. In fact, this follows from (2. ii) Due to (2.39) the function D ± (λ) = det(I + Y 0 (λ)) is well-defined and analytic in C ± . Moreover, using (2.6) we have
and adding (2.39), we obtain (2.40).
Lemma 2.4. Let V satisfy Condition V and let τ < . Then
42)
where λ ∈ C + , |λ| > 1 and C = C(τ, V ) depending on τ, V . Let, in addition, V satisfy Condition C. Then
as |λ| → ∞, λ ∈ C + , where
Proof. For λ ∈ C + , due to (2.39) we have
where the constant C = C(ε, V ) does not depend on λ. We show (2.43) in Lemma 6.1.
Determinants and S-matrix
3.1. The Determinants. We discuss the determinant D ± (λ), λ ∈ C ± , when the potential V satisfies Condition V. In this case we have (2.27) and this gives the identity
which is well-known for large class of operators. Due to (2.39) the operator-valued function Y 0 (λ) attains value in B 1 and belongs to the class X ϑ,τ (C ± , B 1 ) for any ϑ <
1−τ 2
and 0 < τ < 1. Recall that we define log D ± (λ), by log D ± (λ) = o(1) as |λ| → ∞, λ ∈ C ± , since D ± (λ) = 0 for all λ ∈ C ± and Y 0 (λ) B 1 = o(1) as |λ| → ∞ and there exists r 0 > 0 such that
Then using (2.3)-(2.6), (2.39) we obtain
It is well-known (see [41] ) that, under the condition (3.2), the function log D ± (λ) satisfies
for any λ ∈ C ± , |λ| > r 0 , where the series converges absolutely and uniformly. Then using (3.4) and (3.2) for some r 0 > 0 and any τ < we obtain
3.2. The scattering matrix. Recall that the S-matrix S(λ) is a scalar function of λ ∈ R, acting as multiplication in the fiber spaces C = H λ . Thus |S(λ)| = 1 for all λ ∈ R we have
The stationary representation for the scattering matrix has the form (see e.g. [48] ):
where G is given by (2.18). Note that due to (2.39) the operator Y (λ ± i0) is continuous in λ ∈ R. We shall represent S(λ) in terms of D ± (λ).
Lemma 3.1. Let V satisfy Condition V. Then the scattering amplitude A(λ) is a continuous scalar function of λ ∈ R and satisfies
10) for any τ ∈ (0, 1). Moreover, the functions S(λ), φ sc (λ) are continuous in λ ∈ R and satisfy asymptotics 12) and the identities (1.6) which uniquely defines φ sc by (3.6), continuity and the asymptotics (3.11).
Proof. The definitions of A 0 and Ψ (see (3.7)) give (3.8). Relation (3.9) follows from Lemma 2.1. Relation (3.10) follows from Lemma 2.1 and (2.39), since Y (·) ∈ X ϑ,τ (C ± , B 1 ), for any ϑ <
, τ ∈ (0, 1) due to (2.39). Next, we show (1.6). Recall that S(λ) satisfies (3.7) and that we have the standard identity
which together with (2.12) yields (1.6) since
This yields (3.12) and adding the relation (3.3) we obtain φ sc (λ) = O(|λ| −a ) as λ → ±∞ for any a < Proof of Theorem 1.1. Due to Lemma 2.3 the function D ± is analytic in C ± , continuous up to the real line. Asymptotics (3.5) and (2.43) yield (1.8), which gives (1.9). Proposition 3.2. Let V satisfy Condition C. Then the following trace formulas hold true: Due to asymptotics (1.8)
as |λ| → ∞ uniformly in arg λ ∈ [0, π] for some ε > 0, we obtain
and
as r → ∞, and here
Combining all relations (3.16)-(3.18) we obtain (3.14)-(3.15).
Remark. We recall that trace formulas are important to study non linear equations, inverse problems, spectral theory, etc. see [9] , [11] , [25] , [34] and references therein. The complete asymptotic expansion of the scattering phase (the spectral shift function) φ sc at high energies and a sequence of trace formulas for 3-dim perturbed Stark operators were determined by Korotyaev-Pushnitski [31] . 4 . Analyticity of A 0 4.1. Estimates on Airy functions. In this section we assume that the potential V satisfies Condition V. Recall that by (3.7), the functional Ψ(λ) : L 2 (R) → C and its adjoint Ψ * (λ) :
where (f, c) ∈ L 2 (R)×C. Assuming that V has compact support, these mappings are bounded on the real line and have analytic extensions from R onto the whole complex plane. We remark that supp V being bounded from below suffices to render Ψ(λ) analytic. To prove our estimates supp V being compact is, however, helpful. Thus Ψ * (λ) can be identified with the function
, which is analytic in λ ∈ C. In order to estimate Ψ, Ψ * , we need the asymptotics of the Airy function from (2.21). Furthermore we have
and (λ − x)
locally uniformly in x ∈ R, as |λ| → ∞. We will use these estimates in order to determine asymptotics of Airy functions. Asymptotics . Then as |λ| → ∞ one has
and, in particular,
Moreover, for the case | arg λ| ε using (4.3), we set X = 4 3
(λ − x) 3 2 and obtain after short calculation
where η = 4 3 ζ 3 − 2xζ. Substituting this into (2.21) for | arg λ| ε, we obtain the following asymptotics and the estimate:
and let |λ| be sufficiently large. Then
where η = 4 3 ζ 3 − 2xζ, and in particular, the following slightly weaker estimate holds true:
Note that all estimates (4.4)-(4.8) are locally uniform in x on bounded intervals.
4.2.
Estimates on the Born term A 0 . Now we are ready to study the Born term A 0 .
Lemma 4.1. Let V satisfy Condition V and let ε > 0. Then the Born term A 0 (λ), λ ∈ R given by (3.8) has an analytic extension from the real line into the whole complex plane and satisfies as |λ| → ∞: i) Let | arg λ| ε and let
Re ζ 3 V L 1 (0,γ) , (4.10)
for some absolute constants C. ii) Let | arg λ| ε and let ζ = √ λ, | arg ζ| ε. Then
where η = 4 3 ζ 3 − 2xζ and
Let, in addition, |ζ| 1 + γ and | arg ζ| . Then
Proof. i) Substituting (4.2), (4.4) in (3.8) we obtain (4.9) and (4.10). ii) Using (4.5) we obtain (4.11), which yields (4.12). Let ζ = re iφ , where |ζ| 1 + γ and |φ| π 6
. Then we have
Substituting the last estimate into (4.11) we obtain (4.13).
Resonances and S-matrix
5.1. Analyticity of S-matrix. We discuss a meromorphic continuation of the S-matrix S(λ) from the real line onto the whole complex plane.
Lemma 5.1. Let V satisfy Condition V and let ε > 0. Then i) The functionals Ψ(λ) : L 2 (R) → C given by (4.1), and the mapping Ψ * (λ) = Ψ * (λ), for all λ ∈ R have analytic extensions from the real line into the whole complex plane and satisfy
for all λ ∈ C and for some constant C = C(V ).
ii) The scattering amplitude A(λ) = A 0 (λ) − A 1 (λ), defined in (3.7) for λ ∈ R, has an analytic extension from the real line into the whole upper half-plane satisfying
for any a ∈ (0, 1 2 ) and some constant C = C a depending on a.
Proof. i) Since the Airy function is entire, the functional Ψ(λ) : L 2 (R) → C given by (4.1), and the mapping Ψ(λ) * , for all λ ∈ R have analytic extensions from the real line into the whole complex plane. The identities in (5.1) are obvious from the definitions of Ψ, Ψ * . The proof of (5.2) is a repeatition of the proof of (4.13) and (4.9). In fact, substituting (4.5), (4.8) into (5.1) we obtain (5.2).
ii) The operators Ψ, Ψ 1 have analytic extensions from the real line into the whole complex plane and operator-valued function Y (λ + i0) also has an analytic extension from the real line into the upper-half plane. Then A 1 (λ) = Ψ(λ)V S Y (λ + i0))Ψ * (λ) has an analytic extension from the real line into the upper-half plane and thus A has so. Moreover, (2.39) gives
where C = C(V ) is some constant. 
An integration by parts yields
since since V is absolutely continuous, its derivative is in L 1 (R) and for u ∈ L 1 (0, ∞) the following asymptotics hold true
Moreover, (5.9) gives
. Combining all these estimates we obtain (5.5). We consider Ψ(λ) 2 and we show (5.6). Let ζ = te i π 6 as t → +∞. From (4.9) we have (1))dx,
which yields (5.6). By (3.7), the S-matrix has the form
Using (5.3),(5.6) we obtain
which permits to get (5.7).
We are now ready to prove the main theorems. Proof of Theorem 1.2. It follows from Lemma 5.1 and 4.1 that S(λ), λ ∈ R has an analytic extension from R into the upper half-plane C + and satisfies 10) for some constant C S . Invoking the identity (1.6) we obtain D − (λ−i0) = S(λ)D + (λ+i0), λ ∈ R. Thus it follows from Lemma 5.1, 4.1 and 2.3 that D − (λ), λ ∈ C − has an analytic extension from C − into the whole complex plane C and satisfies
which together with (1.7) yields (1.13). Then, by (1.6), the S-matrix S(λ), λ ∈ R has an analytic extension into the whole upper half plane C + and a meromorphic extension into the whole lower half plane C − satisfying . Now we discuss Remarks after Theorem 1.2. By Theorem 1.2, the determinants D ± (λ), λ ∈ C ± extend to entire functions of order 3 2 and type 4 3 . It is well known that in this case D + has the Hadamard factorization (1.14) and (5.13) for some p, see p. 22 in [5] . Moreover, we have 13) where the constant p =
and the series converges absolutely and uniformly on any compact set of C \ {λ n , n 1}. Recall that if an entire function F has order m > 0 and has zeros z n , n 1, then (see p. 17 in [5] )
Using (1.14), (5.13) and differentiating S(λ) = Let V satisfy the Condition C and V (0) = 0. Then by Theorem 1.2, determinant D + (λ), λ ∈ C + is an entire function of order 3 2 and type 4 3 . Since the order of D + is not integer, (1.16) follows from the Lindelöf Theorem [36] . We recall this theorem. Lindelöf Theorem ( 1903). Let f be an entire function of order β, which is not an integer.
Moreover, since the type of D + is different from zero, N (r, D + ) is not o(r 3/2 ). This is (1.17).
Proof of Corollary 1.4. Due to (3.1) we have Tr(R(λ) − R 0 (λ)) =
for each λ ∈ C + and adding (5.13) we obtain (1.18). 16) holds true, furthermore, 17) where the first series converges absolutely and uniformly on any compact set of C\{λ n , n 1}.
Proof. Due to (2.27) we obtain R(λ) − R 0 (λ) ∈ B 1 for each Im λ = 0. Then the Krein formula [35] for the operators H, H 0 and for any f ∈ C ∞ 0 (R) gives They prove the recovering problem using the Gelfand-Levitan equation: for given S-matrix S(λ) to determine a potential V , which satisfies (5.20) (Theorem 1 and 2 in [24] ). Let V satisfy Condition V. Then due to Theorem (1.6) and (1.14) the S-matrix S(λ) is given by
uniformly on any compact subset of C, where S(0) =
= e −2iφsc(0) . Asymptotics (3.11) implies S(λ) → 1 as λ → ±∞. Then we deduce that there exists a following limit: 
, where the potential V j satisfies Condition V. We denote the S-matrix for H 0 , H j by S j (λ). Assume that H 1 and H 2 have the same resonances. Then by the above results, the S-matrices for H 1 and H 2 coincide, i.e., S 1 = S 2 . After this the Kachalov and Kurylev results [24] give V 1 = V 2 . Proof. We show (6.2). In view of (2.39) we have Y 0 (λ) ∈ B 1 for all λ ∈ C + . The identity (2.11) for λ ∈ C + with c := .
We characterize the properties of V in terms of its Fourier transform V : The stationary phase method gives Thus, if we assume that I 1 = O(1/λ), then (6.7) and (6.8) yield (6.3). Hence, it remains to show that I 1 = O(1/λ). To this end we distinguish three cases.
• First, let λ = µ + iν, ν K|µ| for some K > 0 and let ν → ∞. We have
(6.9)
• Second, let Re λ → −∞. We put f = w 1 (1) V (t)/t 1/2 and here φ ′ (t) = λ − t 2 4
. Then due to (6.4) we have .
Let F (t) = g 1 (t)f (t). Similar to (6.10) we obtain Let us now consider the main term I 11 . We have for λ = 
