Abstract. For matrix power series with coefficients over a field, the notion of a matrix power series remainder sequence and its corresponding cofactor sequence are introduced and developed. An algorithm for constructing these sequences is presented.
The definition of a Pad6 approximant can be made more formal in a variety of ways. For example, Rissanen [17] restricts V(z) to be a scalar polynomial and allows U(z) to be a p q matrix. Typically, however, U(z) and V(z) are p p polynomial matrices, and V(z) is further restricted by the condition that the constant term, V(0), is invertible (cf., Bose and Basu [2] , Bultheel [5] , and Starkand [19] ). In this paper, we call such approximants matrix Pad6 fractions, which is consistent with the scalar (p 1) case (cf., Gragg [12] ).
For a particular rn and n, however, matrix Pad6 fractions need not exist. Therefore, in this paper, we introduce the notion of a matrix Pad6 form, in which the condition Pad6 approximants have many applications in mathematics and in engineeringrelated disciplines. Applications include numerical computations for special power series such as the Gamma function (cf., Nemeth and Zimanyi [15] ); algorithms in the field of numerical analysis (cf., Gragg 12] ); triangulation of block Hankel and Toeplitz matrices (cf., Rissanen [18] ); solving linear systems of equations with Hankel of Toeplitz coefficient matrices (cf., Rissanen 16] ); in digital filtering theory (cf., Bultheel [7] and Brophy and Salazar [4] ; and also in linear control theory (cf., Elgerd [11] ).
In the one-dimensional case, examples of algorithms that calculate Pad6 approximants for normal power series (Gragg [12] ) include the e-algorithm of Wynn [21] ; the Levinson-Durbin algorithm [10] , [14] ; and the algorithm of Trench [20] .
Examples of algorithms that are successful in the degenerate nonnormal case include those given by Brent, Gustavson, and Yun [3] ; Bultheel [6] ; Cabay and Choi [8] ; and Rissanen 16 ].
The matrix case parallels the scalar situation in that most algorithms are restricted to normal power series. Algorithms that require the normality condition include those of Bultheel [5] , Bose and Basu [2] , Starkand [19] , and Rissanen [18] . An algorithm that calculates Pad6 approximants in a nonnormal case is given by Labahn [13] . However, in his algorithm there are still strict conditions that need to be satisfied by the power series before Pad6 approximants can be calculated.
The primary contribution of this paper is an algorithm, MPADE, for computing matrix Pad6 forms for a matrix power series. Central to the development of MPADE are the notions of a matrix power series remainder sequence and the corresponding cofactor sequence, which are introduced in 4. These are generalizations of notions developed by Cabay and Kossowski [9] for power series over an integral domain. The cofactor sequence computed by MPADE yields a sequence of matrix Pad6 fractions along a specific off-diagonal path of the Pad6 table for A(z).
Unlike other algorithms, there are no restrictions placed on the power series in order that MPADE succeed. For normal power series, the complexity of MPADE is O(p (m + n)2) operations in K. This is the same complexity as some of the algorithms proposed by Bultheel [5] , Bose and Basu [2] , Starkand [19] , and Rissanen [18] . In the abnormal case, the complexity of the algorithm can reach O(p 3. (m+n)3) operations in K, depending on the nature of the abnormalities. However, there is a one-to-one correspondence between RMPFo's and LMPFo's. By taking the transposes of the matrices on both sides of (2.3), it follows that (2.4) The matrix on the left of (3.3) is nonsingular, since din, 0 and bo is nonsingular.
Thus, all the solutions of (3.3) can be obtained by assigning Vo arbitrarily and solving (3.3) (3.5) V(z)= V'(z). M and U(z)= U'(z). M, and so uniqueness holds.
In the next section we also require the following theorem. Proof S(,,-,(n-) can be obtained from T,,, by deleting the last block row (i.e., the last p rows). Since T,,,, is of maximal rank p(m+ n), then S(m-1),(,-has rank p(m + n-1). Consequently, the dimension of the solution space to (3.7)
S(m_l),(n_l) X 0 is exactly p. Then, Q', P']' is obtained by collecting by columns a basis for the solution space of (3.7). Clearly, if Q", P"]' and Q', P']' are two such collections, then there exists a nonsingular matrix M from K such that (3.8)
Thus, P(z)= P'(z)" M and Q(z)= O'(z)" M, proving uniqueness.
To prove the invertibility of R(0) in (3.6), let ro R(0) and suppose that ro is a singular p x p matrix. Then, there is a nonzero p x 1 vector X that satisfies (3.9) to" X O.
But, from (3.6) Following the convention used in the scalar case (cf., Gragg [12] ), we also define (4.1) (U(z), V(z))=(z"I,O) for m=>-l, n--l, W(z)=B(z); whereas, for rn =-1 and n >-0, we obtain (4.3) with (4.5) W(z)=a(z).
Given the power series (2.1) and any nonnegative integers rn and n, we introduce a sequence of points (4.6) (m0, no), (ml, n,), (m2, n2), 
Generalizing the notions of Cabay and Kossowski [9] , we introduce the following definition. We note that each term of a power series remainder sequence is unique up to multiplication on the right by a nonsingular matrix. This is also true for each term of the corresponding cofactor sequence.
Initially, when rn >_-n, observe that ml rn-n and nl 0 (i.e., So Ri(z) ). Accordingly, we can determine (U'(z), V'(z)) to be the RMPFr of type (s-1, si) for (W(z), Rg(z)) and (P'(z), Q'(z)) to be its predecessor.
Let U(z), V(z), P(z), and Q(z) be defined by (4.43) [
We shall first show that (U(z), V(z)) given by (4.43) is the RMPFr of type (m+l, ni+) for (A(z), B(z)). Because RMPFr"s are unique, then (U(z), V(z)) must be the (i+ 1)st term in the cofactor sequence. A similar argument shows that (P(z), Q(z)) given in (4.43) is the predecessor of the nonsingular node (m+, n+). Hence the recurrence relation (4.42) holds.
V]
For purposes of the algorithm given in the next section, observe that if (U'(z), V'(z)) is a RMPFo of type (s-l, s) for (W(z), R(z)) and (P'(z), Q'(z)) (0, I) then in (4.43) (U(z), V(z)) yields a RMPFo (rather than a RMPFr) of type (mi + s, ni + s) for (a(z), B(z)) and (P(z), Q(z)) (U(z), V(z)).
5. The algorithm. Given nonnegative integers rn and n, the algorithm MPADE below makes use of Theorem 4.5 to compute the cofactor and predecessor sequences (4.10) and (4.18), respectively. Thus, intermediate results available from MPADE include those RMPFr's (Ui(z), Vi(z)) for (A(z), B(z)) at all the nonsingular nodes (mi, hi), 1, 2,. , k-1, smaller than (m, n), along the off-diagonal path rni-ni rn-n. The output gives results associated with the final node (mk, nk). If (m, n) is also a nonsignular node, then the output (Uk(Z), Vk(Z)) is a RMPFr of type (m, n) for (A(z), B(z)), and (Pk(Z), Qk(Z)) is a RMPFo of type (m-l, n-l). If (m, n) is a singular node, then the output (Uk(Z), Vk(Z)) is simply a RMPFo of type (m, n) for (A(z), B(z)), and now (Pk(Z), Qk(Z)) is set to be the RMPFr of type (mk-1, nk-1 ). An exception occurs in the latter case when k 0 and m < n. Here, all nodes along the off-diagonal path must have been singular, and for (Pk(Z), Qk(Z)) the algorithm returns instead the initial value (0, zn-m-!I).
Note that, when (m, n) is not a nonsingular node, a simple modification of MPADE allows the computation of all RMPFo's of type (m, n) for (A(z), B(z)). It is only necessary to arrange to compute q columns of V,, U,], rather than p, in order to form a basis for the solution space of the equation n step 3.1 of MPADE. From this basis, it is then possible to construct a p x p matrix V(z), and a corresponding U(z), for which (U(z), V(z)) is a RMPFo of type (rn, n) for (A(z), B(z)) and has the property that V(z) is an invertible matrix, assuming such a RMPFo exists. This enhancement is not included in MPADE primarily to simplify the presentation of the algorithm. Consequently, step I6 solves exactly the system (4.19) and step I7 must then yield the correct predecessor.
Assume that, for i>_-1, MPADE calculates (Ui(z), V(z)) and (Pi(z), Qi(z)) correctly. We shall show that one pass through the while loop M7 correctly computes (Ui+l(z), V/+(z)) and its predecessor.
In step M10 and MPADE, the parameters input to INITIAL_PADE are W(z)= W(z), R(z).= Ri(z), m'= m-mi-1, and n'= n-hi. Noting (4.9), step I4 computes the smallest positive integer s, if one exists, for which d det (Ts_.,) # 0. Clearly, then I6 computes a RMPFr of type (s-1, s) for (W(z), Ri(z)), and steps I7 and I8 its predecessor. Thus, the matrix polynomials in step M11 correspond exactly to those of (4.42) ; that is, the algorithm correctly computes (Ui+(z), V+m(Z)) and its predecessor.
To complete the proof of algorithm validity, consideration must be given to the case for which there exists no s such that d # 0 in the while loop I3 of INITIAL_PADE. On exit from the while loop, observe that s=m'+l.
Step I6 then computes (U'(z), V'(z)) to bea RMPFo oftype (m', n') for(W(z), R(z)) and sets (P'(z), Q'(z)) (O,z"-"-I). (m, n) (m, n), the algorithm immediately terminates. On the other hand, if it occurs at step M10, then si=m-mi, (U'(z), V'(z)) is a RMPFo of type (si-l, si) for (W(z), Ri(z) and (P'(z), Q'(z))=(0, I). Accordingly (cf., last paragraph of 4), (Ui+(z), V+(z)) computed in step Mll is a RMPFo of type (m, n) for (A(z), B(z)) and (P+l(z), Qi+l(Z)) (Ui(z), V(z)). Since step M12 yields (mi+, ni+) (m, n), the algorithm terminates.
6. Complexity of the MPADE algorithm. Note that, in steps M8 and M9 of MPADE, only the first rn + n mi-rti terms in Ri(z) and W/(z) are required to ensure the subsequent success of step M10. Indeed, only the first 2si terms, si <= m-mi, are sufficient, but unfortunately si is not known prior to step M 10. Nevertheless, an efficient implementation can take advantage of this observation by delaying the computation of Ri(z) and W/(z). Declaring (A(z), B(z)), Ui(z), Vi(z)) (Pi(z), Qi(z)) to be global variables, the coefficients of Ri(z) and W,.(z) can be computed in INITIAL_PADE only when they become necessary. The cost analysis below assumes that the algorithm has been implemented in such a fashion.
In assessing the costs of MPADE, it is assumed that classical algorithms are used for the multiplication of polynomials. Only the more costly steps are considered. For these steps, In step 15 of INITIAL_PADE, it is assumed that the Gaussian elimination method is used to obtain the LU decomposition of T(s-l,n,-,,,+s-1. In addition, it is assumed that Gaussian elimination is accompanied with bordering techniques. Thus, as s increases by in step 14, the results of the previous pass through the while loop are used to achieve the current LU decomposition. The bound for step 15 in Table 6 .1 for the abnormal case assumes we do not take any advantage of the special nature of T(s_l),n,_m,+s_1. In the normal case s 1, and To,n,-,,, is already in triangular form, and so no computation is required in step 15.
For step 16 , it is assumed that the LU decomposition of T(s-l,n,-,,,+s-1 from step 15 , is used to simplify the triangulation of S(,-l,n,-m,/s-. The is normal, then due to the fact that T,-1,n'-m'+-I is always in triangular form, the complexity of MPADE reduces to O(p3(m + n)2). This is also true when (A(z), B(z)) is nearly normal. In this case si is often larger than 1, but the matrix T,-,n'-m'+,-1 is Step also always in triangular form and so again the complexity is O(p3(m+ n)2). In particular, in the scalar case the complexity of MPADE is O((m + n)2).
The algorithm gives the worst performance when no nonsingular nodes are encountered along the rn n off-diagonal path. In this case, with m < n, the algorithm reduces to solving one Sylvester system V1]=O (6.3) S,,n U, in step M4 of MPADE. In Table 6 In attempting to extend the notion of Pad6 approximation to matrix power series, we have followed the classical theory of Pad6 approximants for scalar power series. We introduce the notion of a Pad6 form, which always exist but may not be unique, and also the notion of Pad6 fraction, which is unique but need not exist. The definition of Pad6 form is meant to be as broad as possible. By constructing all the Pad6 forms of type (m, n), it is always possible to determine ones for which the denominator is invertible, should one exist.
The notion of a matrix power series remainder sequence introduced in this paper is a generalization of one given by Cabay and Kossowski [9] for scalar power series.
The cofactor sequence, which is shown to be associated with the remainder sequence, yields directly all the Pad6 fractions at the nonsingular nodes of a particular off-diagonal path of the Pad6 table. By determining also the (unique) Pad6 form at nodes preceding the nonsingular nodes, we are able to compute Pad6 fractions iteratively from one nonsingular node to the next. The resulting algorithm is at least as fast as other algorithms for computing matrix Pad6 fractions, and it is the only one that succeeds in the abnormal case.
The algorithm can be improved in a number of ways. We expect that the cost of the decomposition of Ts-,n,-m,+s-in step 15 and, consequently, of S._,,_,,+.-1 in step I6 can be improved by taking advantage of the special structure of Sylvester matrices. The algorithm would also experience an improvement if it were possible to identify additional points between nonsingular nodes for which Theorem 4.5 is valid. This would improve the algorithm by decreasing the si. This, and in general the nature of Pad6 forms between nonsingular nodes, is a subject for further research. Finally, by appealing to fast methods for polynomial arithmetic, it is of interest to attempt to develop a recursive divide-and-conquer version of MPADE. For normal and nearly normal power series, progressing from one nonsingular node to the next is equivalent to power series division of the residuals associated with the nonsingular nodes (because S_l,,_m,+,,._ in step I5 of INITIAL_PADE, with the exception of one column, reduces to a triangular matrix). Thus, in this case and in addition when A(z) and B(z) are matrix polynomials, there is a strong analogy between MPADE and Euclid's algorithm. It is a subject for future research to investigate the possibility of using MPADE to compute the greatest common divisor of two matrix polynomials in the abnormal case.
