The automatic detection and tracking of general objects (like persons, animals or cars), text and logos in a video is crucial for many video understanding tasks, and usually real-time processing as required. We propose OmniTrack, an efficient and robust algorithm which is able to automatically detect and track objects, text as well as brand logos in realtime. It combines a powerful deep learning based object detector (YoloV3) with high-quality optical flow methods. Based on the reference YoloV3 C++ implementation, we did some important performance optimizations which will be described.
I. INTRODUCTION
The automatic detection and tracking of general objects (like persons, animals or cars), text and logos in a video provides semantic information which is crucial for many high-level computer vision tasks in various application areas ranging from visual surveillance, autonomous driving to automatic video annotation and brand monitoring. In most of these application areas, it is essential that the detection and tracking is done in real-time (online tracking).
In this work we present OmniTrack, a runtime-efficient and high-quality algorithm which is able to automatically detect and track general objects (which we identify with the 80 classes from the MS COCO dataset 1 ), text as well as brand logos in real-time.
II. YOLOV3 OBJECT DETECTOR
The YoloV3 object detector [4] is a state of the art deep learning based algorithm, which provides a very good compromise between detection capability and runtime. For the robust and efficient detection of general objects (persons, animals, cars, ...), text and logos in the image, we propose to employ two different network models. The first one is responsible for the detection of general objects (80 object classes), and employs the standard YoloV3 network model trained on the MS COCO dataset and which is publicly available. The second is responsible for the detection of both text and logos (two object classes). As such a network model is not publicly available, we trained a custom network model for this task.
A. Performance optimizations
Since the reference C++ implementation from 2 employs only a fixed-size receptive field of quadratic size, an important 1 http://cocodataset.org 2 https://github.com/pjreddie/darknet modification to the implementation has been done in order to support adaptive receptive fields. The idea is that the receptive field size (which is quadratically in the reference implementation) is adapted dynamically, so that it has the same aspect ratio as the input image. This makes sure that the receptive field of the neural network is exploited in the most efficient way.
Another limitation of the reference C++ implementation is that only one inference call is done at a time on a specific GPU. This is due to the usage of a single CUDA stream and CUDNN handle for that GPU (both are global variables), leading to a serialization of the CUDNN library calls in the reference implementation. In order to get around this limitation with minimal modifications of the reference code, we change these global variables to thread-local variables so that each CPU thread has its own private CUDA stream and CUDNN handle. This modifications makes it on the other hand necessary that all calls for a certain network instance come from the same CPU thread so that always the same CUDA stream and CUDNN handle is used by this instance. Therefore, we create for each network instance its own persistent worker thread, which is responsible for making all the calls (instance creation/deletion, inference, ...).
III. OMNITRACK ALGORITHM
The design of the OmniTrack algorithm is inspired by recent real-time capable online multi-object tracking algorithms like [1] , which employs a combination of a deep learning based object detector (Faster R-CNN), Kalman filters for prediction and simple association techniques. The OmniTrack algorithm employs more powerful components instead, namely the state of the art YoloV3 object detector [4] and a dense optical flow algorithm for prediction of the object movement. In the following, we will outline the main phases of the overall algorithm and describe the performance optimizations we have implemented for it in order to make it real-time capable.
A. Overall algorithm
In the following, the overall workflow of the OmniTrack algorithm is described briefly. Let I t−1 and I t be two consecutive frames for timepoints t-1 and t, and S t−1 be the list of already existing scene objects which have been tracked so far until timepoint t-1. The workflow for each frame can be roughly divided into four phases:
• In the preprocessing phase, some general preparation steps are done for the input image I t (the current frame of the video). Specifically, the input image is downscaled via a gaussian pyramid, and a proper pyramid level is chosen based on the input image resolution. We employ downscaling for performance reasons, as it would be very computationally expensive to process e.g. 2K or 4K resolution images in their original resolution. • In the feature calculation phase, the optical flow between the (downscaled) frames I t−1 and I t is calculated, which gives a dense motion field M t−1 . Additionally, the YoloV3 object detector is invoked for I t with two different network models, yielding a list of detected objects D t . The two network models employed are the standard model for detecting the 80 MS COCO classes and our custom model we trained for the detection of both text and logos. • In the prediction phase, for all scene objects S t−1 their motion is predicted in order to calculate their predicted position S t for timepoint t. The prediction for each object is calculated as the average of the motion vectors in M t−1 for the object bounding box. • In the matching phase, a matching is done of the predicted scene objects S t against the detected objects D t . The matching is done in a globally optimal way with the Hungarian algorithm [3] , and the IOU (intersection-overunion) metric is employed as the matching score. • In the update phase, all scene objects in S t which could not be matched are considered as lost and a flag is set to exclude them from further processing. In contrast, all detected objects in D t which could not be matched are considered as newly appearing and therefore added to the scene objects list S t .
B. Performance optimizations
In order to utilize both CPU and GPU as much as possible, we parallelized several steps in the algorithm which are independent of each other. A good candidate for parallelization is the motion field calculation and the object detection (both done in the feature calculation phase), as these steps do not have mutual dependencies. Therefore, we run both steps asynchronously in different CPU threads, which brings a runtime improvement of roughly 20% for a video with a resolution of 2560x1280 pixel.
Additionally, we do also some phases for I t and I t+1 (so for two consecutive frames) in parallel. This kind of prefetching introduces a lag of one frame, as not only the current frame I t has to be provided, but also the next frame I t+1 . Prefetching allows use to run all algorithm phases for the frame I t in parallel with the preprocessing phase (pyramid calculation, ...) for the frame I t+1 . By this we effectively hide the computational expense for the preprocessing phase which brings another speedup of the OmniTrack algorithm of 10 − 15%. 
IV. EXPERIMENTS AND TESTS
For measuring the runtime of the OmniTrack algorithm, we employ a Windows 10 PC with a Xeon E5-1620v3 QuadCore-CPU with 3.50 Ghz. We do the runtime measurement for two different GPUs, a NVIDIA Quadro RTX 5000 and a NVIDIA Geforce 1070. One can see that the OmniTrack algorithm is real-time capable (25 frames per second) for videos in SD resolution on the Quadro RTX 5000 GPU.
