Many control design problems subject to uncertainty can be cast as chance constrained optimization programs. The Scenario Approach provides an intuitive way to address these problems by replacing the chance constraint with a finite number of sampled constraints (scenarios). The sample size critically depends on the so-called Helly's dimension, which is always upper bounded by the number of decision variables. However, this standard bound can lead to computationally expensive programs whose solutions are conservative in terms of cost/violation probability. This paper derives improved bounds of Helly's dimension for problems where the chance constraint has certain structural properties. The improved bounds lower the number of scenarios required for these problems, leading both to lower objective value and reduced computational complexity. The efficacy of the proposed bound is demonstrated on an inventory management example, and is in general applicable to randomized Model Predictive Control of chance constrained linear systems with additive uncertain input.
Introduction
Many problems in systems analysis and control synthesis can be formulated as optimization problems, including Lyapunov stability problems, robust control [1] , and Model Predictive Control (MPC) [2, 3, 4] , see also [5] for more control applications. In reality, most systems are affected by uncertainty and/or disturbances, in which case a control decision should be made that accounts for these uncertainties. In robust optimization, one seeks a solution satisfying all admissible uncertainty realizations (worst-case approach) [6, 7] . Unfortunately, robust programs are in general difficult to solve [8] , and tractable approximations are often obtained at the cost of introducing conservatism [9] . 1 This manuscript is the preprint of a paper submitted to Automatica and it is subject to Elsevier copyright. Elsevier maintains the sole rights of distribution or publication of the work in all forms and media. If accepted, the copy of record will be available at http://www.journals.elsevier.com/automatica/.
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Stochastic optimization offers an alternative approach where constraints are interpreted in a probabilistic sense as chance constraints, allowing for constraint violation with limited probability [10, 11] . Chance constrained problems are also intractable in general, since they generally require the computation of highdimensional probability integrals. Randomized methods provide a method for approximating the solution to such problems, without being limited to specific probability distributions.
By replacing the chance constraint with a finite number of randomly sampled constraints, the fundamental question in randomized algorithms is on how large to choose the sample size. One approach is based on the Vapnik-Chervonenkis (VC) theory of statistical learning [12, 13, 14] , which has been studied widely for control applications [15, 16, 17] . In general, however, statistical learning theory comes with high sample complexity and consequent conservatism [18, Section 1.2] . Recently, a new randomized method known as the "scenario approach" has emerged, which has been used for controller design [19, 20, 21, 22] . It is applicable to cases when the sampled optimization problem is convex [18, 23, 24] . Compared to methods based on the theory of statistical learning, the sample size required by the scenario approach is typically much lower.
The bound on the sample size is actually tight for the class of "fully-supported" problems [23, Theorem 1] , while it remains conservative for general problems [24] . Helly's dimension for a given problem is in general challenging. To the best of the authors' knowledge, the only attempt so far to obtain an explicit bound is the work in [25] , where it is shown that Helly's dimension can be bounded by the so-called support rank (s-rank), obtained by exploiting structural properties of the constraints in the decision domain.
In this paper, we propose new methodologies for bounding Helly's dimension that exploit additional structure in the constraint functions. We first establish bounds for generic problems where the constraint functions are separable in the decision and uncertainty variables. We then exploit these structures for cases where the constraint functions depend affinely and quadratically on the uncertainty variable. In our results the derived sample size depends on the dimension of the uncertainty, hence complementing [25] . We also show explicitly that for these problems the scenario approach together with our bounds always provides lower sample sizes than the corresponding ones based on the VC theory of statistical learning.
The paper is organized as follows: Section 2 establishes the problem setup and presents the technical background. In Section 3 we present the case when the constraint function exhibits a structured dependence on the uncertainty, which is the main result of this paper. We also show how this result can be applied to the special cases in which the constraint function depends affinely and qudratically on the uncertainty, respectively. In Section 4, we compare the sample sizes obtained with existing methods. We illustrate our theoretical results through an inventory management problem in Section 5; we refer the reader to [26] for the application of our results to probabilistic MPC of linear systems subject to additive random input. Section 6 provides some concluding remarks and directions for future work.
Problem description and technical background
Let δ ∈ ∆ ⊆ R d be a random variable defined on a probability space (∆, F, P), where ∆ is the sample space, F a σ-algebra on ∆, and P the probability measure defined on F. We consider chance constrained problems (CCPs) of the form
where X ⊂ R n is a compact convex set, x ∈ R n the decision variable, g : R n × ∆ → R a constraint function, ∈ (0, 1) the acceptable violation probability, and c ∈ R n the cost vector. We consider the scenario program (SP) associated with CCP( ), where the chance constraint in (1) is replaced by N constraints, corresponding to independent identically distributed (i.i.d.) realizations δ (1) , . . . , δ (N ) ∈ ∆ of the uncertainty vector [18, 19] :
We refer to ω := {δ (1) , . . . , δ (N ) } ∈ ∆ N as a multi-sample. Throughout this paper, we make the following assumption.
Standing Assumption 1 (Regularity). For almost all δ ∈ ∆, the function x → g(x, δ) is convex and lower semi-continuous. For any integer N , SP[ω] in (2) is almost surely feasible; its optimizer exists and is unique for almost all realizations of ω ∈ ∆ N . For all x ∈ X , the mapping δ → g(x, δ) is measurable. 
for some β ∈ (0, 1), then, with confidence at least 1 − β, the optimal solution of SP[ω] is feasible for the original CCP( ) [24, Theorem 3.3] . For all given ∈ (0, 1), the left-hand side of (3) is a decreasing function of N , which tends to zero as N tends to infinity.
It was shown in [24, Lemma 2.2] that Helly's dimension ζ is always upper bounded by n. Tightness of the bound (ζ = n), however, holds only for fully-supported problems [23, Theorem 1] . Indeed, the overall goal of this paper is to find upper bounds on Helly's dimension ζ for non-fully-supported problems, which would allow for a smaller N than the one given by (3) for the same values of ( , β). Following [24, 29] one can show that it suffices to take
Since is typically chosen small in many practical applications (10 −1 ∼ 10 −4 ) and N roughly scales as O(ζ/ ), finding a good bound on ζ is key for reducing the required sample size. A small sample size is attractive mainly for two reasons: less conservative solutions in terms of cost, and reduced computational time for solving the scenario program. Also, a small N is beneficial for cases in which the extraction of samples is itself costly.
Bounding Helly's dimension
Unfortunately, explicitly computing ζ is in general very difficult. Tighter bounds on Helly's dimension were introduced in [25] , based on the so-called support rank (s-rank), which is defined as the dimension n of the decision space minus the dimension of the maximal linearly unconstrained subspace [25, Definition 3.6].
As shown in [25, Example 3.5], the s-rank can be explicitly computed if g(x, δ) is affine or quadratic in the decision variable x, and hence in some cases can lead to a significant reduction in the sample size.
There are, however, cases where the s-rank yields no improvement upon the standard bound, although the exact Helly's dimension is much lower. Consider, for instance, the CCP
where (y, h) ∈ R n−1 × R are the decision variables, · is any norm, and δ ∈ R is a continuous random variable. Moreover, A ∈ R k×(n−1) and b ∈ R k are assumed to be known and A has full column rank. The s-rank for the above problem is n, because A is full column rank. Hence, the s-rank does not improve upon the standard bound on Helly's dimension, i.e. the number of decision variables. Our results below in Section 3.2, however, show that, for any (n − 1)-dimensional y, the number of support constraints of any SP associated with the CCP in (5) is equal to 1. This result can be obtained systematically by exploiting the structural dependence of the constraint function on the uncertainty variable.
More generally, in this paper we address the problem of upper bounding Helly's dimension in the case g(x, δ) does not offer enough structure in x for the s-rank to (significantly) improve upon the standard bound. Unless stated otherwise, the proofs of all following statements can be found in Appendix A.
Structured Dependence on the Uncertainty
We now consider the case where the general convex function g can be represented as the maximum of r individual constraints, each of which is separable (denoted by the subscript "sep" below) in the decision and uncertainty variable. More precisely, we study (vectorized) constraints functions of the form
where G : R n → R r×m , q : ∆ → R m , and H : R n → R r . Consider now the CCP
where the inequalities are interpreted element-wise and also, for a given multisample ω = {δ (1) , . . . , δ (N ) }, the corresponding sampled program reads as
Then the following statement, which is the main result of this paper, upper bounds the number of support Despite its simplicity, Lemma 1 is fundamental in establishing the subsequent results of this paper. In the following two subsections, we study special cases of SP sep [ω] when q(δ) enters the constraint g(x, δ) purely multiplicatively or additively. In the last two subsections we derive new bounds for the cases when the constraint function depends affinely and quadratically on the uncertainty.
Multiplicative Dependence on the Uncertainty
Let us now consider the case in which the uncertainty q(δ) enters multiplicatively in the constraints, that
This is a special case of (6) and can be obtained by setting H(x) = 0. Let us now consider the CCP
and also, for a given multi-sample ω = {δ (1) , . . . , δ (N ) }, the sampled program
We next bound the number of support constraints for problem
Note that Proposition 1 also holds for constraint functions of the form g(x, δ) = p(x) q(δ)+a ≤ 0, where a ∈ R is constant.
Additive Dependence on the Uncertainty
We consider now the case in which the uncertainty enters additively in the constraints, that is
This is a special case of (6) and can be obtained by setting G(x) = I with m = r. This leads to the CCP
where the inequalities are interpreted term-wise. Then the number of support constraints for problem
can be bounded as follows:
Proposition 2. The number of support constraints of
The bound on the number of support constraints for the example in (5) is now readily derived from Proposition 2 with r = 1 and by realizing that the minimizer in (5) is finite and exists for all multi-sample realizations.
Affine Dependence on the Uncertainty
We now consider the special case where g(x, δ) consists of r constraints, where each of them depends affinely on δ. That is, with q(δ) = δ and for given G : R n → R r×d and H : R n → R r , we consider
and also, for given ω = {δ (1) , . . . , δ (N ) }, the sampled program
We now state our main result upper bounding the number of support constraints for problem SP aff [ω] in (12) and we derive the corresponding sample complexity. Proof. This result follows immediately from Lemma 1 by choosing q to be the identity mapping, such that Whenever the quantity r(d + 1) is lower than the s-rank, then our result improves on existing sample complexity bounds.
Quadratic Dependence on the Uncertainty
Finally, we extend the previous results to the case of quadratic mapping δ → g(x, δ). Considering r ≥ 1 constraints, we have functions g i : X × ∆ → R, with i = 1, . . . , r, defined as
where
, and c i : R n → R. Without loss of generality, for all i = 1, . . . , r and all x ∈ R n , we can assume A i (x) = A i (x) . If we defineg(x, δ) := max i=1,...,r g i (x, δ), then we consider the chance constrained program
and also, for given multi-sample ω ∈ ∆ N , its scenario counterpart
Similar to the affine case, we upper bound the number of support constraints for problem SP quad [ω] in (14) and we derive the corresponding sample complexity. Analogously to the affine case, if rd(d + 3)/2 + r is smaller than the s-rank, then our sample complexity improves on all known bounds.
Discussion
We first compare our sample size with results from statistical learning theory. Then, we comment on the connection between our bound and the s-rank.
Comparison with Statistical Learning Theory
A different randomized method to solve CCP aff ( ) and CCP quad ( ) without making any assumption on the underlying probability distribution is based on statistical learning theory [15] , where the sample size scales with complexity O 
where ξ VC is a bound on the VC-dimension. More specifically, in case of CCP aff in (11) and CCP quad in (13), known bounds for the VC-dimension are ξ VC,aff = 2r log 2 (er)(d+1) and ξ VC,quad = 2r log 2 (er)(d(d+3)/2+1), respectively [13, 14, 17] . Comparing these bounds with our Proposition 3 and Proposition 4 it follows that ζ aff < ξ VC,aff and ζ quad < ξ VC,quad for any r and d. Moreover, since bound (4) is lower than (15) even for ζ = ξ VC , the required sample size based on our bound is always lower than the one based on statistical learning theory. This is not surprising, since statistical learning theory can be applied to any (non-convex) optimization program with finite VC-dimension, whereas the scenario approach is typically restricted to random convex programs. However, we remark here that recent results related to scenariobased optimization have extended the standard (convex) scenario approach to certain classes of random non-convex programs, see e.g. [27, 32, 33, 28] for theoretical results and [34] for an application towards randomized nonlinear MPC.
Connection to s-rank
In general, the sample bounds based on the s-rank and the bounds derived above (Theorem 1 and Theorem 2) are not directly comparable, because the s-rank relies on structure in the decision space, whereas the bounds introduced here exploit structure in the uncertainty space for linear and quadratic uncertainty.
For example, the s-rank can be readily computed for constraints of the form (x−x c (δ)) Q(x−x c (δ))−r(δ) ≤ 0, while it is not trivial to do so for δ A(x)δ + b(x) δ + c(x) ≤ 0, and vice versa. There are cases, however, where the s-rank and our bounds coincide. This is, for example, the case when the constraint function is bilinear in x and δ. In general, however, one should take the minimum of the s-rank and our bounds to obtain the lowest upper bound on Helly's dimension.
Connection to Previous Results
A similar problem to that of SP aff [ω] in (12) was recently studied in [26] in the context of Stochastic MPC, where the probability distribution was assumed to be absolutely continuous and p(x ) = 0. Under these additional assumptions, the result for SP aff [ω] can be improved to |sc(SP aff [ω])| ≤ rd, compared to r(d + 1) in Proposition 3. The result presented in this paper, however, applies to a wider range of problems, without any assumption on the underlying probability distribution, at the cost of a slight increase in the upper bound for Helly's dimension.
Illustrative Example
This section demonstrates the efficacy of the new bounds on an inventory management problem, based on the model proposed in [35] . The model consists of a warehouse and m factories, all of which produce the same good. The goal is to satisfy an uncertain demand while minimizing the average production cost of the m factories and storage cost of the warehouse over a given horizon of T semimonthly periods.
Let x ∈ R be the state, representing the inventory level of the warehouse. Its dynamics are given by
where v ∈ R is the nominal (predicted) demand, δ ∈ R the uncertainty in the demand, u ∈ R m the production level of the factories, 1 ∈ R m the all-one vector, and k ∈ {0, . . . , T − 1} is the time index. Assume that the nominal season-dependent demand at time step k is given by v k = 300 1 + We require that at each step the inventory level of the warehouse must not fall below 500 units with probability higher than , i.e.
while the output of each factory is limited to the interval [0, 567]. Our objective is to minimize the average production and storage cost
where q k = q T = 100, r k = k for all k ∈ {0, . . . , T − 1}, and u := (u 0 , . . . , u T −1 ). Further following [35] , we restrict our decisions to affine decision rules [36] of the form
where we optimize over all M k,j ∈ R m and h k ∈ R m . Let x 0 be the initial inventory level. Then the state at the kth stage is given by
Since input constraints are typically inflexible, we require these to be satisfied robustly, i.e. for every real-ization of the uncertainty. Hence, we are interested in the following inventory management problem.
with x k as in (18) . The matrix M is a collection of all M k,j , h := (h 0 , . . . , h T −1 ), and J(M, h) is obtained from (16) using (17) . Note that the above problem is a multi-stage problem and has both a chance constraint and a robust constraint for each stage. The robust constraint in (19) admits an exact reformulation as a set of linear constraints [6] . The chance constraints are replaced by sampled constraints as follows: for each
} be a multi-sample of cardinality N k , where δ k := (δ 0 , . . . , δ k−1 ). Then the kth chance constraint is replaced with N k sampled hard constraints, each corresponding to a sample
The sample size N k depends on the Helly's dimension of each stage, denoted by ζ k . We next compare the different bounds on ζ k based on the s-rank and the proposed new bounds.
Comparison of Sample Size
As reported in [37, Section III], the standard bound for ζ k is given by ζ The difference in the sample size also influences the required memory and computation time when solving the sampled problem. Figure 2 depicts an estimate of the memory required to formulate the sampled problem for different horizon lengths and different number of actuators. We observe that for N = 70 and m = 10, the memory required by the s-rank is 1.3 TB. On the other hand, the proposed bound required only 11 GB of memory for the same problem.
Simulation Results
In this section, we numerically compare the new bound versus the s-rank in simulation. First, we evaluate the tightness of both approaches by computing the empirical confidenceβ k for all stages. Second, we compare the empirical violation probability, the objective value, and the solving times. Figure 3 depicts the estimates of β k over the prediction horizon T . As it can be observed, the new bound is much closer to the desired values of β k = 0.1 than the s-rank for all stages k ≥ 2 and is only outperformed by the s-rank for the first stage. We thus infer that our new bound is for most stages less conservative than the existing bounds based on the s-rank.
Empirical Violation Probability and Cost
In this section, we study how the new bound affects the empirical violation probability and the optimal value of the scenario approach. To evaluate this, we set m = 5, T = 15, k = 0.1, and β k = 10 −7 for all k ∈ {1, . . . , N }, where the small confidence level virtually eliminates the possibility of getting an infeasible solution. Figure 4 shows the empirical violation probabilities k over the entire horizon. Similar to the empirical confidence, we also see that the new bound is closer to the desired value than the s-rank for the stages k ≥ 2, implying that the new bound is less conservative. This is also reflected on the cost, for which the s-rank (and also the standard bound) gives on average 4.9 · 10 5 , whereas the new bounds results in 4.8 · 10 5 , which is a reduction of about 2% with respect to the s-rank bound. Though this values might look small, is can result in a large savings in absolute terms. Finally, it should be mentioned that due to its smaller sample size, the new bound gives rise to significantly reduced computation times. Indeed, a sampled program using the new bound can be solved in 3 seconds, whereas the s-rank requires 41 seconds. Numerical experiments were conducted on a server running a 64-bit Linux operating system, equipped with 16-core hyperthreaded Intel Xeon processor at 2.6 GHz and 128 GB memory (RAM). We use the solver MOSEK interfaced via MATLAB 2014a.
Conclusion
We presented a new upper bound on Helly's dimension for random convex programs in which the constraint functions can be separated between the decision and uncertainty variables. As a consequence, the number of scenarios can be reduced significantly for problems where the dimension of the uncertain variable is smaller than the dimension of the decision variable. This leads to less conservative solutions, both in terms of cost and violation probability, as well as a reduction in the computational complexity of solution based on the scenario approach. A numerical example demonstrated the quality of the bound. We believe that both theoretical and applied research in the field of randomized MPC for uncertain linear systems could benefit from our results.
Proof of Proposition 1
Let us first prove the following auxiliary statement.
Proof. Consider SP mult [ω] subject to N ≥ m + 1 sampled constraints, generated by ω = {δ (1) , . . . , δ (N ) }. 
Becausep ∈ conv(P K ), there exist non-negative scalars {κ k } k∈K , such thatp = k∈Kκ k p k . Moreover,
Sincep also belongs to conv(P L ), we can analogously conclude thatp q(δ
∀i ∈ {m + 2, . . . , N } is satisfied automatically by convexity of g(·, δ).
Without loss of generality, we assume that 0 ∈ K, i.e. G(x ) ∈ P K and letx := k∈Kκ k x k . From the convexity of g(·, δ), for every i ∈ {1, . . . , N } it holds that g(x, δ 
Proof of Proposition 2
We first prove the following auxiliary statement.
Claim. If r = 1, then |sc(SP add [ω])| ≤ 1.
Proof. Consider SP add [ω] subject to N ≥ 2 sampled constraints, generated by ω = {δ (1) , . . . , δ (N ) }. Suppose, for the sake of contradiction, that there exists two support constraints. Without loss of generality, they are generated by the first two samples, i.e. sc(SP[ω]) = {δ (1) , δ (2) }. Let x be the optimal solution of SP add [ω] , and x 1 and x 2 be the optimal solutions of SP add [ω\{δ (1) }] and SP add [ω\{δ (2) }], respectively. By assumption, c x 1 < c x and c x 2 < c x . Note that H(x ), H(x 1 ), and H(x 2 ) are three real numbers. Without loss of generality, we assume H(x ) ≤ H(x 1 ) ≤ H(x 2 ). Since q(δ (1) ) + H(x ) ≤ 0 and q(δ (1) ) + H(x 2 ) ≤ 0, it immediately follows that q(δ (1) )+H(x 1 ) ≤ 0. However, since x 1 is the solution of SP add [ω\{δ (1) }], this would imply that x 1 is a feasible point of SP add [ω] with cost c x 1 < c x , giving the desired contradiction.
Let now r ≥ 1. From the above claim it holds that the number of support constraint for each row is at most 1. Therefore, with r constraints, there are at most r support constraints. This concludes the proof.
Proof of Proposition 4
Similar to the affine case, we proceed in two steps and first prove the following statement. We now let r ≥ 1. Since each constraint g i has at most d(d+3)+1 support constraints, with r constraints there are at most rd(d + 3) + r support constraints.
