Abstract: A transformation of polynomial matrices which preserves both the finite and infinite elementary divisor structure is presented and related to other known transformations.
INTRODUCTION Consider a linear homogeneous matrix difference equation of the form
A(σ) = A q σ q + A q−1 σ q−1 + . . .
where σ denotes the forward shift operator. It is known from (Antoniou et al. 1998a ) that (1) exhibits both forward and backward behavior due to the finite and infinite elementary divisors of A(σ) and not due to its finite and infinite zeros. Therefore our main interest is to propose a transformation that will preserve both the finite and infinite elementary divisors of polynomial matrices. Actually (Pugh and Shelton 1978) proposed the extended unimodular equivalence transformation (e.u.e.) which has the nice property of preserving only the finite elementary divisors, while (Vardulakis and Antoniou 2001) and (Karampetakis 2001a) have proposed an extension of the e.u.e., i.e. strict equivalence and divisor equivalence respectively, in order to preserve both the finite and infinite elementary divisors.
The main object of this paper is to prove that the equivalence relation defined in (Karampetakis 2001a ) minus one of the three conditions, provides necessary and sufficient conditions for the invariance of the finite and infinite elementary divisors, and that it is an equivalence relation.
Also we will prove that strict equivalence and divisor equivalence coincide.
PRELIMINARY RESULTS
We define by P (m, l) the class of (r + m) × (r + l) polynomial matrices where l and m are fixed integers and r ranges over all integers which are greater than max (−m, −l) .
Definition 1. Let A(σ) ∈ R[σ]
p×m with rank R(s) A(s) = r ≤ min (p, m) . The values λ i ∈ C that satisfy the condition rank C A(λ i ) < r are called finite zeros of A(s). Assume that A (σ) has l distinct zeros λ 1 , λ 2 , . . . , λ l ∈ C, and let
Since rankÃ(0) = rankA q the dual matrix A(σ) of A(σ) has zeros at σ = 0 iff rankA q < r. Let rankA q < r and let
be the local Smith form ofÃ(σ) at σ = 0 where µ j ∈ Z + and 0 ≤ µ 1 ≤ µ 2 ≤ ... ≤ µ r . The infinite elementary divisors (i.e.d.) of A(σ) are defined as the finite elementary divisors σ µj of its dualÃ(σ) at σ = 0. Define also as µ = r i=1 µ i .
We can easily observe from Definition 2 that
p×m has no i.e.d. iff rankA q = r where A q is the leading degree coefficient matrix of A(s). Let A 1 (s), A 2 (s) ∈ P (m, l) and suppose ∃ rational matrices M (s), N (s) s.t.
are polynomial matrices and the compound matrices
have full rank ∀s ∈ C then A i (s) are said to be extended unimodular equivalent (e.u.e).
E.u.e. allows matrices of different dimensions to be related and preserves the f.e.d.. However it does not preserve the i.e.d.. S.e. has the nice property of preserving both the f.e.d. and i.e.d. of polynomial matrices, note however that it relates matrices of the same dimensions.
Definition 5. (Karampetakis et al. 1994 ) If the compound matrices in (5) have full rank ∀s ∈ C then A i (s) are said to be {0}-equivalent.
{0}-equivalence preserves only the f.e.d. of the form s i , i > 0.
It is known (Praagman 1991) , (Antoniou et al. 1998b ) that the total number of f. The following lemma is required in the subsequent proofs.
Proof. It is easily seen using the same reasoning with Lemma 5.5.2 of (Walker 1988) . 2 Let A(s) as defined in (2). Then the pencil
is shown in (Karampetakis 2001a ) that is d.e. to A(s) and vice versa.
STRUCTURAL PROPERTIES OF D.E.
In what follows we will prove i) that the degree conditions imposed by d.e. are not needed and ii) that d.e. provide us with necessary and sufficient conditions in order for two polynomial matrices to possess the same f.e.d. and i.e.d.. The following technical relationships are required in the subsequent proofs. 
In order for M (s) A 2 (s) to have no i.e.d its highest coefficient matrix must be of full row rank i.e. rank M hc 0 = m + r. This is impossible since
e. implies that the matrices A 1 (s) and A 2 (s) are e.u.e. so they have the same f.e.d. (and of course the same number of f.e.d. i.e. S R (A 1 (s)) = S R (A 2 (s)) where S R (A(s)) denotes the total number of f.e.d. of A(s) (order accounted for)).Taking the duals of the compound matrices we get 
According to our assumption
In the above discussion we proved that it is impossible to find transforming matrices of d.e.
The latter is not the case when r = 0. Proof. First we will prove that if one of the chosen transforming matrices has degree more than
¿From (4) taking the duals gives
Also (4) is an e.u.e. relation and
[s] we have
Using (11) and (15) the following equation holds
In the second part of the proof we will show that if one of the chosen transforming matrices has degree less than
where A hc denotes the highest coefficient matrix of the polynomial matrix A(s). Note that from the first part of the proof if one of the matrices has degree less than d then the other one cannot have degree more than d. (22) we divide both sides with k and thus we get
In order to prove the absence of f.e. 
possess the same f.e.d. and i.e.d..
It is easily seen that both compound matrices of the above transformation include the unit matrix and therefore does not possess f.e.d.. Therefore the matrices (24) are e.u.e. and thus the matrices in (24) have the same f.e.d..
(25) The highest coefficient matrices of the above compound matrices are
with A 2,q2 = 0. It is easily seen that the above highest degree coefficient matrices have full row and column rank respectively and therefore the compound matrices in (25) 
where A(s) = A 0 +A 1 s+· · ·+A q1 s q1 and A 1 (s) = A 1,0 + A 1,1 s + · · · + A 1,q1 s q1 with A 1,q1 = 0. The highest coefficient matrices (h.c.m.) of the above compound matrices are :
It is easily seen that the above h.c.m. have full row and column rank respectively and therefore the compound matrices in (25) 
where s 0 is not a zero of A(s). It is easily proved that the above transformation is a d.e. transformation.
(ii) Symmetry. Let A 1 (s), A 2 (s) ∈ R c [s] be related by a d.e. transformation of the form 
Therefore from the transitivity property of d.e. 
CONCLUSIONS
The problem addressed in this paper is the restate of the divisor equivalence relation presented in (Karampetakis 2001a) . We have shown that this redefined transformation with one condition less, provide us with necessary and sufficient conditions for the invariance of the f.e.d. and i.e.d..
