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Abstract
For ordinary hermitian Hamiltonians, the states show the Kramers degeneracy when the
system has a half-odd-integer spin and the time reversal operator obeys Θ2 = −1, but no such
a degeneracy exists when Θ2 = +1. Here we point out that for non-hermitian systems, there
exists a degeneracy similar to Kramers even when Θ2 = +1. It is found that the new degeneracy
follows from the mathematical structure of split-quaternion, instead of quaternion from which
the Kramers degeneracy follows in the usual hermitian cases. Furthermore, we also show that
particle/hole symmetry gives rise to a pair of states with opposite energies on the basis of the
split-quaternion in a class of non-hermitian Hamiltonians. As concrete examples, we examine
in detail N × N Hamiltonians with N = 2 and 4 which are non-hermitian generalizations of
spin 1/2 Hamiltonian and quadrupole Hamiltonian of spin 3/2, respectively.
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1 Introduction
The original observation between time-reversal (TR) invariance and statistical mechanics is
traced back to Dyson who pointed out that TR operator Θ is naturally incorporated in the
algebra of quaternions if the system has a half-odd-integer spin and Θ2 = −1 [1]. He showed that
the Kramers degeneracy comes from mathematical structures of quaternion, and its statistical
properties are described by the symplectic group. On the basis of these, Avron et al. explored
topological properties of fermionic systems with TR symmetry [2], and the second Chern number
was introduced as an extension of the TKNN topological number of quantum Hall effect [3, 4]. The
TR symmetry and the resultant Kramers degeneracy also play a central role in recent developments
of the quantum spin Hall effects [5, 6] and topological insulators [7, 8, 9]. Indeed, the Kramers
degeneracy enables us to introduce a new class of topological numbers characterizing these phases.
The mathematical structures of the topological insulators have been studied in Refs.[10, 11, 12].
Meanwhile, if the system has an integer spin and Θ2 = +1 such as boson systems and systems
with even number of electrons, we have no such a Kramers degeneracy. Correspondingly, its
topological structure is rather simple and the Hamiltonian has a real structure in general. However,
such a consequence changes if we allow non-hermiticity of Hamiltonians. Indeed, as is shown
below, there is generally a degeneracy similar to the Kramers even when Θ2 = +1 in a class of
non-hermitian Hamiltonians.
2
Although we usually suppose hermiticity of Hamiltonian, non-hermitian Hamiltonians also
have applications to interesting problems such as open chaotic scattering [13], dissipative quan-
tum maps [14], and delocalization of pinned vortices in superconductors [15]. We also have
non-hermitian Hamiltonians as effective theories of hermitian systems. Moreover, non-hermitian
Hamiltonians might be meaningful themselves if a kind of TR symmetry such as PT symmetry
[16] or pseudo-hermiticity [17] is imposed. They are a part of the motivations that we pursue the
present work.
We investigate TR symmetry with Θ2 = +1 in non-hermitian Hamiltonians. From a gen-
eral argument, it is shown that such symmetry is naturally incorporated in the algebra of split-
quaternion, instead of quaternion. (See also related work [18, 19] in PT symmetric quantum
mechanics.) Then a new kind of degeneracy is obtained from structures of split-quaternion. As
concrete examples, we examine N ×N non-hermitian Hamiltonians up to N = 4. The structure
of split-quaternion is identified in these Hamiltonians, and we find that it has a close similarity
to the quaternion structure of the spin 1/2 Hamiltonian and quadrupole Hamiltonian of spin 3/2.
Furthermore, it is shown that the particle/hole symmetry also gives rise to a pair of states with
opposite energies (E,−E) in a class of non-hermitian Hamiltonians. Random matrix classification
of the non-hermitian models is also provided.
The organization of the paper is as follows. In Sec.2, a generalized Kramers degeneracy
in pseudo-Hermitian quantum mechanics is discussed. We point out relations between split-
quaternion and TR operation for Θ2 = +1, and show the existence of generalized Kramers degen-
eracy in pseudo-hermitian systems. We also argue relations between the particle/hole symmetry
and split-quaternions. The split-quaternion structure of integer spin systems is clarified, too. In
Sec.3, we show how the generalized Kramers theorem in pseudo-hermitian systems is incorporated
in the non-hermitian random matrix classification. As a concrete example of pseudo-hermitian
model with particle/hole symmetry, SU(1, 1) model is introduced in Sec.4, and basic properties of
the model are investigated. In Sec.5, we argue properties of the SO(3, 2) model with time reversal
symmetry Θ2 = +1 as a simple exemplification of the generalized Kramers degeneracy. It is also
shown that the SO(3, 2) model is realized as a SU(1, 1) quadrupole model with SU(1, 1) spin 3/2.
Sec.6 is devoted to summary and discussions.
2 Generalized Kramers degeneracy and split-quaternion
2.1 Split-quaternion and time-reversal symmetry
Let us start with a brief review of the split-quaternion. The split-quaternion [20] is a variant
of the quaternion [21] which is written as
q = w + xi+ yj + zk, (1)
with real numbers (w, x, y, z) in the basis (1, i, j, k). The algebra of the basis for the split-
quaternion is different from that for the quaternion, and it is given by
ij = k = −ji, jk = −i = −kj, ki = j = −ik, i2 = −1, j2 = 1, k2 = 1. (2)
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Note that j2 = 1 and k2 = 1, not j2 = −1 and k2 = −1 as in the quaternion case.
It has been known that the structure of the quaternion naturally arises in time-reversal (TR)
invariant systems. The TR operator is antiunitary, and anticommutes with i:
Θ = UK (3)
where U is a unitary operator and K complex conjugates everything to its right. For systems with
an integer spin, we have Θ2 = +1, while for systems with a half integer spin, Θ2 = −1.1 In the
latter case, the TR invariance results in the structure of quaternion for the Hamiltonian. Then,
what is a natural mathematical structure in the former ?
The answer is the split-quaternion. The TR operator is antiunitary
Θi = −iΘ. (4)
By identifying j and k with Θ and iΘ, respectively, one finds a correspondence between the triplet
of the TR algebra and the split-quaternion,
(i,Θ, iΘ) ↔ (i, j, k). (5)
Thus, the split-quaternion also fits into the TR symmetry with Θ2 = +1.
In spite of the argument above, it has been known that there is no such a split-quaternion
structure in the TR invariant Hamiltonians with Θ2 = +1. The Hamiltonian supports only a
real structure instead [1]. This is because usually the Hamiltonians are supposed to be hermitian.
This implicit assumption makes the split-quaternion into a real number. Nevertheless, physical
phenomena are not always described by hermitian Hamiltonians. Non-hermitian Hamiltonians also
have interesting physical applications. Then, if we consider a class of non-hermitian Hamiltonians,
the hidden split-quaternion structure becomes evident, as will be shown in the following sections.
2.2 Pseudo-hermiticity
A non-hermitian Hamiltonian H is called pseudo-hermitian [17], when it satisfies pseudo-
hermiticity
H† = ηHη−1, (6)
where η is a hermitian operator referred to as the metric operator. For example, consider a
nonunitary transformation G on a hermitian Hamiltonian H0, thenH = GH0G
−1 is not hermitian,
but pseudo-hermitian,
H† = G†−1H0G† = G†−1G−1HGG†, (7)
with a metric operator η = (GG†)−1.
1 The action of the TR operator is two, i.e. the system comes back to the original if we apply Θ twice. Thus Θ2
should be a phase eiα, which implies U = eiαUT and UT = Ueiα. This yields U = Ue2iα, so the phase is eiα = ±1.
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The reason why η is called the metric operator is that the time-independent inner product of
a state is given by a metric η. For a non-hermitian Hamiltonian, there generally exists a set of
states, |φ〉 and |ϕ〉〉 that satisfy [22]
i
∂
∂t
|φ〉 = H|φ〉, i ∂
∂t
|ϕ〉〉 = H†|ϕ〉〉. (8)
The time independent inner product is constructed as 〈φ|ϕ〉〉, as shown by
i
∂
∂t
〈φ|ϕ〉〉 = i∂〈φ|
∂t
|ϕ〉〉+ i〈φ|∂|ϕ〉〉
∂t
= −〈φ|H†|ϕ〉〉+ 〈φ|H†|ϕ〉〉 = 0. (9)
For a pseudo-hermitian Hamiltonian H, (6) leads to
i
∂
∂t
η|φ〉 = H†η|φ〉, i ∂
∂t
η−1|ϕ〉〉 = Hη−1|ϕ〉〉. (10)
Thus, we also have additional time-independent inner products, 〈φ|η|φ〉, 〈〈ϕ|η−1|ϕ〉〉. In the fol-
lowing, we mainly use 〈φ|ϕ〉〉 as the inner product unless explicitly written.
In order for the pseudo-hermiticity to be consistent with the TR symmetry, the condition (6)
should be commutative with the TR operation. This leads to η∗ = ±U †ηU , that is Θη = ±ηΘ.
Therefore, possible metric operators are classified into two: The first one satisfies [η,Θ] = 0,
and the second {η,Θ} = 0. Here we note that the latter case is proper for only non-hermitian
Hamiltonians. For hermitian Hamiltonians, we have η = 1. Thus η commutes with Θ rather
trivially.
2.3 Generalized Kramers degeneracy
Let us assume two conditions: one is the TR symmetry with Θ2 = +1
[H,Θ] = 0, (11)
and the other is the anticommutation relation
{η,Θ} = 0. (12)
Let |φn〉 be eigenstates of H,
H|φn〉 = En|φn〉. (13)
Then the corresponding eigenstates |φn〉〉 of H†,
H†|φn〉〉 = E∗n|φn〉〉, (14)
which satisfy
〈φn|φm〉〉 = 〈〈φm|φn〉 = δnm. (15)
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The eigenstates |φn〉 and |φn〉〉 satisfying (15) are known as the bi-orthonormal basis [23, 22]. By
using the pseudo-hermiticity (6), (14) is rewritten as
Hη−1|φn〉〉 = E∗nη−1|φn〉〉. (16)
We apply Θ from the left to both sides of (16) to have
HΘη−1|φn〉〉 = EnΘη−1|φn〉〉, (17)
where on the left-hand side, we utilized the time reversal invariance of the Hamiltonian (11). Thus
|φn〉 and Θη−1|φn〉〉 have the same eigenvalue En. Therefore, if they are linearly independent, we
have degeneracy in the eigenvalues of H. Note
〈〈φn|Θη−1|φn〉〉 = 〈〈Θ2η−1φn|Θφn〉〉 = 〈〈φn|η−1Θφn〉〉 = −〈〈φn|Θη−1|φn〉〉. (18)
In the first equation, we have used the antiunitary property of Θ, and the second equation follows
from Θ2 = +1 and the hermiticity of η−1. In the third equation, the anticommutation relation
between Θ and η−1 was utilized 2. Thus we have 〈〈φn|Θη−1|φn〉〉 = 0. On the other hand,
〈〈φn|φn〉 = 1 from (15). Therefore |φn〉 and Θη−1|φn〉〉 are linearly independent 3. As a result, we
have two-fold degeneracy in eigenstates of H, which is the generalized Kramers degeneracy.
In general, the generalized Kramers partner Θη−1|φn〉〉 is not coincident with Θ|φn〉. Actually,
unlike the TR symmetry with Θ2 = −1, TR symmetry with Θ2 = +1 does not imply that |φn〉
and Θ|φn〉 are linearly independent. Nevertheless, we can say that if eigenvalues of H are real,
the generalized Kramers partner is essentially the same as Θ|φn〉.
To see this, let us consider the eigenstate |φn〉 satisfying (13). Then the pseudo-hermiticity
leads to
H†η|φn〉 = Enη|φn〉. (19)
Therefore, η|φn〉 can be expanded as
η|φn〉 =
∑
m
|φm〉〉cmn, (20)
where the sum is taken for |φm〉〉’s satisfying (14) and (15) with E∗m = En. (Note that if there is
a degeneracy in the spectrum, we may have multiple such |φm〉〉’s.) Applying 〈φm| from the left,
we obtain
cmn = 〈φm|η|φn〉. (21)
Because of the hermiticity of η, cmn is hermitian for the indices m and n. Thus it can be
diagonalized by a unitary matrix G∑
lk
G†mlclkGkn = λmδmn, (22)
2For usual hermitian Hamiltonians, we have η = 1 in general. Thus, the anticommutativity (12) does not hold.
This is the reason why even if a hermitian Hamiltonian has TR symmetry with Θ2 = +1, there is no generalized
Kramers pair.
3Though |φn〉 and Θη
−1|φn〉〉 are linearly independent, they are not orthogonal, i.e. 〈φn|Θη
−1|φn〉〉 6= 0, in
general.
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with real λm. The eigenvalue λn is not zero because cmn is invertible. Thus taking the following
new bi-orthonormal basis
|φ′n〉 =
∑
m
|φm〉Gmn/
√
|λn|, |φ′n〉〉 =
∑
m
|φm〉〉Gmn
√
|λn|, 〈φ′n|φ′m〉〉 = δmn, (23)
we have
η|φ′n〉 = sgn(λn)|φ′n〉〉. (24)
Now suppose that En is real, then Em for |φm〉〉 in (20) is also real and coincides with En. This
yields that all |φm〉’s in the right hand side of the first equation in (23) have the same energy En.
In other words, |φ′n〉 remains to be an eigenstate of H with the eigenvalue of En. Applying Θη−1
from the left to both sides of (24), we find that the (generalized) Kramers partner Θη−1|φ′n〉〉 is
the same as Θ|φ′n〉 up to an irrelevant overall sign,
Θ|φ′n〉 = sgn(λn)Θη−1|φ′n〉〉. (25)
2.4 Particle/hole symmetry and split-quaternion
In addition to the TR invariance, we can have the particle/hole symmetry C which is antiuni-
tary. Here we briefly see the split-quaternion structure of particle/hole symmetric system.
We say that a Hamiltonian H has the particle/hole symmetry C if it satisfies
CHC−1 = −H. (26)
If we write C as C = ΓK with a unitary operator Γ, (26) is recast into
ΓHΓ† = −H∗. (27)
One can show that C2 = ±1.
In a manner similar to the TR symmetry, we have the split-quaternion structure if C2 = +1.
The correspondence between the particle/hole symmetry and the split-quaternion is
(i, C, iC) ↔ (i, j, k). (28)
When H is pseudo-hermitian, H† = ηHη−1 with {C, η} = 0, we find that eigenstates of H are
paired with eigenvalues (En,−En). Consider
H|φn〉 = En|φn〉,
H†|φn〉〉 = E∗n|φn〉〉, (29)
with 〈〈φn|φm〉 = 〈φm|φn〉〉 = δmn. It is found that |φn〉 and Cη−1|φn〉〉 have the eigenenergies En
and −En, respectively. Then, if η satisfies {η, C} = 0, we can show that |φn〉 and Cη−1|φn〉〉 are
linearly independent for any En, in a manner similar to Sec.2.3. Thus, the eigenstates of H are
paired. In particular, if we have a zero energy state with E = 0, then it should be degenerated.
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Note that the particle/hole symmetry itself implies that if |φn〉 is an eigenstate of H with
eigenenergy En, then C|φn〉 is the one with −E∗n. For a non-hermitian Hamiltonian, however, this
does not always mean additional pair of states. Indeed, if En is pure imaginary, then En is the
same as −E∗n, and |φn〉 and C|φn〉 can be the same. We can also say that if En is real, C|φn〉 is
essentially the same as Cη−1|φn〉〉: When the eigenenergies En are real, we can take the basis (23)
as the eigenstates of H, which leads to
C|φ′n〉 = sgn(λn)Cη−1|φ′n〉〉. (30)
Thus C|φ′n〉 and Cη−1|φ′n〉〉 coincide with each other up to a sign factor.
Formally we can treat the particle/hole symmetry as the TR symmetry by redefining H → iH.
In this case, however, the pseudo-hermiticity is replaced by “pseudo-anti-hermiticity”,
H† = −ηHη−1. (31)
2.5 Example: 2× 2 matrix
In this subsection, we will see the split-quaternion structure in a concrete example. Consider
a 2× 2 matrix, as the simplest nontrivial Hamiltonian. In general, by using the 2× 2 unit matrix
12 and the Pauli matrices σi (i = x, y, z), any 2× 2 matrix can be written as
H = h12 +
∑
i=x,y,z
hiσi, (32)
with complex numbers h and hi (i = x, y, z). Then suppose that H is invariant under the TR
symmetry Θ = UK with Θ2 = +1.
[H,Θ] = 0. (33)
Θ2 = +1 implies that U is a symmetric (unitary) matrix, U = UT . Following Ref.[1], U can be
U = 12 in a proper basis of the Hamiltonian. The TR invariance yields
h∗ = h, hx∗ = hx, hy∗ = −hy, hz∗ = hz, (34)
thus, we obtain
H = w12 + xσx + yiσy + zσz, (35)
with real numbers, w, x, y, z. The split-quaternion structure of H is evident if we notice the
following identification between the Pauli matrices and the basis for the split-quaternion,
(iσy, σx, σz)↔ (i, j, k), (36)
which reproduces the algebra (2). Thus the TR invariant Hamiltonian (35) is a split-quaternion.
Let us now impose the pseudo-hermiticity. To satisfy {Θ, η} = 0, the hermitian matrix η
should be pure imaginary, η∗ = −η. Thus it can be written as η = cσy with a real number c.
If H is pseudo-hermitian (6), we obtain x = y = z = 0. Therefore, the Hamiltonian becomes
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H = w12. While this Hamiltonian is rather trivial, we have a two-fold degeneracy. This can be
considered as the generalized Kramers degeneracy explained in Sec.2.3. In this case, any column
vectors |φ〉 = (a, b)T are eigenstates of H. The corresponding |φ〉〉 satisfying 〈φ|φ〉〉 = 1 is
|φ〉〉 = 1|a|2 + |b|2
(
a
b
)
. (37)
Thus the generalized Kramers partner, Θη−1|φ〉〉, is given by
Θη−1|φ〉〉 = − c
−1
|a|2 + |b|2σy
(
a∗
b∗
)
=
c−1
|a|2 + |b|2
(
ib∗
−ia∗
)
. (38)
One can easily check that |φ〉 and Θη−1|φ〉〉 are linearly independent if |a|2 + |b|2 6= 0.
Next, impose the pseudo-anti-hermiticity which implies w = 0 in (35), so
H = xσx + yiσy + zσz. (39)
The eigenvalues are E± = ±
√
x2 + z2 − y2. The corresponding eigenstates |φ±〉 are given by
|φ±〉 = c±
(
x+ y
±E − z
)
, E =
√
x2 + z2 − y2, (40)
where c± are constants. In accordance with the general argument in Sec.2.4, the eigenstate with
the eigenvalue E is paired with the one with −E.
We can also check that if we suppose the hermiticity of H, instead of the pseudo-hermiticity
or pseudo-anti-hermiticity, the split-quaternion structure is replaced by the real structure, y in
(35) being zero, thus H reduces to a 2× 2 real symmetric matrix.
2.6 Integer spin systems
In this subsection, we will see the split-quaternion structure of integer spin systems in which
Θ2 = +1. The spin, Si (i = x, y, z), changes its sign under the TR transformation
ΘSiΘ
−1 = −Si. (41)
Write Θ = UK, and the condition (41) is written as
USxU
−1 = −Sx, USyU−1 = Sy, USzU−1 = −Sz, (42)
where we have assumed the standard matrix realization of Si in which only Sy is complex and
pure imaginary. Then, U is given by 4
U = eipiSy , (43)
and
Θ2 = e2ipiSy = (−1)2S , (44)
4 The form of TR operator depends on the physical meaning of the operator. For instance, when Si denote
“isospin” labeling two different energy levels, the TR operator Θ is simply given by Θ = K.
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where S represents the magnitude of the spin. Thus, for integer S, Θ2 = +1, while for half-integer
S, Θ2 = −1. For low spins,
S = 1/2 : Θ = iσyK, (45a)
S = 1 : Θ =

 0 0 10 −1 0
1 0 0

K, (45b)
S = 3/2 : Θ =
(
0 iσy
iσy 0
)
K. (45c)
Let us first consider the S = 1 system. The TR operator is given by (45b). Since U is real
symmetric matrix, it can be diagonalized by an orthogonal matrix O,
Θ = O

 1 0 00 −1 0
0 0 −1

OTK. (46)
Then Θ is written as
Θ = OV V TOTK = (OV )K(OV )† (47)
with V = diag(1, i, i). Therefore, performing the unitary transformation OV on the basis, Θ is
recast into Θ = K.
Let us now impose the TR invariance Θ on the Hamiltonian. In general, the Hamiltonian H
is written as
H =
(
h+ hxσx + ih
yσy + h
zσz a
T
b c
)
, (48)
where h and hi (i = x, y, z) are complex numbers, a and b are two component complex vectors,
and c is a complex number. Take [H,Θ] = 0 with Θ = K, then all the elements of H are real. In
particular, from the correspondence (36), this implies that the left upper part of H is given by a
split-quaternion, hr = w + xσx + iyσy + zσz with real coefficients w, x, y, z.
Next, consider the S = 2 case, in which Sy is given by
Sy =
i
2


0 −2 0 0 0
2 0 −√6 0 0
0
√
6 0 −√6 0
0 0
√
6 0 −2
0 0 0 2 0

 , (49)
and the corresponding TR operator Θ becomes
Θ =


0 0 0 0 1
0 0 0 −1 0
0 0 1 0 0
0 −1 0 0 0
1 0 0 0 0

K. (50)
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In a manner similar to the above, we have Θ = K by choosing the basis properly. The TR
invariant Hamiltonian is given by
H =

 h
R
11 h
R
12 a
T
1
h
R
21 h
R
22 a
T
2
b1 b2 c

 , (51)
where hRIJ (I, J = 1, 2) are split-quaternions of the form
h
R
IJ = wIJ + xIJσx + iyIJσy + zIJσz, (52)
with real coefficients wIJ , xIJ , yIJ , zIJ . Here aI and bI (I = 1, 2) are real two row vectors, and c
is a real constant.
In general, for S =M with integer M , we can always choose the basis in which Θ is given by
Θ = K. Then a TR invariant Hamiltonian H is given by
H =
(
h
R
IJ a
T
I
bI c
)
, (53)
where hRIJ (I, J = 1, · · · ,M) are split-quaternions, and aI and bI (I = 1, · · · ,M) are real two
row vectors, and c is a real constant.
Note that if we impose the hermiticity on the Hamiltonian (53), H reduces to a real symmetric
Hamiltonian. Thus, our result here is consistent with the known result that the hermitian TR
invariant systems with integer spins belong to the orthogonal ensembles [1, 24].
3 Random matrix classification
The idea of random matrix ensembles, pioneered by Wigner and Dyson, is based on classifying
classes of matrices by discrete symmetries (e.g. see [24]). Altland and Zirnbauer established the
hermitian random matrix theory in the context of superconductivity [25, 26], which contains 10
classes. The random matrix classification was also applied to topological insulators [11].
Bernard and LeClair extended the random matrix classification for non-hermitian matrices
[27]. In this section, we apply the arguments in Sec.2 to the framework of the random matrix
classification.
3.1 Non-hermitian random matrix classification
Following Ref. [27], let us consider discrete symmetries on non-hermitian random matrices.
Suppose that the discrete symmetries are implemented by unitary transformations, and the system
comes back to the original up to a phase factor if they are applied twice. Then there are four
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possible transformations on a non-hermitian random matrix H 5:
K sym. : H = kH∗k−1, kk∗ = ±1, (54a)
Q sym. : H = ǫqqH
†q−1, q†q−1 = 1, (54b)
C sym. : H = ǫccH
T c−1, cT c−1 = ±1, (54c)
P sym. : H = −pHp−1, p2 = 1, (54d)
where ǫc and ǫq are signs, i .e. ǫc = ±1, and ǫq = ±1, and k, q, c, and p are unitary matrices,
kk† = 1, qq† = 1, cc† = 1, pp† = 1. (55)
Demanding that the transformations (54a)-(54d) commute, we have
q∗ = ±k−1qk†−1, kT c−1kc∗ = ±1, p∗ = ±k−1pk,
qT = ±c†q−1c, q = ±pqp†, c = ±pcpt. (56)
We refer to K symmetry as the TR symmetry. We can add the minus sign to the right hand
side of the first equation in (54a) by redefining H → iH. Thus we can also consider K symmetry
as the particle/hole symmetry.
Q symmetry corresponds to the pseudo-hermiticity (ǫq = 1) or the pseudo-anti-hermiticity
(ǫq = −1), defined in the previous section, by identifying q with η−1. We note that the corre-
spondence is not one-to-one. While q is a unitary operator, η is not always. (Both η and q are
hermitian.) Thus Q symmetry is a part of the pseudo-(anti-)hermiticity.
In the case of hermitian matrices, K symmetry is nothing but C symmetry. Thus, one often
refers to C symmetry as the TR symmetry if ǫc = 1 or particle/hole symmetry if ǫc = −1. For
non-hermitian matrices, however, they are different. Thus, in this paper, we do not refer to C
symmetry as the TR symmetry or particle/hole symmetry. C symmetry is obtained by combining
K and Q symmetries. Specifically, from K (54a) and Q (54b) symmetries, C symmetry (54c) is
obtained with c = kq∗ (up to a phase factor) and ǫc = ǫq.
Finally, P symmetry is called the chiral symmetry in literatures.
3.2 Random matrix classification and split-quaternion
Write
k = U, (57)
then (54a) gives the TR symmetry with Θ = UK as
[Θ,H] = 0, Θ2 = ±1. (58)
Next write
q = η−1, (59)
5The terminology “symmetry” is usually used for the operations that commute with Hamiltonian, but in this
section, “symmetry” refers to the operations (54a)-(54d).
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then (54b) reads
H† = ǫqηHη−1, η† = η. (60)
Thus Q symmetry with ǫq = 1 as the pseudo-hermiticity, and with ǫq = −1 as the pseudo-anti-
hermiticity.
If the first equation of (56) holds, a system has both K and Q symmetries. In terms of Θ and
η, the commutativity between K and Q, i.e. q∗ = ±k−1qk†−1, is written as
Θη ∓ ηΘ = 0. (61)
Thus K symmetry and Q symmetry are equipped with all the properties used in the arguments
in the previous section.
The arguments in the previous section lead to the following.
1. When a non-hermitian matrix has K symmetry with kk∗ = 1, the matrix supports the
split-quaternion structure.
2. If the non-hermitian matrix also has Q symmetry with ǫq = 1 and q
∗ = −k−1qk†−1, at the
same time, each eigenvalue of the non-hermitian matrix has two-fold degeneracy.
3. If the sign of Q symmetry is minus, i.e. ǫq = −1 (and if q and k satisfy q∗ = −k−1qk†−1),
each eigenstate with the eigenvalue E of the non-hermitian matrix has a partner state with
−E.
The second result is nothing but the generalized Kramers degeneracy in Sec.2.3, and the last one
comes from particle/hole symmetry arguments in Sec.2.4.
4 Random matrix class of the SU(1, 1) model
As a concrete realization of the statements in Sec.3.2, we introduce the SU(1, 1) models. First
consider K symmetry realized by k = σx with kk
∗ = 1. Although k can be k = 12 by taking a
proper basis[1] as mentioned in Sec. 2.5 and explicitly shown below, the present form of k = σx
is convenient to see the SU(1, 1) structure.
Any arbitrary 2× 2 matrix can be expanded by 2×2 unit and the Pauli matrices
H = h12 +
∑
i=x,y,z
hiσi, (62)
where h and hi (i = x, y, z) stand for complex parameters. The imposition of K symmetry specifies
h and hi as
h∗ = h, hx∗ = hx, hy∗ = hy, hz∗ = −hz. (63)
Thus, h, hx, hy are real parameters, while hz a pure imaginary parameter. Thus, the Hamiltonian
is rewritten as
H = w12 + xσx + yσy + izσz , (64)
with real parameters w, x, y, z. We further impose Q symmetry with q = σz. There are two types
of Q symmetry, corresponding to ǫq = ±1.
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4.1 ǫq = +1 : pseudo-hermiticity
In this case, the Hamiltonian takes the form of
H = w12. (65)
The Kramers degeneracy of this Hamiltonian was discussed in Sec.2.5. Indeed, K symmetry here
corresponds to Θ = σxK. Thus by applying the following unitary transformation,
Θ→ V †ΘV, V = 1√
2
(
1 −i
1 i
)
, (66)
Θ reduces to the one in Sec.2.5, Θ = K. At the same time, in this unitary transformation, q and
H become
q → V †σzV = σy, H → V †w12V = w12, (67)
which are also the same as those in Sec.2.5. Thus the degeneracy here can be understood as a
consequence of the generalized Kramers.
4.2 ǫq = −1 : pseudo-anti-hermiticity
When ǫq = −1, the Hamiltonian becomes
H = xσx + yσy + izσz. (68)
From the general theorem 3 in Sec.3.2, H is expected to have a partner state with E and −E.
Actually, the Hamiltonian has eigenvalues ±
√
x2 + y2 − z2, thus the energy eigenvalues are paired.
The eigenvalues are real when x2+y2−z2 ≥ 0, which corresponds to the model in quantum optics
[28]. In this case, the constant energy surface in the parameter space is a one-leaf hyperboloid,
H1,1. On the other hand, when x2 + y2 − z2 ≤ 0, the constant energy surface in the parameter
space is described by the two-leaf hyperboloid, H2,0. Here we will consider the properties of the
latter.
The corresponding Hamiltonian takes the pure imaginary eigenvalues with opposite sign.
Therefore, we transform H into iH, then deal with the following Hamiltonian,
H = −xτx − yτy + zτz =
(
z −ix− y
−ix+ y −z
)
. (69)
Here τi (i = x, y, z) are “Pauli matrices” of SU(1, 1):
τx = iσx, τy = iσy, τz = σz. (70)
(See Appendix D, also.) As a consequence of the transformation H → iH, the TR symmetry in
the original Hamiltonian is converted into the particle/hole symmetry
CHC−1 = −H, C = σx ·K, (71)
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and the pseudo-anti-hermiticity becomes the pseudo-hermiticity,
H† = ηHη−1, η = σz. (72)
Let us consider situations where all the eigenvalues of the Hamiltonian (69) are real. Then,
the parameters x, y, and z give coordinates on a two-leaf hyperboloid H2,0:
x2 + y2 − z2 = −r2 ≤ 0, (73)
where r is a real positive constant. Since x and y are real, z is taken either z ≥ r (upper leaf) or
z ≤ −r (lower leaf). The eigenvalues of the SU(1, 1) Hamiltonian (69) are given by
E± = ±r. (74)
On the upper leaf (z ≥ r), the eigenvectors are given by
|φ+〉 = 1√
2r(r + z)
(
r + z
y − ix
)
, |φ−〉 = 1√
2r(r + z)
(
y + ix
r + z
)
, (75)
which satisfy
〈φ±|η|φ±〉 = 〈φ±|σz|φ±〉 = ±1. (76)
Meanwhile, the eigenvectors of the hermite-conjugate Hamiltonian
H† = xτx + yτy + zτz =
(
z ix+ y
ix− y −z
)
, (77)
are
|ϕ+〉〉 = 1√
2r(r + z)
(
r + z
−y + ix
)
, |ϕ−〉〉 = 1√
2r(r + z)
(
−y − ix
r + z
)
, (78)
which satisfy
〈〈ϕ±|η−1|ϕ±〉〉 = 〈〈ϕ±|σz|ϕ±〉〉 = ±1. (79)
The bi-orthonormal bases, |φ±〉 and |ϕ±〉〉, satisfy
〈φm|ϕn〉〉 = δmn,
∑
m=±
|φm〉〈〈ϕm| = |φ+〉〈〈ϕ+|+ |φ−〉〈〈ϕ−| = 12, (80)
and are related as 6
|φ±〉 η−→ η|φ±〉 = σz|φ±〉 = ±|ϕ±〉〉. (84)
6Similarly, for the lower-leaf (z ≤ −r), the eigenvectors are
|φ′+〉 =
1√
2r(r − z)
(
−y − ix
r − z
)
, |φ′−〉 =
1√
2r(r − z)
(
r − z
−y + ix
)
, (81)
and
|ϕ′+〉〉 =
1√
2r(r − z)
(
y + ix
r − z
)
, |ϕ′−〉〉 =
1√
2r(r − z)
(
r − z
y − ix
)
. (82)
They satisfy
〈φ′±|σz|φ
′
±〉 = 〈〈ϕ
′
±|σz|ϕ
′
±〉〉 = ∓1, 〈φ
′
m|ϕ
′
n〉〉 = δmn. (83)
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From the general arguments in Sec. 2.4, the particle/hole pair of |φm〉 is given by Cη−1 |ϕm〉〉.
With η = σz and C = σxK, the particle/hole pair of |φ±〉 is given by
Cη−1 |ϕ±〉〉 = −iσyK|ϕ±〉〉 = ±|φ∓〉. (85)
Thus, the particle/hole pair of |φ+〉 is |φ−〉. Indeed, |φ+〉 and |φ−〉 are eigenstates of H with
opposite energies, E+ = r and E− = −r. Though |φ+〉 and |φ−〉 are not orthogonal in the usual
sense, i.e. 〈φ+|φ−〉 6= 0, they are linearly independent. They are orthogonal in the sense of
pseudo-inner product:
〈φ−|σz|φ+〉 = 0. (86)
Applying Cη−1 from the left to the both sides of (84), η|φ±〉 = ±|ϕ±〉〉, we have
C|φ±〉 = ±Cη−1|ϕ±〉〉. (87)
Therefore, Cη−1|ϕ±〉〉 is equal to C|φ±〉 up to sign. (See also (30) in Sec.2.4.) Indeed,
|φ±〉 C−→ |φ∓〉 = C|φ±〉. (88)
Thus, we find that the particle/hole pair of |φ±〉 is simply given by C|φ±〉 in the present case.
The relations of bi-orthonormal bases, |φ±〉 and |ϕ±〉〉, are summarized in Fig.1.
φ
φ
+
−
ϕ+
ϕ
−
η
η
C C
Figure 1: The relations between the eigenvectors of the SU(1, 1) model.
5 Random matrix class of SO(3, 2) model
As a non-trivial realization of the generalized Kramers, we introduce SO(3, 2) model. First
consider K symmetry realized by
k =
(
σx 0
0 σx
)
, (89)
which satisfies kk∗ = 1. Any arbitrary 4× 4 matrix can be expanded as
H = h 14 +
5∑
a=1
haγa +
5∑
a<b=1
habγab, (90)
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where 14 is 4 × 4 unit matrix, h, ha and hab stand for complex parameters, γa denote SO(3, 2)
gamma matrices
γ1 =
(
0 σx
−σx 0
)
, γ2 =
(
0 σy
−σy 0
)
, γ3 =
(
0 −iσz
iσz 0
)
, γ4 =
(
0 12
12 0
)
, γ5 =
(
12 0
0 −12
)
,
(91)
and γab are SO(3, 2) generators constructed by
γab =
1
4i
[γa, γb]. (92)
The sixteen matrices, 14, γa, γab, amount to complete matrix bases that span arbitrary 4 × 4
matrix. The imposition of K symmetry specifies h and ha as real parameters and hab as pure
imaginary parameters,
h∗ = h, ha∗ = ha, hab
∗
= −hab. (93)
Thus, the Hamiltonian becomes
H = w 14 +
5∑
a=1
xaγa + i
5∑
a<b=1
xabγab, (94)
with real parameters, w, xa and xab. We further impose Q symmetry
q =
(
σz 0
0 σz
)
, (95)
which satisfies q∗ = −k−1qk†−1. According to two types of Q symmetry, ǫq = ±1, the Hamiltonian
takes two different forms shown in Sec.5.1 and Sec.5.2, respectively.
5.1 ǫq = +1: pseudo-hermiticity
In this case, the Hamiltonian becomes 7
H = w 14 +
5∑
a=1
xaγa. (96)
From the general theorem 2 in Sec.3.2, this Hamiltonian is expected to exhibit Kramers degeneracy.
The Hamiltonian is invariant under the time reversal symmetry
ΘHΘ−1 = H, (97)
where
Θ =
(
σx 0
0 σx
)
·K, (98)
with Θ2 = +1.
7This is the first nontrivial form of self-dual real split-quaternion matrix. See Appendix C for details.
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The SO(3, 2) Hamiltonian (96) is rewritten as
H =
(
x512 x
412 − ixiτi
x412 + ix
iτi −x512
)
, (99)
where xiτi ≡ xτx + yτy + zτz. (
∑3
i=1 x
iτi will be abbreviated as x
iτi hereafter.) The eigenvalues
of H are derived as E± = ±
√
−(x1)2 − (x2)2 + (x3)2 + (x4)2 + (x5)2. Note that we have two-fold
degeneracy in the spectrum, which comes from the generalized Kramers theorem mentioned in
Sec.2.3.
Let us consider situations where all the eigenvalues of (99) are real:
(x1)2 + (x2)2 − (x3)2 − (x4)2 − (x5)2 = −r2 ≤ 0, (100)
where r is a real positive constant. (When x4 = x5 = 0, the SO(3, 2) model is reduced to two
independent SU(1, 1) models.) The eigenvalues of the SO(3, 2) model (99) are
E± = ±r. (101)
Here E+ and E− are doubly degenerate, respectively. For x5 > −r, the eigenvectors are given by
|ψ+α〉 = 1√
2r(r + x5)
(
(r + x5)φα
(x4 + ixiτi)φα
)
,
|ψ−α〉 = 1√
2r(r + x5)
(
(−x4 + ixiτi)φα
(r + x5)φα
)
, (102)
where φα (α = ±) represent two-component spinors that account for double degeneracy. Take φ±
as
φ+ =
(
1
0
)
, φ− =
(
0
1
)
. (103)
The hermitian conjugate of the Hamiltonian (99) is
H† =
(
x512 x
412 − ixiτ †i
x412 + ix
iτ †i −x512
)
. (104)
Since
H†
2
= H2 = r214, (105)
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the eigenvalues of H† are also given by ±r, and the corresponding eigenvectors are 8
|χ+α〉〉 = 1√
2r(r + x5)
(
(r + x5)φα
(x4 + ixiτ †i )φα
)
,
|χ−α〉〉 = 1√
2r(r + x5)
(
(−x4 + ixiτ †i )φα
(r + x5)φα
)
. (110)
|ψmα〉 and |χmα〉〉 are related as
|ψmα〉 η−→ η|ψmα〉 = α|χmα〉〉. (111)
With (102) and (110), it is straightforward to confirm that |ψmα〉 and |χmα〉〉 indeed constitute
the bi-orthonormal basis:
〈ψmα|χnβ〉〉 = δmnδαβ , (112)∑
m,α=+,−
|ψmα〉〈〈χmα| = |ψ++〉〈〈χ++|+ |ψ+−〉〈〈χ+−|+ |ψ−+〉〈〈χ−+|+ |ψ−−〉〈〈χ−−| = 14.
With (111), the time-independent inner products induced by η are given as
〈ψmα|η|ψnβ〉 = 〈〈χmα|η|χnβ〉〉 = αδmnδαβ . (113)
Note the sign of these products depends on their “spin” directions.
8For x5 < r, the eigenvectors are
|ψ′+α〉 =
1√
2r(r − x5)
(
(−x4 + ixiτi)φα
−(r − x5)φα
)
,
|ψ′−α〉 =
1√
2r(r − x5)
(
(r − x5)φα
−(x4 + ixiτi)φα
)
. (106)
|ψ±α〉 and |ψ
′
±α〉 are related by the SU(1, 1) transformation
g± =
1√
r2 − (x5)2
(−x4 ± ixiτi), (107)
where g− = g+
−1. The eigenvectors of H† are
|χ′+α〉〉 =
1√
2r(r − x5)
(
(−x4 + ixiτ †i )φα
−(r − x5)φα
)
,
|χ′−α〉〉 =
1√
2r(r − x5)
(
(r − x5)φα
−(x4 + ixiτ †i )φα
)
. (108)
|χ±α〉〉 and |χ
′
±α〉〉 are related by the SU(1, 1) transformation
g
′
± =
1√
r2 − (x5)2
(−x4 ± ixiτ †i ), (109)
where g′− = g
′
+
−1
.
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As mentioned above, two-fold degeneracy is a consequence of the generalized Kramers theorem.
The generalized Kramers pair of |ψmα〉 is given by Θη−1|χmα〉〉. Here, η and Θ are given by η = q
(95) and Θ (98). Therefore, the generalized Kramers pair is derived as
Θη−1|χmα〉〉 = −
(
iσy 0
0 iσy
)
K|χmα〉〉 = α|ψmα¯〉, (114)
where α¯ is the opposite spin of α; α = −α, i.e. (+) = −, (−) = +. Thus, |ψmα〉 and |ψmα¯〉 are
indeed the generalized Kramers pair. Notice the “spins” α of the generalized Kramers pair are
opposite to each other. Though they are not orthogonal in the ordinary sense, they are linearly
independent. In the present case, they are orthogonal in the following inner product:
〈ψmα¯|η|ψmα〉 = 0. (115)
Since we have the relation (111) which corresponds to (24) with real eigenenergies, the generalized
Kramers pair Θη−1|χmα〉〉 is equivalent to Θ|ψmα〉 (see Sec.2.3). Indeed,
|ψmα〉 Θ−→ Θ|ψmα〉 = |ψmα¯〉. (116)
Thus, we find the generalized Kramers pair is simply given by Θ|ψmα〉.
The relations between |ψmα〉 and |χmα〉〉 are summarized in Fig.2.
−
ψ+
−
+
−
ψ+ −+
−
χ +
−
+
−
χ + −+
η
η
ΘΘ
Figure 2: The relations between the eigenvectors of the SO(3, 2) model.
5.2 ǫq = −1: pseudo-anti-hermiticity
When ǫq = −1, the Hamiltonian takes the form of
H = i
5∑
a<b=1
xabγab. (117)
The Hamiltonian is invariant under the particle/hole symmetry
CHC−1 = −H, (118)
where
C =
(
σx 0
0 σx
)
·K, (119)
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with C2 = +1. From the theorem 3 in Sec.3.2, we expect H has partner states whose energies
are E and −E. Indeed, an explicit calculation shows the Hamiltonian has two paired states with
energies (E1,−E1) and (E2,−E2) (in general E1 6= E2)9.
5.3 Realization as J = 3/2 SU(1, 1) quadrupole model
In Ref.[2], Avron et al. demonstrated that the S = 3/2 quadrupole Hamiltonian can be
expressed by an SO(5) Hamiltonian. Here, we demonstrate how such arguments are generalized
to the present non-hermitian case. The correspondences between SU(2) and SO(5); and SU(1, 1)
and SO(3, 2) suggest that the SU(1, 1) spin 3/2 quadrupole Hamiltonian may be expressed by an
SO(3, 2) Hamiltonian. The SU(1, 1) spin Ji (i = x, y, z) are defined so as to satisfy
[Ji, Jj ] = iǫijkJ
k, (120)
where ǫijk denote the totally antisymmetric 3-rank tensor with ǫxyz = 1, and J
i = (Jx, Jy,−Jz).
With real 3×3 quadrupole coefficients Qij , we introduce the SU(1, 1) quadrupole Hamiltonian as
H(Q) =
∑
i,j=x,y,z
QijJiJj . (121)
The SU(1, 1) quadrupole Hamiltonian is invariant under the SU(1, 1) spin flipping transformation
Ji → −Ji. (122)
The five basis elements of Qij are taken as
Q1 =
1√
3

 0 0 10 0 0
1 0 0

 , Q2 = 1√
3

 0 0 00 0 1
0 1 0

 , Q3 = 1√
3

 1 0 00 −1 0
0 0 0

 ,
Q4 =
1√
3

 0 1 01 0 0
0 0 0

 , Q5 = 13

 1 0 00 1 0
0 0 2

 , (123)
which are orthonormal 10
(Qa, Qb) =
3
2
Tr(QaQb) = δab. (124)
With the use of Qa, an arbitrary quadrupole matrix is expanded as
Q =
5∑
a=1
xaQa, (125)
9The expressions of E1 and E2 are rather lengthy, so we omit their explicit formulae.
10 Note that Q5 is different from the traceless quadrupole matrix,
1
3

−1 0 00 −1 0
0 0 2

, used in Ref.[2].
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where xa are real, and the SU(1, 1) quadrupole Hamiltonian (121) is expressed as
H(Q) =
5∑
a=1
xaH(Qa) (126)
where
H(Qa) =
∑
i,j=x,y,z
(Qa)
ijJiJj . (127)
More explicitly, they are
H(Q1) =
1√
3
{Jx, Jz}, H(Q2) = 1√
3
{Jy, Jz}, H(Q3) = 1√
3
(J2x − J2y ),
H(Q4) =
1√
3
{Jx, Jy}, H(Q5) = 1
3
(J2x + J
2
y + 2J
2
z ). (128)
In particular, for J = 3/2, the SU(1, 1) spin is given by 4× 4 matrices
Jx =
1
2


0
√
3i 0 0√
3i 0 2i 0
0 2i 0
√
3i
0 0
√
3i 0

 , Jy = 12


0
√
3 0 0
−√3 0 2 0
0 −2 0 √3
0 0 −√3 0

 , Jz = 12


3 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −3

 .
(129)
The spin flipping operator Θ′ satisfying
Θ′JiΘ′
−1
= −Ji, (130)
is given by
Θ′ =
(
0 σx
σx 0
)
·K. (131)
Since Θ′ satisfies
Θ′2 = +1, (132)
Θ′ can be regarded as the TR operator for Θ′2 = +1. (See Appendix D, for more details about
the SU(1, 1) spin flipping operator.) Since H(Qa) are the quadratic forms of the SU(1, 1) spins
(128), they are invariant under the SU(1, 1) spin flipping operation. By substituting (129) into
(128), H(Qa) are explicitly derived as
H(Qa) = γ
′
a, (133)
with γ′a being SO(3, 2) gamma matrices
γ′1 =
(
iσx 0
0 −iσx
)
, γ′2 =
(
iσy 0
0 −iσy
)
, γ′3 =
(
0 −12
−12 0
)
,
γ′4 =
(
0 i12
−i12 0
)
, γ′5 =
(
σz 0
0 −σz
)
. (134)
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Therefore, the J = 3/2 SU(1, 1) quadrupole model is expressed by
H =
5∑
a=1
xaγ′a, (135)
and the Hamiltonian is invariant under the TR transformation of Θ′, [H,Θ′] = 0. By rearranging
the basis, γ′a (134) are transformed to the previous SO(3, 2) gamma matrices γa (91), and Θ
′
(131) is also to Θ (98). Thus, we have shown that the J = 3/2 SU(1, 1) quadrupole Hamiltonian
is equivalent to the SO(3, 2) Hamiltonian.
6 Summary and discussion
We explored the generalized Kramers degeneracy for Θ2 = +1 in pseudo-hermitian quantum
mechanics. As the quaternions realize the TR operation for Θ2 = −1, the split-quaternions the
TR operation for Θ2 = +1. We showed, by passing from the quaternions to split-quaternions, the
following generalized theorems in pseudo-hermitian quantum mechanics:
• If the system is invariant under the TR transformation Θ2 = +1 and also TR operator Θ is
anticommutative with the metric operator, the system has at least doubly degenerate states:
the generalized Kramers pair.
• When the system is invariant under the particle/hole transformation C2 = +1 and also
charge-conjugation operator C is anticommutative with the metric operator, the system has
paired states with E and −E: the particle/hole pair.
In both cases, the Hamiltonians necessarily possess the split-quaternion structure. We also identi-
fied TR, particle/hole, and pseudo-(anti-)hermitian symmetries in the non-hermitian category pro-
posed by Bernard and LeClair [27], and reconsidered the above theorems in view of non-hermitian
random matrix. As a concrete example of the second theorem stated above, we investigated the
SU(1, 1) model, and confirmed that the theorem indeed holds. Similarly, as an example of the first
theorem, we introduced the SO(3, 2) model. We confirmed that the SO(3, 2) Hamiltonian is in-
variant under TR transformation, and the TR symmetry brings double degeneracy to the SO(3, 2)
model, exactly analogous to the Kramers degeneracy of the SO(5) model. The correspondences
between the SO(3, 2) and J = 3/2 SU(1, 1) models are also clarified.
As pointed out in Ref.[2], the structure of the original SO(5) model is related to instantons
and twistor theory. Similarly, the present SO(3, 2) model is related to split-instantons [29] and
twistor theory [30]. The present work was inspired by recent developments of the pseudo-hermitian
quantum mechanics and the topological insulator in condensed matter physics. This work may
hopefully be regarded as the first step of interplay between these two developments. It is intriguing
to speculate realizations of the pseudo-hermitian quantum mechanics in condensed matter physics.
We would like to pursue the issue in a future research.
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A SU(1, 1) and SO(3, 2)
Here we briefly review the non-compact groups, SU(1, 1) and SO(3, 2).
The SU(1, 1) group consists of 2× 2 matrices g satisfying the following relations,
g†σzg = σz, detg = 1. (136)
Expanding g by its generators, τi (i = x, y, z), g = 1 + i
∑
i θiτi + · · · with real parameters θi, we
obtain
τ †i σz − σzτi = 0, trτi = 0. (137)
Thus the generators of SU(1, 1) are given by
τx = iσx, τy = iσy, τz = σz, (138)
where σi (i = x, y, z) are the standard Pauli matrices for SU(2) group. The SU(1, 1) Pauli
matrices, τi = (τx, τy, τz) = (iσx, iσy, σz), satisfy the following relations:
σxτiσx
−1 = −τ∗i , (139a)
σyτiσy
−1 = −τit, (139b)
σzτiσz
−1 = τi†. (139c)
The SO(3, 2) group is linear transformations with unit determinant acting on a five dimensional
vector (x1, x2, x3, x4, x5) and preserving the following norm,
− x21 − x22 + x23 + x24 + x25. (140)
Its element is given by a 5× 5 matrix G which satisfies,∑
cd
GacGbdηcd = ηab, detG = 1, (141)
with ηab = diag(−1,−1, 1, 1, 1). Expanding G by its generators Mab (a, b = 1, 2, · · · , 5), we find
(Mab)ceηed + (M
ab)deηce = 0, (M
ab)cc = 0, (142)
where we use the convention in which the repeating indices are summed. These relations are met
by the following Mab,
(Mab)cd = i(δcaηbd − δcbηad), (143)
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which satisfies
[Mab,M cd] = −i(ηacM bd − ηbcMad − ηadM bc − ηbdMac). (144)
Now consider the spinor representation of SO(3, 2). The spinor representation is given by the
4× 4 matrices γa with anticommutation relations
{γa, γb} = 2ηab. (145)
The anticommutation relation is obtained by
γ1 =
(
0 σx
−σx 0
)
, γ2 =
(
0 σy
−σy 0
)
, γ3 =
(
0 −iσz
iσz 0
)
,
γ4 =
(
0 12
12 0
)
, γ5 =
(
12 0
0 −12
)
, (146)
and the SO(3, 2) algebra (144) is realized by
Mab = γab ≡ 1
4i
[γa, γb]. (147)
The gamma matrices (146) and generators (147) of SO(3, 2) satisfy the following relations,
kγak
−1 = γa∗, kγabk−1 = −γab∗, (148a)
cγac
−1 = γat, cγabc−1 = −γabt, (148b)
qγaq
−1 = γa†, qγabq−1 = γab†, (148c)
where
k =
(
σx 0
0 σx
)
, c =
(
σy 0
0 σy
)
, q =
(
σz 0
0 σz
)
. (149)
B Quaternion and split quaternion
The quaternion (1, e1, e2, e3) are defined so as to satisfy [21]
(e1)
2 = −1, (e2)2 = −1, (e3)2 = −1,
eiej = −ejei (i 6= j), e1e2e3 = −1. (150)
The “imaginary” quaternions are realized as Pauli matrices as
(e1, e2, e3) = (−iσx,−iσy,−iσz). (151)
The split-quaternion algebra (1, q1, q2, q3) is simply obtained by flipping two signs of squares of
quaternions:
(q1)
2 = +1, (q2)
2 = +1, (q3)
2 = −1,
qiqj = −qjqi (i 6= j), q1q2q3 = −1. (152)
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The split-quaternions are realized by non-hermitian matrices as
(q1, q2, q3) = (iτx, iτy, iτz) = (−σx,−σy, iσz), (153)
where τi (i = x, y, z) denote the SU(1, 1) “Pauli matrices” (138). They satisfy
[τi, τj ] = 2iǫijkτ
k, {τi, τj} = −2ηij , (154)
where ǫijk is the three rank antisymmetric tensor with ǫxyz = 1, while ηij = diag(+1,+1,−1) and
τ i = (τx, τy,−τz). Replacing the imaginary unit i in σy (151) with three imaginary quaternions,
the Pauli matrices are “enhanced” to yield SO(5) gamma matrices:(
0 iσx
−iσx 0
)
,
(
0 iσy
−iσy 0
)
,
(
0 iσz
−iσz 0
)
,
(
0 12
12 0
)
,
(
12 0
0 −12
)
. (155)
It is straightforward to see that (155) satisfy {γa, γb} = 2δab. By applying such substitution in the
case of split-quaternions, we obtain 4× 4 non-hermitian gamma matrices of SO(3, 2) (146). The
correspondence can also be naturally understood by noticing isomorphism of groups: SU(2) ≃
USp(2) and SO(5) ≃ USp(4); SU(1, 1) ≃ Sp(2, R) and SO(3, 2) ≃ Sp(4, R).
C Definitions and relations for split-quaternions
We introduce the terminology for split-quaternions in the same spirit for quaternions (see
Refs.[1, 24] for instance). The split-quaternion generally takes the form of
q = cq0 + ciqi, (156)
where c and ci (i = 1, 2, 3) are complex numbers. There are three types of conjugation for split-
quaternion: The complex conjugate, split-quaternionic conjugate, and split-quaternionic hermitian
conjugate, which are respectively defined by
q∗ = c∗q0 + c∗i qi, (157a)
q = cq0 − ciqi, (157b)
q‡ ≡ (q∗) = c∗q0 − c∗i qi. (157c)
Such conjugations have the following properties:
(q1 · q2)∗ = q1∗ · q2∗, (q1 · q2) = q2 · q1, (q1 · q2)‡ = q2‡ · q1‡. (158)
With the matrix realization (153), split-quaternion (156) is expressed as
q = c+ ciiτi = c− c1σx − c2σy + c3iσz =
(
c+ ic3 −c1 + ic2
−c1 − ic2 c− ic3
)
. (159)
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Correspondingly, the three kinds of conjugate (157) are
q∗ = c∗ + c∗i iτi = c
∗ − c∗1σx − c∗2σy + c∗3iσz =
(
c∗ + ic∗3 −c∗1 + ic∗2
−c∗1 − ic∗2 c∗ − ic∗3
)
, (160a)
q = c− ciiτi = c+ c1σx + c2σy − c3iσz =
(
c− ic3 c1 − ic2
c1 + ic2 c+ ic3
)
, (160b)
q‡ = c∗ − c∗i iτi = c∗ + c∗1σx + c∗2σy − c∗3iσz =
(
c∗ − ic∗3 c∗1 − ic∗2
c∗1 + ic
∗
2 c
∗ + ic∗3
)
. (160c)
Due to the non-hermitian property of the split-quaternions, τi
† = (−τx,−τy, τz), the split-quaternionic
hermitian conjugate (160c) does not coincide with the ordinary definition of the hermitian conju-
gate
q† = c∗ − c∗i iτi† = c∗ − c∗1σx − c∗2σy − c∗3iσz =
(
c∗ − ic∗3 −c∗1 + ic∗2
−c∗1 − ic∗2 c∗ + ic∗3
)
. (161)
(In the quaternion case, the quaternionic hermitian conjugate coincides with the ordinary hermi-
tian conjugate.)
The real split-quaternion is defined as
qr = wq0 + x
iqi =
(
w + ix3 −x1 + ix2
−x1 − ix2 w − ix3
)
, (162)
where w and xi (i = 1, 2, 3) are real numbers. The necessary and sufficient condition for the real
split-quaternion is given by
q‡ = q. (163)
An M ×M split-quaternion matrix (2M ×2M matrix in the usual sense) Q is defined as a matrix
whose matrix elements are split-quaternions:
(Q)IJ = qIJ , (164)
where I, J = 1, 2, · · · ,M . The complex conjugation, split-quaternionic conjugation, and split-
quaternionic hermitian conjugation of Q, are respectively defined as
(Q∗)IJ = qIJ∗, (165a)
(Q)IJ = qJI , (165b)
(Q‡)IJ = qJI ‡. (165c)
We call Q the “dual” of Q. The split-quaternionic hermitian matrix is a split-quaternion matrix
that satisfies
Q‡ = Q. (166)
Unlike quaternion matrix, the split-quaternionic hermitian matrix is not hermitian in the usual
sense. For instance, q = w + ixiqi = w − xiτi =
(
w − x3 −ix1 − x2
−ix1 + x2 w + x3
)
(with real numbers
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w, x1, x2, x3) is split-quaternionic hermitian, but not hermitian in the usual sense. A real split-
quaternionic matrix refers to the matrix whose components are real split-quaternions qrIJ ,
(Qr)IJ = q
r
IJ , (167)
and then Qr satisfies the relation
Q‡ = Q. (168)
The self-dual real split-quaternion matrix is defined as a split-quaternion matrix that satisfies
both (166) and (168):
Q = Q‡ = Q. (169)
Thus, the split-quaternionic hermitian real split-quaternion matrix is equivalent to the self-dual
real split-quaternion matrix. (The condition Q = Q is the self-dual condition.) The terminology
“split-quaternionic hermitian real split-quaternion” is rather clumsy, so we use “self-dual real
split-quaternion” instead. Such self-dual real split-quaternion matrix generally accommodates
the generalized Kramers degeneracy for Θ2 = +1 11. In low dimensions, the self-dual real split-
quaternion matrices are given by
M = 1 : Q1 =
(
w 0
0 w
)
= w12,
M = 2 : Q2 =


w + x5 0 x4 − ix3 x1 − ix2
0 w + x5 x1 + ix2 x4 + ix3
x4 + ix3 −x1 + ix2 w − x5 0
−x1 − ix2 x4 − ix3 0 w − x5

 , (170)
where w, x1, · · · , x5 are real parameters. With the SO(3, 2) gamma matrices (91), Q2 is concisely
represented as
Q2 = w14 +
5∑
a=1
xaγa. (171)
Q1 and Q2 are exactly equal to the matrices (65) and (96), respectively. They have both K and
Q symmetries (ǫq = +1), and their eigenvalues are
M = 1 : w
M = 2 : w ±
√
−(x1)2 − (x2)2 + (x3)2 + (x4)2 + (x5)2, (172)
with double degeneracy (of the generalized Kramers).
D Spin flipping operators and quadrupole Hamiltonians for low
SU(1, 1) spins
The SU(1, 1) algebra is given by
[Ji, Jj ] = iǫijkJ
k, (173)
11 Real split-quaternion matrix does not accommodate the generalized Kramers degeneracy in general. The
split-quaternionic hermitian condition has to be imposed as well.
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where ǫijk denotes a totally antisymmetric tensor with ǫxyz = 1, and J
i = (Jx, Jy,−Jz). Explicitly.
[Jx, Jy] = −iJz, [Jy, Jz ] = iJx, [Jz, Jx] = iJy . (174)
From SU(2) spins Sx, Sy, Sz, the SU(1, 1) spins are constructed with the identification
Jx = iSx, Jy = iSy, Jz = Sz. (175)
Note that Jx is pure imaginary; Jy and Jz are real. The magnitude of SU(1, 1) spin J is defined
as
− J2x − J2y + J2z = J(J + 1). (176)
For instance,
J = 1/2 : Jx =
1
2
τx, Jy =
1
2
τy, Jz =
1
2
τz, (177a)
J = 1 : Jx =
1√
2

 0 i 0i 0 i
0 i 0

 , Jy = 1√
2

 0 1 0−1 0 1
0 −1 0

 , Jz =

 1 0 00 0 0
0 0 −1

 .
(177b)
The SU(1, 1) spin flipping operator Ξ is defined so as to satisfy
Ji → ΞJiΞ−1 = −Ji. (178)
Express Ξ = U ·K, and U satisfies
UJxU
−1 = Jx, UJyU−1 = −Jy, UJzU−1 = −Jz. (179)
Here, U is a unitary matrix given by
U = (−i)2JepiJx , (180)
where the factor (−i)2J is added for convenience. Consequently, Ξ is given by
Ξ = (−i)2JepiJx ·K, (181)
which satisfies
Ξ2 = +1, (182)
independent of the magnitude of the SU(1, 1) spin12. For low SU(1, 1) spins,
J = 1/2 : Ξ1/2 = σx ·K, (183a)
J = 1 : Ξ1 =

 0 0 10 1 0
1 0 0

 ·K, (183b)
J = 3/2 : Ξ3/2 =
(
0 σx
σx 0
)
·K. (183c)
12 As discussed in Sec.2.6, the square of the SU(2) spin flipping operator takes −1 for half-integer spins, while
the SU(1, 1) spin flipping operator yields +1 even for half-integer SU(1, 1) spins.
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Note Ξ1/2 is equal to the charge conjugation operator C (71) of the SU(1, 1) model, and Ξ3/2
the time-reversal operator Θ′ (131) of the SO(3, 2) model. Similarly, for low SU(1, 1) spins, the
quadrupole Hamiltonians (127) introduced in Sec.5.3 are given by
J = 1/2 : H(Qa) = 0, (184a)
J = 1 : H(Q1) =
1√
6

 0 i 0i 0 −i
0 −i 0

 , H(Q2) = 1√
6

 0 1 0−1 0 −1
0 1 0

 ,
H(Q3) = − 1√
3

 0 0 10 0 0
1 0 0

 , H(Q4) = 1√
3

 0 0 i0 0 0
−i 0 0

 , H(Q5) = 1
3

 1 0 00 −2 0
0 0 1

 .
(184b)
E P, T , and C operators for SU(1, 1) and SO(3, 2) models
For non-hermitian Hamiltonians, there is a systematic procedure for constructing a metric
operator η0, and symmetry operators which commute with the Hamiltonian [31, 32]. In this
Appendix, we briefly review the procedure and apply it to the SU(1, 1) and SO(3, 2) models,
respectively.
For a non-hermitian Hamiltonian H, the Schro¨dinger equation is
H|φn〉 = En|φn〉, H†|ϕn〉〉 = E∗n|ϕn〉〉, (185)
where the eigenvalues En are complex in general. As discussed in Sec.2.3, the eigenvectors, |φn〉
and |ϕn〉〉, give a bi-orthonormal basis [23, 22] satisfying the orthonormal and complete relations
〈〈ϕm|φn〉 = 〈φm|ϕn〉〉 = δmn,
∑
n
|φn〉〈〈ϕn| =
∑
n
|ϕn〉〉〈φn| = 1. (186)
The Hamiltonian and its hermitian conjugate are expanded as
H =
∑
n
En|φn〉〈〈ϕn|, H† =
∑
n
E∗n|ϕn〉〉〈φn|. (187)
A non-hermitian Hamiltonian is called pseudo-hermite when it satisfies
H† = ηHη−1, (188)
where η is hermitian and called a metric operator. A state given by
|φn〉′ ≡ η−1|ϕn〉〉, (189)
is an eigenvector of H with an eigenvalue E∗n as seen from (185) and (188). Thus the eigenvalues
of the pseudo-hermitian Hamiltonian are classified into two types. One is a set of real eigenvalues
and the other is a set of complex conjugate pairs. (For more details, see [17].)
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Suppose all the eigenvalues of a non-hermitian Hamiltonian are real, i.e. E∗n = En. Following
Ref.[32], a metric operator η0 is constructed as
η−10 =
N∑
l=1
|φl〉〈φl|, η0 =
N∑
l=1
|ϕl〉〉〈〈ϕl|. (190)
Here note that the metric operator satisfying (188) is not unique. η0 in the above generally
depends on parameters of the Hamiltonian, while we may have a constant metric operator for
some models. For example, see Sec.E.1 and Sec.E.2.
Let us now define the following operators P, T , and C,
P|ϕn〉〉 = (−1)n+1|φn〉, (191a)
T |φn〉 = |ϕn〉〉, (191b)
C|φn〉 = (−1)n+1|φn〉. (191c)
These operators were originally introduced in analogy with parity, TR, and charge conjugation,
respectively, however they are not, in fact, directly related. With the orthonormal and complete
conditions (186), they are explicitly written as
P =
N∑
l=1
(−1)l+1|φl〉〈φl|, (192a)
T =
N∑
l=1
|ϕl〉〉K〈〈ϕl|, (192b)
C =
N∑
l=1
(−1)l+1|φl〉〈〈ϕl|, (192c)
which are respectively hermitian, anti-hermitian13, and pseudo-hermitian
P† = P, (193a)
T † = T , (193b)
C† = η0 C η−10 . (193c)
From (192), PT and CPT operators are given by
PT =
N∑
l=1
(−1)l+1|φl〉K〈〈ϕl|, (194a)
CPT =
N∑
l=1
|φl〉K〈〈ϕl|, (194b)
13The terminology “anti-hermitian” usually refers to operator whose hermitian conjugate is equal to the minus
of the original, but here, the terminology “anti-hermitian” refers to hermitian operator that anticommutes with
imaginary unit.
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and
PT |φn〉 = (−1)n+1|φn〉, (195a)
CPT |φn〉 = |φn〉. (195b)
They are pseudo-antiunitary
(PT )† = η0(PT )−1η−10 , (196a)
(CPT )† = η0(CPT )−1η−10 . (196b)
It is readily seen that these operators satisfy
[H,PT ] = 0,
[H, C] = [H, CPT ] = 0,
[PT , C] = 0,
[H,P] 6= 0, (197)
and
(PT )2 = C2 = (CPT )2 = 1,
P2 6= 1, T 2 6= 1. (198)
As realized in the first and the second lines of (197), the Hamiltonian always displays “PT
symmetry” and “C symmetry ” (or “CPT symmetry ”) with respect to the PT and C operators
constructed above.
E.1 SU(1, 1) model
With the bi-orthonormal bases (75) and (78), we construct the metric operator η0, and P, T ,
and C operators for the SU(1, 1) model. From (190),
η0 = |ϕ+〉〉〈〈ϕ+|+ |ϕ−〉〉〈〈ϕ−| = 1
r
(
z −ix− y
ix− y z
)
, (199)
from (192),
P = |φ+〉〈φ+| − |φ−〉〈φ−| = σz,
T = (|ϕ+〉〉〈〈ϕ∗+|+ |ϕ−〉〉〈〈ϕ∗−|) ·K =
1
2r(r + z)
(
(r + z)2 + (ix+ y)2 −2(r + z)y
−2(r + z)y (r + z)2 + (ix+ y)2
)
·K,
C = |φ+〉〈〈ϕ+| − |φ−〉〈〈ϕ−| = 1
r
(
z −ix− y
−ix+ y −z
)
=
1
r
H, (200)
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with H (69), and from (194),
PT = (|φ+〉〈〈ϕ∗+| − |φ−〉〈〈ϕ∗−|) ·K =
1
2r(r + z)
(
(r + z)2 + (ix+ y)2 −2(r + z)y
2(r + z)y −(r + z)2 − (ix− y)2
)
·K,
CPT = (|φ+〉〈〈ϕ∗+|+ |φ−〉〈〈ϕ∗−|) ·K =
1
2r(r + z)
(
(r + z)2 − (ix+ y)2 2i(r + z)x
−2i(r + z)x (r + z)2 − (ix− y)2
)
·K.
(201)
The metric operator (199) is different from η = σz used in Sec.4; This “discrepancy” stems from
the non-uniqueness of the metric operator.
E.2 SO(3, 2) model
For SO(3, 2) model, with use of the bi-orthonormal basis |ψmα〉 (102) and |χmα〉〉 (110), the
metric operator is constructed as
η0 =
∑
α=+,−
(|χ+α〉〉〈〈χ+α|+ |χ−α〉〉〈〈χ−α|)
=
1
2r(r + x5)
(
(r + x5)2 − (x4 − ixiτ †i )(x4 + ixjτj) −i(r + x5)xi(τi − τ †i )
−i(r + x5)xi(τi − τ †i ) (r + x5)2 + (x4 + ixiτ †i )(x4 − ixjτj)
)
.
(202)
Similar to the case of SU(1, 1) model, the metric operator (202) is different from the one given by
(95). (95) is anticommutative with Θ (98), while (202) is commutative with Θ. From (192), P, T
and C are derived as
P =
∑
α=+,−
(|ψ+α〉〈ψ+α| − |ψ−α〉〈ψ−α|)
=
1
2r(r + x5)
(
(r + x5)2 − (x4 − ixiτi)(x4 + ixjτ †j ) (r + x5)(2x4 − ixi(τi + τ †i ))
(r + x5)(2x4 + ixi(τi + τ
†
i )) −(r + x5)2 + (x4 + ixiτi)(x4 − ixjτ †j )
)
,
T =
∑
α=+,−
(|χ+α〉〉〈〈χ∗+α|+ |χ−α〉〉〈〈χ∗−α|) ·K
=
1
2r(r + x5)
(
(r + x5)2 + (x4 − ixiτ †i )(x4 − ixjτ∗j ) i(r + x5)xi(τ∗i + τ †i )
i(r + x5)xi(τ∗i + τ
†
i ) (r + x
5)2 + (x4 + ixiτ †i )(x
4 + ixjτ∗j )
)
·K,
C =
∑
α=+,−
(|ψ+α〉〈〈χ+α| − |ψ−α〉〈〈χ−α|)
=
1
r
(
x512 x
412 − ixiτi
x4 + ixiτi −x512
)
=
1
r
H, (203)
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with H (99), and PT and CPT are
PT =
∑
α=+,−
(|ψ+α〉〈〈χ∗+α| − |ψ−α〉〈〈χ∗−α|) ·K
=
1
2r(r + x5)
(
(r + x5)2 − (x4 − ixiτi)(x4 − ixjτ∗j ) (r + x5)(2x4 − ixi(τi − τ∗i ))
(r + x5)(2x4 + ixi(τi − τ∗i )) −(r + x5)2 + (x4 + ixiτi)(x4 + ixjτ∗j )
)
·K,
CPT =
∑
α=+,−
(|ψ+α〉〈〈χ∗+α|+ |ψ−α〉〈〈χ∗−α|) ·K
=
1
2r(r + x5)
(
(r + x5)2 + (x4 − ixiτi)(x4 − ixjτ∗j ) i(r + x5)xi(τi + τ∗i ))
i(r + x5)xi(τi + τ
∗
i ) (r + x
5)2 + (x4 + ixiτi)(x
4 + ixjτ∗j )
)
·K.
(204)
F Level crossing point and monopole structure in non-hermitian
Hamiltonians
F.1 SU(1, 1) model and U(1) monopole
Singularity of phase of eigenstate generally reflects the non-trivial topology in phase space
[3, 4]. For instance, the crossing point of two energy levels of the SU(2) model is called a diabolic
point (an isolated point), which brings U(1) holonomy in phase space [33]. In the SU(1, 1) model,
the eigen-energies are given by E± = ±r with r =
√
z2 − x2 − y2, and the level crossing point
E+ = E− is achieved when r = 0. In the SU(2) model, because of the Euclidean signature, the
condition, r =
√
x2 + y2 + z2 = 0, is met only at the point x = y = z = 0. Meanwhile, in the
SU(1, 1) model, the signature is hyperbolic, and the condition is satisfied on the surface
x2 + y2 − z2 = 0. (205)
In such a case, r = 0 point is called the exceptional point. Around the exceptional point (r ∼ 0),
the upper and lower energy eigenvectors (z ≥ r) (75) behave as
|φ+〉 ∼ 1√
2rz
(
z
y − ix
)
, |φ−〉 ∼ 1√
2rz
(
y + ix
z
)
, (206)
and
|ϕ+〉〉 ∼ 1√
2rz
(
z
−y + ix
)
, |ϕ−〉〉 ∼ 1√
2rz
(
−y − ix
z
)
. (207)
They are degenerate, as found
|φ−〉 ∼ eiχ|φ+〉,
|ϕ−〉〉 ∼ −eiχ|ϕ+〉〉, (208)
where tanχ = xy . Then, the normalization condition is not satisfied but
〈φ+|ϕ+〉〉 = 〈φ−|ϕ−〉〉 ∼ r
2z
∼ 0, 〈φ+|ϕ−〉〉 = 0, 〈φ−|ϕ+〉〉 = 0. (209)
34
The holonomy of the exceptional points is
A+ = −i〈〈ϕ+|dφ+〉 = −i〈φ+|dϕ+〉〉 = −i〈φ+|σz|dφ+〉 = dxiA+i , (210)
where
A+i =
1
2r(r + z)
ǫij3x
j , (211)
which is the U(1) monopole gauge field in a hyperbolic space [34, 35]. The corresponding field
strength is calculated as
F+ij = ∂iA
+
j − ∂jA+i =
1
2r3
ǫijkx
k. (212)
Similarly, the holonomy for the negative energy state is evaluated as
A− = −i〈〈ϕ−|dφ−〉 = −i〈φ−|dϕ−〉〉 = −i〈φ−|(−σz)|dφ−〉 = dxiA−i , (213)
where the insertion of −σz is in accordance with the normalization (76), and
A−i = −
1
2r(r + z)
ǫij3x
j = −A+i . (214)
The corresponding gauge field strength is
F−ij = ∂iA
−
j − ∂jA−i = −
1
2r3
ǫijkx
k = −F+ij . (215)
The field strength diverges at the exceptional point.
On the lower leaf (z ≤ −r), the holonomies are derived as
A′+ = −i〈〈ϕ′+|dφ′+〉 = −i〈φ′+|dϕ′+〉〉 = −i〈φ′+|(−σz)|dφ′+〉 = dxiA′i+, (216a)
A′− = −i〈〈ϕ′−|dφ′−〉 = −i〈φ′−|dϕ′−〉〉 = −i〈φ′−|σz|dφ′−〉 = dxiA′i−, (216b)
where
A′i
+
= −A′i− = −
1
2r(r − z)ǫij3x
j . (217)
As found above, the holonomy of the exceptional point in the SU(1, 1) model is regarded as
the gauge field of hyperbolic U(1) monopole, and the monopole charges for the upper and lower
energy states are opposite. Such effect is similar to the U(1) monopole holonomy of the diabolic
point in the SU(2) model [33].
F.2 SO(3, 2) model and SU(1, 1) monopole
Degeneracies in energy levels generally bring non-abelian holonomy in the parameter space
[36]. For instance, the SO(5) Hamiltonian (Luttinger Hamiltonian [37]) has SU(2) holonomy
which is crucial for the spin-Hall effect [38]. Here, we consider what kind of holonomy could
emerge in the SO(3, 2) model. The energy levels of the SO(3, 2) model are ±r, and the level
crossing point is at r = 0, namely
(x1)2 + (x2)2 − (x3)2 − (x4)2 − (x5)2 = 0. (218)
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Near the exceptional point (r ∼ 0), the upper energy and lower energy eigenvectors behave as
|ψ+α〉 ∼ 1√
2rx5
(
x5φα
(x4 + ixiτi)φα
)
, |ψ−α〉 ∼ 1√
2rx5
(
−(x4 − ixiτi)φα
x5φα
)
, (219)
and
|χ+α〉〉 ∼ 1√
2rx5
(
x5φα
(x4 + ixiτ †i )φα
)
, |χ−α〉〉 ∼ 1√
2rx5
(
−(x4 − ixiτ †i )φα
x5φα
)
. (220)
Then, at the exceptional point, |ψ+α〉 and |ψ−α〉 are related by the SU(1, 1) gauge transformation
−x4−ixiτi
x5
, and |χ+α〉〉 and |χ−α〉〉 are by −x
4−ixiτ†
i
x5
, and the normalization conditions are no longer
satisfied:
〈ψ±α|χ±α′〉〉 r∼0∼ r
2x5
∼ 0, 〈ψ±α|χ∓α′〉〉 = 0. (221)
For x5 > −r, the upper energy degenerate eigenvectors bring the following holonomy:
A+ = −i〈〈χ+|dψ+〉 = −i〈ψ+|dχ+〉〉 = dxaφ†σzA+a φ (222)
where
A+µ = −
1
2r(r + x5)
ηµνix
ντ i, A+5 = 0. (223)
Here, µ, ν = 1, 2, 3, 4, and ηµνi are the “split”-’t Hooft symbol defined by ηµνi = ǫµνi + ηµiην4 −
ηνiηµ4 with ηµν = diag(+,+,−,−), and ǫµνi is a totally antisymmetric tensor, ǫ123 = 1 and
ǫµνi = 0 for µ = 4 or ν = 4. The corresponding field strength
F+ab = ∂aA
+
b − ∂bA+a + i[A+a , A+b ], (224)
is derived as
F+µν =
1
r2
xµA
+
ν −
1
r2
xνA
+
µ −
1
2r2
ηµνiτ
i,
F+µ5 = −F+5µ =
1
r2
(r + x5)A+µ . (225)
The gauge field strength has the singularity at the exceptional point. Similarly, A− is given by
A− = −i〈〈χ−|dψ−〉 = −i〈ψ−|dχ−〉〉 = dxaφ†σzA−a φ, (226)
where
A−µ = −
1
2r(r + x5)
η′µνix
ντ i, A−5 = 0, (227)
with η′µνi = ǫµνi − ηµiην4 + ηνiηµ4. The corresponding field strength is
F−µν =
1
r2
xµA
−
ν −
1
r2
xνA
−
µ +
1
2r2
η′µνiτ
i,
F−µ5 = −F−5µ = −
1
r2
(r + x5)A+µ . (228)
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With a different gauge choice (x5 < r), the holonomy is calculated as
A′+ = −i〈〈χ′+|dψ′+〉 = −i〈ψ′+|dχ′+〉〉 = dxaφ†σzA′+a φ, (229)
where
A′+µ = −
1
2r(r − x5)η
′
µνix
ντ i, A′+5 = 0. (230)
The corresponding field strength is
F ′+µν =
1
r2
xµA
′+
ν −
1
r2
xνA
′+
µ −
1
2r2
η′µνiτ
i,
F ′+µ5 = −F ′+5µ = −
1
r2
(r − x5)A′+µ . (231)
Similarly, the lower energy degenerate states bring the holonomy
A′− = −i〈〈χ′−|dψ′−〉 = −i〈ψ′−|dχ′−〉〉 = dxaφ†σzA′a−φ, (232)
where
A′µ
−
= − 1
2r(r − x5)ηµνix
ντ i, A′5
−
= 0. (233)
The corresponding field strength is
F ′µν
−
=
1
r2
xµA
′−
ν −
1
r2
xνA
′−
µ +
1
2r2
ηµνiτ
i,
F ′µ5
−
= −F ′5µ− =
1
r2
(r − x5)A′+µ . (234)
The SU(1, 1) gauge transformation relates A+ and A′+ as
σzA
′+
a dx
a = g†+(σzA
+
a dx
a)g+ − ig†+σzdg+, (235)
and their field strengths as
σzF
′
ab = g
†
+(σzFab)g+, (236)
where g± are given by (107). Similarly, A− and A′
− are related by the SU(1, 1) transformation,
σzA
′−
a dx
a = g†−(σzA
−
a dx
a)g− − ig†−σzdg−, (237)
and
σzF
′−
ab = g
†
−(σzF
−
ab)g−. (238)
Thus, the exceptional points of the SO(3, 2) model act as the SU(1, 1) monopole with opposite
charges for the upper and lower energy states. Such non-compact gauge group monopoles have
been introduced in the context of the non-compact Hopf maps [35].
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