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Abstrak 
Saat ini, kanker adalah salah satu penyakit paling mematikan. Sehingga, dibutuhkan sebuah program untuk 
deteksi kanker secara akurat. Pada data kanker biasanya data berupa data microarray. Dimana, atribut terdiri 
dari informasi gen seorang individu dan data objek adalah individu-individu yang terdeteksi kanker. Informasi 
gen terdiri dari jumlah yang sangat banyak hingga mencapai puluhan ribu. Sedangkan, jumlah individu 
berdasarkan jenis kanker namun hanya berkisar puluhan hingga ratusan individu. Tugas akhir ini bertujuan 
untuk melakukan proses klasifikasi deteksi kanker dengan mereduksi atribut menggunakan Discrete Wavelet 
Transform family daubechies4 (db4) kemudian dilakukan proses klasifikasi menggunakan Naive Bayes. Lalu 
hasil akan dibandingkan dengan menggunakan seleksi atribut Minimum-Redundancy Maximum-Relevance jenis 
F-Test Correlation Difference dengan metode klasifikasi Naive Bayes. Pengujian yang dilakukan mengambil 
jumlah atribut terbaik pada metode db4. Sistem yang dibuat menggunakan db4 dengan metode klasifikasi Naive 
Bayes mendapatkan hasil yang baik. Dimana, nilai akurasi mencapai 98,4126%. 
 
Kata kunci : Kanker, data microarray, daubechies4, Minimum-Redundancy Maximum-Relevance, Naive 
Bayes. 
Abstract 
Nowadays, cancer is one of the deadliest diseases. Thus, a program for cancer detection is required. In 
cancer’s data usually data onto the form of data microarray. Where the attributes consist of an individual's 
gene information and data object are individuals detected by cancer. Gene information consists of a very 
large number up to tens of thousands information. Meanwhile, the number of individuals based on the type 
of cancer but only ranged from tens to hundreds of individuals. This type of research aims to process the 
classification of cancer detection by reducing attributes using Discrete Wavelet Transform family 
daubechies4 (db4) and then classification processes using Naive Bayes. Then the results will be compared 
using the Minimum-Redundancy Maximum-Relevance attribute type F-Test Correlation Difference with 
the Naive Bayes classification method. The tests performed to take the best number of attributes on the db4 
method. The system created using db4 with the Naive Bayes classification method gets good results. Where 
the accuracy values reached 98.4126%. 
 
Keywords: Cancer, data microarray, daubechies4, Minimum-Redundancy Maximum-Relevance, Naive 
Bayes. 
1. Pendahuluan 
 
Data adalah sekumpulan keterangan atau bahan nyata yang dapat dijadikan dasar kajian (analisis atau kesimpulan) 
[1]. Menurut Kamus Besar Bahasa Indonesia, pengertian data dalam dunia komputer adalah informasi dalam bentuk 
yang dapat diproses oleh komputer, seperti representasi digital dari teks, angka, gambar grafis, atau suara. Selain 
bentuknya yang bermacam-macam, data memiliki berbagai jenis dan struktur, salah satunya adalah data microarray. 
Data microarray adalah jenis data yang memiliki struktur data set yang berbeda daripada data set pada umumnya. Pada 
umumnya, data set terdiri dari banyak data objek dan beberapa atribut. Namun pada data microarray, data objek 
biasanya hanya terdiri kurang dari seratus sedangkan atributnya dapat berjumlah ribuan hingga puluhan ribu [2]. Data 
microarray adalah teknik yang efisien digunakan pada deteksi kanker [3]. Data objek pada data set menunjukkan 
individu yang akan dideteksi apakah terklasifikasi kanker atau tidak. Atribut menunjukkan gen-gen dari setiap individu 
tersebut [2].  
Kanker adalah salah satu penyakit mematikan yang hingga saat ini masih belum terdapat obat untuk menghilangkan 
sel kanker yang ada pada tubuh. Dalam proses deteksi kanker, diperlukan reduksi atribut supaya dari ribuan atau 
puluhan ribu atribut sebelumnya dapat berkurang menjadi ratusan atribut. Sehingga dapat memudahkan untuk proses 
selanjutnya, yaitu proses klasifikasi. Sudah banyak metode yang digunakan untuk proses seleksi ataupun ekstraksi 
atribut pada data microarray. Beberapa metode sudah terbukti cocok sebagai seleksi atribut, ekstraksi atribut, dan 
klasifikasi pada data microarray untuk mendeteksi kanker. Menurut penelitian sebelumnya, dengan menggunakan 
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seleksi atribut Information Gain dan klasifier Support Vector Machine nilai akurasi deteksi kanker mencapai 98% [4]. 
Pada tahun 2008, dilakukan penelitian deteksi kanker menggunakan metode MRMR untuk seleksi atribut dan 
menghasilkan nilai akurasi yang cukup baik [5]. Saat ini mulai banyak penelitian menggunakan metode Discrete 
Wavelet Transform (DWT) sebagai ekstraksi atribut pada data microarray. DWT biasanya digunakan dalam 
pengolahan citra karena bentuk pengklasifikasian DWT berupa sebuah sinyal. Pada penelitian yang dilakukan oleh 
Ikka Damayana dengan judul “Deteksi Kanker Kulit Melanoma berbasis Pengolahan Citra menggunakan Wavelet 
Transform” menghasilkan nilai akurasi sebesar 76% [6]. 
Pada penelitian ini dilakukan proses pre-processing dengan ekstraksi dan seleksi atribut menggunakan DWT dan 
MRMR. Kemudian, proses klasifikasi dilakukan menggunakan metode Naive Bayes. Ekstraksi atribut dilakukan 
menggunakan DWT karena kemampuannya dalam mengekstraksi atribut pada data microarray hingga level tertentu. 
Seleksi atribut dilakukan menggunakan metode MRMR karena metode ini biasa digunakan dalam mengidentifikasi 
karakteristik gen. Seleksi atribut dilakukan berdasarkan nilai maksimum dari relevansi data antar atribut dengan 
minimum data yang redundan. Metode klasifikasi Naive Bayes dipilih karena metode ini merupakan metode yang stabil 
dalam melakukan klasifikasi karena sifat antar data yang saling independen. Pada penelitian ini akan membuktikan 
ekstraksi atribut menggunakan DWT dengan metode klasifier Naive Bayes cocok untuk data microarray dalam deteksi 
kanker dan perbandingannya dengan menggunakan metode MRMR. 
 
 
2. Metodologi Penelitian 
2.1 Gambaran Umum Sistem 
Berikut adalah gambaran umum dari sistem yang dibuat pada penelitian ini 
 
Gambar 1. Gambaran Umum Sistem
2.2 Dataset 
Dataset yang digunakan pada penelitian ini adalah data kanker dengan jenis data microarray. Data kanker yang 
digunakan adalah colon cancer yang terdiri dari 62 data object dan 2000 atribut, lung cancer terdiri dari 32 data object 
dan 12.533 atribut, dan ovarian cancer yang terdiri dari 253 data object dan 15154 atribut. Data terlebih dahulu 
dilakukan normalisasi menggunakan min-max normalization sebelum dilakukan ekstraksi atau seleksi atribut [7]. 
 
2.3 Discrete Wavelet Transform 
Wavelet adalah sebuah fungsi yang digunakan untuk menganalisis sinyal bergerak [8]. Salah satu pengembangan 
transformasi wavelet adalah Discrete Wavelet Transform (DWT) [9]. Discrete Wavelet Transform (DWT) adalah metode 
pemrosesan sinyal untuk memilih gen mana saja yang akan diproses [10]. DWT biasa digunakan pada data microarray 
karena kemampuannya untuk mengolah data multiresolusi dalam sinyal pengolahan [11]. Pada penelitian ini akan 
digunakan keluarga wavelet daubechies yaitu daubechies4 (db4). Setiap fungsi wavelet memiliki Scaling Function 
(father wavelet (ϕ)) dan wavelet function (mother wavelet (ψ)) [12]. Wavelet db4 memiliki empat scaling (h) dan wavelet 
function coefficient (g). Nilai-nilainya adalah sebagai berikut: 
h0 = 
1+√3
4√2
 g0 = h3 = 
1−√3
4√2
 
h1 = 
3+√3
4√2
 g1 = -h2 = − (
3−√3
4√2
) 
h2 = 
3−√3
4√2
 g2 = h1 = 
3+√3
4√2
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h3 = 
1−√3
4√2
 g3 = -h0 = − (
1−√3
4√2
) 
 
2.4 Minimum-Redundancy Maximum-Relevance 
Minimum-Redundancy Maximum-Relevance (MRMR) adalah metode yang sering digunakan dalam 
mengidentifikasi karakteristik gen [13]. Konsep dari metode MRMR adalah mencari nilai relevancy yang maksimum 
dengan nilai redundancy yang minimum. Terdapat empat skema yang dapat digunakan pada MRMR yaitu terdapat 
pada Tabel 1 berikut [14]. 
 
Tabel 1. Skema MRMR 
Tipe Data Akronim Nama Metode Rumus 
Diskrit MID Mutual Information 
Difference max [𝐼(𝑖, ℎ) −  
1
|𝑆|
∑ 𝐼(𝑖, 𝑗)
𝑗∈𝑆
] 
MIQ Mutual Information 
Quotient max {𝐼(𝑖, ℎ)/ [
1
|𝑆|
∑ 𝐼(𝑖, 𝑗)
𝑗∈𝑆
]} 
Kontinu FCD F-Test Correlation 
Difference max [𝐹(𝑖, ℎ) −  
1
|𝑆|
∑|𝑐(𝑖, 𝑗)|
𝑗∈𝑆
] 
FCQ F-Test Correlation 
Quotient max {𝐼(𝑖, ℎ)/ [
1
|𝑆|
∑|𝑐(𝑖, 𝑗)|
𝑗∈𝑆
]} 
 
Pada penelitian ini akan digunakan metode F-Test Correlation Difference (FCD) karena jenis data adalah data 
kontinu. Nilai Relevancy diperoleh dari perhitungan nilai F-Test antara atribut dengan kelasnya [15]. 
 
2.5 Naive Bayes Classification 
Machine Learning adalah sebuah teknologi yang sedang marak saat ini [16]. Naive Bayes adalah metode 
classification yang berdasarkan nilai probabilitas dari data dimana setiap data memiliki sifat saling independen [17]. 
Perhitungan prediksi pada metode Naive Bayes menggunakan aturan Bayes’s Rule yaitu sebagai berikut [18]: 
P(C|X) = 
𝑝(𝑥|𝑐)𝑝(𝑐)
𝑃(𝑋)
      (1) 
C adalah nilai probabilitas dari setiap kelas yang ada dan nilai X adalah nilai probabilitas setiap atribut pada suatu 
kelas tertentu. P(C = 1) adalah nilai prior probability dari setiap atribut pada kelas C [19]. P(X|C) adalah nilai class 
likelihood dari atribut X pada kelas C.  P(X) adalah nilai evidence dari data tetapi, nilai evidence dapat diabaikan karena 
sama dengan satu [20]. Dalam kasus numerik, nilai likelihood dapat diukur dengan menggunakan distribusi normal 
dengan rumus sebagai berikut 
P(Xj | C = ci) = 
1
𝜎𝑗𝑖√2𝜋
exp(−
(𝑋𝑗−𝜇𝑗𝑖)
2
2𝜎𝑗𝑖
2 ) 
(2) 
Nilai 𝜇𝑗𝑖 adalah mean dari Xj dengan kelas = ci dan 𝜎𝑗𝑖 adalah standar deviasi dari Xj dengan kelas = ci. 
 
2.6 Evaluation Measure 
Untuk mengukur apakah sistem yang dikembangkan dengan metode yang diusulkan sudah efisien maka digunakan 
tabel confusion matrix yang tertera pada tabel berikut. 
Tabel 2. Confusion Matrix 
 
Kelas Prediksi 
Positif Negatif 
Kelas Asli 
(Actual 
Class) 
Positif TP FN 
Negatif FP TN 
 
Dari Tabel 2, dapat dihitung besar akurasi dengan perhitungan seperti pada rumus (3): 
Akurasi =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 
(3) 
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3. Pembahasan 
Pengujian dilakukan sebanyak tiga kali, yaitu hasil ekstraksi digunakan sebanyak 500 atribut, 1000 atribut, dan 
1500 atribut dimana presentase data train dan data test adalah 70%-30%, 75%-25%, dan 80%-20%. Tabel berikut adalah 
nilai akurasi dari hasil pengujian dimana (x) adalah pengujian daubechies4 dan Naive Bayes, (y) adalah pengujian 
MRMR dan Naive Bayes, (a) adalah presentase data 70% data train dan 30% data test, (b) adalah presentase data 75% 
data train dan 25% data test, dan (c) adalah presentase data 80% data train dan 20% data test. 
 
Tabel 3. Hasil Pengujian 
Data 
500 
Atribut 
Akurasi (%) 
(a) (b) (c) 
(x) (y) (x) (y) (x) (y) 
Colon 68,42 78,95 66,67 73,33 58,33 75 
Lung 30 100 62,5 100 66,67 100 
Ovarian 68,42 96,05 65,08 100 54,9 100 
Data 
1000 
Atribut 
Akurasi (%) 
(a) (b) (c) 
(x) (y) (x) (y) (x) (y) 
Colon 78,95 73,68 60 66,67 58,33 66,67 
Lung 40 100 50 100 83,33 100 
Ovarian 90,79 98,68 90,48 96,83 90,2 96,08 
Data 
1500 
Atribut 
Akurasi (%) 
(a) (b) (c) 
(x) (y) (x) (y) (x) (y) 
Colon  63,16 73,68 53,33 60 58,33 58,33 
Lung  50 100 75 100 83,33 100 
Ovarian  97,37 97,37 98,41 95,24 98,03 96,08 
 
Dari Tabel 3 didapat bahwa penggunaan 500 atribut pada db4 dan NB nilai akurasi tertinggi diperoleh pada data 
colon dan data ovarian dengan nilai sebesar 68,4211%. Untuk data colon dan ovarian nilai akurasi dengan menggunakan 
metode db4 dan NB  cenderung menurun saat bertambahnya data train. Sedangkan, dengan menggunakan MRMR dan 
NB cenderung stabil. Pada data lung nilai akurasi meningkat seiring dengan peningkatan jumlah data train. Hal ini 
terjadi karena sedikitnya jumlah data objek pada dataset Lung.  
Jika menggunakan 1000 Atribut, metode db4 dan NB menghasilkan nilai akurasi tertinggi sebesar 90,7894% yaitu 
pada data ovarian dengan presentase data train 70% dan 30% data test. Nilai akurasi pada tiga data lebih baik saat 
menggunakan 1000 atribut daripada dengan 500 atribut karena, jumlah atribut awal data cukup banyak yaitu 2000 untuk 
data colon, 12.533 untuk data lung, dan 15.154 untuk data ovarian jika digunakan 500 atribut maka terlalu banyak 
atribut yang diekstraksi. 
Pada penggunaan 1500 atribut, hasil akurasi tertinggi diperoleh dengan menggunakan MRMR dan NB dengan 
nilai sempurna untuk data Lung. Sedangkan, untuk metode db4 dan NB nilai akurasi tertinggi diperoleh dengan nilai 
98,4126% pada data ovarian dengan presentase data test 25%. Pada data colon nilai akurasi dengan mengambil 1500 
atribut mengalami penurunan daripada menggunakan 1000 atribut. Hal ini terjadi karena jumlah atribut yang dapat 
digunakan untuk ekstraksi atribut adalah tidak lebih dari nilai q dimana q = 2M. Semakin mendekati q maka ekstraksi 
akan semakin baik. 
 
4. Kesimpulan 
Penggunaan metode db4 dan NB menghasilkan nilai akurasi yang baik yaitu mencapai 98,4126% dengan 
pengambilan 1500 atribut pada data ovarian. Pada data colon nilai akurasi tertinggi adalah 78,95% dan pada data lung 
adalah 83,33%. Semakin banyak atribut maka nilai akurasi yang didapatkan akan semakin baik. Namun, harus diketahui 
berapa banyak atribut yang dapat menghasilkan nilai terbaik. Sedangkan, seleksi atribut menggunakan metode MRMR 
dapat menghasilkan nilai akurasi yang lebih baik daripada menggunakan metode db4 karena, metode ini hanya 
mengambil atribut dengan nilai relevansi yang tinggi dan nilai redundansi yang rendah sehingga setelah proses 
klasifikasi dapat menunjukkan hasil yang baik. 
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