In this paper, we present a novel data repository architecture that is capable of handling the complex image processing workflows and its associated provenance for clinical image data. This novel system has unique and outstanding properties versus existing systems. Among the most relevant features are a flexible and intuitively usable data and metadata management that includes the use of a graph-based provenance management strategy based on a standard provenance model. Annotation is supported to allow for flexible text descriptors as being widespread found for clinical data when structured templates are not yet available. The architecture presented here is based on a modern database and management concepts and allows to overcome the limitations of current systems namely limited provenance support, lacking flexibility, and extensibility to novel requests. To demonstrate the practical applicability of our architecture, we consider a use case of automated image data processing workflow for identifying vascular lesions in the lower extremities, and describe the provenance graph generated for this workflow. Although presented for image data, the proposed concept applies to more general context of arbitrary clinical data and could serve as an additional service to existing clinical IT systems.
INTRODUCTION
Electronic health records (EHR) offer a digital documentation of the diagnostic and therapeutic history of a patient. Parts of these records are managed by Hospital information systems (HIS) and subsystems like radiology information systems (RIS). Over the initiative integrating the healthcare enterprise (IHE) defined workflows enable standardized records on one hand side and (as a final goal) a complete coverage of all procedures in a clinic. However, from the perspective of data provenance, these systems partially solve the data management problem. Data provenance is hereby of utmost relevance since it allows traceability with respect to validation and reproducibility of diagnostic and therapeutic procedures and decisions (Estrella et al., 2007) . However, despite its relevance, this topic is scarcely discussed for clinical routine data reporting with some exceptions in bioinformatics (Davidson et al., 2007) . Approaches that have been widespread used are neither complete, nor flexible and are therefore difficult to integrate in a clinical environment.
In the following, we propose a new architecture for medical data repository system with a dedicated focus on medical image data processing. Currently, the image data is mostly obtained in radiology departments, and the acquired data such as Magnetic Resonance Imaging (MRI) or Computerized Tomography (CT) data is typically stored in a Picture Acquisition and Communication System (PACS), backed by DI-COM 3.0 format (Mildenberger et al., 2002) . This format allows storing image data and the associated metadata such as patient id, type of acquisition, date, etc, that is embedded within the DICOM files. Thus, all relevant information required to repeat the acquisition is stored and accessible via reading and interpreting the DICOM header files.
Although being in widespread use, two major limitations of the PACS are, (a) the lack of a modern database (NoSQL) technology for storing, indexing and accessing metadata. (b) the brittleness of han-dling the workflow and provenance information for reproducing the results. For example, manipulations of image data via image processing routines (which will dominate in the future to automatically process standard cases), the processed result is stored as new DICOM data, even if only small modifications on the header information were performed.
From the perspective of repeatability, the image processing workflow would have to be stored in the DICOM data as well. This can be accomplished either by using private tags or by defining a new modality. The former step is an ad-hoc solution since there are no formal rules how this should be done and generally we cannot assume that all users are handling this issue with sufficient care. Hence, there is no guarantee that this image processing workflow can ever been repeated. The latter strategy requires a new DICOM modality standard, which is an immense overhead.
From this perspective, there is a demand for an easy-to-use technology that not only maps all metadata formats, workflows, and patient related data but also enables users to describe new workflows and still guarantee the provenance information.
This lack of flexibility of the current system and the brittleness of the DICOM standard led us to propose a different type of data repository architecture that is overcoming these limitations. Instead of introducing a disruptive solution in the existing PACS infrastructure, we present an auxiliary system that provides the following functionality;
• Metadata management for extracting, modelling, indexing and storing the metadata embedded from DICOM-file in a flexible and a scalable database
• Provenance tracking using standard provenance models such as ProvONE and PREMIS 1 for the image processing workflows.
• Data annotation (image annotations) for systematic capturing of vital details in the standard Open Annotation Data Model (Sanderson et al., 2013) .
• Data preservation for allowing long-term access and reusability of the data.
• Data quality control and data curation for specific tools controlling rules of good practice and later diagnostic and treatment guidelines. ity for handling the lifecycle of DICOM dataset stored in the PACS server. The IPDR follows a modular architecture design, as shown in Figure 1 . The modular design of IPDR allows us to extend the functionality to fulfil any new requirements put forth by the radiation therapy (RT) research community. The complete IPDR architecture is developed in Java, the various REST services are implemented in Jersey (Sandoval, 2009 ) and the front-end is developed in Vaadin framework. The IPDR is deployed on a web server (Tomcat 7). Following is the description of the core components of the IPDR architecture.
IMAGE PROCESSING DATA REPOSITORY

Generic Client
The Generic Client component provides a convenient solution for the RT medicine and research community to integrate their existing software/tools with the IPDR seamlessly. The Generic Client is an upgrade to the GCS-API (Prabhune et al., 2015) that was previously developed for handling the datasets of the nanoscopy research community. The Generic Client is extended to handle the DICOM files. The various modules of Generic Client are explained below:
• Access Layer-API: The access layer API exposes the various interfaces for connecting to the existing radiation therapy data processing tools. Currently, we have developed a command line interface (CLI) over the access layer API that allows the RT community to transfer the datasets.
• Base Metadata Registration: For long term archival, it is necessary to register of the DICOM files in IPDR. However, the DICOM files main-tain its proprietary metadata schema that needs to be translated to the standard metadata schema supported by the IPDR. This module enables the automated registration of the DICOM datasets by extracting the administrative metadata concerning the DICOM Study, Series, and Image and mapping it to the Core Scientific Metadata Model (CSMD) (Matthews, 2015) .
• Ingest/Download Workflows: Ingest/Download workflows module holds the predefined workflow that allow the ingestion of DICOM data from client systems to the IPDR or to download the DICOM datasets from the IPDR to the client system.
• Data Transfer: The data transfer module allows the transfer of DICOM datasets bi-directional from multiple endpoint, i.e. from client system or data acquisition systems to IPDR or vise versa. Currently, the HTTP WebDAV (Goland et al., 1999) protocol is supported for high-throughput transfer of the datasets. The various interfaces for integrating other transfer protocols such as, FTP and gridFTP (Allcock et al., 2005) are available. The data transfer module is designed to be fail-safe. For example, data transfers that are interrupted are automatically re-triggered for transfer. To optimize high-volume data transfers, the number of parallel WebDAV connections can be manipulated.
• Authentication and Authorization: The Generic Client follows a two-fold process. First, to enable the registration of DICOM datasets , for a registered member of the RT research community, an OAuth-secured RESTful connection is established. Each researcher is provided with a unique access token and access token secret. Second, for transferring the data, the WebDAV protocol authentication is required. Currently, WebDAV authentication for an entire research community is configured.
Image Processing Data Repository
The IPDR is a multi-module architecture that is separated into functionality specific module. The IPDR is deployed as a web application with access to the high-performance computing cluster, the large-scale data storage, and a dedicated metadata database. Following is the description of each module of the IPDR: IPDR Services: The services module provides the various arbitrary high-end services for interacting with datasets stored in IPDR.
• Scientific Workflow (medical Image Data Processing workflow) submodule offers the integration of a workflow engine for automating the execution of the image processing workflows. Currently, the Apache ODE 2 BPEL workflow engine is integrated with IPDR and workflows defined in BPEL specification (OASIS, 2007) are supported. The Prov2ONE (Prabhune et al., 2016) algorithm handles the automatic creation of prospective ProvONE graph, which is stored in a graph data model of the metadata storage.
• Data discovery submodule provides the users to search the ingested DICOM datasets based on the metadata stored in the metadata storage. The metadata are indexed for enabling full-text search, for searching over provenance graphs various queries implemented as RESTful services are provided. Finally, to enable large scale metadata harvesting the Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH) 3 is implemented.
• Annotation service is an interactive submodule that allows enriching of the images through the annotation service. Valuable information provided in form of annotations by the researchers is modeled using the Open Annotation Data Model and maintained in the metadata storage.
• Publication service submodule allows users to share (provide open access) the experiment dataset with other research communities, which can be based on data exchange technologies like i2b2 4 .
Metadata: The metadata module is responsible for handling all the metadata specific tasks in the IPDR. Metadata can either be embedded inside the DICOM files or for other file formats it can be ingested separately with the datasets. For enabling querying, sharing and reusing of metadata, DICOM metadata needs to be stored in a dedicated metadata storage. Furthermore, as DICOM metadata is subject to frequent changes throughout its lifecyle, it is necessary to have a flexible database model. Thus, we chose ArangoDB 5 , a database which offers three different types of data models, namely, key-value, document and graph data model.
• Metadata Extraction: The various metadata extractors for extracting the metadata from DICOM, HDF5, TIFF and XML files are provided as independent micro-services by this module. For extending towards other file formats, this module provides a generic interface that can be implemented by any new metadata extractors.
• Metadata Modelling: The various metadata models (schemas) are registered through this com-ponent. For example, the ProvONE provenance model, CSMD, Metadata Encoding and Transmission Standard (METS) 6 and PREMIS are some of the currently supported metadata schemas. Furthermore, application-specific metadata model of DICOM is also registered by this submodule.
• Metadata Processing: The metadata processing submodule provides the handling and assembling of the community specified METS profile. METS is metadata container format that comprises of various sections which allow encoding of administrative amdSec , structural fileSec , structMap , structLink descriptive dmdSec and provenance digiprovMD metadata. The heterogeneous metadata comprising descriptive and administrative metadata from the ArangoDB document store and provenance metadata from graph store are assembled in the METS profile for enabling sharing of entire metadata for a dataset.
• Metadata Storage: The various database specific storage adapter for storing and querying the metadata are implemented in this submodule. The CRUD operations for document metadata representing the contextual information from the DI-COM dataset, for graph metadata representing the provenance and workflows, and the six verbs of the OAI-PMH protocol are implemented in Arango Query Language (AQL). Data: The Data module provides the integration with the low-level functionality that is responsible for storing the data in the cache storage and further in the tape storage for long term archival. This data storage represents the PACS server, which is enriched with the high-performance computing (HPC) cluster for enabling processing of the DICOM dataset, where these data processing services (algorithms) are deployed on the HPC. Following are functionalities that extend the underlying PACS server.
• Data Preservation: The Data Preservation submodule provides with the checksum of the dataset that is to be ingested in IPDR. This checksum is maintained in the PREMIS metadata schema for verifying the consistency of a file during data transfers through Generic Client.
• Data Analysis and Curation: The various community specific data analysis and curation algorithm are registered in these submodules. The data processing algorithms are deployed as individual, reusable processes that expose a unique REST endpoint, which is used when assembling a scientific workflow (necessary for composing the BPEL workflow).
6 http://www.loc.gov/standards/mets/
• Data Processing: The integration with the HPC cluster and configuration of the execution environment is handled by this submodule. Moreover, when new intermediary datasets are generated as a result of an execution of data processing algorithm, the automated registration and ingest of these datasets is performed by this submodule.
User Interface
A web-based user interface developed in Vaadin is integrated with the IPDR. Feature such as free-text search over metadata and faceted search are available for discovering the datasets. Provenance graphs stored in ArangoDB are visually represented using the D3.js (Zhu, 2013) framework. The OAI-PMH metadata services are exposed through the user interface for harvesting the metadata. As the user interface is integrated with the workflow engine, the radiation therapy research community can perform remote execution of their image processing workflows.
DATA AND METADATA WORKFLOW
Datasets in interventional radiological clinics follow a systematic workflow, starting from the image acquisition in DICOM format to the final generation of a treatment record. During each step of the workflow, the DICOM images are subject to image manipulations and diagnostic information is extracted; these datasets are hence enriched with essential metadata describing the diagnostic details at each step. Moreover, additional and related datasets might be created as well. To manage these datasets, we described the complete flow of the DICOM datasets and metadata beginning from the Data Acquisition system (DAQ) and the treatment to making it accessible to clinicians for finding similar cases or for quality assurance reasons; and to use it for documentation. The complete workflow, described in our example case consists of eight steps as shown in Figure 2 . (1) The workflows begins when the either raw DICOM dataset acquired from the CT scanner system is made available to the Generic Client. (2) The Generic Client is entirely automated, it performs the registration of the dataset to be ingested by extracting the base metadata from the DICOM metadata section, translates it into the CSMD standard and registers the dataset. (3) A successful registration of base metadata triggers the transfer of data to the PACS server. (4) The complete metadata from the DICOM dataset is extracted, modelled and validated. (5) The metadata is ingested to the dedicated metadata storage database. (6) Metadata is segregated as descriptive or provenance metadata and stored either in document data model or graph data model of ArangoDB. (7) The DICOM dataset from the cache storage is transferred to archive storage for long-term preservation. The preservation metadata associated with the dataset is updated in the metadata storage. (8) The metadata is indexed for enabling free-text search and allowing discovery of the datasets from the IPDR. The data and metadata is accessible in the Vaadin based user interface which is connected to the IPDR through various REST services.
WORKFLOW AND PROVENANCE
A successful completion of the Schedule (Acquisition) Workflow (SWF) generates the various DICOM files that are stored in the PACS server. The PostProcessing Workflow (PAWF) is the logical extension of the SWF (Liu and Wang, 2010) , which aims for deriving additional qualitative and quantitive data that is beneficial for improving the patient's treatment. Typically, in a clinical environment, there are two categories of post-processing workflows. Distributed application (agent) oriented workflows: In the case of distributed agent oriented workflows, various information systems are controlled under the authority of different health care actors such as physicians, general practitioners and various hospital departments. Currently, distributed agent oriented post-processing workflow steps involves applications, such as Computer Aided Detection (CAD), Image processing, 3D reconstruction and surface rendering are available. However, these workflows are often distributed, and the various applications participating in the execution of the workflow are deployed on a stand-alone hosting system. Various endeavors address the handling of provenance and workflows in these distributed agent oriented workflows (Kifor et al., 2006 ) (Zhang et al., 2009) . Custom data processing workflows: In the case of custom data processing workflows the various data processing steps (algorithms) are typically defined and implemented for advanced data processing in the clinical environment. Currently, to coordinate and trace the execution of the workflow steps, the worklist embedded in the DICOM file is referred. The DICOM worklist (to-do lists) hold the list of tasks that are to be performed on DICOM datasets. However, DICOM does not have the capability to model and maintain the provenance traces associated with the data. Even though the worklist offers a convenient technique for maintaining the workflow steps, it obviously lacks an accepted workflow and provenance standard. For modelling comprehensive provenance information, i.e. both prospective provenance (workflow execution plan) and retrospective provenance (runtime events) (Zhao et al., 2006) , the W3C ProvONE standard is adopted. Furthermore, to enable reuse of these data processing algorithms, they are registered as web-services in the Data Analysis and Curation sub-module of the IPDR. The intermediate data generated after each step in the workflow is ingested in the IPDR PACS server, thus preventing unnecessary repetition of the workflow. Using an existing angioscopy image analysis workflow (Maksimov et al., 2009) (Brockmann et al., 2010) , the various processing steps are deployed as independent web services that are accessible through a REST URI. Based on these REST URIs, the complete workflow is modelled in BPEL specification and executed on the high-performance computing cluster. Before the execution of the workflow, the ProvONE prospective graph is generated by the Prov2ONE algorithm, and during the execution enriched with the runtime provenance information (retrospective provenance). The complete ProvONE provenance graph for the angioscopy workflow is shown in Figure 3 .
During the execution of the image analysis workflow the intermediate result are ingested into the IPDR and the metadata is extracted, modelled and stored in the metadata storage, as shown in the Figure 2 .
DISCUSSION
In the available systems, clinical process data is stored in diverse clinical information systems, for example in HIS including subsystems such as a RIS and PACS. The essence of these systems is not only the reporting but also to be able to retrospectively follow the course of the clinical decision and treatment. Whenever image data is manipulated such as via image processing or conclusions are driven via machine learning techniques, there is no adequate tool available yet that allows tracking these steps in an adequate way. The rationale for considering the IPDR is its high flexibility for different clinical processes and their adequate documentation.
Furthermore, the benefit of being able to track previous diagnostic and treatment processes is to be able to assess the treatment outcome or the correctness of the diagnostic step. This allows both to increase the internal quality of clinical routines but also offers the chance to get a deeper insight when e.g. for cancer patients there is a relapse, which might offer different ways of further patient treatment.
However, to handle the frequent metadata changes in the DICOM dataset that are introduced during the clinical studies, we integrated a database system supporting multiple flexible data models. Additionally, the metadata is automatically indexed for enabling free-text search through the data discovery service. For capturing the dynamic information in the form of annotations, the W3C standard Open Annotation Data Model is implemented through the annotation service. The IPDR allows the entire modelling of the DICOM metadata in METS format and the retrospective provenance is modelled in PREMIS standard, thus allowing efficient sharing (harvesting) of the metadata using the OAI-PMH services. For handling the provenance of the image processing workflows, we integrated the ProvONE standard in IPDR, wherein both the workflow plan as well as the associated provenance are captured, thus, enabling reproducibility of scientific results.
We also presented the data and metadata workflow describing the integration of IPDR with the PACS server, see Figure 2 . Our aim was to seamlessly integrate the entire IPDR into the existing PACS server and network infrastructure without any disruption in the existing execution environment. The DICOM dataset either from the data acquisition system (imaging modalities) or from the various workstations in the PACS network is processed through IPDR and forwarded to the PACS server. To handle the DICOM data the open-source DICOM DCM4CHE (Zeilinger et al., 2010) toolkit is integrated into the IPDR.
Regarding the regulations, documents concerning diagnostic and therapeutic procedures have to be filed for about 10-30 years, documents for quality control have to be archived for about 5 years depending on country and regulations. There is no formal requirement for a detailed documentation of medical processes so far but the availability of a flexible provenance software technique would foster regulation procedures if publicly available.
RELATED WORK
Currently, there are various commercial as well as custom implementations of PACS solutions available for clinical studies for handling the medical datasets.
Enterprise Imaging Repository (EIR) (Bian et al., 2009 ) is an alternative to the commercial PACS server and network solution that provides handling of DI-COM files using the DCM4CHE toolkit. Various functionality like HL7 (Dolin et al., 2006) interfaces, web access to DICOM objects and media creation services (CDW) are implemented by the EIR.
For handling the cardiology datasets (Marcheschi et al., 2009 ) have a PACS solution completely built using open-source technology. This solution is based on existing commodity hardware with a server farm comprising a storage pool of 24 TB for saving the cardiology datasets. A PACS based solution with automated workflow management techniques using the YAWL specification in radiology information system (Zhang et al., 2009) are implemented for allowing a workflow-aware and flexible integration of various components in building RIS.
The integration of a workflow system does offer novel approach for a flexible RIS design. However, the above mentioned PACS solutions fail to provide many of the critical aspects associated with the handling of the complete lifecycle of the medical datasets. The IPDR solution presented in this paper overcomes these limitations by providing functionalities such as, metadata handling based on standard metadata models, dedicated scalable and flexible metadata storage, annotation services based on standard Open Annotation Data Model, integration with high-performance computing cluster for performant execution of post-processing workflow tasks and capturing of provenance in ProvONE model.
CONCLUSION
In this paper, we presented the detailed architecture and the functionalities provided by the IPDR, which is a comprehensive repository system for handling the EHR datasets. The IPDR is based on the principle of modular architecture that enables easy extensibility by adding task-specific modules for handling any new requirements. The functionality provided by IPDR enables the RT researchers to: (a) automatically extract, store, and access metadata in standard metadata models, (b) allow reproducibility of scientific results by capturing provenance in ProvONE standard, (c) enrich the data quality by capturing annotations in the Open Annotation Data Model, (d) enable the repeata-bility of complex image processing workflows using integrated workflow engine, (e) large-scale metadata harvesting through standard OAI-PMH protocol.
To demonstrate the handling of image processing workflow with capturing of its associated provenance, the angioscopy workflow modelled in BPEL was executed using a workflow engine integrated with the IPDR, and the associated provenance was automatically modelled in ProvONE (Figure 3) .
However, the data exchange approach uses safe data transfer strategies but are not yet adapted to clinical needs. An integration of i2b2 and a data warehouse that collects all clinical data in combination with technologies such as PCORnet 7 offers the potential to standardised data exchange for studies and consultation and will thereby allow using our architecture to be integrated into a clinic-wide information system of the next generation. In particular, this strategy is considered to be integrated into data integration centres that are currently planned at the university medical centre Mannheim (UMM) and the MIRACUM 8 consortium that is currently funded by the German Ministry of Research and Education (BMBF). The technology is built upon developments of the BMBFproject LSDMA 9 .
