Aiming at the needs of ultrasonic motor's motion control system, generalized predictive iterative learning control (GPILC) strategy is constructed by integrating iterative learning control and generalized predictive control. By designing 2D objective function with the information of the previous control process, it attempts to integrate the generalized predictive control methods such as multi-step predictive and rolling optimization into the iterative learning control law to improve the iterative learning control effect. An effective design method of the iterative learning control law is proposed. Based on 2D prediction model, the differential optimization of the objective function is carried out to derive the GPILC law. Then, based on the nonlinear Hammerstein model of ultrasonic motor, an inverse compensation method for the motor's nonlinearity is designed to realize the effective compensation for motor's nonlinearity. On this basis, a generalized predictive iterative learning speed controller for ultrasonic motors is designed. The results of simulation and experiment indicate that the proposed control strategy and its design method are effective. The iterative learning process of ultrasonic motor's speed response is gradually convergent, and the control performance is good.
I. INTRODUCTION
The inverse piezoelectric effect of piezoelectric material is used by ultrasonic motor to convert electric energy into ultrasonic vibration of particles on stator surface, and the mechanical vibration is transformed into rotating motion of rotor through friction transmission. Both the electromechanical energy conversion process based on the inverse piezoelectric effect and the friction transfer process of mechanical energy are processes with complex nonlinearities. This makes the operation process of ultrasonic motor present obvious nonlinear characteristics, and multiple internal variables are coupled with each other. From the viewpoint of motor control, this nonlinearity is the control nonlinearity between the control variable and the controlled variable (speed or position). It is one of the main restrictive factors that affect the control performance of ultrasonic motor. How to overcome or weaken the influence of motor's nonlinearity is a core problem that must be solved in order to improve the control performance of ultrasonic motor.
Many control strategies, such as sliding mode control [1] , robust PID control [2] , fuzzy predictive control [3] , robust
The associate editor coordinating the review of this manuscript and approving it for publication was Ton Do . inverse control [4] and so on, have been applied to motion control of ultrasonic motor. These complex control algorithms not only increase the complexity of the system, but also increase the amount of online calculation which must be implemented using high-end DSP chips. Thus the cost of the system is increased. Different from the above control strategies, iterative learning control [5] is unique in modern control theory because of its concise and efficient learning ability. In the repeated operation processes, ILC adopts the iterative method to make the change trail of the control variable gradually tend to the expected trail according to the previous information. The essential feature of ILC is the memory-based learning method and the online iterative optimization process. It is precisely because of these characteristics that the strategy is concise and the requirement for the accuracy of the model is not high. It can eliminate or restrain the influence of un-modeled dynamics and time-varying characteristics through its own learning process, and it has been applied in many different control fields [6] - [11] . In [12] , iterative learning control approach is used to tune the parameters of PID controller. Firstly, iterative learning controller is used. Once a satisfactory performance is achieved, the PID controller is tuned by fitting the controller to yield the same input and output characteristics of the ILC controller. This paper provides a new tuning method for PID controller. Compared with iterative learning controller, PID controller can simplify the system structure and reduce the implementation cost. But for the time-varying object, PID controller needs to be adjusted continuously to maintain good control performance, which will lose the advantage of simplifying the system structure. An iterative feedback tuning (IFT) method is given in [13] . The IFT is focused on a generalized formulation that minimizes an objective function resulting in both controller and reference model tuning. Different from the iterative learning control strategy which contains the Generalized Prediction idea, IFT combines the classical model reference adaptive control method with the iterative idea and is applied to the servo system composed of electromagnetic motor. On the other hand, there has no magnetic field in the ultrasonic motor, and its structure and operation mechanism are totally different from all kinds of electromagnetic motors. The control strategy suitable for electromagnetic motor can not be simply copied to apply to ultrasonic motor. In [14] , a kind of ''extremum seeking'' ILC method is proposed. Contrary to the existing ILC literature, the method allows the initial condition of each iteration to be incorporated as an optimization variable to improve tracking. By increasing the number of optimization variables, it is possible to improve the optimization effect and get better solutions. However, in practical industrial applications, repetitive control processes often have the same initial conditions. Moreover, this initial condition is specified. Even if the initial conditions change, they usually change according to the needs of production, rather than being set arbitrarily for better control performance.
As a new type of actuator for motion control, most applications of ultrasonic motors have repetitive motion characteristic, which meets the requirements of ILC. ILC is applicable to such time-varying nonlinear controlled objects as ultrasonic motors. In [15] , [16] , the iterative learning control strategy is applied to the speed control of ultrasonic motor, which shows that the iterative learning control strategy is suitable for ultrasonic motor. However, as a preliminary attempt, there has no effective match between the design of control strategy and the characteristic of ultrasonic motor. Therefore, the control performance is not ideal.
Traditional iterative learning control is essentially a control strategy that combines closed-loop learning control along the cycle index with a time-wise open-loop feed-forward control. It has typical characteristics of two-dimensional (2D) dynamic systems and can be analyzed and designed by using 2D system theory. In addition, it is the key problem to be solved in the design of ILC control strategy that how to make ILC converge quickly along the cycle index while taking into account the control stability along the time index, and obtain good motor control performance. The traditional iterative learning control strategy focuses on the convergence of the iterative learning process, and takes less consideration of the control performance in time domain, so the robustness of the control system is poor. It is a feasible way to solve the above problems by combining the feedback control along time index with the iterative learning control along cycle index. In [17] , 2D theory is adopted to try to consider the closed-loop control performance in time domain and iterative learning performance of the system together in the design of control law. The designed control law includes the current state feedback of the system. The simulation results show that the robustness of the control system is improved.
As a feedback control strategy along the time index, generalized predictive control (GPC) adopts the multi-step predictive and rolling optimization method to make the control performance be good. In some papers, the combination of generalized predictive control and iterative learning control has been studied in order to obtain better control performance. In [18] , a control strategy based on the previous input and output information is proposed, in which predictive estimation of interference is added to the generalized predictive controller to integrate iterative learning. The simulation results show that the control performance is improved and the tracking error is reduced. In [19] , a 2D model predictive iterative learning control scheme based on a two-dimensional model is proposed. By selecting an appropriate 2D performance model, expected output signals and predictive control signals of the iterative learning control system are constructed. In [20] , based on a 2D cost function defined over a single-cycle or multi-cycle prediction horizon, two ILC schemes referred as single-cycle and multi-cycle generalized 2D predictive ILC schemes respectively, are proposed. These schemes have better control performance along the time index and the cycle index. The above applications show that the combination of predictive control theory and iterative learning control can improve the control performance of iterative learning control system. In [19] and [20] , a special form of iterative learning control law is specified before deducing the iterative learning control law containing prediction, so as to adapt to the derivation process of predictive control theory. In order to cater to the model form of predictive control strategy, the control requirements are not fully considered. Therefore, the iterative learning control law of the specified form is not necessarily applicable to more complex control objects such as ultrasonic motor. In order to meet the needs of the specific form, the learning control law thus designed weakens the consideration of the control performance, and artificially limits the possible optimal control performance at the starting point of the design of control strategy.
Different from the method in [19] and [20] , the method proposed in this paper does not need to specify the iterative learning control law in advance, so it is no longer necessary to set a specific form of learning control law to meet the derivation process of predictive control theory. Based on 2D system theory and aiming at the needs of ultrasonic motor's motion control, the specific method of designing iterative learning control law by applying GPC idea is studied in this paper. By designing 2D optimization objective function including the information of the previous control process, it attempts to integrate the generalized predictive control ideas such as multi-step predictive and rolling optimization into the iterative learning control law to improve the iterative learning control effect, and an effective design method of the iterative learning control law is proposed. Based on 2D prediction model, differential optimization of the control objective function is carried out to derive the generalized predictive iterative learning control (GPILC) law. Then, based on the Hammerstein nonlinear model of ultrasonic motor, an inverse compensation method for ultrasonic motor's nonlinearity is designed to realize effective compensation. On this basis, the generalized predictive iterative learning speed controller for ultrasonic motors is designed, which integrates the idea of iterative learning control with the ideas of multi-step prediction and rolling optimization. In this way, the two-dimensional system performance of time index and iterative index is taken into account. Simulation and experimental results show the effectiveness of the proposed controller.
II. GENERALIZED PREDICTIVE ITERATIVE LEARNING CONTROL SCHEME
Consider the repeated process described by the following Controlled Auto-Regressive Integrated Moving Average (CARIMA) model
That is
where, u k (i), y k (i) and ξ k (i) are the input, output and white noise of the process at time i in the kth cycle respectively. T is the time duration of each cycle. z −1 indicates the time-wise unit backward-shift operator.
. A(z −1 ) and B(z −1 ) are the operator polynomial of output signal and input signal respectively.
To design the control law u k (i) with GPC method, the form of objective function should be specified according to the control objective firstly. Consider the following objective function
where, integers n 1 , n 2 (n 2 ≤ n 1 ) are referred as the predictive length and control length respectively. When n 2 is less than n 1 , there is u k (i + n 2 − 1) = u k (i + n 2 ) = u k (i + n 2 + 1) = · · · = u k (i + n 1 ). That is, the control variable remains the same within the interval [n 2 , n 1 ]. y * k|k (i + j|i) represents the estimated output at time i + j in the kth cycle based on the measurements at time i in the kth cycle and the previous input and output data.
≥ 0 are the weighting factors indicating the importance of each terms, and reflecting the requirements of control performance.
The objective function of traditional GPC only contains the first two terms on the right side of (3). In order to design the ILC control law using the GPC method, the k (u k (i)) term is added to the objective function, so that the objective function contains the information of the previous control process. Thus, iterative learning and predictive control are combined and 2D convergence stability along time index and cycle index is guaranteed. In addition, the error term y r (i)−y * k (i) is included in the objective function, so as to make the system's output follow the given value, which reflects the basic requirement of control performance. The inclusion of t (u k (i)) in the objective function, not only makes the control performance along the time index adjustable, but also can suppress the amount of change of u k (i) along the time index to prevent the divergent problem along the time index for system with unstable inverse dynamic.
In order to obtain good control performance, it is necessary to select appropriate values of β(l) and γ (l), so that the control variable changes reasonably along the cycle index and the time index to ensure good 2D control performance. It can be seen from the objective function that smaller value of β(l) gives more freedom for the change of control variable along the time index, which may result in faster response speed, but the poorer robustness to the model-mismatch and more sensitive to the noisy. Similarly, smaller value of γ (l) gives more freedom for the change of control variable along the cycle index, which may result in faster learning convergence along cycle index but the poorer robustness to the non-repetitive disturbance.
The optimal prediction model is derived by the same method as the traditional GPC [21] , so that the output predicted value of the future moment can be given to calculate the objective function. The prediction model can be formulated as
] T , f ∈ {y, u, ξ } , and the following relationship is satisfied.
According to the objective function and predictive model, the optimal control law can be derived as follows. The objective function (3) can be expressed in the following matrix form.
The objective function (7) can be reformulated as
, this term is a known quantity. In addition, it can be
. Then (7) can be further converted into J (i, k, n 1 , n 2 )
To obtain the optimal control law, take the partial differential of the objective function with respect to t (u k (| i i+n 2 −1 )) and set it equal to 0.
According to (10) , the optimal control law that makes the objective function take the minimum value is
The above equation is the calculation formula of control variable for the future n 2 moments. Let K 1 , K 2 and K 3 be the first row of the following matrices respectively.
Then, the calculation formula of the control variable at the current moment, that is, the generalized predictive iterative learning control law, can be written as
In the design process of the generalized predictive iterative learning control law, the weight matrices in (7) should be selected according to the requirements of the control performance index.
III. DESIGN OF GENERALIZED PREDICTIVE ITERATIVE LEARNING SPEED CONTROLLER FOR ULTRASONIC MOTOR
In this section, the predictive iterative learning control law (13) is applied to the speed control of ultrasonic motor. The structure of the control system is shown in Fig. 1 . In order to design the predictive iterative learning control law of ultrasonic motor, the model of ultrasonic motor system is needed. The model can also be used in the simulation of control system to analyze the control performance of the designed controller and determine the value of parameters in the controller. The ultrasonic motor system can be described by Hammerstein model [22] . Hammerstein model of ultrasonic motor system consists of nonlinear static part and linear dynamic part, as shown in Fig.1 . In order to compensate the main nonlinearity of ultrasonic motor system, the nonlinear static part (14) in the Hammerstein model is inverted, and the inverse expression f −1 n1 , (15) , is obtained. ILC and f −1 n1 are connected in series to form the speed controller of ultrasonic motor, as shown in Figure 1 
Therefore, the structure of the control system shown in Fig.1(a) is obtained. In the figure, f −1 n1 is offset with the nonlinear part f n1 of ultrasonic motor, realizing the nonlinear compensation. This compensation method simplifies the ultrasonic motor with nonlinear characteristics into a linear dynamic part. The ILC controller acts directly on the linear dynamic part of the ultrasonic motor to obtain the linear control system shown in Fig.1(b) . Therefore, when ILC controller is designed by simulation method, only the linear dynamic part of Hammerstein model of ultrasonic motor system should be considered.
Transform (16) into the Controlled Auto-Regressive Integrated Moving Average (CARIMA) model as shown in (1)
According to (17) , it can be obtained that n a = 4 and n b = 1. Set n 1 to 4 and n 2 to 1. According to the method of traditional GPC to derive the optimal prediction model [21] , the matrices in the prediction model (4) Obviously, the values of coefficient matrix Q, S and T in objective function (7) have an important influence on the control performance of the system. The values of Q, S and T need to be selected by trial according to the system control performance requirements. After the values of Q, S and T are determined, the control law can be obtained according to (13) . Next, different values of Q, S and T are used in the simulation of the iterative learning speed control of ultrasonic motor, and then, the appropriate values of Q, S and T are determined according to the control performance of the simulation results. The diagonal elements of weight matrix Q are set to the same value to simplify the parameter selection process. Simulation shows that, when the value of Q is large, the speed error decreases rapidly due to the increase of the weight of the speed error term in the objective function, which makes the dynamic response speed faster and the iterative learning convergence speed faster. However, the rapid reduction of error will also lead to a decrease in the smoothness of the response curve and affect the stability of the dynamic process, which may cause overshoot and oscillation. Increasing the value of S can suppress the change of the control quantity along the time index, making the response curve smoother, but the response speed is slower. When the value of T is large, the amount of change of the control quantity along the cycle index can be suppressed, and the convergence speed of iterative learning slows down.
Using the model of ultrasonic motor shown in (16) , a simulation program is written to simulate the speed control system, so as to analyze the performance of the predictive iterative learning controller of ultrasonic motor. Table 1 shows the main parameters of the ultrasonic motor used in the simulation. Fig.2 and Fig.3 . It can be seen that there is no overshoot in the step response of rotating speed, and with the progress of iterative learning, the adjustment time continues to decrease. 
B. SIMULATION ANALYSIS UNDER THE CONDITION OF S = 0
In [23] , it attempts to combine model prediction with iterative learning control. The proposed objective function has only the first and third items of the right side of (3), which is different from that in this paper. For the control system, the primary purpose of control is to reduce the error as much as possible and make the system's output variable follow the given value. Therefore, the first term on the right side of the objective function (3) is indispensable. The third term in the objective function helps to ensure convergence along the cycle index, which is also necessary for iterative learning control. In order to explore the rationality and necessity of the proposed objective function, the value of S is set as 0 in this section. That is, the second term of the objective function (3) is temporarily omitted for the purpose of simulation and comparison.
Setting S to 0, the objective function no longer constrains the change amount of control variable along the time index. Driven by the control target that pursues as little error as possible, the unconstrained increment of control variable may become very large, making the time-wise control performance of the system worse, and even oscillates and diverges. In a motor control system, for the motor and its mechanical load, there is always an acceptable range of the change rate of the control variable. For ultrasonic motor, the rapid change of control variable will not only cause oscillation, but also can cause the motor to stop suddenly. Thus, it is usually necessary to limit the change rate of the control variable.
The values of Q and T are specified as the same as above. The simulated response curves of ultrasonic motor speed control are shown in Fig.4 . It can be seen from Fig.4 that under the same value of control parameters, the response process is significantly accelerated compared with Fig.2 . Overshoot occurs in the fifth and sixth step responses. The experimental result under the same control parameters as Fig. 4 is shown in Fig.5 . Due to the rapid change of control variable, the process of step response presents obvious oscillation. Thus it can be seen that for the speed control system of ultrasonic motor, the t (u k (i)) term should be included in the objective function. In this way, a degree of control freedom corresponding to the response speed in time domain can be obtained, which is conducive to limiting the change rate of control variable within a reasonable range. [20] Different from the proposed method in this paper, the following form of ILC law is specified in [20] .
C. COMPARISON WITH SIMULATION OF PREDICTIVE ITERATIVE LEARNING STRATEGY IN
where, r k (i) is referred as the updating law, and u 0 (i) is the initial value of control variable. Under this premise, the objective function in [20] is set as (19) , and then a predictive iterative learning control VOLUME 8, 2020 strategy is derived.
Compared with the objective function (3) in this paper, r k (i) corresponding to (18) is added in (19) to limit its variation. In order to compare this paper with [20] , the control strategy mentioned in [20] is used to design the speed controller of ultrasonic motor for simulation analysis. In order to facilitate comparison, the values of weighting matrices are set to the same values as before, and the response curves shown in Fig.6 are obtained. The comparison between Fig.6 and Fig.2 shows that there is no significant difference between the step response curves in the two cases. But the adjustment time of the first to fifth step responses in Fig.6 are 0.3930s, 0.2227s, 0.1048s, 0.0786s, 0.0786s, respectively, which is larger than the responses in Fig.4 . It can be seen that, after r k (i) is added to the objective function, the speed of the response slows down. On the other hand, the computational complexity of the control algorithm is increased. It indicates that it is not necessary to add the r k (i) term to the objective function.
IV. EXPERIMENTAL STUDY ON GENERALIZED PRE-DICTIVE ITERATIVE LEARNING SPEED CONTROL OF ULTRASONIC MOTOR
Experiments are conducted for the control strategy proposed in the previous section. The structure of the adopted experimental system of ultrasonic motor is shown in Fig.7 . The type of ultrasonic motor is Shinsei USR60, a kind of two-phase traveling wave ultrasonic motor. The structure of its driving circuit is H-bridge. Phase-shift PWM method is used to control the work of the H-bridge. In Fig.7 , the part inside the dotted line is the speed controller, which includes the nonlinear inverse part and the predictive ILC speed controller. The nonlinear inverse part is used to compensate the main nonlinear characteristics of the ultrasonic motor and its driving device, and the predictive ILC controller is used to adjust the linear dynamic characteristics of the motor system to achieve the desired speed control performance. The output signal of predictive ILC controller is the control variable. The control variable is applied to the nonlinear inverse part to obtain the motor driving frequency in kHz.
A. NO-LOAD EXPERIMENTS
The step given value of speed is set as 30r/min, and the control parameters are the same as the parameters designed by simulation above. The iterative learning speed control experiment is carried out, and the experimental results are shown in Fig.8 . As can be seen from Fig.8 , the step response curve of speed gradually approaches the given value without overshoot. With the progress of iterative learning, the adjustment time decreased from 0.2358s to 0.0262s, with a decrement of 88.89%. It indicates that the proposed iterative learning control strategy is effective, and the design method of control parameters according to simulation is also effective.
The step given value of speed is changed to 90r/min, and the experimental result is obtained as shown in Fig.9 . The step response curve of speed also gradually approaches to the given value, but there is a small overshoot. With the progress of iterative learning, the adjustment time continued to decrease from 0.3406s to 0.0524s, with a decrement of 84.62%.It shows that the proposed iterative learning control strategy is applicable to different speeds and the control performance at different speeds is similar.
B. INTERMITTENT LOADING EXPERIMENTS
All the above experiments are conducted under no load condition. In this section, intermittent loading experiments are conducted to evaluate the adaptability of the proposed generalized predictive iterative learning control strategy to the disturbance of load mutation. Here, the so-called intermittent loading is that, in the process of six consecutive step responses, the second and fourth step response are loaded, and the other four step responses are unloaded. It should be noted that the load mutation situation set in the experiment is a kind of non-repetitive disturbance, which has exceeded the precondition of repetition required by iterative learning control.
The values of control parameters designed above are adopted for the intermittent loading experiment, and the step responses of speed are obtained as shown in Fig.10 . As mentioned above, this set of control parameters corresponds to the coefficient matrix Q = diag{5,5,5,5} in the objective function (7) . In order to compare the control performance under different values of Q, Fig.11 shows the step response curves under intermittent loading with Q = diag{1,1,1,1}. Obviously, smaller value of Q slows down the dynamic response speed and the convergence speed of iterative learning. On the other hand, the comparison shows that there are steady-state errors in the second and fourth step responses in the two cases. However, due to the stronger control effect and faster speed of response in Fig. 10 , the steady-state errors are 0.7775 and 0.6367r/min respectively, which are significantly less than the errors 1.6308 and 1.2132r/min in the case of Fig. 11 . It shows that the stronger the control effect of the predictive iterative learning control law is, the stronger the adaptability to the disturbance of load mutation is.
To further illustrate the predictive iterative learning control process under intermittent loading, the changing curves of control variable corresponding to Fig.11 are shown in Fig.12 . Compared with the changing curve of control variable in the first response process under the condition of no load, it can be seen that under the loading condition, the controller makes correct response to the load disturbance, and the control variable is increased. But the increment is small and not enough to provide the control quantity required to cope with the load. So that the speed of the second and fourth iteration finally fails to reach the given value, and there is a positive steady state error as shown in Fig.11 . On the other hand, due to the effect of iterative learning, in addition to the second and fourth step response under load condition, the control quantity of the third, fifth and sixth step response also increases compared with the first time, making the steady-state speed slightly exceed the given value. However, the excess amount of the 6th response is 0.4639r/min, which is less than 0.9842r/min of the 5th response. The control performance is improved by predictive ILC. It is seen from Fig.11 and Fig.12 that, the controller has a response to the sudden load disturbance, but the response is insufficient. When the load changes from no load to load condition, since the iterative learning is learned from the memory of the previous control process, the increase of the previous control quantity causes the control quantity under no-load condition to increase. Therefore, the steady-state speed exceeds the given value. However, the excess amount is not large, and the maximum value is within 5% of the given value. As the iteration proceeds, the excess amount decreases gradually. As a contrast, Fig.13 shows the experimental results of the traditional P-type iterative learning strategy. The experimental conditions are the same as those in Fig.10 and Fig.11 . The change process of the corresponding control variable is shown in Fig.14 . Table 2 shows the comparison of the mean values of steady-state speed and steady-state error of the second to the sixth iteration process shown in Fig.10, Fig.11 and Fig.13 . Here, the P-type ILC control law is specified as
Comparing Fig.11 with Fig.13 , it can be seen that under the traditional ILC condition, the steady-state speed errors of the second and fourth step responses are 3.3161 and 2.9171r/min respectively, which are significantly greater than 1.6308 and 1.2132r/min in Fig.11 . Comparing Fig.12 with Fig.14, it can be seen that, because the traditional ILC control law (20) only uses previous information, the control quantity in the second cycle is not increased, and no response is made to the sudden load disturbance. Until the third iterative learning process, the control quantity is increased. In other words, from the moment of sudden load disturbance to the controller's response, a step response process is delayed. In contrast, predictive ILC has responded to the load disturbance in the second step response process. When the load state is switched to the no-load state, both the traditional ILC and the predictive ILC have the phenomenon that the control quantity increases and the value of speed exceeds the given value. However, the data shown in Table 2 indicate that the excess amount of predictive ILC is smaller. In the case of traditional ILC control, the average steady-state error of the third, fifth and sixth step response in Fig.13 is −1.4139r/min. While in Fig.11 , the value is only −0.7463r/min. This is because the calculation formula of generalized predictive ILC control law contains the information of the current cycle, which can restrain the excessive increase of control quantity. The above comparison results show that the proposed predictive ILC is superior to traditional ILC in its adaptability to the disturbance of load mutation.
In conclusion, the predictive iterative learning control law described in this paper is robust to non-repetitive disturbance of load mutation. The disturbance rejection ability is better than traditional iterative learning control strategy. The stronger the control effect is, the better the robustness is.
V. CONCLUSION
In this paper, generalized predictive iterative learning control (GPILC) strategy is constructed by integrating iterative learning control and generalized predictive control. The information of the previous control process is introduced into the optimization objective function, that is, the iterative learning item. Compared with the traditional iterative learning control strategy, by constructing the optimal prediction model and optimizing the objective function, a definite and effective update formula of ILC control quantity can be deduced. The generalized predictive iterative learning control strategy can simultaneously guarantee the learning convergence along the iterative index and the control stability along the time index. The adjustable parameters in the proposed control strategy are the weighting coefficient matrices in the objective function. These coefficient matrices act on each objective item in the objective function, and each matrix has exact meaning. Through theoretical analysis, the adjustment direction and effect of each coefficient matrix on the control performance can be ascertained, thus simplifying the process of parameter setting. The experiments of ultrasonic motor's speed control system show that, the control performance is good, and the adaptability to non-repetitive disturbance such as load mutation is better than the traditional iterative learning control strategy.
