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The Dicke model describes the coupling between a quantized cavity field and a large ensemble
of two-level atoms. When the number of atoms tends to infinity, this model can undergo a transi-
tion to a superradiant phase, belonging to the mean-field Ising universality class. The superradiant
transition was first predicted for atoms in thermal equilibrium and was recently realized with a
quantum simulator made of atoms in an optical cavity, subject to both dissipation and driving. In
this Progress Report, we offer an introduction to some theoretical concepts relevant to the Dicke
model, reviewing the critical properties of the superradiant phase transition, and the distinction
between equilibrium and nonequilibrium conditions. In addition, we explain the fundamental differ-
ence between the superradiant phase transition and the more common lasing transition. Our report
mostly focuses on the steady states of atoms in single-mode optical cavities, but we also mention
some aspects of real-time dynamics, as well as other quantum simulators, including superconducting
qubits, trapped ions, and using spin-orbit coupling for cold atoms. These realizations differ in regard
to whether they describe equilibrium or non-equilibrium systems.
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I. HISTORICAL BACKGROUND
Superradiance was first introduced in 1954 by Dicke
to describe the emission of light by a large ensemble of
atoms[1]. Dicke considered N two-level atoms that are
initially prepared in their excited state. At a given time,
one of the atoms decays by emitting a photon. This in-
duces a chain reaction that leads to the decay of all the
N atoms and the emission of N photons in free space.
Dicke explained that if all the atoms are trapped within
a fraction of a wavelength, the photons emitted will be
indistinguishable. In this case, the emission processes
will interfere constructively, giving rise to an electromag-
netic field with amplitude proportional to N and an en-
ergy density proportional to N2. The scaling laws of this
transient superradiance differ from the decay of N inde-
pendent atoms, where the light is emitted incoherently
and has an energy density proportional to N .
In 1973, Hepp and Lieb[2] discovered a different type
of steady-state superradiance, which occurs when the en-
semble of atoms is coupled to the quantized mode of a
cavity. They considered the thermal equilibrium proper-
ties of the resulting Dicke model and demonstrated that
it shows a continuous phase transition between a nor-
mal and a superradiant phase. To achieve a meaningful
thermodynamic limit, Hepp and Lieb[2] assumed that the
coupling between the two level systems and the photon
field decreases as 1/
√
N . Under this assumption, in the
normal phase, the number of photons n does not grow
with N , while in the superradiant phase, n is propor-
tional to N . The paper by Hepp and Lieb is written
in a mathematical style, which was soon reformulated
in a form more transparent to physicists by Wang and
Hioe[3]. Their analysis was later refined by Refs. [4–6]
who showed that the transition survives in the presence
of counter-rotating terms, which however shift the posi-
tion of the transition by a factor of 1/2.
In spite of the significant theoretical interest, the su-
perradiant transition had not been realized experimen-
tally, until recent times. The major difficulty is that
the transition requires very strong coupling between the
atoms and the cavity, such that the photon-atom cou-
pling is of the order of the atomic and cavity frequencies.
From a theoretical perspective, several authors studied
whether the superradiant transition can be reached us-
ing only the dipole coupling between the atoms and the
cavity. These studies gave rise to a fundamental debate
around the validity of a no-go theorem for the superra-
diant transition, which will be discussed in Sec. II D.
In the last decade, two uncontested ways to realize the
Dicke model and its superradiant transition have been
demonstrated theoretically and experimentally. The first
approach was proposed by Dimer et al.[7] and is based
on a 4-level scheme (see Fig. 1). In this setup, the cou-
pling between the atoms and the photons is induced by
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2FIG. 1. Schematic representation of the driven-dissipative
Dicke model, based on internal degrees of freedom and pro-
posed by Dimer et al.[7]. In this realization, each atom is mod-
eled by a 4-level scheme and is coupled to the cavity through
stimulated Raman emissions. In the steady state, the system
absorbs energy from the external time dependent pump (at
frequency ωp) and dumps it into several dissipative channels
(γ↓ and κ).
stimulated Raman emission, and can be made arbitrarily
strong. This proposal was recently realized by Zhiqiang
et al..[8]. The second approach was inspired by an ear-
lier experiment, proposed by Domokos and Ritsch[9], and
realized by Black et al.[10]. These authors considered a
gas of thermal atoms that are trapped inside a cavity.
The atoms are illuminated by an external coherent pump
and scatter photons into the cavity (see Fig. 2). It was
found that for strong enough pump intensities, the atoms
self-organize in a checkerboard pattern, where the atoms
are preferentially separated by an integer multiple of the
photon’s wavelength, and scatter light coherently. This
analysis was later extended to the case of a Bose-Einstein
condensate (BEC) theoretically by Nagy et al.[11] and
experimentally by Baumann et al.[12]. In a BEC, the
atoms are delocalized, and the phase of the scattered
light is random. In this situation, the scattered photons
are incoherent and their number does not grow with N .
In contrast, in the self-organized state, all atoms emit
photons coherently, giving rise to a superradiant phase,
where the number of photons is proportional to N . Fol-
lowing this reasoning, Refs. [11, 12] showed that the onset
of self-organization can be mapped to the superradiance
transition of the Dicke model, see Sec. II. This study was
later extended to narrow linewidth[13] and multimode[14]
cavities.
The two above-mentioned realizations of the super-
radiant transition in the Dicke model involve driven-
dissipative systems. In both settings, the coupling be-
tween the atoms and the photons is achieved through an
external time-dependent pump. This allows arbitrarily
strong effective light-matter coupling strengths, enabling
the transition. As a consequence of being driven, these
systems cannot be described by an equilibrium Dicke
model, but one needs to take into account the drive and
dissipation present. This subtle difference was initially
dismissed because, in the limit of vanishing losses, the
critical coupling of the driven-dissipative model coincides
with the value of the equilibrium case, see Sec. III. Be-
κ κ
Pump
FIG. 2. Cartoon of the self-organization transition. When
the pump strength is below threshold (left), the atoms are
delocalized and scatter light incoherently in the cavity. Above
threshold (right) the atoms feel an optical lattice from the
interference of pump and cavity light, and organize into a
checkerboard lattice. Adapted from Ref. [21].
cause the driven-dissipative model does not have a well-
defined temperature, it was tempting to identify the ex-
periment with a zero-temperature quantum phase transi-
tion. However, later studies[15–17] showed that the phase
transition has the same universal properties as the equi-
librium transition at finite temperature. This equivalence
can be understood in terms of an emergent low-frequency
thermalization, which will be reviewed in Sec. IV. These
approaches can be considered as analog quantum simu-
lators of the Dicke model: the driving scheme is designed
to engineer an effective Dicke model with tunable pa-
rameters allowing exploration of the phase diagram. As
discussed further in Sec. II D, there also exist proposals
for digital or hybrid analog-digital quantum simulation of
the Dicke model using superconducting qubits or trapped
ions[18–20].
The main goals of this Progress Report are (i) to
present simple physical arguments to understand the
commonalities and differences between the superradi-
ant phase transition in the equilibrium Dicke model and
its non-equilibrium counterparts (Secs. II-IV), (ii) to in-
troduce some analytical and numerical approximations,
used to study the Dicke model (Sec. V); and (iii) to set
the superradiant transition in the wider context of closely
related models and transitions (Sections VI and VII).
For a broader discussion of the phenomena of superra-
diance and the Dicke model, we refer the reader to a
number of other relevant reviews: Gross and Haroche[22]
discusses the transient superradiance first predicted by
Dicke; Garraway[23] presents the Dicke model and its
phase transitions from a quantum optics perspective;
Ritsch et al.[24] discusses the self organization of atoms
in optical cavities and dynamical optical lattices.
II. MODELS AND EXPERIMENTS
A. The Dicke model at equilibrium
The Dicke model describes a single bosonic mode (of-
ten a cavity photon mode) which interacts collectively
with a set of N two-level systems (the atoms). The Dicke
3Hamiltonian is given by
H = ωca
†a+ ωz
N∑
j=1
σzj +
2λ√
N
(a+ a†)
∑
j
σxj . (1)
Here a†(a) are the creation (annihilation) operators of the
photon, satisfying [a, a†] = 1, and σαi are spin operators,
satisfying [σxj , σ
y
k ] = iδj,kσ
z
j (note that σ
α = τα/2, where
τα are Pauli matrices). The model has three tuning pa-
rameters: the photon frequency ωc, the atomic energy
splitting ωz, and the photon-atom coupling λ.
To understand the nature of the superradiant transi-
tion, it is useful to analyze the symmetries of this model.
By applying the transformation a→ −a and σx → −σx,
the Hamiltonian remains unchanged. This gives a sym-
metry group with only two elements (when this trans-
formation is applied twice it brings back to the original
state) and is formally associated with a Z2 group. This
symmetry arises due to the conservation of the parity
of the total number of excitations (i.e. the number of
photons, plus the number of excited spins), and is anal-
ogous to the Ising symmetry of ferromagnets. As we will
see, the superradiant transition indeed shares the same
critical exponents as the mean-field Ising transition.
The Dicke model, Eq. (1), depends on the atomic de-
grees of freedom through the total spin operators Sα =∑
j σ
α
j only. Using this definition, the Dicke model be-
comes
H = ωca
†a+ ωzSz +
2λ√
N
(a+ a†)Sx . (2)
This Hamiltonian commutes with the total spin S2 =
(Sx)2 + (Sy)2 + (Sz)2. Consequently, it connects only
states with the same total spin S, i.e. that belong to the
same Dicke manifold. This symmetry provides a signif-
icant simplification of the problem because it allows the
description of the atomic degrees of freedom in terms of
N + 1 states, rather than the entire Hilbert space of size
2N [25]. This symmetry can however be broken by physi-
cal processes that act on individual atoms, which will be
described in Sec. II C.
B. Raman transitions and self-organization
As mentioned in the introduction, the Dicke model
was realized experimentally in two ways: (i) using stim-
ulated Raman emission between two hyperfine states in
the ground state manifold of a cold atomic cloud, and (ii)
coupling to the motional degrees of freedom of a BEC.
The former realization[7] involves a 4-level scheme,
schematically drawn in Fig. 1. The mapping to the Dicke
model is straightforward: ωz is the effective splitting be-
tween the two ground states (taking into account any
differential Stark shifts due to the external drive), and
λ/
√
N the strength of the stimulated Raman emission
into the cavity mode. Note that this coupling is achieved
by using two distinct external fields. These two processes
correspond to σ+i a + σ
−
i a
† and σ+i a
† + σ−i a
†, respec-
tively, and are often referred to as rotating and counter-
rotating. When the two processes have equal strength,
one recovers the Dicke model of Eq. (1). By varying the
relative strength, it is possible to realize a generalized
Dicke model, with different prefactors to the rotating and
counter-rotating terms, which will be discussed further in
Sec. VI B.
In the latter realization[11, 12], the mapping to the
Dicke model was achieved by considering two momen-
tum modes of the atoms (the BEC at q = 0 and the first
recoil at kL = 2pi/λ). It is not immediately clear that this
mapping is completely justified. Firstly, it is not a priori
clear that one may neglect higher order scatterings, at
multiples of kL. Secondly, the mapping only holds if the
atoms are initially found in a BEC. However, in practice,
the self-organization transition occurs in a thermal state
as well[9, 10]: a detailed analysis revealed that the super-
radiance phase transition is essentially unaffected by the
BEC transition[26].
Hence, we present here a different mapping of the
self-organization transition to the Dicke model, which
does not require a BEC. Our derivation assumes that
the atoms do not interact and are initially found in
the superradiant phase. In this state, the atoms scat-
ter light into a standing wave of the cavity field, whose
period is λ/2. However, to enable superradiance, the
atoms need to preferentially occupy sites that are sep-
arated by an integer multiple of λ in the longitudinal
direction of the cavity. Having denoted all the possi-
ble sites as even or odd, we introduce the spin variables
σxj , which indicate whether the atom j is on an even
(σxj = 1/2) or odd (σ
x
j = −1/2) site. Depending on
their positions, the atoms scatter light from the pump,
and create cavity photons, with a phase of either 0 or
pi. If we define Neven and Nodd as the operators that
count the number of atoms on the even and odd sites,
respectively, the photon-atom coupling can be written as
λ(t)a†(Neven−Nodd)+H.c. = 2λ(t)a†
∑
j σ
x
j +H.c., where
λ(t) = λ exp(iωpt) is proportional to the pump field and
oscillates at the pump frequency ωp. In addition, the
atoms can experience quantum tunneling between even
and odd sites. This process is described by the spin-flip
operator ωzσ
z
j , where ωz is the tunnelling rate.
By combining these terms, we obtain the Dicke model
H(t) = ωca
†a+ ωz
N∑
j=1
σzj + 2
(
λ(t)a+ λ∗(t)a†
) N∑
j=1
σxj .
(3)
In general, the parameters in this model may have a non-
trivial dependence on the pump strength. (For instance
in a standing-wave pump profile, the tunneling matrix
element is given by the difference of eigenvalues of the
Mathieu equation. See the Appendix A.1 of Ref. [27].)
On approaching the transition, the standing wave be-
comes weaker and ωz achieves its maximal possible value,
4which equals to the recoil energy ER = k
2
L/2m. In this
limit, Eq. (3) becomes identical to the Dicke model ob-
tained by Ref. [11], which started by considering a BEC
of atoms.
C. Driven-dissipative models
The explicit time dependence of Eq. (3) can be re-
moved by shifting to an appropriate rotating frame, i.e.
by using the gauge transformation a → eiωpta. This
transformation brings Eq. (3) to the time-independent
Dicke model, Eq. (1), with a renormalized cavity fre-
quency ωc → ωc − ωp. If the system were closed,
this transformation would have no physical consequences.
However, when the system is coupled to a bath, the trans-
formation changes the properties of the bath, pushing it
out of equilibrium. In particular, since all frequencies
are renormalized down by ωp, the transformation leads
to a bath with both positive and negative frequencies,
while equilibrium baths have positive eigenfrequencies
only. Hence, there are two equivalent ways to describe
the driven-dissipative Dicke model: (i) in the laboratory
frame, where the bath is in thermal equilibrium but the
Hamiltonian is time dependent, and (ii) in the rotating
frame, where the Hamiltonian is time independent, but
the baths are effectively out of equilibrium.
In this report we follow the second, more common ap-
proach, and work in the rotating frame. Since the op-
tical frequency is the largest scale in the problem, the
baths can be approximated as Markovian[28]. As dis-
cussed for example in Ref. [17], Markovian baths gen-
erally violate the equilibrium fluctuation-dissipation re-
lation. This is because of the negative frequency bath
components described above. These cannot be found at
thermal equilibrium because their partition function is
not normalizable (for a bath mode at frequency ωb < 0,
Z = Tr[eβ|ωb|a
†a] → ∞). In practice, this is not a prob-
lem because the occupation of the bath modes is ac-
tually set by their frequencies in the laboratory frame
ωp + ωb > 0, rather than in the rotating frame, ωb < 0.
For optical frequencies at room temperature, the occu-
pation of the bath modes can be safely approximated to
zero, giving rise to the Lindblad-form master equation
ρ˙ = −i[H, ρ] +
∑
i
γiD [Li] (4)
where ρ is the system’s density matrix, and
D [L] ≡ 2LρL† − {L†L, ρ} . (5)
Physically, the rates γi and operators Li correspond to
different sources of dissipation. For experiments on the
Dicke model, the most relevant sources of dissipation are
listed in Table I, and can be divided in two main cate-
gories: collective effects (κ and γ) and single atoms effects
(γ↓ and γφ). In Sec. III we will explain how to deal with
these categories. Other sources of dissipation, such as
rate L operator physical process
κ a cavity decay
γ
∑
j σ
−
j = S
− collective atomic decay
γ↓ σ−j single-atom decay
γφ σ
z
j single-atom dephasing
TABLE I. Main sources of dissipation that were considered
in the literature[29–31] .
the loss of atoms, require going beyond the picture of a
fixed number of two-level systems coupled to light, and
will not be considered here.
D. Other realizations of the Dicke model
In Sec. I, we mentioned a no-go theorem for the
superradiant transition by Rzazewski[32]. These au-
thors claimed that the superradiant transition cannot be
reached using dipole couplings between atoms and pho-
tons. The key observation of Rzazewski[32] is that the
Dicke model is incomplete, because it is not invariant un-
der gauge transformations of the electromagnetic field. A
minimal change which recovers this invariance is to add
a term proportional to the square of the vector poten-
tial. The Thomas-Reiche-Kuhn sum rule then implies
that the strength of this additional term is exactly that
needed to inhibit the phase transition, leading to a “no-
go” theorem[33, 34].
The validity of this no-go theorem is still debated. In
particular, a full quantum treatment of the problem re-
quires not only the A2 terms, but a description of the lon-
gitudinal Coulomb interactions between dipoles. By con-
sidering a full description of a realistic system of atoms
in a real cavity, Refs. [35–39] showed that a phase transi-
tion can occur in the right geometry. Since the “photon
creation” operator describes different physical fields in
different gauges, it is important to check what physical
fields acquire macroscopic expectations in such a transi-
tion. Such analysis reveals that this transition is adiabat-
ically connected to a crystalline transition for motional
degrees of freedom[37], or to a ferroelectric transition for
dipole couplings[39]. Very recent works[40, 41] have also
noted that since the two-level approximation has a dif-
ferent meaning in different gauges, its validity at strong
coupling is not gauge invariant: as such[40] shows that
only in the dipole gauge can the two-level approximation
be trusted. The question of how to properly describe
matter–light coupling has also recently been discussed in
the context of combining cavity quantum electrodynam-
ics with density functional theory[42, 43].
The realization of the Dicke model using Raman driv-
ing circumvents the no-go theorem, for the following rea-
sons: Firstly, the effective matter-light couplings appear-
ing in this Hamiltonian are a combination of the bare
coupling, the pump strength and the detuning. As such,
these are not subject to any oscillator-strength sum-rule.
5Moreover, even the bare couplings appearing in the ef-
fective coupling relate to transitions between ground and
excited atomic states, rather than direct transitions be-
tween the low energy states forming the two-level system.
Finally, the effective cavity frequency is tunable through
the pump-cavity detuning. As a result of all of these
points, there is no longer any constraint on the relation
between the parameters of the model, and a superradiant
transition is possible. An A2 term may nonentheless be
present, but the system’s parameters can be chosen such
that this term is weak enough to be ignored.
In addition, the original equilibrium superradiant tran-
sition of the Dicke model is possible in a grand canoni-
cal ensemble[44, 45]. In such an ensemble, one minimizes
the grand potential Φ = −kBT ln(ZGC), where ZGC =
Tr [exp(−β(H − µNex))], and Nex = a†a+
∑
j σ
z
j + 1/2.
The chemical potential µ shifts the effective parameters
ωc, ωz → ωc − µ, ωz − µ such that the sum rule required
for the no-go theorem no longer holds. Considering this
ensemble only makes sense if the Hamiltonian preserves
the number of excitations, i.e. working in the limit where
counter-rotating terms can be dropped, giving rise to the
Tavis–Cummings model (see Sec. VI A). Conceptually,
this corresponds to considering a perfect cavity prepared
with an initial finite excitation density and then asking
for the ground state. This model can also describe the
Bose–Einstein condensation of exciton-polaritons — su-
perpositions of microcavity photons and excitons[46, 47]
— in the limit of a very good cavity[48, 49].
Another context in which the Dicke transition is ex-
pected to be possible involves circuit QED[50]. Here, the
two-level atoms are replaced by superconducting qubits,
coupled to a common microwave resonator. This again
can be considered as an analog quantum simulator, with
the superconducting qubits acting as tunable artificial
atoms. There has been much discussion on whether the
Hamiltonian describing such a system should contain A2
terms, and as such, whether it is subject to the no-go
theorem[51–57]. For at least some designs of circuit, if one
starts from the classical Kirchoff equations (i.e. condi-
tions on the currents and voltages) of the circuit, and pro-
ceeds to quantize these equations, the resulting Hamilto-
nian is not necessarily subject to the no-go theorem. i.e.,
there are cases where either the A2 term is absent, or
where it is present, but with a weaker coupling strength
than required to prevent the phase transition.
The above realizations of the Dicke model involve cou-
pling to a photonic mode, at optical or microwave fre-
quencies. In addition, the Dicke model can be realized
in any case where many spin degrees of freedom couple
to a common bosonic mode. There have been several
proposals for realizing such a model where the bosonic
mode corresponds to motion in an harmonic trap, i.e. a
mechanical phonon mode, rather than a photon.
One widely studied example involves coupling the elec-
tronic states of trapped ions to their center of mass
motion[20, 58–60]. In fact, the natural coupling between a
standing wave laser and an ion leads to a position depen-
dent matrix element[61]. Writing this position in terms
of vibrational raising and lowering operators, one can ex-
pand in the Lamb-Dicke regime to produce an effective
Dicke model[20, 59]. Alternately, a state-dependent opti-
cal potential can be used to couple the electronic state
of the ion to the center of mass mode[58, 62, 63]. Such an
approach has been realized experimentally in Ref. [60],
where an adiabatic sweep from the normal to the super-
radiant state has been studied.
A similar idea has also been realized by Hamner et
al.[64], using a spin-orbit coupled BEC in an harmonic
trap. Here spin-orbit coupling produces a coupling be-
tween atomic motion and the internal spin state. The
cloud of atoms is reduced to a single motional degree
of freedom by the non-fragmentation of an interacting
BEC. Using this mapping to the Dicke model, the exper-
imentally observed transition between a polarized and
unpolarized state of the atoms can be understood as an
analogue of the superradiant phase transition.
All the above examples describe various routes to ana-
log quantum simulation of the Dicke model, i.e. they in-
volve directly engineering a Dicke Hamiltonian, and then
studying the steady state or dynamics of this model. In
addition, there have been other proposals to use digital
quantum simulation, i.e. to replace time evolution under
the Dicke Hamiltonian with a sequence of discrete uni-
tary gates that leads to the same evolution. In particular,
schemes have been proposed to realize such digital quan-
tum simulation using superconducting qubits[18, 19].
III. THRESHOLD OF THE SUPERRADIANT
TRANSITION
In this section we give an overview of some simple tech-
niques for finding the critical point in the Dicke model
both in and out of equilibrium. These approaches are
based on mean-field theory, and give an intuitive under-
standing of the superradiant transition.
A. Equilibrium transition
In equilibrium we can calculate the critical coupling
of the Dicke model, Eq. (1), by minimizing its mean-
field free energy. Within this approach, we assume the
photons to be in a coherent state |α〉, defined by a|α〉 =
α|α〉, where α is a real variational parameter. In this
state, the energy of the cavity is ωc〈a†a〉 = ωcα2 and
each atom experiences the Hamiltonian
h(α) = ωzσ
z
i +
4λ√
N
ασxi . (6)
The partition function is then given by
Z(α) = Tr[e−βH ] = e−βωcα
2 (
Tr e−βh
)N
, (7)
6where β = 1/T is the inverse temperature. By definition,
the free energy is
F (α) = − 1
β
ln(Z(α)) = ωcα
2 − N
β
ln (2 coshβE) , (8)
where E =
√
ω2z
4 +
4λ2
N α
2 is the eigenvalue of h(α).
By optimizing F as a function of α, one finds that if
λ < λc the minimum is at α = 0 while for λ > λc the
minimum is at α 6= 0. The critical value λc is found by
the condition F ′′(α = 0) = 0, or
λc =
1
2
√
ωcωz coth
(
βωz
2
)
. (9)
Note that this critical coupling smoothly evolves down
to zero temperature (β → ∞), where one obtains λc =√
ωcωz/2.
One may also use the above approach to find the crit-
ical exponent β that controls how the order parameter α
evolves beyond the critical λ. In general, for λ > λc we
minimize the free energy by solving dF (α)/dα = 0, or
ωcα =
N
2
tanh(βE)
dE
dα
=
2λ2 tanh(βE)
E
α, (10)
and since α 6= 0 this gives ωcE = 2λ2 tanh(βE). For
small α we can expand E = (ωz/2) + 4λ
2α2/Nωz. Ex-
panding both sides of Eq. (10) to order α2, one finds
α =
√
NA(λ)(λ2 − λ2c), (11)
where A(λ) is a function of coefficients which is finite
at λ = λc for all temperatures. One finds that in the
superradiant state, the order parameter scales as
√
N
and develops as α ∼ (λ − λc)β , with β = 1/2. These
results are valid both for zero and non-zero temperatures.
Nevertheless, as we will explain in Sec. IV, the these two
transitions are actually fundamentally different.
B. Holstein–Primakoff transformation
An alternative description of the Dicke model relies
on the Holstein-Primakoff (HP) representation[65], which
maps the total spin operators Sα to a bosonic mode b
Sz → −N
2
+ b†b, S+ → b†
√
N − b†b . (12)
In the large N limit (where N  〈b†b〉), Eq. (12) simpli-
fies to Sx → √N(b + b†) and the Dicke model, Eq. (2),
becomes equivalent to two coupled Harmonic oscillators
HHP = ωca
†a+ ωzb†b+ λ(a+ a†)(b+ b†) . (13)
Since the HP transformation relies on the total spin rep-
resentation, this approach can include collective decay
channels only, κ and γ in Table I[66]. Being a quadratic
Hamiltonian, the model (13) can be analytically solved
at equilibrium, as well as out of equilibrium, in many
different ways. In the following sections we will briefly
summarize how this is done using master equations, as
well as Keldysh path integrals.
Within the master equation approach, Eq. (4), one has
ρ˙ = −i[HHP , ρ] + κD[a] + γD[b]. (14)
Eq. (14) gives rise to linear equations of motion for the
operators a and b, which can be equivalently rewritten in
terms of classical expectations,
a˙ = (−iωc − κ)a− iλ(b+ b†) (15)
b˙ = (−iωz − γ)b− iλ(a+ a†). (16)
These equations can be written in a matrix notation as
v˙(t) =Mv(t), (17)
with v = (a, a†, b, b†)T and
M =

−(κ+ iωc) 0 −iλ −iλ
0 −(κ− iωc) iλ iλ
−iλ −iλ −(γ + iωz) 0
iλ iλ 0 −(γ − iωz)
 .
(18)
We now relate this expression to the retarded Green’s
function and the Keldysh path integral formalism. The
Keldysh formalism allows one to extend path integrals
to systems away from thermal equilibrium. Many com-
prehensive introductions to this approach can be found
in textbooks[67, 68] as well as reviews of its applica-
tion to driven-dissipative systems[69]. Given these ex-
cellent introductions, we do not aim here to discuss
the derivation of this path integral, but provide a brief
summary of its significance instead. The key feature
of the Keldysh formalism is the separate treatment of
the retarded/advanced Green’s function, GR/A, and the
Keldysh Green’s function, GK . The former describe the
response of the system to an external drive, while the lat-
ter captures thermal and quantum fluctuations inherent
to the system. At thermal equilibrium these two quan-
tities are linked by the the fluctuation-dissipation rela-
tions, which become invalid in the presence of external
time-dependent drives. Formally, the distinction between
GR/A and GK is achieved by the introduction of two sep-
arate fields that describe the evolution of the left (ket)
and right (bra) side of the density matrix, respectively.
As explained in Appendix A, Eq. (17) can be used to
derive the retarded Green’s function of the system[
GR(ω)
]−1
=S−1 (ω − iM) , (19)
here S represents the equal-time commutation relations
Si,j =
〈[
vi(0), v
†
j (0)
]〉
and in the present case is given
by:
S = diag(1,−1, 1,−1). (20)
7Plugging Eqs. (18) and (20) into Eq. (19) one finds
[
GRHP (ω)
]−1
=
ω − ωc + iκ 0 −λ −λ
0 −ω − ωc − iκ −λ −λ
−λ −λ ω − ωz + iγ 0
−λ −λ 0 −ω − ωz − iγ

(21)
In the limit of γ → 0, this expression is equivalent to
the retarded Green’s function derived in Ref. [17].
The superradiant transition corresponds to the require-
ment that one of the eigenvalues of M goes to zero, or
equivalently that det[GR(ω = 0)] = 0. This condition
can be easily evaluated to deliver
λc =
1
2
√
ω2z + γ
2
ωz
ω2c + κ
2
ωc
. (22)
In the limit κ, γ → 0, Eq. (22) recovers the zero temper-
ature limit of the equilibrium result, Eq. (9). However,
as we will explain in Sec. IV, the transition of the open
system is in a different universality class than the zero
temperature limit.
C. Critical coupling in the presence of single-atom
losses
The Holstein-Primakoff approximation assumes that
the total spin of the model is conserved. As a conse-
quence, it cannot describe processes that act on individ-
ual atoms, such as the single-atom decay γ↓ and dephas-
ing γφ mentioned in Sec. II C. The effect of these pro-
cesses on the critical coupling can be found by consider-
ing the equations of motion for the expectation values of
the physical observables. Starting from the Hamiltonian
in Eq. (1) and including the single atom decay sources,
one finds[30]:
∂t 〈a〉 = − (iωc + κ) 〈a〉 − i2λ
√
N〈σx〉 (23)
∂t〈σ+〉 = (iωz − γT )〈σ+〉 − 2iλ√N Re[〈aσ
z〉] (24)
where γT = γφ + γ↓. The above equations are exact, but
do not form a closed set due to the terms 〈aσz〉. However,
in the mean-field limit one can assume this factorizes as
〈aσz〉 = 〈a〉〈σz〉. This produces a closed set of mean
field equations which are analogous to the Maxwell-Bloch
(MB) classical theory of a laser[70].
The critical coupling of the superradiant transition can
be found through a linear stability analysis of Eqs. (23)
and (24)[30]: By retaining only terms that are linear in
〈a〉 and 〈σ+〉, one obtains the same form as Eq. (17),
with
MMB =
−(κ+ iωc) 0 −iλ −iλ
0 −(κ− iωc) iλ iλ
2iλ〈σz〉 2iλ〈σz〉 −(γT + iωz) 0
−2iλ〈σz〉 −2iλ〈σz〉 0 −(γT − iωz)
 ,
(25)
and v = (〈a〉, 〈a†〉, 〈σ−〉, 〈σ+〉)T . The superradiant tran-
sition occurs when the determinant of the above matrix
vanishes, or equivalently:
λc =
1
2
√
(ω2z + γ
2
T )(ω
2
c + κ
2)
−2〈σz〉ωzωc . (26)
Note that if the atoms are initially fully polarized in the
down state, i.e. 〈σz〉 = −1/2, then Eqs. (25) and (26)
become equivalent to Eqs. (18) and (22).
IV. UNIVERSALITY IN AND OUT OF
EQUILIBRIUM
In this section we describe the critical properties of the
superradiant transition, from a theoretical perspective:
We first review the results obtained for the Dicke model
at equilibrium (IV A) and out-of-equilibrium (IV B), and
then explain the universal nature of these results in
terms of analogous models of simple nonlinear oscillators
(IV C).
A. Equilibrium transition of the Dicke model
For a closed system at zero temperature, physical
quantities in the normal phase of the Dicke model can be
computed directly from the quadratic model of Eq. (13).
This Hamiltonian can be diagonalized using a Bogoliubov
transformation. For simplicity, let us consider the spe-
cific case of ωc = ωz = 1. In this case, the Hamiltonian
(13) can be written as
H =
1
2
(p2a + p
2
b) +
1
2
(xa xb)
(
1 2λ
2λ 1
)(
xa
xb
)
(27)
where xa = (a + a
†)/
√
2 and pa = i(a
† − a)/√2. This
Hamiltonian is diagonalized by the eigenmodes x± =
(xa±xb)/
√
2 and p± = (pa±pb)/
√
2, with eigenfrequen-
cies ω± = 1± 2λ. In the new basis, the Hamiltonian de-
couples into two independent harmonic oscillators: H± =
(p2±+ω
2
±x
2
±)/2. The superradiant transition occurs when
one of ω± = 0, or equivalently |λ| = λc = 1/2, as pre-
dicted by Eq. (9).
Let us now consider separately the zero and finite tem-
perature cases. In the former case, one needs to calcu-
late the ground state of an harmonic oscillator, where
8〈x2±〉 = 1/
√
2ω±, leading to
〈x2a〉 = 〈x2+〉+ 〈x2−〉 =
1
2
√
λc + λ
+
1
2
√
λc − λ
. (28)
We can use this result to compute the critical exponent
γ, defined by 〈a†a〉 ∼ |λ−λc|−γ . The number of photons
is 〈a†a〉 = (〈x2a〉 + 〈p2a〉 − 1)/2, where 〈x2a〉 diverges at
the transition according to Eq. (28), while 〈p2a〉 remains
finite. Consequently, the number of photons diverges as
(λc − λ)−1/2, leading to γ = 1/2.
For a system at a finite temperature T , one has
〈x2±〉 = coth(β
√
(λc ± λ)/2)/(2
√
(λc ± λ)). When the
temperature is high compared to the mode frequency
(which is always the case near the transition for the
mode with vanishing frequency), one can approximate
〈x2±〉 = T/(
√
2(λ± λc)), leading to the critical exponent
γ = 1. These critical exponents are valid for any value of
the ωc/ωz ratio and demonstrate the difference between
mean-field phase transitions at zero and finite tempera-
tures.
B. Non-equilibrium transition of the Dicke model
For a driven-dissipative model, it is necessary to use
non-equilibrium techniques. Within the HP approxi-
mation, one obtains a quadratic Keldysh action of the
form[17]
SN =
1
2
∫
ω
V †
(
0 [GAHP ]
−1
[GRHP ]
−1
DKHP
)
V . (29)
Here V = (v; v¯), where v is defined above and v¯ are aux-
iliary fields that allow us to describe the occupation of
the bosons. For Markovian baths, DK is frequency inde-
pendent and, if considering just photon loss, one simply
has:
DKHP = 2i diag(κ, κ, 0, 0). (30)
By inverting Eq. (29) one can compute any two-point cor-
relation function of the cavity and the spin. This method
is formally equivalent to the quantum regression theorem
for Markovian baths: the convenient matrix notation eas-
ily extends to the case of several variables.
One specific quantity that can be computed using this
method is the number of photons in the cavity n = 〈a†a〉,
which is related to the Keldysh Green’s function by
2n + 1 =
∫
dω/(2pi)GK(ω). This quantity diverges at
the phase transition as[15, 16]
〈a†a〉 = λ
2
2ωzωc(1− (λ/λc)2) ∼
1
λc − λ (31)
where here λc = (1/2)
√
ωz(ω2c + κ
2)/ωc. Thus, for the
driven-dissipative system, the critical exponent is γ = 1,
as in the equilibrium case at finite temperature. This cor-
respondence holds for other properties of the phase tran-
sition: for example, although the photon-atom entangle-
ment diverges at the zero temperature transition[71–73],
this quantity remains finite at the driven-dissipative
transition[74]. These observations suggest that the uni-
versal properties of driven-dissipative systems are analo-
gous to equilibrium one, at a finite effective temperature.
This generic phenomenon will be explained in more detail
in Sec. IV D.
C. Landau theory of a mean-field phase transition
As we have seen, the mean-field critical exponent of
the transition at zero temperature differs from the non-
equilibrium steady state. This difference can be under-
stood using a simple Landau model of a mean-field Ising
transition:
H =
p2
2
+
1
2
(λc − λ)x2 + 1
4N
x4 . (32)
Here x and p are canonical coordinates. This model de-
scribes a phase transition at λc: for λ < λc the energy
has a single minimum at x = 0, while for λ > λc two
minima are found at xmin = ±
√
N(λ− λc). The effect
of spontaneous symmetry breaking corresponds to the
choice of one of the two equivalent minima. The expres-
sion for xmin defines the critical exponent of the model
β = 1/2. As discussed in Sec. III A, this matches the
equilibrium result for both the zero and finite tempera-
ture Dicke model. The exponent β for the out of equi-
librium Dicke model is less straightforward, as it cannot
be found from a quadratic theory. However it is derived
in a number of works including[7] and indeed found to be
β = 1/2. Thus the Landau theory recovers the correct
expression for the Dicke model both at equilibrium and
out of equilibrium (see Table II).
The critical exponent γ depends on the specific context
of the transition. To understand this difference it is suffi-
cient to consider three specific examples of the harmonic
oscillator (for simplicity we focus on the normal phase at
λ < λc):
1. Quantum phase transition (QPT) – If the system
is at zero temperature, 〈x2〉 is given by the zero-point
motion of the harmonic oscillator, Eq. (32) with N →∞,
〈x2〉QPT =
1
2(λc − λ)1/2 , (33)
leading to the critical exponent γQPT = 1/2.
2. Classical phase transition (CPT) – If the system
is at finite temperature, one can apply the equiparti-
tion theorem to establish that in the classical limit when
kBT 
√
λc − λ, then 〈(λc − λ)x2〉 = kBT . Thus,
〈x2〉CPT =
kBT
λc − λ (34)
or equivalently γ = 1. As the mode frequency goes to
zero at the transition, the transition point is always in
the classical limit, kBT 
√
λc − λ.
9exponent definition QPT CPT NESS
[25, 76–78] [15–17]
β 〈x〉 ∼ δλβ 1/2 1/2 1/2
γ 〈x2 − 〈x〉2〉 ∼ |δλ|−γ 1/2 1 1
ζ 〈x2〉λ=λc ∼ Nζ 1/3 1/2 1/2
TABLE II. Critical exponents of mean-field phase transitions
(such as the Dicke model). The transition point is set at δλ ≡
λ− λc = 0. The critical theory of the non-equilibrium steady
state (NESS) are the same as the classical phase transition
(CPT) exponents.
This result also holds for an open system coupled to
an equilibrium bath at temperature T . In this case the
dynamics are described by the Langevin equation
x¨− ηx˙+ (λ− λc)x2 = f(t). (35)
Here correlations of the Langevin noise f(t) are de-
termined by the fluctuation-dissipation theorem (FDT),
〈f(t)f(t′)〉 = 4ηkBTδ(t − t′). By inverting Eq. (35) one
retrieves Eq. (34)[75]. As expected, for a classical system
the insertion of an equilibrium bath does not modify the
(equal-time) correlation functions of the system, and the
critical exponent γ is left unchanged.
3. Non-equilibrium steady state (NESS) – In the pres-
ence of an external drive, the equilibrium FDT is vio-
lated, and the random noise source of Eq. (35) will be
determined by a generic function 〈f(t)f(t′)〉 = F (t − t′)
and
〈x2〉NESS =
∫
dω
2pi
F (ω)
(ω2 + λ− λc)2 + ω2η2 , (36)
where F (ω) is the Fourier transform of F (t − t′). To
extract the critical exponent of the transition, it is then
sufficient to assume that F is analytic around ω = 0, such
that for small ω, F (ω) ≈ F0. Under these conditions, for
λ . λc,
〈x2〉 ≈ F0
2η(λ− λc) (37)
and γNESS = γCPT = 1.
The model (32) allows us to compute a third critical
exponent, ζ. This exponent is defined by the divergence
of 〈x2〉 at the critical point, λ = λc, as a function of N .
At the transition, the system is governed by H = p2/2 +
(1/N)x4. We again need to distinguish the quantum case
from the classical one. At zero temperature, the system
is found in the ground state of the Hamiltonian, where
〈p2〉 = (1/4N)〈x4〉 ∼ (1/N)(〈x2〉)2. Considering that
〈x2p2〉 ∼ 1, one obtains that 〈x2〉 = N1/3, or ζ = 1/3.
In contrast, at finite temperatures, one can again apply
the equipartition theorem to deduce that 〈x4/N〉 = kBT ,
and thus 〈x2〉 ∼ N1/2, or ζ = 1/2.
D. Effective low-frequency temperature
Given the equivalence seen above between the ther-
mal and non-equilibrium critical behavior, it is useful
to push this connection further and try to identify an
effective temperature for the non-equilibrium case. In
quantum optics, this is usually done by comparing the
mode occupation with an equilibrium ensemble. In the
case of the Dicke model, this approach would lead to
an effective temperature that diverges at the transition.
To describe the critical properties of the transition it is
therefore more convenient to focus on the universal low
energy behavior, leading to the definition of a low-energy
effective temperature (LEET)[17]. The concept of LEET
can be understood by considering a single oscillator x.
The commutation and anti-commutation relations of x
at different times are respectively described by
GR(t− t′) = i [x(t), x(t′)] , GK(t− t′) = i {x(t), x(t′)}
(38)
The universal properties of the phase transition are de-
termined by the low-frequency expansions of GR and GK
ImGR(ω) = Bω +O(ω3) and GK(ω) = A+O(ω2).
(39)
Here, we have assumed that both functions are analytic
around ω = 0 and noted that by definition, they are
respectively antisymmetric and symmetric with respect
to ω → −ω.
The LEET is defined by inspection of the fluctuation-
response ratio:
χ(ω) ≡ G
K(ω)
Im[GR(ω)]
(40)
At thermal equilibrium χ(ω) = coth(ω/2T ) and in partic-
ular at small ω, χ(ω) ≈ 2T/ω, i.e. a Rayleigh-Jeans dis-
tribution. For systems out of thermal equilibrium, χ(ω)
is a generically unknown function. However, by using
Eq. (39), we find that in general
χ(ω) ≈ A
Bω
(41)
This expression allows us to define an effective low-
frequency temperature as T ∗ = A/2B. Note that in
this derivation our only assumption was that GR(ω) and
GK(ω) are analytic around ω = 0. For generic non-
equilibrium systems, this assumption seems to be valid:
the only known exception are quantum systems at zero
temperature, where χ(ω) = sign(ω).
The emergence of a low-frequency effective tempera-
ture is a generic feature of non-integrable non-equilibrium
systems, and as such has a long history, see e.g. Refs. [79,
80]. In the context of many-body quantum systems it
is predicted to occur in systems as different as voltage-
biased two-dimensional gases[81–83], noise-driven resis-
tively shunted Josephson junctions[84, 85], and BECs of
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FIG. 3. Number of photons at the critical coupling λ = λc,
as a function of N , for a Dicke model with ωz = 2, ωc = κ =
1, and γ = 0. Diagrammatic expansion (o), Monte-Carlo-
wave-function method[35, 92] (+), and ζ = 1/2 critical scaling
(dashed lines). Reproduced from Ref. [17].
exciton polaritons[86, 87]. This effect has a close analogy
to the eigenstate thermalization hypothesis (ETH)[88–90].
This principle states that closed systems generically tend
to thermalize at long times. Here, the long time delay af-
ter the quench is substituted by low-frequencies, i.e. long
time differences between two times in a steady state.
V. BEYOND-MEAN-FIELD METHODS
The above-mentioned mean-field analysis has two main
limitations: (i) it is valid only in the limit of N →∞ and
(ii) it assumes that all the atoms are coupled homoge-
neously to the cavity. To overcome these two limitations,
different methods have been developed.
A. Bosonic diagrammatic expansion
As we discussed in Sec. III B, the superradiant tran-
sition can be described in terms of Holstein–Primakoff
(HP) bosons. Keldysh diagrams offer a natural plat-
form to study 1/N corrections, by considering higher
order terms in the HP expansion[17, 91]. Let us, for ex-
ample, consider the number of photons at the critical
coupling, for the driven dissipative model. As discussed
in Sec. IV C, this number grows as N1/2. The prefactor
was computed in Ref. [17] and found to be in excellent
agreement with the numerics for small N – see Fig. 3.
See also Ref. [91] for a study of the relaxation dynamics
close to the superradiant transition.
B. Fermionic diagrammatic expansion
An alternative method to obtain a controlled pertur-
bative expansion in 1/N is given by the fermionic path
integral approach[29]. The key idea is to describe each
atomic degree of freedom using the Majorana fermion
representation of spin-1/2[93–95]. In this language the
spin is replaced by a complex fermion f and a Majorana
fermion η. The former keeps track of the polarization
of the spins f†f = 1/2 − σz, while the latter ensures
the correct commutation relations are respected. This
formalism allowed the authors of Ref. [29] to develop a
controlled 1/N expansion of the Dicke model. The key
result was that to leading order in 1/N , only one-loop di-
agrams (and their products) survive. These diagrams can
be exactly resummed using the common Dyson resumma-
tion, i.e. by adding a self-energy contribution to the free
Green’s function of the cavity: [GRa ]
−1 → [GRa ]−1 + ΣRa .
Here [GRa ]
−1 is the 2× 2 upper-left block of Eq. (21) and
ΣRa is a loop integral. Importantly, this expression sim-
ply corresponds to the spin-spin correlation function and
can be written as
ΣRa (ω) =−
8λ2
N
N∑
j=1
∫ ∞
0
dt Im
[〈σxj (t)σxj (0)〉] eiωt .
(42)
This result has a simple physical meaning: The cou-
pling between the atoms and the cavity is proportional
to 1/
√
N . Thus, in the limit N →∞ the feedback of the
cavity onto the atoms is negligible below threshold. As
a consequence, the cavity feels the free evolution of the
spins, and the superradiance transition is determined by
a sum over N independent terms. This result is analo-
gous to the Lamb theory of lasing[28, 96–98], where the
feedback of the cavity on the atoms is neglected (see
Sec. VI for a discussion on the similarities and differences
between superradiance and lasing).
The superradiant transition occurs when the dressed
Green’s function has a pole at zero frequency, or
det
[
[GRa ]
−1(0) + ΣRa (0)
]
= 0 (43)
Substituting Eq. (42) in the expression for [GRa ]
−1, we
obtain the condition for the superradiant transition
det
[(
iκ− ωc + ΣRa (0) ΣRa (0)
ΣRa (0) −iκ− ωc + ΣRa (0)
)]
= 0 ,
where we used the fact that ΣRa (0) is real by definition.
A direct evaluation leads to
ω2c + κ
2 + 2ωcΣ
R
a (0) = 0 , (44)
This approach has two limiting cases that coincide
with earlier results: (i) For a system at thermal equi-
librium 〈σz〉 = (1/2) tanh(ωz/2T ) and γ = 0. In this
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case, ΣRa (0) = 4λ
2〈σz〉/ωz, and we recover the equilib-
rium result, Eq. (9). (ii) In the presence of single-atom
decay and dephasing
〈σxj (t)σxj (0)〉 = e−γT t [cos(ωzt) + i〈σz〉 sin(ωzt)] . (45)
where γT = γφ + γ↓. In this case, ΣRa (0) =
4λ2〈σzj 〉ωz/(ω2z + γ2), and Eq. (44) becomes equivalent
to Eq. (26).
In addition, the present diagrammatic approach allows
us to consider inhomogeneous systems: Eq. (44) shows
that the transition is governed by the disorder-averaged
value of λ¯2 = (1/N)
∑
j λ
2
j . One particular application is
the case of inhomogeneous broadening when coupling to
Raman transitions between hyperfine states, discussed by
Ref. [31]. Furthermore, if the energy splitting of the two-
level atoms is disordered, one sees this approach gives the
(ω2c + κ
2)/ωc = 4〈λ2i /ωz,i〉. An application of this occurs
when considering transitions between motional states of
a thermal gas[26], for which the two-level system energy,
ωzi = ki+Qrecoil−ki with k = ~2k2/2m, depends on the
Boltzmann distributed initial momentum of the atoms.
C. Cumulant expansion
A further way to consider systems with finite N is to
derive a hierarchy of coupled equations for all moments
of the photon and spin operators. In the thermodynamic
limit, N → ∞, only the mean-field parts of these equa-
tions survive while at large but finite N the second order
correlation functions can give an accurate picture of the
behavior.
When analyzing the dynamics using simply mean-field
theory it is necessary to introduce symmetry breaking
terms by hand. This is because the normal state is always
a solution to the mean-field equations. By considering
the second moments of the distribution one may look for
discontinuities in quantities such as the photon number
which respect the Z2 symmetry of the model. This al-
lows us to only consider a reduced set of equations for the
second moments which respect these symmetries. These
techniques are closely related to those used in laser the-
ory to describe the emergence of spontaneous coherence
there[70, 99].
For the Dicke model there are three distinct classes of
these equations. The first are those that describe corre-
lations of the photon mode
∂t
〈
a†a
〉
= −2κ 〈a†a〉− λN Im[Cax] (46)
∂t 〈aa〉 = −2(iωc + κ) 〈aa〉 − iλNCax (47)
where we have denoted Cax = 〈aσx〉. The second type
of equations are those which involve correlations between
the photon and spin degrees of freedom:
∂tC
ax = − (iωc + κ+ γT )Cax − ωzCay
−iλ
[
(N − 1)Cxx + 1
2
]
,
(48)
∂tC
ay = − (iωc + κ+ γT )Cay − λ 〈σz〉
(〈aa〉+ 〈a†a〉)
+ωzC
ax − iλ
[
(N − 1)Cxy − i1
2
〈σz〉
]
.
(49)
In these equations Cαβ means 〈σαi σβj 6=i〉 the correlation
between σα at one site and σβ at another. All such corre-
lations are equivalent since each atom is identical. These
cross correlations obey:
∂tC
xx = −2ωzCxy − 2γTCxx, (50)
∂tC
yy = 2ωzC
xy − 2γTCyy − 4λ 〈σz〉Re[Cay], (51)
∂tC
zz = 4λ 〈σz〉Re[Cay]− 4γ↓
(
Czz +
1
2
〈σz〉
)
, (52)
∂tC
xy = ωz(C
xx − Cyy)− 2γTCxy − 2λ 〈σz〉Re[Cax].
(53)
In writing these expression we have broken third order
moments into products of first and second moments by
assuming that the third order cumulants vanish. These
equations do not put any restrictions on the types of
decay processes which can be present and those written
above include both collective decay channels such as pho-
ton loss and individual atomic loss and dephasing.
In most cases, the decay channels only shift the po-
sition of the transition. One important exception was
found by Ref. [30], who showed that the presence of de-
phasing (γφ) without losses (γ↓ = 0) completely sup-
presses the transition: This effect is demonstrated in
Fig. 4, which shows the behavior at a value of the cou-
pling far above the mean-field prediction for the location
of the transition. This figure shows the reduced photon
number (〈a†a〉/N), as a function of N , for various com-
binations of loss processes. In the case of γ↓ = 0, the
dynamics always reaches a normal state with an average
photon number that scales only as
√
N . This effect is
due to the depolarization of the atoms due to sub-leading
terms in the 1/N expansion, which can be compensated
by decay processes (γ↓ 6= 0) that polarize the atoms. As
we will see below, this prediction is in good agreement
with the numerical results obtained for finite N .
D. Numerical approaches
For small numbers of atoms it is straightforward to find
the exact Hamiltonian or Liouvillian of the appropriate
model, determine the density operators in a thermal or
steady-state ensemble, and calculate all possible observ-
ables. To reach larger system sizes it is possible to use
the collective spin representation of the Dicke model as
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FIG. 4. Number of photons for λ > λc, obtained from the
cumulant expansion method (lines) and from the numerics
(dots). The lines correspond, from top to bottom, to γ↓ =
γφ = 0 (black), γ↓ = 0.1, γφ = 0 (blue), γ↓ = 0.1, γφ = 0.2
(green) and γ↓ = 0, γφ = 0.02 (red). Other parameters are:
λ
√
N = 0.9, ωc = 1, ωz = 1, κ = 1/2. Reproduced from
Ref. [30].
in Eq. (2). The Hilbert space dimension then scales lin-
early with the number of atoms and so the problem can
again be straightforwardly diagonalized. This approach
is, however, limited to only studying collective decay pro-
cesses. More sophisticated methods are required to study
the problem efficiently when individual loss processes are
present.
In this more general case, a subtle symmetry can be ex-
ploited to efficiently calculate the behavior of the system.
This remaining symmetry is a permutation symmetry at
the level of the density matrix rather than in the Hilbert
space: If the master equation can be written as a sum of
processes where each term only affects a single site i, then
swapping any pair of sites leaves the state unchanged. In
this case, each element of the density matrix (ignoring
the photon) must obey:
〈sL1 . . . sLi . . . sLj . . . sLN | ρ |sR1 . . . sRi . . . sRj . . . sRN 〉
≡ 〈sL1 . . . sLj . . . sLi . . . sLN | ρ |sR1 . . . sRj . . . sRi . . . sRN 〉 ,
where sL(R) = ±1/2. The full density matrix then sep-
arates into sets of permutation-symmetric elements. To
find the dynamics of the system it is sufficient to prop-
agate a single representative element from each of these
sets, therefore gaining a combinatoric reduction to the
size of the Liouvillian. The steady state can also be calcu-
lated by finding, in this restricted space, the eigenvector
of the Liouvillian with eigenvalue 0.
This approach has been applied to a variety of prob-
lems which preserve this permutation symmetry. For
example, it was used to study spin ensembles[100],
lasing models[101], coherent surface plasmons[102], the
competition between collective and individual decay
channels[103], the behavior of an ensemble of Rydberg
polaritons[104], equilibrium properties of a model with a
larger local Hilbert space[105], subradiant states in the
Dicke model[106], the effect of individual losses on tran-
sient superradiant emission[107] and the crossover be-
tween superradiance and lasing[108] (see Sec. VI B). These
results are reviewed in Ref. [109], while libraries which
implement this method can be found at Refs. [110–112].
This method was also applied to the Dicke model,
to study the effect of individual loss processes on the
superradiant transition. As shown in Fig. 4, the nu-
merical results are in quantitative agreement with the
above-mentioned cumulant expansion[30], valid for large
N . Thus, a combination of these two methods is able to
cover the entire range of number of atoms; from N = 1
to ∞.
VI. SUPERRADIANCE AND LASING
In this section we discuss the relation between the su-
perradiance transition and lasing. To make this connec-
tion clear, in Sec. VI A we first discuss a canonical model
of lasing, namely the Tavis–Cummings model. Next, in
Sec. VI B we introduce a generalized Dicke model that
interpolates between the Dicke and the Tavis–Cummings
model. This family of models provides a link between
the superradiant transition and the closely related phe-
nomenon of lasing. In Secs. VI C-VI D, we describe dif-
ferent types of lasing transitions (regular lasing, counter
lasing, and superradiant lasing) and explain their simi-
larities and differences with the superradiant transition.
A. The Tavis–Cummings model
The Tavis–Cummings model is given by a Dicke model
without counter-rotating terms:
H = ωca
†a+ ωz
N∑
j=1
σzj +
λ√
N
N∑
j=1
(aσ+j + aσ
−
j ) (54)
This model conserves the total number of excitations
Nex = a
†a+
∑
j σ
z
j . This symmetry is associated with a
U(1) gauge symmetry a → eiφa and σ− → eiφσ−. The
equilibrium Tavis–Cummings model has a phase transi-
tion at λ =
√
ωcωz, where the symmetry is spontaneously
broken. This critical coupling differs by a factor of two
from the Dicke result, as only half the matter-light cou-
pling terms are present.
In the presence of decay, the Tavis–Cummings model
does not show a superradiant transition[21, 113, 114]. This
result has a simple physical meaning: because the model
does not have counter-rotating terms, it will always flow
to a trivial steady state, where the cavity is empty and
the spins are polarized in the σz = −1/2 direction. The
superradiant transition occurs only if the total number
of excitations is kept constant (when no loss processes
are present). The Tavis–Cummings model can neverthe-
less show a lasing transition if the atoms are pumped.
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In what follows, we explain the difference between the
superradiant transition and the lasing transition, by con-
sidering a simple model in which both transitions occur.
B. Generalized Dicke model
The generalized Dicke model is a simple interpolation
between the Dicke model (1) and the Tavis–Cummings
model (54),
H = ωca
†a+ ωz
N∑
j=1
σzj +
λ√
N
N∑
j=1
(aσ+j + a
†σ−j )
+
λ′√
N
N∑
j=1
(aσ−j + a
†σ+j ) . (55)
This model includes the Dicke model (λ = λ′) and the
Tavis–Cummings model (λ′ = 0) as special cases. It can
be realized using the 4-level scheme described in Sec. II,
where rotating and counter-rotating terms are induced
by two separate pumping fields.
Using the Holstein–Primakoff approximation[65], one
can map this model to two coupled harmonic oscillators:
H = ωca
†a+ωzb†b+ λ(ab†+ a†b) + λ′(ab+ a†b†) . (56)
This Hamiltonian can be represented as a 4× 4 matrix
H =
1
2
(a a† b b†)

ωc 0 λ λ
′
0 ωc λ
′ λ
λ λ′ ωz 0
λ′ λ 0 ωz


a†
a
b†
b
 (57)
where λ± = λ ± λ′. Following the same analysis as in
Sec. III B one obtains
G−1R =

ω − ωc + iκ 0 −λ −λ′
0 −ω − ωc − iκ −λ′ −λ
−λ −λ′ ω − ωz 0
−λ′ −λ 0 −ω − ωz

(58)
where κ is the cavity decay rate. The superradiant tran-
sition is signaled by det[G−1R (ω = 0)] = 0, or
(λ2 − λ′2)2 − 2(λ2 + λ′2)ωcωz + (κ2 + ω2c )ω2z = 0 (59)
Let us now consider the two above-mentioned limiting
cases: in the Dicke model (λ = λ′), one recovers Eq. (22).
In contrast, for the Tavis–Cummings model (λ′ = 0). the
superradiant transition occurs for
(λ2 − ωcωz)2 + κ2ω2z = 0. (60)
This condition cannot be satisfied for any κ 6= 0, in agree-
ment with the results of Sec. VI A. In general, for any
finite κ, the critical coupling diverges when approaching
the TC limit of λ′ → 0[21]. It is worth also noting that
identical behavior occurs if we set λ = 0 and consider the
model with only only counter-rotating terms. In fact this
limit is also the Tavis-Cummings model after a unitary
transform, rotating the spin by pi about the x axis, thus
sending σ± → σ∓ and σz → −σz.
When considering the full phase diagram of dissipative
Dicke model with λ 6= λ′, some new features can arise.
In particular there exists a phase where both the normal
state and superradiant state are stable, and a multicriti-
cal point where this phase vanishes, as has been reported
a number of times[21, 114, 115].
C. Regular and counter-lasing transitions
Although the Tavis–Cummings model cannot undergo
a superradiant transition, this model can describe the
transition to a lasing state[28]. We first discuss how this
distinct form of coherent light arises in this model, before
considering how the lasing state and superradiant states
can be related and distinguished. To obtain lasing, it
is sufficient to supplement the TC model, Eq. (54), by
an incoherent driving term that pumps the atoms in the
excited state. This effect can be described by adding a
Lindblad operator to Eq. (4) where L = σ+ with a rate
γ↑. This process is directly analogous to a three-level
model of a laser, where one of the levels is pumped inco-
herently, leading to population inversion. The resulting
phase transition leads to a lasing state, rather than a
superradiant state.
The relation of lasing and superradiance is made
clear if one considers the generalized Dicke model (with
λ′ 6= λ) combined with the incoherent pumping discussed
above[108]. In this case, one sees two distinct ordered
states: a lasing state that continuously connects to the
state with λ′ = 0, and a superradiant state that connects
to the Dicke model with λ′ = λ, γ↑ = 0. These two states
occupy disconnected regions on the λ′, γ↑ phase diagram
– see Fig. 5. From a physical perspective, the lasing and
superradiant transitions can be clearly distinguished as
lasing only occurs when 〈σz〉 > 0, while the superradiant
state occurs only for 〈σz〉 < 0[108].
In addition to the presence or absence of inversion, the
lasing and superradiant phases have a different nature: In
the superradiant phase the field is locked to the rotating
frame of the pump. In contrast, in a lasing phase, the
coherent emission is not locked to the pump frequency
and is time dependent in the frame of the pump. From
a mathematical perspective the Dicke transition corre-
sponds to a subcritical pitchfork instability, where a sin-
gle eigenvalue vanishes[116]. In contrast, the lasing tran-
sition corresponds to a critical Hopf bifurcation, i.e. to a
point where two eigenvalues become unstable simultane-
ously, by crossing the real axis without passing through
the origin. Because the unstable modes have a finite
real part, this transition generically leads to oscillations.
Other examples of Hopf bifurcations in generalized Dicke
models were predicted by Ref. [27] and Ref. [58], who
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FIG. 5. Phase diagram of the generalized Dicke model,
Eq. (55), with repumping γ↑. This model shows regions of
superradiance (SR), counter-lasing (CL), and regular lasing
(RL). A normal (N) region separates the regions without pop-
ulation inversion (SR and CL) from the regular lasing re-
gion. Numerical parameters: ωz = 1, ω0 = 1, λ = 0.9, κ =
0.5, γT = 0.5. Adapted from Ref. [108].
considered the effects of additional terms, such as US2z
and ΩSx. When the instability is crossed, the system
generically gives rise to oscillating superradiant phases,
described by limit cycles [27, 117].
In addition to standard lasing for the inverted state,
a lasing instability can alternatively be obtained for
the Dicke model with negative detuning of the cavity
(ωc < 0), where the superradiant transition does not
occur[13, 31]. Moreover, even in the absence of incoher-
ent pumping (〈σz〉 < 0) and for positive cavity detun-
ings (ωc > 0), a lasing transition can be obtained in
the generalized Dicke model of Sec. VI B. This transition
occurs when the counter-rotating terms lead to a coher-
ent emission of photons from the cavity. It was termed
the “inverted-lasing”[108] or “counter-lasing”[118] transi-
tion and had been observed experimentally by Zhiqiang
et al.[8], see Fig. 6.
D. Superradiant lasers
As noted above, the Tavis–Cummings model with in-
coherent pumping can undergo a transition to a coherent
state, i.e. lasing. The connection between this transition
and the transient superradiance discussed by Dicke has
been considered a number of times[119–122]. As mentioned
in Sec. I, in the absence of a cavity, transient superradi-
ance produces a coherent pulse by effectively synchroniz-
ing the emission of all atoms through the collective decay
process. By placing many atoms in a bad cavity, and
continuously incoherently repopulating the excited state,
one may try to drive a continuous superradiance process,
which has been termed a superradiant laser[120]. Such a
device based on atomic transitions can boast a very nar-
row linewidth, determined by the sharply defined atomic
resonance frequency, rather than the cavity. If one uses a
suppressed electronic transition for the lasing level, this
FIG. 6. Comparison between (a) experimental and (b) the-
oretical phase diagrams for the generalized Dicke system,
Eq. (55), in the absence of repumping. The system can be
either normal (N), superradiant (SR), or unstable/counter-
lasing (U). The SR regime below the yellow line shows tran-
sient oscillations in time and is possibly related to the os-
cillating superradiance of Ref. [27]. The parameters used for
theoretical calculation correspond to the experimental values:
cavity mode frequency ωc = 100 kHz, dissipation κ = 107
kHz, and energy splitting ωz = 77kHz. The atomic polar-
ization is assumed to be 〈σz〉 = −0.25 and the dissipation
γT = 30kHz. Reproduced from Ref. [118].
allows a very small natural linewidth γ, but yet superra-
diant lasing can emerge in the collective strong coupling
regime, Nλ2  κγ. Moreover, the linewidth at peak las-
ing power scales as N−2; this suggests a potential mHz
linewidth from 106 atoms, a level that could significantly
improve atomic clock accuracies[121].
Earlier works[120] were based on a three-level lasing
scheme, and did not address how superradiant lasing
arises in the presence of individual decay and dephas-
ing of the atoms. A simpler two-level description was
given in Refs. [121, 122], using the cumulant expan-
sion approach described in Sec. V C. Such a superradiant
laser has been realized experimentally, in a scheme where
the lasing transition was actually a two photon Raman
transition[123, 124], enabling tuning of both the matter
light coupling λ and the effective natural linewidth γ of
the transition.
VII. CLOSELY RELATED MODELS
So far in this review, we have focused on the Dicke
model, as well as the generalized Dicke model in which
we allow distinct strengths of the rotating and counter-
rotating terms. There do however exist a number of mod-
els that are closely related to the Dicke model, involving
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coupling between many two-level systems and a common
cavity mode, as well as models such as the Rabi model
that can be shown to have a close connection to superra-
diance. Here we provide a brief summary of these models,
and the novel physics they can introduce.
A. Extended Dicke models
The Raman driving scheme used to realize the Dicke
model generates additional terms that need to be taken
into account. In particular, the difference between the
cavity-photon-induced Stark shifts in the two atomic
states leads to a term Ua†aσz. This term can also be
seen as a modification of the cavity frequency depending
on the atomic state. For the motional state realization,
such a term is inevitable (due to the different overlaps be-
tween the two momentum states with the cavity optical
lattice)[11, 12]. For the Raman realization, the strength
of U can in principle be turned to zero[7]. Such a term
has been studied extensively in Ref. [27], where it was
seen to enable bistability between normal and superra-
diant states, as well as distinct superradiant states and
time-dependent attractors, i.e. limit cycles.
Another additional term that can be easily engineered
is a drive, HF = F (a+a
†), which corresponds to a coher-
ent light source coupled directly to the cavity mode. This
term has the same physical effect asH ′F = Fσx, these two
forms being related by a unitary transformation. This
latter term arises naturally in many realizations of the
Dicke model using trapped ions[20, 58, 59, 62, 63]. These
two terms break the Z2 symmetry of the Dicke model,
and thus destroy the phase transition. However, there
can still be optical bistability[125] between a high field and
low field state, i.e. the open-system analog of a first or-
der phase transition. The behavior of this model at large
driving has also been recently discussed in Ref. [115],
establishing the connection to breakdown of the pho-
ton blockade seen in the single-atom Jaynes-Cummings
model[126].
B. Disordered Dicke model
The above models involve adding extra terms to the
Dicke model; another class of closely related models in-
volves considering the role of disorder. i.e., returning
to Eq. (1) in terms of individual two-level systems, and
allowing different energies or coupling strengths for dif-
ferent systems:
H = ωca
†a+
N∑
j=1
ωjzσ
z
j +
2√
N
(a+ a†)
∑
j
λjσxj . (61)
Such models have been studied in a wider variety of con-
texts, including the effects of disorder on dynamical su-
perradiance in a low Q cavity[127], the phase diagram
of microcavity polaritons[128, 129], solid state quantum
memories[130], as well as for cold atom in optical cav-
ities, accounting for the spatial variation of the cavity
modes[31]. Several works in this context have investigated
the dynamics of an initially prepared state, using either
brute force numerics for small systems[131–133], or matrix
product state approaches[134]. The existence of such dis-
order prevents the simplification of replacing individual
spins by a collective spin operator, hence the need for effi-
cient numerical methods to explore this enlarged Hilbert
space[134]. It is however notable that in the case where ωjz
is disordered, while λj = λ, the model can be shown to
be integrable, as a special case of a Richardson-Gaudin
model[135–138]. In addition to the dynamics, one can
also calculate the phase diagram of the disordered Dicke
model by mean-field approaches[128, 129], showing that
the disorder does not destroy the superradiant phase, but
modifies the phase boundary.
C. Floquet Dicke models
Another class of driven-dissipative generalized Dicke
models involve time dependent couplings. In particular,
Floquet-Dicke models where λ(t) = λ0+∆λ cos(Ωt) have
been considered[139]. These models show a complex phase
diagram, depending on the ratio of the drive frequency
to other energy scales in the model. Recent work on the
same model has studied how time dependent driving can
suppress the formation of the superradiant state[140].
D. Scaling limit of the Rabi model
We finally consider a model that has a quite different
structure to the Dicke model, but nonetheless can show a
similar superradiance transition. This is the Rabi model,
describing the coupling between a quantized harmonic
oscillator and a single spin:
H = ωca
†a+ ωzσz + 2λ(a+ a†)σx . (62)
To observe the superradiant transition in this model,
Hwang et al.[141, 142] proposed considering the limit in
which the atomic splitting ωz tends to infinity. This limit
can be formally studied by defining ωz = ηω˜z, λ = λ˜
√
η
and considering the limit of η →∞ such that λ2/(ωcωz)
remains finite. If one considers the mean field ansatz
of Sec. III A, one finds the ground state free energy
F (α) = ωcα
2 − 12
√
η2ω˜2z + 16ηλ˜
2α2. In order to consider
the limit η → ∞, it is convenient to consider α = √ηx
which gives:
F (x) = η
[
ωcx
2 − 1
2
√
ω˜2z + 16λ˜
2x2
]
. (63)
This expression is equivalent to the T = 0 form of Eq. (8)
with η playing the role of the number of atoms. In the
limit η → ∞, there is a sharp phase transition at λ˜ =√
ω˜zωc/2, analogous to the Dicke model.
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The phase transition of this model can also be found
by adiabatically eliminating the state of the two-level sys-
tem using a Schrieffer-Wolff transformation, leading to an
effective photon-only problem
H = −ωz
2
+ ωca
†a− λ
2
ωz
(a+ a†)2 (64)
After a Bogoliubov transformation, this expression gives
a photon frequency,
√
ωc(ωc − 4λ2/ωz), which vanishes
at the transition.
VIII. CONCLUSION
The Dicke model is one of the fundamental models of
cavity quantum electro-dynamics (cavity-QED), describ-
ing the coupling of many atoms to a single cavity mode.
The thermodynamic limit of this model is achieved by
considering an infinite number of atoms, whose coupling
to the cavity tends to zero. This model can undergo
a phase transition to a superradiant state at a critical
value of the light-matter coupling. Various physical re-
alizations of this model have been considered, which may
be thought of as analog quantum simulators of the Dicke
model, built from driven atoms in cavities, superconduct-
ing qubits, or trapped ions. In this Progress Report,
we introduced the reader to the equilibrium and non-
equilibrium behavior of this model and showed how to
calculate the critical properties of the superradiant tran-
sition. For simplicity, we focused on the simplest real-
ization of the Dicke model where mean-field theory gives
a good understanding of the behavior. Our discussion
focused on the theoretical aspects of the transition. Ex-
periments were able to probe a diverging susceptibility
at the transition[143], but the critical exponents were not
found to match the theoretical expectations[144]. This
point certainly deserves further investigation.
A natural generalization of this model involves two
coupled cavity modes, leading to a competition be-
tween two superradiant phases. At the interface
between these two phases the model shows an en-
larged U(1) symmetry[145, 146], as realized experimen-
tally recently[147, 148]. Such experiments have prompted
theoretical discussion of the possibility of a vestigial or-
dered phase[149], where the two cavities become phase
locked but without superradiance, as well as the na-
ture of the excitations close to the U(1) symmetric
point[150]. A further extension in this direction leads
to multi-mode cavities, which give rise to spatially
varying, cavity-mediated interactions among the atoms
[14, 151, 152]. This system may lead to critical behavior
beyond a mean field description[153, 154], give rise to new
glassy phases[155–158], and have potential applications for
memory storage[159, 160] and optimization problems[161].
The analysis of driven dissipative Dicke model raises
many interesting questions. For example, the zero-
temperature Dicke model was considered by Emary and
Brandes[162, 163] in the framework of classical and quan-
tum chaos. These authors found that the Dicke model
(but not the Tavis–Cummings model) has a sharp tran-
sition between regular and chaotic motion. Interestingly,
in the limit of large N , the position of the onset of chaos
coincides with the quantum phase transition. The rela-
tion between quantum chaos and thermalization in the
Dicke model was studied for example by Refs. [164–168].
To fully access the chaotic regime, it is necessary to go
beyond the linear stability analysis reviewed in this re-
port. In addition to the critical behavior of the open
Dicke model discussed in this review, other works have
analyzed the behavior of this model from alternate per-
spectives, such as quantum information approaches[169],
large deviation approaches and the s-ensemble[170], and
fluctuation-dissipation relations[171].
As we have shown, despite its long history, the Dicke
model has continued to reveal new insights about the re-
lation of phase transitions in equilibrium and driven sys-
tems. As a paradigmatic model of many body quantum
optics, it continues to play an important role in framing
discussions of collective behavior. Given the variety of
different directions currently studied experimentally and
theoretically, it is likely new understanding will continue
to arise from this field in the future.
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Appendix A: Equations of motion and retarded
Green’s functions
In this appendix we show how to obtain the retarded
Green’s functions of a set of operators, starting from their
Heisenberg equations of motion. Our approach applies to
equations of motion given by the linear relation,
v˙(t) =Mv(t), (A1)
Our goal is to find the corresponding retarded Green’s
function, defined by
GRi,j(t) =−i
〈[
vi(t), v
†
j (0)
]〉
θ(t). (A2)
We denote the equal-time correlation functions of these
operators by a constant matrix Si,j =
〈[
vi(0), v
†
j (0)
]〉
.
In terms of this matrix, we may write:
∂tG
R
i,j(t) = −iδ(t)Si,j +Mi,kGRk,j(t). (A3)
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By defining the Fourier transform as
f(ω) =
∞∫
−∞
dt eiωtf(t),
we can write Eq. (A3) in the matrix form
(M + iω1)GR(ω) = iS.
This equations can be explicitly inverted to give
GR(ω) = [ω1− iM ]−1 S. (A4)
This expression gives a general connection between the
linear equations of motions for a set of operators, and the
retarded Green’s function for the same set of operators.
Note that this expression is valid as long as the equal-
time commutators, Si,j , are constant in time.
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