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ABSTRACT 
Let Pr be a number of at most r prime-factors and a, I be two integers with a, /#O, (a, I) = 1 and 
2 141. Then H. Richert showed that there are infinitely many P;s (with rg 3), P,= ap+ i, where 
p = prime. We prove among other things (Corollary) that the least of these P{s is Pi< a’8’5 for each 
a > ue and in general PFc au’ for each II > a&) and in general PFc aar for each 4 > a&). 
EINLEITUNG 
Sei Pr eine Zahl aus hiichstens r Primfaktoren (in ihrer Vielfachheit geziihlt). 
p eine bel. Primzahl und a, I zwei ganze Zahlen # 0 mit (a, r) = 1 und 2 1 al. Dann 
wurde in [4], S.3 folgender Satz fur das (allgemeine) lineare Polynom 
F1 (x) = ox + I bewiesen 
THEOREM I. Unter obigen Voraussetzungen iiber a und I gibt es unendlich 
viele Zahlen der Form PJ = ap + I und es gilt genauer 
fur alle x z x0(a, I). 
Wir wollen in dieser Arbeit die Abschatzung in Theorem 1 (vollstiindig) 
gleichm&?ig (in a und I) machen d.h. die Konstante xo(a,f) bestimmen und 
damit eine Schranke fiir das kleinste P3 finden, also Pt im unten bewiesenen 
Korollar. Wir erhalten damit ein Analogon zu Theorem 9.6, S.258 in [2], als 
Spezialfall von Theorem 9.8, $261 in [2]. 
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1. DEFINITIONEN UND BEZEICHNUNGEN 
Wir halten uns an die Bezeichnungen in [2] und [4]! Gegeben seien zwei 
natiirliche Zahlen a, I mit 0 c 1 c a, (I, a) = 1 und 2 ) al. Mit 9t = (np} bezeichnen 
wir die Folge der natiirl. Zahlen (n =) np = ap + 1, wobei p E ‘$3( = Menge aller 
Primzahlen). Fiir das hier verwendete (irreduzible) Polynom F](x) =ax+ I gilt: 
sei e(p) = Anzahl der Lijsungen der Kongruenz F~(rn) E 0 (mod p), dann ist also 
(1) &o(p)= 
I 
:, fiir da 
Pla 
Weiters ist e@‘) d 1. Es ist nach Voraussetzung Fr(O) = 1 # 0; wir definieren 




In der durchzuftihrenden Siebung verwenden wir folgende Abktirzungen: 
&={n:n~&n=O(modal)} und [!0I[= CREml (fur die endliche Merige IIJ?), 
ferner fur d mit p(d) # 0: 
1st m) = l-Ip<tpE’DPI so setzen wir SQL,; !B, z) = 1 {n : n E $?lq, (n, P(z)) = I} 1 (mit 
?.I]= %) und 
Unter teilweiser Vorwegnahme der Resultate in 92, $3 legen wir die Sieb- 
Parameter wie folgt fest: (nach Voraussetzung ist) g= 1 
X=lix(>l),r=3,~1=1/2 und A3=4- 45gy=g+*>, 
(3) 1 -=r+ 1 -#ua(ll,- 
A 
6)~7/9(>0),0~6~22/3 und 
v=8, u=56/27 (>2). 
2. DIE SIEB-BEDINGUNGEN (ii+), (i&(&L)), (R(K, a)): 
Das Erfiilltsein dieser benotigen wir, urn die Theoreme 8.4 und 9.1 aus [2], 
S.236 und S.243 anwenden zu konnen. Nach [4] S.19, Gl. (4.22) ist 
(4) JR(X, d)J s e(d) l (E*(x, d) + l), fur d mit p(d) #0, 
wobei E*(x, d) = maxLIYsX maxq,d)= I E(y; d, I) und 
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Das Theorem von E. Bombieri ([I], Theorem 4) ergibt zu jeder Konstanten U 
eine Konstante C, soda0 
(5) c qx, d) = OfJ(x/Zg Ux) 
d d &/i,qcx 
wird; z.B. ist C= 3U+ 33 und nach [3] sogar C= U+ 13 miiglich. Daraus folgt 
mit U = 15 und C= 28 (siehe [4], S.20):(*) 
(6) c ~Z(d)*3Ycd,.IR(X,d)14X/lg2X. 
d s X&=X 
Das ist aber gerade die Bedingung (I?@, a)) (vgl. [2], S.219) fur (K = 1, siehe 
unten, und) cx= l/2. Nun zu (&), [2] S.253: Sei z = X 1/V und y = Xt’U (U und v 
unabh. von X), dann ist 
(7) 
I 
5 zs~sy e@2W/p2+ 1) 4 C (X&X/p*+ I)+4 
ZSPSY 
4 xigx/z f y = O(X/ig 2X), 
und wegen Q@~)s 1 ist die 0-Konstante absolut (XzXl(u, v)). Fur p = 2 ist 
~l(p)=O, also cuCp)=O und fur pz3 ist et@)se@)sl, daher w(p)sl/2=p 
d. h. die Bedingung (Qt) (vgl. [2], S.29) ist erfiillt mit A I= 2. 
Als letzte haben wir noch die Bedingung (&&,L)) ([2], S.142) zu priifen. Es 
ist nach Definition von o@), fiir 2 5 w sz: 
(8) = lgz/w + O(l), sowie 
wobei (1 s) 
lgt, L=O(l)i- 1 -+ c lgp 
Plop- 1 
- = O(lglg3a) 
PI/p- 1 
(wegen /<a) ist, da ja 
c * -= 2. C - = O(lglg3k). lSP 
plkp- 1 = plk P 
Es ist somit K= 1. 
(*I Wir verwenden die Bezeichnung 4 und 0 gleichermal3en bei absoiulen Abschltzungen (d.h. bei 
von a und I unabhtingigen). 
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3. EINALLGEMEINERERSATZ 
Alle folgenden Abschatzungen mussen gleichm@ig in L (und 6) erfolgen; wir 
konnen daher [4] (siehe Bedingung (AZ), S.3) nicht verwenden, sondern folgen 
den Ausfiihrungen in [2]. 
Wir benutzen die Funktionen F(u), f(u) (2 0) in dem nachstehenden Satz 
dieses &en: 
(9) F(u) = 2ey/u, f(u) = 0 fur 0 < u $2; (uF(u))‘=f(u - l), @f(u)) = I =F(u- 1) ftir ur2. 
Dann istli) 
(10) F(u)=2ey/u, I 
0~~53 undf(u)=2ey/u.Ig(u- 1) fur 2sus4, 
wobei y = Euler-Konstante. 
Eine einfache Rechnung (vgl. [4], S. 13) ergibt fur unsere Wahl (in 8 1, (3)) der 
Parameter ;1, u, v, und a: 
(11) I(a,1,v,u):=f(av)-1 j:F ( ( J)(l-+t/tzd$2$. v a-I 
Wir konnen nun die Siebung (“Buchstab-Iteration”) durchfiihren, wobei der 
Selber-g-Parameter c durch 
(W p = XV(lgX)A4 
(bei uns nach $2 also durch (R( 1, a)) d. h. a = I/2, Ad= 28) festgelegt ist und 
(13) 
sei. 
Nach [2], Kap. 8 (Theorem 8.4) ergibt sich eine obere und untere 
Abschatzung fur S(%; 13,s). Mit Hilfe dieser gewinnen wir eine untere 
Abschatzung fur die Richert’sche Gewichtssume 
wobei z = Xl/” und y = X1lu ist. Es gilt namlich der Satz. 
THEOREM 2. Unter unseren Bedingungen (&?I), (Saz(1, L)), (R(1, a)) gilt fur 
(z=x*'v,y=x~'u) u, v (= unabhangig von X) mit 
‘<u<v und O<AsA7 
a 
(I) W. Jurkat-H.E. Richert: Acta Arithmet. Bd. II (1965), p+ 226ff. 
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wobei die Konstante Br von u, v, a, A7 und A4 abhiingt. Beim Beweis von 
Theorem 2 hat man nur zu beachten, da8 
wird, also 
l’wz)s lJ ( > l- P 
m -‘*lgz , 
P<Z 
sowie 
c w@)< = 
z*P<Y P 
1 --Lj2.z55<y ~=21gv+O(l)=O(l). 
zsp<y p - 1 
Wir setzen in Theorem 2 unsere Wahl der Parameter ein (siehe $1, (3)) und 
haben(mitar=1/2undA4=28)0<1s;A7- - 9/7; es wird daher BI eine absolute 
Konstante B:! Wegen (11) erhalten wir die untere Abschiitzung 
(14) w(ti;!p,v,u,n)~x. W(z)* 
I 
* 
4. FOLGERUNGEN AUS THEOREM 2 
Sei P, eine Zahl aus hiichstens r Primfaktoren (in ihrer Vielfachheit geziihlt), 
so gilt nach [2], S.256 die Ungleichung: 
(15) 




nach unserer Bedingung (Isa3) in §2, (7) und es ist O(X/fg2X)= 
0(X, W(z)/lgX), wegen z$ X, sowie l/W(z)4 fgz. 
Dabei ist r sogroR, da8 die Bedingung 
n <X@/lr-@, fur alle n E ?.I = 
erfiillt ist. In unserem Falle (g = 1) ist 0 = +@I 3 - 6) > 1, also gewirj 
(16) n~2ax~Xa, fur alle X&Xo(a,a). 
Unter unseren Voraussetzungen (81, (3)) uber die Parameter u, u, A, a, r, /i, 
folgt damit aus (14) 





denn es ist (siehe §5!) 
P 
(16) ist aber erfiillt fur alle xl Cz(cr) l a’/@- 1)(lg2a)a/(u- ‘1 =x0@, 6), d. h. 
XzXo(a, 6) = cya)(a* fg2a) “@- ‘1 (>a). Fur diese X2X&, 6) ist aber such 
(17) erftillt, denn es ist 
&(&Wa)/(kX) 
lg9/8 “14~B4(lgZg3a)/(lg2a)“‘4~ 1/2*8beyex, 
fiir alle a 2 a@). 
Auch die Bedingung (13) gilt wegen <2zX”4 (fur X2 Xl), also /gr 2 l/8 9 fgX2 
BzWg3a) = “>B2~*L14 fiir alle aza’(6). Damit erhtilt man fur das kleinste der 




ao+s’(&); s’(a)+0 fur 6+0 und QO= fg21/ig7/3. 
Es gilt also der Satz, da X/lgXzx/fg2x (fur alle xhxo). 
THEOREM 3. Seien a, I zwei natiirl. Zahlen mit O< lea, (/, a) = 1 und 2 1 al. 
Dann gibt es unendlich-viele P3 = ap + I und es gilt (gleichmHGg in a und I) 
fiir alle xgx’(a,d)=Cz*(d)*a ‘&- 1)(fg2a)u’(u-1). Fur das kleinste dieser P3 gilt 
die Abschtitzung 
@(a, 1) s C4@) 9 QUO+& 
mit E >O bel. klein, absoluter Konstanten CUE) ( 21) und cro= lg21 /Ig7/3. Zur 
Existenzaussage von Theorem 3 ist nur noch zu beachten, dal3 /{Ps : Ps E 91) 12 





Weisen C4(&)Sa”fiir aza&), mit 2~s 10W3, folgt daher (da ao+2&~3,595 ist) 
das 
KOROLLAR. Unter den Voraussetzungenvon Theorem 3 gibt es eine natiirliche 
Zahl a~, soda0 
fur alle a 2 a0 (22). 
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Bemerkungen: 1) Der Fall />a>0 folgt aus obigen ijberlegungen durch 
Vertauschen van a und 1. 
2) Wegen plIP3=p1zz=X ‘~3 folgt nach bekannter Methode,(*) da13 P3= 
quadratfrei ist. 
3) Wegen /Irz/13 fur alle rz 3 folgt fur jedes rz 3 ein Exponent or, der nur von 
r abhtingt, und eine Zahl a&), sodal das kleinste Pf(a, I)< aar ist fur alle 
a g a&-). 
5. EIN HILFSSATZ 
Sei U(P) definiert wie in $1 und L durch $2, (8). Dann gilt der 
HILFSSATZ. Es sei 
dann ist 
W(z) = l-I 
P 
fur fgz 2 B22*L, mit y = Euler-Konstante und absolutem B22 (21). Wegen 
Ig(l +x)=x+ 0(x2) (fur x+0) ist, 2rz< w (+oo): 
fiir 
(19) 
I + O( 1 /p2) 
1 
= O(L/fgz), 
p (;$?).II, (l+-)*& (1 -$y- ‘(l-+)= J-w = l-l 
=Ij (::~)*g[l+o(&)] 
igz 2 B22’L, 
denn (da L 2 1 und nach Bedingung (J22(1, ~5))) aus 
dP)-1 
c P 
l Igp =0(L) 
ISP<W 
t*) Vgl. Z.B. W. Fluch: Monatsh. fiir Math. Bd. 72 (l%S), S.427-430. 
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folgt 
c ZSP<W ““d - 1 = O(L/fgz), 
sowie (mit z =p, w =p -t E): 
d-9 
-  l Igp = O(L). 
P 
E< w d.PVPkP 6 1 &z{ I+ W/kz~) 
und damit die Behauptung des Hilfssatzes. 
LITERATUR 
1. Bombieri, E. - Mathematika Bd. 12, S.201-225 (1965). 
2. Halberstam. H. und H.E. Richert - Sieve Methods, London 1974. 
3. Montgomery, H.L. - Lecture Notes in Math. 227, Berlin 1971. 
4. Richert, H.E. - Mathematika Bd. 36, 5.1-22 (1969). 
180 
