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MODIFICATIONS OF HODGE BUNDLES AND
ENUMERATIVE GEOMETRY :
THE STABLE HYPERELLIPTIC LOCUS
ZIV RAN
ABSTRACT. We study the stable hyperelliptic locus, i.e. the closure, in the Deligne- MumfordMod-
uli of stable curves, of the locus of smooth hyperelliptic curves. Working on a suitable blowup of
the relative Hilbert scheme (of degree 2) associated to a family of stable curves, we construct a
bundle map (’degree-2 Brill-Noether’) from a modification of the Hodge bundle to a tautological
bundle, whose degeneracy locus is the natural lift of the stable hyperelliptic locus plus a simple
residual scheme. Using intersection theory on Hilbert schemes and Fulton-MacPherson residual
intersection theory, the class of the structure sheaf and various other sheaves supported on the
stable hyperelliptic locus can be computed by the Porteous formula and similar tools.
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INTRODUCTION
Our main aim is to prove Theorem 7.2 below, which is a precise version of the following
Main Theorem (First approximation). Given a family X/B of stable curves, there is a bundle map
over an explicit birational modification of its second symmetric product , whose degeneracy locus consists
of the closure of the hyperelliptic locus, which is reduced of the expected dimension, plus an explicit and
computable excess locus. In this way the fundamental class of the closure of the hyperelliptic locus can be
computed as an element of the Mumford tautological ring.
This paper is a continuation of our study of finite subschemes of families of nodal-or-smooth
curves (see e.g. [15], [18], [17]). Technically, our aim is to introduce a new tool in the global and
enumerative geometry of the moduli spaceMg of stable curves: modified Hodge bundles. The
rationale for these is a pervasive problem which has long stood in the way of applying ’classical’
methods to Mg: that equations (e.g. degeneracy conditions for grd’s) describing geometry on
smooth curves become excessively degenerate on singular, especially reducible nodal curves,
and accordingly fail to define a limit, in any good sense, of the appropriate locus (e.g. grd locus)
on a smooth curve. Accordingly, most recent work on Mg has focused on extrinsic, Gromov-
Witten type methods, studying maps of curves to other varieties; see [19] for a survey of some of
this work and references.
2
Nevertheless, this paper represents the beginning of an attempted attack on the aforemen-
tioned excess degeneracy problem, based grosso modo on resolving the excess through boundary
modifications of Hodge bundles. This approach has its roots in the work of Harris and Mum-
ford [9] on the Kodaira dimension ofMg, especially their computation of the fundamental class
of the closure of the divisor of curves carrying a g1g+1
2
. The basic older insight is that the appro-
priate boundary object corresponding to a linear system is a collection of linear systems on com-
ponents, or rather certain subcurves, of the boundary curve. The new ’twist’ (double-entendre)
is that those systems can be accessed via a suitable map of vector bundles.
Specifically, we are concerned here with g12’s, i.e. the locus of smooth hyperelliptic curves
and its closure in Mg, g ≥ 3, viewed via degeneracy (non-very ampleness) of the canonical
system. The usual description in the smooth case is in terms of the ’degree-2 Brill-Noether map’
(evaluation map)
φ : E → Λ2(ω)
where E is the Hodge bundle and Λ2(ω) denotes the tautological bundle of rank 2 associated to
the relative canonical bundle, defined over the degree-2 relative Hilbert scheme of the universal
family (which for smooth curves coincides with the relative symmetric product). Precisely, the
degeneracy locus of φ consists of ’hyperelliptic pairs’ (C, a) where C is a hyperelliptic curve and
a is a divisor in its unique g12.
Now all of the above data, including φ, extend over Mg and its associated relative Hilbert
scheme. But the degeneracy locus of the extended map is not the closure of the locus of hyper-
elliptic pairs. It contains, e.g. pairs (C1 ∪ C2, a) where C1 ∪ C2 is a reducible stable curve and a
is a hyperelliptic divisor on C1, which cannot be the limits of a smooth hyperelliptic curve. In
essence, this issue is what this paper is about.1 The basic idea is an obvious one: enlarge E at
the boundary by allowing (carefully controlled) poles, so that φ remains defined but has smaller
degeneracy locus, because it effectively accesses a larger linear system. More precisely, given a
family X/B of stable curves of genus g ≥ 3, the enlargement is accomplished via suitable echelon
modifications (a generalizations of the familiar elementary modifications, see [16]) along certain
boundary divisors. These divisors are associated to the separating nodes and separating pairs of
nodes (binodes); the latter case requires blowing up the Hilbert scheme. The ultimate result is
the following (see Theorems 6.1 and 7.2 for the precise statements)
Main Theorem (Second approximation). There is a bundle aE called the azimuthal Hodge bundle,
which is an echelon modification of the Hodge bundle defined over a blowup X
{2}
B of the relative Hilbert
scheme X
[2]
B , together with a mapping, called the azimuthal Brill-Noether map
a
φ : aE → Λ2(ω)
whose degeneracy scheme is the union of a lift of the hyperelliptic locus and the locus of schemes supported
on some separating node. Via the excess Porteous formula, the fundamental class of the lifted hyperelliptic
locus can be computed as an element of the Mumford tautological ring.
1The presence of extraneous, often excessive, boundary components is a difficulty in Gromov-Witten theory as
well.
3
The contribution to the degeneracy locus from the locus of schemes supported at nodes can
be easily computed using residual intersection theory; moreover, its image on B vanishes, es-
sentially because the dualizing sheaf restricts to the structure sheaf on a node (see Cor. 7.3).
Therefore, the class of the hyperelliptic locus can be computed by the Theorem using Porteous’s
formula.
To be fair, the phrase ’can be computed’ as used above should be understood, for g ≥ 4, in
the sense of ’reduces to routine, if tedious, calculations’; these calculations can be handled in
principle by Gwoho Liu’s Macnodal program (see [17]), though some of the details have yet to
be worked out.
It should be mentioned that in the case of genus 3, the Brill-Noether map as is has some
’extraneous’ (non-hyperelliptic) degeneracy loci, but these are not ’excessive’ in dimension, and
their contribution can be easily computed, leading to a computation of the hyperelliptic class in
M3, confirming a formula of Harris-Mumford. See [1], [3] or [17], §4.5. The genus-4 case is the
first involving excessive degeneration of Brill Noether. It is discussed in detail in §8.2, where we
recover a formula of Faber-Pandharipande ( [6], Prop. 5).
The azimuthal Brill-Noether map is related to a new geometric structure on the boundary,
encoded in the sepcanonical system on boundary curves. This is a collection of (usually incom-
plete) linear systems on certain subcurves (’2-separation components’); on a given subcurve Y,
the sepcanonical system is a twist of the canonical system of Y which reflects the geometry of X
as a whole. Then on subschemes of Y, the azimuthal Brill-Noether map of X is ’essentially’ the
evaluation map associated to the sepcanonical system.
This paper is divided in two parts. Part 1 culminates in the proof of the Main Theorem for
curves of semicompact type, i.e. those whose dual graph contains no circuits of size > 2. Part 2
extends the result to the general case. See the introductions to each part for further organizational
details.
Further developments. The methods of this paper seem to extend to the case of pencils (1-
dimensional systems) of degree m > 2. This corresponds to studying the submaximal-rank
locus or maximal minors ideal of the Brill-Noether map, and involves two main new steps (the
details will be pursued elsewhere):
(i) modifying the tautological bundle as well as the Hodge bundle;
(ii) performing bundle modifications on the intermediate boundary components, e.g. those
birational to X
(i)
1 × X
(m−i)
2 , for a compact-type boundary curve X0 = X1 ∪ X2, i = 0, ...,m, rather
than just the extremal components (where i = 0 or m). These modifications eliminate extraneous
boundary components.
Being able to perform these bundle modifications, especially for curves with complicated dual
graph, would require blowing up the Hilbert scheme, extending the azimuthal modifications
considered here.
In the case of 2-dimensional systems, corresponding to the sub-submaximal rank (corank 2
) locus or submaximal minors ideal of Brill-Noether, extraneous but nonexcessive components
arise, and it appears the present methods may apply. Going beyond 2-dimensional systems
however gives rise to extraneous and excessive boundary components, and it’s not clear how to
account for their contributions.
See [6] for another approach, based on Gromov-Witten theory, to computing the fundamental
class of hyperelliptic and similar loci related to maps of curves to P1.
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Part 1. Semicompact type
This part is mainly devoted to proving the Main Theorem in the case of curves of semi-compact
type (defined below); however, some topics are developed in greater generality for use in the
general case, to be completed in Part 2 (as well as in potential further applications). In §1 we
review some standard facts about smooth hyperelliptic curves and derive normal form for some
objects associated to them, such as the Brill-Noether map.
In §2 we review some constructions and properties of Hilbert schemes of curves in the very
special case of degree 2.
The core of the paper begins in §3, which constructs and studies themodifiedHodge bundle in
the case of a separating node, using an appropriate echelonmodification. The object that appears
on the boundary turns out to be closely related to sepcanonical systems.
§4 extends the modified Brill-Noether map, first to the case of a single separating binode, then
more generally to a disjoint collection of separating nodes and binodes. The binode case, because
it occurs in codimension 2, requires a blowup of the Hilbert scheme that we call an azimuthal
modification. This amounts to adding some tangential data, called an azimuth, at the binode.
On the modified Hilbert scheme, a modified Brill-Noether map can be constructed largely as in
the separating node case, again leading to an object closely related to the sepcanonical system.
We then prove a provisional form of our main theorem, stating that for curves of ’semi-compact
type’, i.e. whose dual graph has no cycles of size > 2, the degeneracy locus of the modified
Brill-Noether map consists of an appropriate lift of the hyperelliptic locus, plus the locus of all
schemes supported on some separating nodes.
In Part 2, we will extend the latter result to general stable curves, derive a formula for the fun-
damental class of the stable hyperelliptic locus, and study intersection theory on the azimuthal
modification of the Hilbert scheme.
0.1. Riemann-Roch without denominators for anti-self-dual. The purpose of this brief section
is to point out that Fulton’s Riemann-Roch without [integer] denominators (see [7], Ch. 15) can
be simplified in the case of Anti-Self-Dual bundles (defined below), so as to eliminate (charac-
teristic class) denominators other than those of the form 1+ D,D = divisor, which are easy to
invert. These results will be used in §8.1.
A vector bundle E on a scheme Y is said to be anti-self-dual or ASD if
c(E)c(E ˇ) = 1,
where E ˇ denotes the dual bundle.
Example 0.1. As importantly observed by Mumford [12], the Hodge bundle Eg on Mg has the
ASD property. Consequently, the pullback ofEg by anymapY →Mg also has the ASD property.
Let D be a Cartier divisor on a variety Y, let iD : D → Y be the inclusion map, and let E be a
vector bundle on D. The ASD property for a bundle E allows us to avoid the computationally
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unwieldy process of dividing by c(E) . Therefore, computations involving the Riemann-Roch
without denominators ( [7], §15.3), even in the divisor case, are simplified when the bundle is
ASD because rather than divide by c(E(−D)) we need only divide by powers of c(OD(−D)) =
1− [D]D. To elaborate, define a polynomial Q in Chern classes of a rank-e bundle E and a line
bundle L by
c(E⊗ L) = c(E) + [L]Q(L, E)(0.1.1)
or explicitly,
Q(L, E) =
e−1
∑
p=0
p
∑
i=0
(
e− i
p+ 1− i
)
ci(E)c1(L)
p−i
= e+
(
e
2
)
c1(L) + (e− 1)c1(E) +
(
e
3
)
c21(L) +
(
e− 1
2
)
c1(L)c1(E) + (e− 2)c2(E) + ...
(0.1.2)
Note that
Q(L, E) = Q(Lˇ, E⊗ L).(0.1.3)
The Riemann-Roch without denominators ( [7], Example 15.3.4) states that, for any locally free
OD- sheaf E, we have
c(iD∗(E)) = 1+ iD∗(
Q(−D, E)
c(E⊗OD(−D))
).(0.1.4)
Then from the definition of ASD, we conclude directly:
Proposition 0.2. Notations as above, for E ASD of rank e on the divisor D, and any Cartier divisor G
on D, we have
c(iD∗(E(G))) = 1+ iD∗((1+ G− D)
−2eQ(−D, E(G))c(E ˇ(G− D))). (0.1.5)
Example 0.3. When G = D, the above simplifies nicely, using (0.1.3), to
c(iD∗(E(D))) = 1+ iD∗(Q(D, E)c(E ˇ))
= 1+ iD∗(
e
∑
j=0
e−1
∑
p=0
p
∑
i=0
(−1)j
(
e− i
p+ 1− i
)
ci(E)cj(E)D
p−i).
(0.1.6)
Example 0.4. Let Y = Mg and let D be the divisorMh,1 ×Mg−h,1, with conormal bundle ψ =
ψh ⊗ ψg−h, the product of the respective cotangent classes. Let Eh be the pullback of the rank-h
Hodge bundle to D, which is ASD as vector bundle over D because the Hodge bundle itself is
ASD as vector bundle overMh. Then for a divisor class G on D,
c(iD∗(Eh ⊗ G)) = 1+ iD∗(
Q(ψ,Eh ⊗ G)c(Eh ˇ ⊗ G⊗ ψ)
(1+ G+ ψ)2h
).
Corollary 0.5. Assumptions as above, let Z ⊂ D be a subvariety such that c1(O(D)) ∩ [Z] = 0 and let
F be any vector bundle on Y. Then: (i)
c(iD∗(E⊗ F)).YZ = 1;
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(ii) for any line bundle M on D,
c(iD∗(M)).YZ = 1.
Proof. (i) Because iD∗(E ⊗D F) = iD∗(E) ⊗Y F, we may assume F = OY. Then the assertion is
obvious from the Proposition above, plus the standard fact that for any class a on D,
i∗Z,YiD∗(a) = i
∗
Z,D(a.[D]).(0.1.7)
(ii) In this case, Fulton’s example reads
c(iD∗(M)) = 1+ iD∗
1
1+ [M] + [L]
, L = OD(−D).
Then our assertion follows easily from (0.1.7) above. 
1. LOCUS OF SMOOTH HYPERELLIPTICS: A REVIEW
The purpose of this section is to review some elementary facts about smooth hyperelliptic
curves and the locus they make up in a family of smooth curves, especially the normal bundle
to this locus.
In general, given a versal family pi : X → B of stable, generically smooth, curves, we let
HEB ⊂ B denote the closure of the locus of smooth hyperelliptic curves, which is of virtual
codimension equal to g− 2. We also denote by HE 2B ⊂ X
[2]
B the closure of the locus of schemes
invariant by the hyperelliptic involution, i.e. fibres of the canonical mapping. This has virtual
codimension g− 1. The fibre of HE 2B over an interior point b ∈ B is either empty, if Xb is non-
hyperelliptic, or equal to the target P1 of the hyperelliptic pencil, otherwise. We will denote by
HE 1B ⊂ HE
2
B the sublocus consisting of length-2, 1-point schemes, i.e. the (schematic) intersec-
tion of HE 2 with the diagonal divisor Γ = Γ[2] ≃ X or equivalently, the locus of ramification
points of the hyperelliptic map, i.e. Weierstrass points. Because the ramification is simple, the
intersection is transverse and HE1B → HEB is e´tale. We let E denote the Hodge bundle on B,
E = pi∗ω,ω = ωX/B.
1.1. Normal bundle. Let X be a smooth hyperelliptic curve with hyperelliptic map
f : X → P1
and η = f ∗O(1) the hyperelliptic bundle and β ⊂ X the ramification divisor, which is reduced
of degree 2g + 2. Then deformations of the pair (X, f ) are unobstructed and parametrized by
H0(N f ), which fits in an exact sequence
0→ H0( f ∗(θP1)) → H
0(N f )→ H
1(θX)→ H
1( f ∗(θP1)) → 0
and f ∗(θP1) = η
2. Then the first group coincides with Sym2(H0(η)), which corresponds to
reparametrizations of the target P1, while the last group is dual to H0(ω ⊗ η−2) = H0(ω2(−β))
which is g− 2-dimensional. This implies that in any versal family X/B, the hyperelliptic locus
HEB ⊂ B is smooth of codimension g− 2. Moreover, because theWeierstrass point locusHE
1
B ⊂
X is e´tale overHEB, it too is smooth.
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1.2. Normal forms. We study the locus of hyperelliptics (and related loci) in a family of smooth
(non-pointed) curves. Consider a family X/B of smooth curves. We note that because of the
existence of a tautological family of curves over B, the degree of the natural map B → Mg
is at least 2 near any hyperelliptic curve. We assume the family is locally versal, hence this
map is ramified only over the hyperelliptic locus and other loci of curves with automorphisms.
Therefore HEB is smooth of codimension g− 2 in B (of courseMg is singular along its image).
Then HE 2B ⊂ X
(2)
B is just the degeneracy (rank-1) locus of the natural evaluation map that we
will call the (degree-2) Brill-Noether map
φ : pi(2)∗E → Λ2(ω).(1.2.1)
Here Λ2(ω) is the ’secant bundle’ which in the general case of stable curves is defined on the
relative Hilbert scheme X
[m]
B (see §2).
Our purpose here is to give a normal form for the Brill-Noether map φ and an ’augmented’
analogue, especially in a neighborhood of a hyperelliptic curve. Let (X0, θ0) be a hyperelliptic
pair or ’pointed hyperelliptic curve’, i.e. X0 is hyperelliptic and θ0 is a Weierstrass point on it.
We work locally on the degree-2 Hilbert scheme X
[2]
0 = X
(2)
0 , with the tautological rank-2 bundle
Λ2(O), at the scheme 2θ0 (see §2 for a review). Let s0, ..., sg−1 be a basis for H
0(ωX0) such that
ordθ0(si) = 2i,
i.e. locally at θ0 with local coordinate x, si ∼ x
2i. Local coordinates for X
(2)
0 near 2θ0 are σ1 =
x1 + x2, σ2 = x1x2 where xi = p
∗
i x. Set
ei = Λ2(x
i).(1.2.2)
Then e0, e1 is a local frame for Λ2(O) and we have
ei+1 = σ1ei − σ2ei−1, i ≥ 1.(1.2.3)
It is easy to check from (1.2.3) that if we write ei = a0ie0 + a1ie1, i ≥ 2, then
a0i ≡ 0 mod σ2,
a1i ≡ 0 mod σ1, i even.
In terms of these data, the Brill-Noether map is represented by the 2× gmatrix
Λ = Λ2(s0, ..., sg−1) =
[
1 −σ2 σ2(σ2 − σ21 ) ...
0 σ1 σ1(σ
2
1 − 2σ2) ...
]
(1.2.4)
It is easy to see that all entries of the 1st (resp. 2nd) row beyond the 1st column are divisible by
σ2 (resp. σ1). Consequently the ideal of 2× 2 minors of Λ is σ1, i.e the equation of the graph of
hyperelliptic involution.
To deal with equations for hyperelliptic pairs we consider analogously the augmented Brill-
Noether map, which is the analogous map for the line bundle ω(2θ0). Note that for any smooth
pair (X, θ), ωX0(2θ0) is base-point free, (g + 1)-dimensional and ramified at θ0, and (X0, θ0) is
hyperelliptic if and only if the mapping associated to |ωX0(2θ0)| fails to be an isomorphism off
θ0, in which case it is actually composed of the hyperelliptic involution. If (X0, θ0) is hyperelliptic,
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we may choose a basis (s.) for H0(ωX0(2θ0)) so that ordθ(si) = 2i, 0 ≤ i ≤ g so the associated
augmented 2× (g+ 1) Brill-Noether matrix has the form similar to (1.2.4)
Λ+ = Λ2(s0, ..., sg) =
[
1 −σ2 σ2(σ2 − σ21 ) ...
0 σ1 σ1(σ
2
1 − 2σ2) ...
]
(1.2.5)
By contrast, when (X, θ) is non-hyperelliptic, the sequence of vanishing orders at θ for ω(2θ)
starts (0, 2, 3, ...), so the augmented Brill-Noether starts[
1 ∗ ∗ ...
0 σ1 σ
2
1 − σ2 ...
]
So in that case the ideal of 2-minors of this is clearly (σ1, σ2), the ideal of the point 2θ0 ∈ X
(2)
0 .
Now suppose X0 varies in a versal family (X0 ⊂ X)/(0 ∈ B) and admits a section θ (not
considered part of the data and subject to change), whose value over 0 ∈ B is a Weierstrass point
θ0 on X0, and extend (s.) to a basis s˜i of the Hodge bundle E over B. In terms of a local fibre
coordinate, we can write, after a suitable change of basis
s˜i = x
2i + zix
2i−1 + ∑
i≤j≤2i−2
wijx
j, i = 1, ..., g− 1
where the zi,wij ∈ m0,B. By suitably changing the section θ, or equivalently, changing the fibre
coordinate x based at θ to x− z1/2, we may assume z1 = 0, i.e. s1 = x
2. This ensures that θ is
in the ramification locus of the map to P1 determined by s0, s1. As long as X varies in the hy-
perelliptic locusHEB, the latter ramification locus coincides locally with the locus of Weierstrass
points, which itself is e´tale overHEB. Thus, θ remains a Weierstrass point in any deformation of
X as hyperelliptic curve. Then for i > 1, we may inductively subtract off a suitable OB-linear com-
bination of the sh, h < i to arrange that wij = 0 for j even. Consequently, note that the schematic
condition defining the locusHEB ⊂ B is now precisely
z2 = ... = zg−1 = 0.
Indeed this vanishing condition is equivalent to h1(O(2θ)) = h0(ω(−2θ) ≥ g − 1, i.e. by
Riemann-Roch, h0(O(2θ)) ≥ 2. The fibre of HE2B → HEB is the graph of the hyperelliptic in-
volution on a given curve, which for suitable coordinates is given by the ’antidiagonal’ σ1 = 0
(which is transverse to the diagonal, due to the fact that the involution has simple fixed points).
BecauseHEB ⊂ B is a smooth subvariety of codimension g− 2, z2, ..., zg−2 are regular parameters
near 0.
Now because the wij vanish on the hyperelliptic locus, we can write
wij =
g−1
∑
k=2
uijkzk(1.2.6)
Plugging this into the Brill-Noether matrix for the family, we obtain
[
1 −σ2 σ2(σ2 − σ21 ) ∗ ...
0 σ1 σ1(σ
2
1 − 2σ2) + z2 + ∑
k>2
zk(∗) σ1(∗) + z3 + ∑
k>3
zk(∗) ...
]
(1.2.7)
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which is column-equivalent to [
1 ∗ ∗ ∗ ...
0 σ1 z2 z3 ...
]
(1.2.8)
The degeneracy locus of this is precisely
HE2B = {σ1 = z2 = ... = zg−1 = 0} ⊂ X
(2)
B .(1.2.9)
1.3. Pointed case. The case of the pointed hyperelliptic locus, i.e. the locus of hyperelliptic pairs
(X, θ) is similar, using the augmented Brill-Noether map. Thus let (XB1 , θB1) be a versal family of
pointed smooth curves parametrized by B1, where we may assume B1 itself is the total space of a
family XB over B, with the extra parameter specifying the value of the section θ. Then, working
analogously with the system ω(2θ), we may assume
s0 = 1, s1 = x
2,
si = x
2i + zix
2i−1 +
2i−2
∑
j=i+1
wijx
j, i = 2, ..., g
where wij = 0 for j even. Here z1 is a vertical coordinate of B1/B, i.e. a fibre coordinate. As
before, the ideal of the locus of hyperelliptic pairs HE 1B ⊂ B1, i.e. the locus of pairs (X, θ)
where h0(ωX(−2θ)) ≥ g− 1, is generated by the z’s, so we may assume the w’s are in the ideal
generated by the z’s. Now we have an augmented Brill-Noether map over X
(2)
B1
:
(pi(2))∗pi∗(ω(2θ)) → Λ2(ω(2θ)).
The matrix relative to the s. basis above and the usual e0, e1 basis on the target, known as the
augmented Brill-Noether matrix, takes the form
Λ+ =
[
1 ∗ ∗ ... ∗
0 σ1 z2σ2 ... zgσ2
]
The degeneracy locus of this in X
(2)
B is the schematic union of the section 2θ, with ideal (σ1, σ2),
and the locus of the hyperelliptic involution, lying over the locus of hyperelliptic pairs in B, with
ideal (σ1, z2, ..., zg). Again by our assumptions, these are regular parameters at (0, 2θ).
2. GOOD FAMILIES AND THEIR HILBERT SCHEME
Formore information on Hilbert schemes of families of nodal curves, see [13] or [17]. Consider
a proper family pi : X → B of connected nodal curves of genus g. Fix a fibre node θ of X/B, with
corresponding boundary divisor ∂ = ∂θ ⊂ B. At least locally in X near θ, the boundary family
X∂ splits:
X∂ = ( LX, Lθ)
⋃
Lθ→θ← Rθ
( RX, Rθ).
In the case θ is separating- the case of principal interest here- the splitting is defined locally in B,
and even globally in B if g( LX) , g( RX), e.g. if g is odd. We may call LX, RX the left and right
sides of θ respectively. The choice of left and right sides of θ is called an orientation. We call the
boundary component ∂ decomposable if
∂ = L ∂× R ∂
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where (∗X, ∗θ)/∗δ is a family of stable pointed curves of genus ∗g, ∗ = L, R, Lg+ Rg = g. This
is certainly true for the universal family overMg and suitably chosen base-changes over it. The
decomposability assumption is not essential for our basic constructions, however.
Now consider the length-2 Hilbert scheme X
[2]
B near the boundary component ∂. Its boundary
part has the form
( LX)
[2]
∂ ∪ LRX ∪ ( RX)
[2]
∂
with LRX → LX×∂ RX the blowing-up of ( Lθ, Rθ), with exceptional divisor
Rθ = P( Lψ⊕ Rψ), ∗ψ = T
∗
∗θ,∗X/∂
.
The locus Rθ parametrizes relative length-2 subschemes of X supported on θ. It is a P
1-bundle
over ∂ admitting a pair of disjoint sections ∗Q := P(∗ψ) = Rθ ∩ (∗X)
[2]
B , ∗ = L, R. Moreover, if
∗† denotes the mirror of ∗ = L, R,
(∗X)
[2]
∂ ∩ LRX =∗ X×∗† θ, ∗ = L, R; ( LX)
[2]
∂ ∩ ( RX)
[2]
∂ = ∅.
Now working locally, assume the family is given by the standard form xy = t with x, y regular
parameters on X and t a local defining equation for the Cartier divisor δ on B. Set xi = p
∗
i x, i =
1, 2 (a function on the Cartesian square) and similarly yi. The elementary symmetric functions
σx1 , σ
x
2 (resp. σ
y
1 σ
y
2 ) are functions on the symmetric product. Then near the finite part of Rθ, i.e.
off RQ, we get regular parameters on X
[2]
B
σ1 = σ
x
1 , σ2 = σ
x
2 , u = y1/x2 = y2/x1 = (σ
y
1 )/(σ
x
1 ),
with σ2, u being defining equations, respectively, for LRX, ( LX)
[2]
∂ , while σ1, σ2 together define
Rθ. Similarly, off LQ, we have σ
y
1 , σ
y
2 , v := 1/u as regular parameters. Note that the diagonal is
defined here by σ21 − 4σ2 (in either x or y variables in the appropriate open set). This diagonal is
isomorphic to the blowup of X in θ, with coordinates σ1, u.
We want to study the Brill-Noether map
φ : (pi[2])∗(E) → Λ2(ω).(2.0.1)
locally over 2θ ∈ X
(2)
B and off LQ∪ RQ. We recall (see (1.2.2)) that ei = Λ2(x
i) and e0, e1 is a local
basis for Λ2(OX), identified with Λ2(ω). Then note that
Λ2(y) = u(σ1e0 − e1),Λ2(y
2) = u2((σ21 − σ2)e0 − σ2e1),
Λ2(y
3) = u3((σ31 − 2σ1σ2)e0 + (σ2 − σ
2
1 )e1),
Λ2(y
i) = uσ1Λ2(y
i−1)− u2σ2Λ2(y
i−2).
(2.0.2)
This comes from the fact that, on the Cartesian product, the lift Λ
⌈
2(y) of Λ2(y) is given by
Λ
⌈
2(y) = (y1, y2) = u(x2, x1) = u(σ1e0 − e1).
Now assuming (X1, θ1), (X2, θ2) are both non-hyperelliptic, ωXi(θi) have vanishing sequences
(1, 2, ...), therefore the matrix of the Brill-Noether mapping with respect to the e0, e1 basis on Λ2
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and a suitable adapted basis of the Hodge bundle, where the part corresponding to X2 is located
right of the vertical bar and indexed negatively, has the form[
... u2(σ21 − σ2) uσ1 | 0 −σ2 ...
... −u2σ2 −u | 1 σ1 ...
]
(2.0.3)
whose degeneracy scheme coincides locally with the schematic union
Zeros(u, σ2) ∪ Zeros(σ1, σ2) = ( LX × Rθ) ∪ Rθ.
Taking into account the ’opposite’ open set containing Q2, we see that the degeneracy locus of φ
is
Rθ ∪ LX× Rθ ∪ RX × Lθ,
i.e. the locus of schemes whose support contains the node θ. In the next section we will describe
a modification of E and φ that will have a smaller degeneracy locus; e.g. over the general curve,
we just get Rθ.
Definition 2.1. A family of nodal curves X/B is said to be good if
• every fibre is semi-stable;
• every boundary component with reducible general fibre is decomposable;
• the family is everywhere locally versal: i.e. for every fibre X0 with nodes θ1, ..., θk the map from
the germ of B at 0 to the product of local deformation spaces of X0 at θ1, ..., θk is smooth.
2.1. Disconnected, pointed version. Let Y be a possibly disconnected nodal curve (over some
base) endowed with a collection of disjoint (e´tale) multisections p1, ..., pn with each pi contained
in a unique connected component. A separating node of Y is a node θ whose blowup disconnects
some connected component of Y in two components, say LY(θ), RY(θ), and for each i, pi is
either contained in or disjoint from LY(θ) (resp. RY(θ)).
3. MODIFYING BRILL-NOETHER, CASE (I): SEPARATING NODES
The traditional difficulty with extending the degeneracy-locus description of the hyperelliptic
locus (and its analogues) across the boundary stems largely from the presence of ’part dead’
sections of the relative canonical, i.e. sections vanishing on some component. In this paper, our
approach to resolving this difficulty is to revive the sections that vanish on the part of the curve
equal to a side of a node or binode by enlarging the Hodge bundle, i.e. the source of the Brill-
Noether map; or rather, we enlarge the pullback of the Hodge bundle over the degree-2 Hilbert
scheme (or in the next section, a modification thereof). This enlargement is accomplished by
appropriate echelon modifications (see [16]) of the Hodge bundle which mirror, and will later
be linked (see Theorem 6.1) to the modifications yielding the sepcanonical system, developed
in [18]. We begin in this section with the case of a separating node. The more challenging case of
a separating binode is taken up in the next section.
3.1. Construction. For now, we work one node at a time. Thus, fix a separating node or ’sep’ θ
of the family pi : X → B with corresponding boundary divisor ∂ = ∂θ. Set
RX = RX(θ), LX = LX(θ).
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These are families over ∂ and embedded as Cartier divisors on X. For now, assume for conve-
nience that these are individually defined, i.e. that θ is oriented as a sep. The ultimate construc-
tion will not depend on the choice of orientation. We will also assume for now that LX, RX have
respective genera Lg, Rg ≥ 2.
Define twisted Hodge bundles on B:
Ei,j = pi∗(ω(i LX + j RX)).(3.1.1)
For any i ≤ i′, j ≤ j′, there is a full-rank inclusion Ei,j → Ei
′ ,j′ . In particular, we consider two
chains of full-rank subsheaves
E−2,0 → E−1,0 → E,
E0,−2 → E0,−1 → E,
(3.1.2)
induced respectively by
ω(−2LX)→ ω(−LX)→ ω,
ω(−2RX)→ ω(−RX)→ ω.
On the boundary, the latter sheaves take the form
Lω(3 Lθ) ∪ Rω(− Rθ)→ Lω(2 Lθ) ∪ Rω → Lω( Lθ) ∪ Rω( Rθ),
Lω(− Lθ) ∪ Rω(3 Rθ) → Lω ∪ Rω(2 Rθ) → Lω( Lθ) ∪ Rω( Rθ),
where ∗ω = ω∗X/∗δ, ∗ = L, R. The maps in the two rows are given, locally near θ, by multipli-
cation by y, x respectively, where x, y are respective local equations for RX, LX. So these maps
are injective on LX and zero on RX or vice versa. On fibres, the sheaves involved, other than
ω = Lω( Lθ) ∪ Rω( Rθ) itself, are base-point free on at least one of LX, RX, and it is elementary
to check that the direct images are locally free and compatible with base-change.

NB: the latter assertionwould be false for any other twists ofω, e.g. Lω(4 Lθ)∪ Rω(−2 Rθ):
this is because h0( Rω(−2 Rθ)) can jump. 
Nowwe shift attention to the Hilbert scheme X
[2]
B . Set ∗D =∗ D(θ) = (∗X)
[2]
δ , a Cartier divisor
on X
[2]
B . In the local coordinates above, it has equation u for ∗ = L and v = 1/u for ∗ = R.
Consider the following echelon data ( [16], §1) on X
[2]
B :
χ(θ) = ( Lχ(θ), Rχ(θ))
Lχ = ((E
−2,0, 2 LD), (E
−1,0, LD),E)
Rχ = ((E
0,−2, 2 RD), (E
0,−1, RD),E).
(3.1.3)
These are certainly transverse as LD ∩ RD = ∅. Let Eθ be the associated echelon modification
( [16], §2). Clearly, the Brill-Noether mapping φ vanishes on E−1,0 over LD, over E
−2.0 to order 2
over LD etc. Therefore by the universal property of echelon modifications ( [16], Theorem 2.3),
φ factors through Eθ:
(pi[2])∗(E) → Eθ
φθ
→ Λ2(ω).(3.1.4)
We call φθ the modified Brill Noether map (with respect to the sep θ).
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Remark 3.1. In the event that Lg = 1, the datum Lχ above is to be replaced by
Lχ = ((E
−1,0, LD),E)
and similarly if Rg = 1.
3.2. Interpretation. We will analyze φθ near LD. Recall from [16], (8), the injective map
E−2,0(2 LD)→ Eθ
that is an isomorphism over the ’interior’ LD
o of LD, i.e.
LD
o = LD \ LX × Lθ = {schemes not containing Lθ}.
On the other hand, the inclusion ω(−2LX)→ ω induces over X
[2]
B a map
Λ2(ω(−2LX))→ Λ2(ω).
This map vanishes twice on LD, hence induces
Λ2(ω(−2LX))(2 LD)→ Λ2(ω),
which again is an isomorphism over over the interior, LD
o (indeed over this interior a local equa-
tion for the boundary divisor ∂ pulls back to a local equation for LX in X and a local equation
for LD in X
[2]
B ) . Then we get a (left) comparison diagram, which is a commutative square
E−2,0(2 LD) → Eθ
↓ ↓
Λ2(ω(−2LX))(2 LD) → Λ2(ω)
(3.2.1)
in which the left column is just the ordinary Brill-Noethermap associated toω(−2 LX); of course,
there are analogous diagrams, one with left column replaced by
E−1,0( LD)→ Λ2(ω(−LX))( LD),
and two more with left replaced by right. So at least over LD
o, φθ can be identified with the
Brill-Noether map associated to ω(−LX) and its restriction on LX. That restriction coincides
with the complete linear system ω
LX(3θ) if (RX, Rθ) is non-hyperelliptic (so that Rθ is not a
base point of ω
RX(− Rθ)); otherwise, the restriction of ω(−2LX) on LX is |ωLX(2 Lθ)|+ Lθ, i.e.
has an imposed base point. Note that the twist involved coincides with that coming from the
sepcanonical enlargement of the canonical system on X. On the other hand, it is elementary that
a pair of distinct smooth points, each on one of LX, RX are separated by the canonical system.
Thus we conclude
Lemma 3.2. Notations as above, let z ∈ X
[2]
B be disjoint from θ. Then
(i) if z is contained in one side of θ, the image of the modified Brill- Noether map φθ coincides over z
with that of the Brill-Noether map associated to the sepcanonical system;
(ii) if z meets both sides of θ, φθ has maximal rank over z.
In this sense, the modified Brill-Noether realizes the goal of reviving dead sections. The case
of schemes not disjoint from θ will follow from the calculations of the next subsection.
It is worth noting at this point that the normal bundle of LD, which features in the intersection
theory of the modifications Eθ , is easy to calculate. First recall that by Faber’s result in [5], the
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conormal bundle to ∂θ → B is ψθ =L ψθ ⊗R ψθ , i.e. the tensor product of the branch cotangents,
and it follows easily that
Nˇ
LX(θ)/X = O( Lθ)⊗ ψθ(3.2.2)
(compare the proof of Lemma 3.3). This can easily be extended to the Hilbert scheme. The
formula uses the operation [2]∗ discussed in §4.3.
Lemma 3.3. The conormal bundle of LD = LX(θ)
[2]
∂θ
in X
[2]
B is [2]∗( Lθ) ⊗ Lψ ⊗ Rψ, where Lψ =
( Lθ)
∗(ω
LX/ ∂θ), considered as a line bundle on ∂θ via viewting Lθ as a cross-section Lθ : ∂θ → LX/ ∂θ,
and likewise Rψ.
Proof. By Faber’s result [5], the conormal bundle of ∂θ in B is ψθ . Hence there is an injection
ψθ → O LD(− LD)which, because X
[2]
∂θ
has normal crossings, vanishes simply on [2]∗( Lθ), which
is the intersection of LD with the other components. This proves our assertion. 
For convenience, we will denote [2]∗( Lθ) by ( Lθ)
[2]. We will also need to compute self-
intersections of ( Lθ)
[2] within LD. This follows from the following
Lemma 3.4. Let X/B be a family of curves with a section θ contained in the smooth part. Let θ[2] ⊂ X
[2]
B
denote the locus of schemes meeting θ and Sθ the locus of schemes equal to 2θ and ψθ = ωX/B.θ. Then
(θ[2])i ∼ Sθ.(−2ψθ)
i−1, i ≥ 1.(3.2.3)
Proof. The case i = 1 is clear. For i = 2, we need to compute the normal bundle of θ[2] restricted
on Sθ. In coordinates, a point in Sθ is represented by a scheme x
2 and its neighborhood by a
deformation of the form x2 + ax + b. The equation of θ[2] is b, which may be identified with
ωX/B.θ via (x+ η)
2 = x+ 2ηx+ η2. This shows the case i = 2, and the case of higher i follows.

3.3. Local forms. We analyze φθ locally. We work near a fibre
X0 = (LX(0), Lθ(0)) ∪ (RX(0), Lθ(0))
comprised of 2 hyperelliptic pairs, as other cases are simpler. To begin with, using the results of
§1.2 on normal forms, we have adapted bases for the Hodge bundles E∗X so that the evaluation
maps E∗X →∗ ω take the form
(1, x2 + z1x, x
4 + z2x
3, ..., x2g1−2 + zg1−1x
2g1−3),
(1, y2 + w1y, y
4 + w2y
3, ..., y2g2−2 +wg2−1y
2g2−3)
(3.3.1)
such that the locus of hyperelliptic pairs (∗X,∗ θ) is defined by z1 = ... = zg1−1 = 0 or w1 = ... =
wg2−1 = 0. Then the evaluation map E → ω takes the form (where we have written the Y basis
negatively, left of the bar)
(..., y5 + w2y
2, y3 + w1y
2, y|x, x3 + z1x
2, x5 + z2x
2, ...)(3.3.2)
Next, we work on the Hilbert scheme, locally near the locus of schemes supported on θ; the
case of the rest of the boundary of LD (i.e. LX × Rθ) is similar and simpler. In terms of the
coordinates u = y2/x1 etc. above (§2), we will analyze Eθ over the open set where u is regular,
15
the other case, where v = 1/u is regular, being similar. Set σi = σ
x
i . We will use the rules (2.0.2).
We factor the Brill-Noether φ through Eθ:
(pi[2])∗(E) → Eθ
φθ
→ Λ2(ω).(3.3.3)
In the local coordinates above, factoring through Eθ means the matrix for the factored mapping
φθ has u factored out of the −1 column and u
2 factored out of the farther negative columns, i.e.[
... u(σ31 − 2σ1σ2) + w1(σ
2
1 − σ2) σ1 | 0 −σ2σ1 − z1σ2 ...
... u(σ2 − σ21 )−w1σ1 −1 | 1 σ
2
1 − σ2 + z1σ1 ...
]
.(3.3.4)
Here the matrix for (pi[2])∗(E) → Λ2(ω) itself has the same right side as the above, and left side
equal to the y-mirror of the right side. By applying suitable column operations, i.e. composing
with an automorphism of Eθ, which does not affect degeneracy, we can kill off all multiples of
σ1 in the top row, except in column −1, then kill off the entire second row except in column +1,
ending up with
Λθ =
[
... −w1σ2 σ1 | 0 −z1σ2 ...
... 0 0 | 1 0 ...
]
.(3.3.5)
Now the ideal of 2× 2 minors of Λθ is
(3.3.6) I2(Λθ) = (σ1, z1σ2, ..., zg1−1σ2,w1σ2, ...,wg2−1σ2)
and note that uσ2 = ux1x2 = y2x2 = t is the equation of the boundary, which reflects the fact
that in the open set we are considering (the one where u is regular), the boundary is the union
of LD = (LX)
[2]
δ , with equation u, and LX × RX, with equation σ2. Also, w1, ...,wg2−1 define the
locus in δ where (RX, Rθ) is a hyperelliptic pair.
For future reference, it is important to note that the above normal form (3.3.5) depends only
on the normal form (3.3.2) for the (1-point) evaluation map.
Now set
Rθ = Zeros(σ1, σ2).
This is the inverse image of the cycle 2θ, a cross-section of X
(2)
δ . In fact, Rθ is a P
1-bundle over δ,
called the node scroll associated to θ. Also let
T = Zeros(σ1, z1, ..., zg1−1,w1, ...,wg2−1)
This is a regular subscheme of codimension g− 1, which coincides with HE2g over the interior
Bo ⊂ B i.e. the set of smooth curves, and whose boundary portion is the locusHE2g1 ,g2 of pairs of
pointed hyperelliptics, which sits in a Cartesian diagram
HE2g1 ,g2 → δθ
↓ ↓
HE1g1 ×HE
1
g2
⊂ δ1 × δ2
Now by (3.3.6), the degeneracy scheme D2(φθ) splits schematically
D2(φθ) = T ∪ Rθ.(3.3.7)
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Now because HE 2g1 ,g2 is of codimension g − 1 in the boundary, while T is a priori purely of
codimension at most g − 1 overall, i.e. in X
[2]
B , it follows that T must be contained in, hence
coincide with, the closure of the degeneracy locus of φ = φθ in B
o, i.e.
T = HE2Bo .
Furthermore, T is transverse to the diagonal , which in the current local coordinates has equation
σ21 − 4σ2. Therefore, T meets the diagonal, which is isomorphic to the blowup of X in θ, with
exceptional divisor Rθ, in a regular subscheme of codimension g− 1 of the diagonal.
Note we have shown all this near the ’finite’ part of Rθ, where u is regular. By symmetry, it
holds near the part where v = 1/u is regular, hence near all of Rθ. Also, we note that all the
above assertions are true and much easier to verify off Rθ. We conclude
Proposition 3.5. Given a separating node θ of X/B and the associated modification φθ of the Brill-
Noether map, we have
(i) The rank of φθ is at least 1 everywhere.
(ii) The degeneracy locus D2(φθ) splits schematically as
Rθ ∪HE
2
Bo(3.3.8)
withHE 2Bo regular of codimension g− 1.
(iii) The boundary is a transverse intersection:
HE 2Bo ∩ ∂θ = HE
2
g1 ,g2
(iv) The 1-point hyperelliptic locusHE 1Bo is regular of codimension g− 1 in the diagonal of X
[2]
B .
(v) The intersection
Rθ ∩HE
2
Bo = Rθ|HE 1g1×HE
1
g2
≃ PHE1g1×HE
1
g2
(ψ1 ⊕ ψ2).
Corollary 3.6. A length-2 subscheme τ of X1 ∪θ X2 is a limit of a pair in the hyperelliptic involution of
a smooth curve if and only if X1,X2 are hyperelliptic and either τ is in the hyperelliptic involution on X1
or X2, or τ is supported on θ.
As promised, the above analysis also allows us to strengthen slightly the result of Lemma 3.2:
Corollary 3.7. Suppose z ∈ X
[2]
B is contained in one side of θ but is not supported on θ. Then the image
of the modified Brill- Noether map φθ coincides over z with that of the Brill-Noether map associated to the
sepcanonical system.
For application in inductive arguments, we mention another consequence of the above com-
putations, to the behavior of φθ away from θ:
Corollary 3.8. For X0 as above, if p ∈ LX(θ) is a Weierstrass point distinct from Lθ, then a local matrix
for the modified Brill-Noether map φθ near 2p has the form (1.2.8) where z2, ..., zg are local equations for
the closure of the hyperelliptic locus near 0 ∈ B.
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3.4. Case of multiples seps. We now extend the previous results to the case of multiple separat-
ing nodes. Thus let Θ = (θ1, ..., θn) be a collection of separating nodes of the versal family X/B.
Then we get a collection of mutually transverse echelon data as in (3.1.3):
χ(Θ) = ( Lχ(θi), Rχ(θi), i = 1, ..., n).
Let EΘ be the associated multi-echelon modification and
φΘ : EΘ → Λ2(ω)
the resulting modification of the Brill-Noether map.
Proposition 3.9. Notations as above. Then for any length-2 subscheme z contained in a Θ-separation
component of a fibre X0 but not supported on Θ, the image of φΘ over z coincides with that of the Brill-
Noether map of the Θ-sepcanonical system of X0. Further, the degeneracy locus of φΘ coincides near
(X0)[2] with
HE 2 ∪
n⋃
i=1
Rθi .
Proof. Y be a Θ-separation component of X0 and assume as usual that each θ ∈ Θ is oriented
with Y on its left (Y may or may not meet θ). Set
EΘ,Y = pi∗(ωX/B(−2
n
∑
i=1
LX(θi))).
Then we get a multi-sep comparison diagram:
EΘ,Y(∑ LD(θi)) → EΘ
↓ ↓ φΘ
Λ2(ω(−2∑ LX(θi)))(2∑ LD(θi)) → Λ2(ω).
(3.4.9)
By [18], Proposition 6.10, the left vertical map coincides with the ordinary Brill-Noether map
associated to the Θ-sepcanonical of X restricted on Y. Moreover, for any scheme z on Y dis-
joint from Θ, the lower horizontal map is an isomorphism . This proves the Proposition for all
schemes z on Y disjoint from Θ. The analysis of the diagram at a scheme meeting Θ is analogous
to the case of a single sep in §3.3. This concludes the proof. 
A nodal curve X0 is said to be of pseudo- compact type if it has no proper biseps; or equivalently,
if every connected component of the separation of all seps of X0 is 2-inseparable.
Corollary 3.10. If X0 is a fibre of pseudo- compact type and Θ is the set of all seps occurring on X0, ,
then near X
[2]
0 , the degeneracy locus of φΘ coincides schematically with
HE 2 ∪
n⋃
i=1
Rθi .
Proof. We will use Theorem 7.2 of [18] and argue as in §3.2. To begin with, if X0 is not hyperel-
liptic, then the fact that the sepcanonical system is essentially very ample, together with a local
analysis similar to §3.3 shows that the degeneracy locus of φΘ locally equals
⋃
Rθi . Therefore
we may assume X0 is hyperelliptic. Pick θ ∈ Θ, which is necessarily (bilaterally) hyperelliptic.
Then the sepcanonical system of LX0(θ) is (simply) ramified on Lθ. By induction, as in Corol-
lary 3.8, we may assume HE 1
Lg
× R ∂ is regular of codimension Lg− 1 = g( LX0(θ))− 1 in an
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appropriate versal family L ∂× R ∂ mapped to by ∂θ. Likewise for the right side. Therefore, the
local analysis as in §3.2 applies, yielding the conclusion. 
4. MODIFYING BRILL-NOETHER, CASE (II): DISJOINT SEPARATING BINODES
Our next focus is on biseps, i.e. separating binodes. That this requires a modification of the
Brill-Noether map is already clear from the fact that, for any smooth connected curve C with
points p , q, the system |ωC(p + q)| fails to separate p and q. Additionally, there are curves
with a binode that is hyperelliptic on one side only, for which Brill-Noether drops rank even
though they are not limits of hyperelliptics. Because this situation occurs in codimension 2,
some birational modification of Hilb will be required as well before an echelon modification can
be applied to the Hodge bundle. We begin in §4.1 by analyzing a ’naive’ approach to this issue,
based onmodifying the family of curves. The approach wewill actually use, based onmodifying
the Hilbert scheme directly, will be considered subsequently, starting in §4.2.
4.1. Azimuthal curves : Single binode. Fix a bisep, i.e. a properly separating binode θ on our
family X/B, with corresponding locus
∂ = ∂θ ⊂ B
and sides LX, RX defined over ∂. We view θ as oriented, i.e. with fixed choice of sides. Typi-
cally, θ will be defined only over a suitable analytic or e´tale neighborhood of a boundary curve.
Our purpose in this subsection is to construct a modification of X/B, a new family called an az-
imuthal modification, in which LX, at least, becomes a Cartier divisor. One could then look at the
Hilbert scheme of the new family. In the sequel, we will actually do something a little different,
viz. modify the Hilbert scheme directly. Nonetheless, comparing the two constructions will be
important in analyzing and interpreting the latter one.
The idea of the construction is an obvious one: first blow up ∂θ, then blow up the inverse
image of LX, which is a Weil divisor. We proceed with the details.
First, let B(θ) be the blowup of B in ∂θ, with exceptional divisor
P(θ) = P(ψ1 ⊕ ψ2), ψi =L ψi ⊗R ψi,
and let XB(θ) = X ×B B(θ) be the base-changed family. Let Si ⊂ P(θ) denote the section P(ψi).
We recall from Definition 6.1 of [18] that elements of P(θ) are called middle azimuths at θ, irreg-
ular or regular according as they are in S1 ∪ S2 or not.
In local coordinates xiyi = ti near θi, i = 1, 2, a local coordinate on a suitable open in B(θ)
containing P(θ) \ S1 is w = [t2/t1] and there, the base-changed family is given by
x1y1 = t1, x2y2 = t1w.(4.1.1)
The inverse image of LX here is defined near θ1 resp. θ2 by y1 resp. (y2, t1), so it is a Weil divisor,
non Q-Cartier near θ2; similarly for RX.
Now let
b : XB(θ),L → XB(θ)
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denote the blowup of XB(θ) along the Weil divisor LX. The family XB(θ),L/B(θ) is called the
left azimuthal modification of X/B corresponding to the binode θ. The construction may be dia-
grammed as follows
XB(θ),L → XB(θ) → X
ց ↓  ↓
B(θ) → B
(4.1.2)
with the upper left horizontal arrow a small blowup. Using local coordinates as above, especially
(4.1.1), it follows that XB(θ),L is virtually smooth (smooth if X/B is locally versal at θ).
Locally near the inverse image of θ2, where the function w is regular, XB(θ),L is covered by
opensU1,U2 so that [t1/y2] (resp. [y2/t1]) is regular in U1 (resp. U2). There is a natural ’left side’
divisor LX(θ), defined locally by y2 in U1, or t1 in U2, which coincides with the inverse image in
the blowup of
LX = (t1 = y2 = 0).
Recall that we are working over a neighborhood of P(θ) \ S1 in B(θ). Over this neighborhood,
the exceptional locus of the blowup is a P1 bundle Pθ2 over θ2|S2 , which is of codimension 2. Note
Pθ2 has equations
t1 = [t2/t1] = x2 = y2 = 0.
In U1, Pθ2 is defined by y2, [t2/t1] (since
t1 = [t1/y2]y2, x2 = [t1/y2][t2/t1]).
Similarly in U2, Pθ2 is defined by t1, x2. All in all, the exceptional locus of the blowup consists of
Pθ1 ∪ Pθ2 .
This construction is decidedly not left-right symmetric however. In U1, the inverse image of
RX is Zeros(t1 = [t1/y2]y2, x2 = [t1/y2][t2/t1]). Therefore it consists of the divisor of [t1/y2],
which is the proper transform RX˜ of RX, plus Pθ2 . InU2, the inverse image of RX coincides with
Pθ2 and RX˜ is disjoint from it. Thus, denoting the blowup map by b, we have all in all
b−1( RX) = RX˜ ∪ Pθ1 ∪ Pθ2
where RX˜ is a Cartier divisor mapping isomorphically to RX. On the other hand,
Pθ1 ∪ Pθ2 ⊂ LX(θ)
therefore LX(θ), the inverse image of LX, is a divisor. In fact, LX(θ) is just the blowup of
LXP(θ) in its regular codimension-2 subvariety θ1|S1 ∐ θ2|S2 (this has codimension 3 in XB(θ)). In
the above coordinates, θ2|S2 is defined by [t2/t1] = x2 = 0.
The full boundary of the azimuthal modification is the union:
XL,B(θ) ×B(θ) P(θ) = LX(θ) ∪ RX˜(4.1.3)
and its fibres (with θ given) are called left azimuthal curves, regular or irregular, or curves with a
left azimuthal binode in θ.
Remarks 4.1. We list some elementary properties of this construction.
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1) A (left or right) regular azimuthal fibre is isomorphic to the corresponding fibre over B. In
this case, the left and right azimuthal structures on θ are the same, constant over the fibre, and
simply given by a regular element (azimuth)
a ∈ P(ψθ1 ⊕ ψθ2) = P(T
∗
LX,θ1
⊗ T∗
RX,θ1
⊕ T∗
LX,θ2
⊗ T∗
RX,θ2
).(4.1.4)
2) As for left irregular azimuthal fibres, living over S1∐ S2, S1 is the (transverse) intersection of
P(θ)with the proper transform of ∂θ1 , the boundary divisor corresponding to θ1. It parametrizes
semistable triangular curves of the form Y = LX ∪ RX ∪ F where F is a bridge P
1 meeting
LX, RX in Lθ1, Rθ1, respectively and LX and RX meet additionally in θ2. Thus Y is stably
equivalent to LX∪ RX, the corresponding fibre of X/B. Note that by construction, F ⊂ LX(θ)
(’F tilts left’) (because we are in the left azimuthal modification). Going out of the point
[Y] ∈ S1 in the direction of P(θ) corresponds to smoothing the node Lθ1, keeping the other
two as nodes. Going out in the direction of ∂θ1 does the opposite, smoothing Rθ1 and θ2 and
keeping Lθ1 as a node.
Obviously, analogous comments apply with 1 replaced by 2 and L replaced by R. Thus, a
bridge at either θi can tilt left or right.
3) It follows from (4.1.3) that the normal bundle to LX(θ) is
Nˇ
LX(θ)/XL,B(θ)
= pi∗(OP(θ)(1))⊗O( Lθ
′)(4.1.5)
where Lθ
′ is the pullback of Lθ, which coincides with θ over the regular azimuthal fibres; over
the irregular ones, the node θi is replaced by the other node on F (i.e. where F meets RX).
Here the first factor corresponds to a choice of middle azimuth (see Definition 6.1 of [18]). We
have
Nˇ
LX(θ)/XL,B(θ)
|
Lθi = Rψi(4.1.6)
In particular, for a regular azimuthal fibre, Nˇ
LX(θ)/XL,B(θ)
|θ parametrizes right azimuths at θ.
4) We refer to [18], §6 (especially Definition 6.1). A hyperelliptic binode θ on a fibre X0 admits
a uniquely determined regular azimuthal structure ζ = ( Lζ, Mζ, Rζ) called a hyperelliptic
azimuth. This results from the hyperelliptic identification between left (resp. right) cotangents
at θ1 and θ2. Then X0 corresponds to a unique regular azimuthal fibre on either the right or
left azimuthal modifications.
On the other hand if a regular azimuthal fibre (left or right) X
Mζ corresponds to a fibre X0
of X over ∂θ where θ is a left- hyperelliptic binode, then X Mζ carries a canonical compatible
azimuthal structure ( Lζ, Mζ, Rζ) where Rζ is induced by Lζ, Mζ as in Definition 6.1 of [18].
5) The constructions and results of this subsection extend directly to a collection Θ = {θ1, ..., θn}
of disjoint biseps . This is because the boundary loci ∂θi are in general position so their com-
mon blowup B(Θ) is well behaved (smooth if B is smooth and X/B is versal). Also the Weil
divisors LX(θ i)×∂θi
B(Θ) are in general position.
4.2. Modifying Hilb. In this section we construct azimuthal modifications applied directly on
the Hilbert scheme. We continue with the notation and assumptions of the previous subsection.
Consider the regular, codimension-2 subvarieties
LX
[2]
∂ , RX
[2]
∂ ⊂ X
[2]
B .
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These meet transversely in the codimension-4 subvariety θ∂ which is a cross-section over ∂.
The transversality (even just properness) of the intersection easily implies that the ideal of the
schematic union is a product
Jθ := I( LX)
[2]
∂ ∪( RX)
[2]
∂
= I
( LX)
[2]
∂
I
( RX)
[2]
∂
,
and moreover that the successive blowup of X
[2]
B in ( LX)
[2]
∂ and ( RX)
[2]
∂ in either order is isomor-
phic to the blowup of X
[2]
B in ( LX)
[2]
∂ ∪ ( RX)
[2]
∂ (see also the local calculations below).
We also consider the base-changed family XB(θ). Let P = P(θ) and consider the Weil divisors
( LX)
[2]
P , ( RX)
[2]
P ⊂ X
[2]
B(θ)
= X
[2]
B ×B B(θ).
These intersect in θP itself, considered as relative length-2 subscheme of XP/P, thus forming a
section of X
[2]
P and having codimension 3(!) in X
[2]
B(θ)
. We denote by J ′θ the product ideal
I
( LX)
[2]
P
.I
( RX)
[2]
P
,
i.e. the pullback ideal of Jθ .
Definition 4.2. The azimuthal Hilbert scheme (resp. extended azimuthal Hilbert scheme ) of
X/B associated to θ, denoted X
{2}
B (θ) (resp. X
{2}
B(θ)
) is the blowup of the ideal Jθ on X
[2]
B (resp. J
′
θ on
X
[2]
B(θ)
).
A point of X
{2}
B (θ) is called an azimuthal length-2 scheme of X/B with respect to θ. We will
see in Corollary 4.4 that in the case of an interior scheme (strictly to one side of θ), an azimuthal
scheme in fact consists of a scheme together with a (left or right) azimuth at θ. We denote by
LD(θ), RD(θ) the respective inverse images of ( LX(θ))
[2]
P , ( RX(θ))
[2]
P in X
{2}
B (θ).
Note the natural map
X
{2}
B(θ)
→ X
{2}
B (θ)×B B(θ);
in fact X
{2}
B(θ)
can be identifiedwith the unique component of X
{2}
B (θ)×B B(θ) dominatingX
{2}
B (θ).
Clearly, X
{2}
B(θ)
and X
{2}
B are right-left symmetric, i.e. independent of the orientation of the binode
θ. Though X
{2}
B(θ)
is in some sense more natural (e.g. it is flat over B(θ)), the objects we need
to work with are defined already over its smaller relative X
{2}
B (θ), so the latter is ultimately
preferable.
We describe X
{2}
B(θ)
and X
{2}
B (θ) in local coordinates over the point θ; other local descriptions are
simpler. We may assume the family is given in local analytic coordinates near θ1, θ2 respectively
by
x1y1 = t1, x2y2 = t2
where x1, x2 and y1, y2 are respective local coordinates on open sets LX1, LX2 ⊂ LX, RX1, RX2 ⊂
RX. Locally analytically near θ, X
[2]
B is a Cartesian product ( LX1 ∪ RX1)× ( LX2× RX2). Let u =
u2/u1 be an affine coordinate on the finite part of the projectivized normal bundleP(N( Lθ1, Lθ2)LX1 × LX2),
where u1, u2 are linear coordinates on the normal bundle (these will not be needed in the sequel).
For later reference, the latter bundle can be identified as Lψ1 ⊕L ψ2 with the obvious notations.
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On the blowup Bℓθ X
[2]
B , we can write u = x2/x1 so u measures the ’speed ratio’ as 2 points
approach the y-axis. Similarly for v = v2/v1 = y2/y1 on the right side and w = w2/w1 = t2/t1
on the base (i.e. w is an affine coordinate on P(θ)/ ∂θ). So we can cover the exceptional locus
in X
{2}
B(θ)
by 8 opens where (u or u′ = u−1) and (v or v′ = v−1) and (w or w′) are regular; in the
case of X
{2}
B (θ), the w’s don’t exist and 4 opens suffice. On the open where u, v,w are regular, the
equations for X
{2}
B(θ)
are given by
x1y1 = t1, x2 = ux1, y2 = vy1, t2 = wt1
w = uv
(4.2.1)
In the case of X
{2}
B (θ), the equations are
x1y1 = t1, x2 = ux1, y2 = vy1,
t2 = x1y1uv
(4.2.2)
In particular both are virtually smooth there, with local coordinates x1, y1, u, v relatively over
the base (B or B(θ)). Here x1, y1 are equations for LD, RD respectively and in the case of X
{2}
B(θ)
these together make up the entire boundary component corresponding to θ, that is, P = P(θ)
with equation t1 = x1y1. Analogous equations on the other covering opens show that X
{2}
B (θ)
is smooth. For example, on the open where u, v′,w are regular, we have local coordinates
x1, y2, v
′,w and the boundary, with equation t1 = x1v
′y2, consists of LD with equation y2, RD
with equation x1, and LX × RX, with equation v
′.
4.3. Normal bundles. Recall that in Lemma 3.3we computed the conormal bundle to the divisor
( LX(θ))
[2]
B in X
[2]
B , for a sep θ. We now extend this to the case of a bisep and the associated
azimuthal modification of the Hilbert scheme. For a line bundle L on X, we denote by [2]∗L or
sometimes L[2] its ’norm’, a line bundle on X
[2]
B (cf. [17]). Succinctly,
[2]∗L = L
[2] = det(Λ2(L))⊗O(Γ
(2))
where Γ(2) is the discriminant divisor. Similarly we have [2]∗b for a divisor b on X/B (for b prime,
[2]∗b is geometrically the locus of schemes meeting b). Let θ be a bisep, i.e. a properly separating
oriented binode on a nodal curve X, with sides LX(θ), RX(θ), defined over a codimension-2 locus
∂θ. Define the (linear) left azimuth bundle on (LX(θ))
[2] associated to this data as
La˜X,θ = [2]∗(O( Lθ1)⊗ ψθ1)⊕ [2]∗(O( Lθ2)⊗ ψθ2)(4.3.1)
Lemma 4.3. There is a canonical isomorphism
La˜X,θ ≃ Nˇ(LX(θ))
[2]
∂θ
/X
[2]
B
.(4.3.2)
Proof. Indeed there is a canonical map
ψθ1 ⊕ ψθ2 = Nˇ∂θ /B → Nˇ(LX(θ))
[2]
∂θ
/X
[2]
B
=: Nˇ.
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The component map ψθi → Nˇ drops rank precisely on the divisor [2]∗( Lθi) so the saturation
of the image of the component map is exactly [2]∗(O( Lθi)⊗ ψθi). Putting the two components
together, we get a canonical map La˜X,θ → Nˇ. This map is obviously an isomorphism in codi-
mension 1, hence we obtain (4.3.2). 
An element of the projectivization LaX,θ := P( La˜X,θ) is called a left azimuthal scheme of length
2 (or left azimuthal structure on the underlying scheme). This projectivization coincides with
the exceptional divisor of the blowup of ( LX)
[2]
B on X
[2]
B . Note that it contains 2 distinguished
sections, viz. P([2]∗(O( Lθi) ⊗ ψθi)), i = 1, 2; elements of these are called singular azimuthal
schemes, while elements of the complement of their union are said to be regular.
Note that the fibre of La˜X,θ at Lθ1 + Lθ2 is naturally isomorphic (by residue) to Rψθ1 ⊕ Rψθ2 .
On the other hand the fibre at any ’interior’ scheme, i.e. one disjoint from Lθ1 + Lθ2, is naturally
isomorphic to ψθ1 ⊕ ψθ2 . Thus
Corollary 4.4. Notations as above, an interior left [resp. left regular ] azimuthal scheme of X with respect
to θ consists of an interior subscheme of LX(θ) together with a middle [resp. middle regular] azimuth of
X at θ.
We need to work out the relevant normal bundles on the azimuthal Hilbert scheme X
{2}
B (θ).
We denote by LD(θ), RD(θ), respectively, the projectivized normal bundles of (LX)
[2], (RX)
[2] in
X
[2]
B , which coincide with the exceptional divisor of the respective blow up. By Lemma 4.3, we
can identify
LD(θ) ≃ P( LX)
[2]
D
( Lθ
[2]
1 ⊗ ψθ1 ⊕ Lθ
[2]
2 ⊗ ψθ2)(4.3.3)
where we use the abbreviation θ[2] for [2]∗θ. So this is a split P1 bundle with a simple intersection
theory. Ditto for the other side.
We denote by LD
†(θ), RD
†(θ) the respective inverse images of ( LX)
[2]
D , ( RX)
[2]
D on X
{2}
B , both
Cartier divisors and admitting a natural map, respectively, to ∗D(θ), ∗ = L, R. Moreover, LD
†(θ)
is the projectivized normal bundle of the inverse image of (LX)
[2]
D on the blowup of (RX)
[2]
D . This
inverse image is just the blowup of (LX)
[2]
D in the section Lθ = Lθ1 + Lθ2. By transversality, the
normal bundle of the inverse image is just the pullback of the normal bundle. Therefore,
LD
†(θ) ≃ P
Bθ( LX)
[2]
D
( Lθ
[2]
1 ⊗ ψθ1 ⊕ Lθ
[2]
2 ⊗ ψθ2)(4.3.4)
and therefore, with respect to this identification,
O
LD†(θ)(− LD
†(θ)) = O(1).(4.3.5)
We call interior points of X
[2]
B , the points corresponding to schemes disjoint from θ. Similarly for
spaces equipped with a map to X
[2]
B , such as its subschemes, e.g. RX
[2].
4.4. Modifying Brill-Noether. We will construct a modification of the Hodge bundle on the
azimuthal Hilbert scheme X
{2}
B (θ). Essentially, there are two independent parts to this modifica-
tion, for the left and right sides.
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Let E be the pullback of the Hodge bundle on the azimuthal Hilbert scheme X
{2}
B (θ). Over
∂ := ∂θ, we have exact
0→ pi∗(ω RX)→ E∂θ → pi∗(ω LX( Lθ1 + Lθ2))→ 0.
Let LE, LE
0 denote the respective pullbacks ofpi∗(ω LX( Lθ1 + Lθ2)),pi∗(ω LX on LD
† = LD
†(θ) ⊂
X
{2}
B (θ), i.e. the pullback of LX
[2]
∂ . Similarly for RE. Then over X
{2}
B (θ), we get exact
0→ E−1,0 → E → LE → 0
0→ E0,−1 → E → RE → 0
(these define E.,.), and also
0→ RE
0 → E∂θ → LE → 0,
0→ LE
0 → E∂θ → RE → 0.
(4.4.1)
Hence we get a (clearly transverse) pair of echelon data (with D = δ)
Lχ(θ) = (E
−1,0(θ), LD
†), Rχ(θ) = (E
0,−1(θ), RD
†).(4.4.2)
Note that the pullback of E−1,0 on X
{2}
B(θ)
coincides with the pullback from B(θ) of pi∗(ω(− LX)).
In this way this E−1,0 is similar to the analogously-denoted bundle in the separating node case,
see §3. These give rise to an echelon modification Eθ , through which the Brill-Noether map
factors yielding a map that we call the modified Brill-Noether map with respect to θ
φθ : Eθ → Λ2(ω).(4.4.3)
Remark 4.5. Rather than take as our starting point the Hodge bundle itself, we could take its
modification EΘ with respect to any collection of seps (see §3.4). More general cases will be
considered below (e.g. §4.6).
Next we develop a convenient local normal matrix form for the Brill-Noether map and its
modification φθ and derive an important dimension count for the degeneracy locus of φθ. As φθ
is a map of vector bundles, its degeneracy locus can be studied fibrewise, i.e. the fibre of the
degeneracy locus over 0 ∈ B coincides with the degeneracy locus of the restriction of φθ over
X
{2}
0 We work on a fixed fibre over ∂θ, X0 = LX ∪ RX. We will work near θ0 := θ ∩ X0 and use
the obvious local basis for Λ2 with values (1, 0), (0, 1) at (θ1, θ2).
Case 1: θ0 is (bilaterally) hyperelliptic on X0.
Then for each i > 0 there is a section s−i vanishing on RX and having local form (x
i
1, x
i
2) on LX
near ( Lθ01, Lθ02) (recall that (LX, Lθ01 + Lθ02) is hyperelliptic). Similarly on the right, with local
coordinates yi. Then the Brill-Noether matrix takes the form[
... x21 x1 1 y1 y
2
1 ...
... x22 x2 1 y2 y
2
2 ...
]
where X0 is locally defined by x1y1 = x2y2 = 0, Now the azimuthal Hilbert scheme of X0 is a
P1 ×P1 -bundle over the Hilbert scheme, locally covered by 4 open affines A1 ×A1which may
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be labelled (finite, finite) etc. On the (finite, finite) part of the azimuthal Hilbert scheme X
{2}
0 (θ),
where u, v are regular, the matrix Λθ for φθ takes the form[
... x1 1 1 1 y1 ...
... x1u
2 u 1 v y1v
2 ...
]
(4.4.4)
which drops rank on the codimension-2 locus u = v = 1. Note that this open set only meets
LD
†, defined by y1, and RD
†, defined by x1; it misses the ’mixed’ part of the (azimuthal) Hilbert
scheme, and misses as well the locus of singular azimuths uv = 0. In LD
†, u = 1 defines the
graph of the hyperelliptic involution while v = 1 is the hyperelliptic right azimuth, i.e. the
section of the P1-bundle parametrizing azimuths, corresponding to the hyperelliptic azimuth on
Rθ. In LD
†, v = 1 corresponds to the condition on sections of ω
LX(θ)(2 Lθ) that they have the
value at Lθ dictated by the (left) hyperelliptic azimuthal condition. Similarly for RD
†. The other
open sets covering the azimuthal Hilbert scheme are handled similarly. We conclude that overall
in this case, the fibre over 0 of the degeneracy locus of Λθ has the form x1y1 = 0, i.e. is itself a
nodal curve.
Case 2: θ0 not bilaterally hyperelliptic on X0.
Wemay assume that (RX, Rθ1 + Rθ2) is non- hyperelliptic as a pair. Then in the above calcula-
tion the basis on the right side can be taken of the form (y1, y
2
2), (y
2
1, y2), ... and the corresponding
modified Brill-Noether matrix will take the form[
... x1 1 1 1 y1 ...
... x1u
2 u 1 v2y1 v ...
]
(4.4.5)
which has maximal rank near y1 = 0. Off the locus y1 = 0, the right half of the matrix is
equivalent to the Brill-Noether matrix of RX itself, hence has maximal rank. Therefore, φθ has
maximal rank everywhere.
We can summarize the foregoing discussion as follows.
Proposition 4.6. Let θ be a properly separating binode of X/B with associated boundary locus ∂ = ∂θ
and modified Brill-Noether map φθ. Then for any fibre X0 in the interior ∂
0 of ∂, i.e. having no seps or
biseps off θ, the intersection D2(φθ) ∩ X
{2}
0 is 1-dimensional if X0 is hyperelliptic and empty otherwise.
When X0 is hyperellptic, the intersection consists of the loci of hyperelliptic subschemes on each side of θ,
endowed with the hyperelliptic azimuth at θ.
It follows from the Proposition that, assuming X/B is versal, the codimension of D2(φθ) ∩
pi−1(∂) in BθX
[2] is at least
(Lg− 1) + (Rg− 1) + 2+ 1 = g
(codimensions of hyperelliptic 2-pointed curve loci on left and right plus codimension of bin-
odal locus plus fibre codimension). This number is greater than the expected codimension of
the degeneracy locus D2(φθ) of φθ, which equals g − 1. Therefore this boundary locus cannot
contribute a component to D2(φ). Thus
Corollary 4.7. We have, schematically,
D2(φθ) ∩ pi
−1(B0 ∪ ∂0) = D2(φθ) ∩ pi−1(B0) ∩ pi
−1(B0 ∪ ∂0) = D2(φ) ∩ pi−1(B0) ∩ pi
−1(B0 ∪ ∂0)
(4.4.6)
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where B0 ⊂ B is the interior, parametrizing smooth curves. In particular, every point of
D2(φθ) ∩ pi
−1(∂0) is a specialization of a hyperelliptic divisor on a smooth hyperelliptic curve and con-
versely.
Remark 4.8. It is worth noting provisionally at this point that while the above construction took
as its starting point the ’original’ Hodge bundle and Brill-Noether map, we could just as well
have started with the modifications EΘ, φΘ, where Θ is the set of all seps of X0, as in Proposition
3.9. More general results will be given below.
4.5. Interpretation. As in the case of a separating node (see 3.2), the azimuthal modification
of Brill-Noether can be interpreted in terms of reviving sections of the canonical that vanish
identically to one side of the binode. To do so, we must have an appropriate twisting divisor on
the total space X, as the sides in question are defined in codimension 2. This is accomplished by
an azimuthal modification of the original family, as in §4.1.
Thus, fixing notations as above, let XB(θ),L/B(θ) be the left azimuthal modification of X/B,
which is a nodal family over B(θ) = Bℓ∂θ B, and is endowed with left and right boundary fam-
ilies LX˜P, RX˜P over the exceptional divisor P = P(θ) ⊂ B(θ), which as we recall parametrizes
middle azimuths Mζ at θ. Here the right boundary family projects isomorphically:
RX˜P ≃ RXP = RX∂ ×∂ P
while the left one LX˜P is the pullback of LX(θ) ⊂ X and isomorphic to the blowup of LX∂ ×∂ P
in θP = θ ×∂ P. Over the complement of the locus of singular azimuths, i.e. the 2 distinguished
sections of P/ ∂, the modified family XB(θ),L coincides with XB(θ).
We consider the relative Hilbert scheme for this modified family, viz. (XB(θ),L)
[2]
B(θ)
(note the
outer B(θ) subscript indicates that this is the relative Hilbert scheme). This comes equipped with
a map to the symmetric product (XL,B(θ))
(2)
B(θ)
, hence to X
(2)
B(θ)
. Therefore we get a correspondence
diagram
Y := X
{2}
B(θ)
×0 (XL,B(θ))
[2]
B(θ)
ւ ց
X
{2}
B(θ)
(XL,B(θ))
[2]
B(θ)
ց ւ
X
(2)
B(θ)
(4.5.1)
where ×0 denotes the unique dominant component (over either factor) of the fibre product over
X
(2)
B(θ)
. Now up on Y, we have all the sheaves we need to work as in (3.2.1). Thus, suppressing
various pullbacks, we have a map
Λ2(ω(−LXP))→ Λ2(ω)
which vanishes on LD
†, the inverse image of LX
[2]
P , andwe get, as in the case of separating nodes
(see (3.2.1)), a comparison diagram (where we recall that E−1,0 may be identified as the pullback of
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pi∗(ω(−LXP)) from X×B B(θ), hence also as the pullback of pi∗(ω(− LX˜P)) from XB(θ),L/B(θ)):
E−1,0( LD
†) → Eθ
↓ 	 ↓
Λ2(ω(−LXP))( LD
†) → Λ2(ω).
(4.5.2)
Here the horizontal maps are isomorphisms over the interior of LD
†, i.e. the pullback of LX
[2]
B \
[2]∗(θ). Moreover, the right column, i.e. φθ, is already defined over X
{2}
B (θ) and does not explic-
itly depend on a choice of middle azimuth. As for the left column, which does involve an explicit
choice of middle azimuth, it follows from (4.1.5) that, at least over a fibre X0 corresponding to
a regular (middle) azimuth Mζ, ω(− LX0) coincides with (ω LX0(2 Lθ) ⊗ Mζ) ∪ ω RX0 (we note
that, being regular, Mζ is naturally isomorphic by projection to both ψ1 and ψ2) .
An interior point z of LD
† consists of an underlying subscheme z0 of LX(θ) plus a middle
azimuth Mζ at θ, and the latter determines a gluing of ω LX0(2 Lθ) and ω RX0 at θ1 and θ2, up to a
common scalar. Then given a right azimuth Rζ at θ, e.g. a hyperelliptic one, it determines a left
azimuth Lζ = Mζ Rζ
−1 at θ which varies with Mζ. If sections of ω RX0 all satisfy the azimuthal
condition Rζ (as in the hyperelliptic case), then as z varies fixing the underlying scheme, the left
column of (4.5.2) corresponds to subsystems of ω
LX0(θ)
(2 Lθ) determined by a varying azimuthal
condition at Lθ. Therefore, over regular azimuthal subschemes z in the interior of LD
†, the
image of the right column, i.e. of the modified Brill-Noether φθ, coincides with that of the
Brill-Noether map associated to the sepcanonical system |ωX0 |
sep restricted on LX0, i.e. sections
satisfying the residue condition (automatic in this case) and, when ( RX0(θ), Rθ) is hyperelliptic,
the azimuthal condition Lζ = Mζ Rζ
−1 . By direct inspection, considering the matrix Λθ above,
the same also holds at the boundary of LD
†, i.e. the schemes meeting Lθ, and for the singular
azimuths, i.e. those corresponding to replacing the twist 2 Lθ by Lθ + Lθi, i = 1, 2. Of course, φθ
is left-right symmetric as well. Thus:
Lemma 4.9. For subschemes entirely on one side of θ, the image of the modified Brill-Noether map coin-
cides with that of the Brill-Noether map associated to the θ-sepcanonical system of X.
Now consider a fibre X0 in the ’interior’ of ∂θ , in the sense that ( LX0(θ), Lθ) and ( RX0(θ), Rθ)
are 2-inseparable (see §3 of [18]); equivalently, X0 has no other seps or biseps besides θ. If
( RX0, Rθ) is not hyperelliptic, clearly |ω LX0(θ)(2 Lθ) ∪ ω RX0 | induces on the left side the com-
plete linear system |ω
LX0(θ)
(2 Lθ)|, necessarily very ample. Consequently, whenever X0 is not
hyperelliptic, φθ is surjective over (X0)
{2}.
On the other hand if X0 is hyperelliptic, a similar argument shows that φθ drops rank precisely
on the hyperelliptic azimuthal schemes, i.e. those regular azimuthal schemes of the form (z0, Rζ)
where z0 is a hyperelliptic divisor on LX0(θ) and Rζ is the hyperelliptic azimuth on Rθ, or the
analogous schemes on the right. Note φθ has maximal rank at the singular azimuthal schemes
as well as the mixed schemes (those on both sides of θ). Thus, if we letHE
{2}
B ⊂ X
{2}
B denote the
locus of hyperelliptic azimuthal schemes, we conclude:
Corollary 4.10. Over the fibers having no sep or bisep besides θ, the degeneracy locus of φθ is equal to
HE
{2}
B and coincides with the closure of the smooth hyperelliptic locusHE
2.
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4.6. Case of multiple disjoint biseps. Now consider a collection of pairwise disjoint, properly
separating binodes Θ = (θ1, ..., θn) of X/B, θ i = (θi,1, θi,2), corresponding to a mutually trans-
verse collection of codimension-2 boundary loci ∂i = ∂θi,1 ∩ ∂θi,2 . Then the corresponding loci
LD(θi), RD(θi) ⊂ X
[2]
B , i = 1, ..., n
are also mutually transverse, so wemay blow themup in any order, thus obtaining the azimuthal
Hilbert scheme of X/B associated to Θ, which we denote by X
{2}
B (Θ). There is also an extended
version, which is flat over B(Θ), the blowup in any order of ∂1, ..., ∂n, and is denoted X
{2}
B(Θ)
. As
above, we obtain over X
{2}
B (θ) a mutually transverse collection of 2n echelon data
(E−1,0(θi), LD
†(θi)), (E
0,−1(θi), RD
†(θi)), i = 1, ..., n
from which we construct the associated echelon modification EΘ, which comes with a map
(’modified Brill-Noether ’):
φΘ : EΘ → Λ2(ω).
This of course factors φΘ′ for any subset Θ
′ ⊂ Θ. A similar construction can be made if Θ is a
collection containing separating nodes (seps) and properly separating binodes (biseps) of X/B,
all pairwise disjoint. As in §3.4, it is easy to extend Lemma 4.9 to this situation and conclude
Proposition 4.11. Let Θ be a collection of pairwise disjoint seps and biseps of X/B, then for any az-
imuthal subscheme of X/B contained in one separation component of Θ, the image of the modified Brill-
Noether map φΘ coincides that of the Brill-Noether map associated to the Θ-sepcanonical system of X.
A nodal curve X0 is said to be of semicompact type if all its biseps are maximal; equivalently, if
the node set of X0 is a disjoint union of seps, biseps, and absolutely nonseparating nodes.
Corollary 4.12. Let X0 be a semicompact- type fibre of the versal family X/B, let Θ be the collection of
all seps and biseps occurring on X0 and
φΘ : EΘ → Λ2(ω)
be the associated modification, defined over the azimuthal Hilbert scheme X
{2}
B (Θ). Then
D2(φΘ) = HE
{2} ∪
⋃
θ∈Θ sep
Rθ.
Part 2. General case
Herewe dealwith curves of non-semicompact type, i.e. curves admitting ’separating cycles’ of
nodes, herein called polyseparators. Constructing an appropriatemodification of the Brill-Noether
map to cover this case requires a more elaborate kind of blowup of the Hilbert scheme, related
but not identical to the blowup induced by the natural number-of-nodes stratification of the
boundary of the parameter space. This kind of blowup called stratified or normal blowup can be
defined generally in the setting of a divisor with normal crossings. Applying it to the Hilbert
scheme leads to the azimuthal Hilbert scheme. These constructions are pursued in §5. Then in §6
we construct the appropriate modification of the Brill-Noether map over the azimuthal Hilbert
scheme and establish its basic properties. In §7 we combine this result with an excess-intersection
version of the Porteous formula to derive a formula for the fundamental class of the closure of
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the hyperelliptic locus (Theorem 7.2). §8 contains some of the intersection theory needed tomake
explicit the formula of Theorem 7.2.
5. MODIFYING BRILL-NOETHER: POLYSEPARATORS
5.1. S-Stratified blowup. Let T be a divisor with local normal crossings on a smooth variety (or
orbifold) Y of dimension n, and let S be a union of some irreducible components of the (orbifold)
singular locus sing(T), with the reduced structure, and some components of T itself. Thus,
each component of S is either (n − 1) or (n − 2)-dimensional. We assume S has the following
’transitivity’ property:
(*) if t1, t2, t3 define local branches of T so that (t1, t2) and (t2, t3) define branches of S, then
so does (t1, t3).
Set s2(S) = S ∩ sing(T) and inductively,
si(S) = sing(si−1(S)), i > 2
(all with the reduced structure; singular locus understood in the orbifold sense). It is easy to see
that si(S) has codimension i in Y or is empty (e.g. if i > n) and that si(S) is contained in the locus
of points of multiplicity ≥ i on T. In fact, si(S) coincides with the locus of points lying on i local
branches of T, every pair of which intersects in a branch of S. Thus a general point of si(S) lies
on ( i2) local analytic components of S. The chain
s2(S) ⊃ s3(S)... ⊃ sn(S)
is called the S-stratification of Y.
Example 5.1. Let T = δ0 ⊂ Mg, the divisor of curves with a nonseparating node, and let S ⊂
sing(δ0) denote the locus of curves with a separating binode. The associated S-stratification,
called the polyseparator stratification, has i-th stratum corresponding to curves with a degree-i
polyseparator.
Given S as above, the stratified blowup of Y associated to S, denoted
BσS(Y)
bσ
→ Y
is the (smooth) variety obtained from Y by first blowing up sn(S), then the (smooth) proper
transform of sn−1(S), etc. (by definition, the blowup of the empty set is the identity Y → Y). We
denote by Eσ(i) or EσS(i) the proper transform of si(S) on B
σ
S(Y), so that
(bσ)−1(si(S)) =
i
∑
j=n
Eσ(j).
Clearly, Eσ(i) is smooth and forms a locally trivial fibre bundle over the normalization of si(S).
The fibre, denoted Wσi−1, is a toric variety which may be identified with the stratified blowup
of the union of the coordinate hyperplanes in Pi−1. The structure of such bundles generally is
described in §8.3.
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5.2. Normal blowup. Here we describe an a-priori different, ’purely codimension-2’ blowup
construction that ultimately leads to the stratified blowup.
We continue the above notation. Locally, let S1, ..., Sk be all the local branches of S through
some point p. From the transitivity property, it follows that there are branches T1, ..., Tr of T
through p, such that k = (r2) and the Si are the pairwise intersections Tj ∩ Tℓ, j , ℓ; in other
words, locally at p, there is a normal-crossing subdivisor T′ =
r⋃
i=1
Ti such that
S = sing(T′).
Let
J =
k
∏
i=1
ISi .
In fact, the ideal J is defined globally. We define the S-normal blowup of Y as
B⊥S (Y) := BℓJ (Y)
Note that this coincides with the ’main’ component of the fibred product∏(BℓSi(Y)/Y), i.e. the
unique component dominating Y.
Our purpose is to prove:
Proposition 5.2. Notations as above, the S-stratified and normal blowups are equivalent over Y.
The Proposition will be proven below after some discussion. Its conclusion amounts to saying
that the identity onY lifts to an isomorphism B⊥
∼
→ Bσ. This assertion is local overY, so replacing
T by the union of its branches through a given point and using the transitivity property, we may
as well assume S = sing(T). Clearly, each irreducible component Si of S pulls back to a Cartier
divisor on Bσ, so by the universal property of blowing up we get a morphism Bσ → BℓSi(Y).
Putting these together yields a morphism Bσ → ∏(BℓSi(Y)/Y), which as B
σ is irreducible lands
in the main component, whence a morphism
Bσ → B⊥.
To go the other way, we first study the normal blowup. We work locally analytically, so we can
write
S = sing(T), T =
⋃
Ti, Ti = (ti)
where the ti are part of a regular sequence of parameters. For any index-set I, let
TI =
⋂
i∈I
Ti
with ideal JI locally generated by ti, i ∈ I. Then we get the local factorization
J =∏
i<j
Jij, Jij = (ti, tj).
Also, let T(i) =
⋃
|I|=i
TI , and let T(i)
norm be its normalization, which is smooth and locally a
disjoint union of branches:
T(i)norm = ∐
|I|=i
TI .
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Let ToI be the interior of TI , i.e. TI \
⋃
j<I
Tj. For i < j, let Bij be the blowup of Tij = Ti ∩ Tj in Y.
Then we have
B⊥T (Y)/Y =∏
i<j
′
(Bij/Y)
(where∏′ means unique dominating component of fibre product over Y). Let b : B⊥T (Y)→ Y be
the natural map. For any I, let EI be the closure of b
−1(ToI ), and similarly for E(i) and E(i)
norm.
To describe the structure of the exceptional divisors, we make the following construction. Let
L0, ..., Ln be a collection of line bundles on a scheme Z, and let
Pi,j = P(Li ⊕ Lj), Gi,j = Pi,j \ (P(Li) ∪P(Lj)), 0 ≤ i < j ≤ n.
We identify Gi,j with the C
∗ bundle associated to L−1i ⊗ Lj. Consider the map
n−1
∏
i=0
Gi,i+1 → ∏
0≤i<j≤n
Pi,j
(λ1, ...,λn) 7→ (λi · · · λj−1 : 0 ≤ i < j ≤ n), λ0 := 1
(5.2.1)
and letW[L0, ..., Ln] be the closure of its image, obviously a fibre bundle over Z with fibre a toric
n-foldWn = W[C, ...,C] (n+ 1 factors, where C denotes the trivial line bundle over a point).
It is easy to see thatW[L0, ..., Ln] can also be realized as the closed image of the rational map
P[L0 ⊕ ...⊕ Ln]d ∏
0≤i≤j≤n
Pi,j,
[x0, ..., xn]d ([xi, xj] : 0 ≤ i ≤ j ≤ n).
While the former description is better suited for the Lemma that follows, the latter one is more
convenient for further study (see §8.3 below). Note thatW[L0, ..., Ln] is independent of the order
of the line bundles. By abuse of notation, we will denote W[L0, ..., Ln] by W[
n⊕
i=0
Li] when the
splitting of the rank-(n+ 1) bundle is understood up to order.
Lemma 5.3. (i) B⊥T (Y) is smooth.
(ii) T(i)norm is smooth, the inverse image T˜(i+ 1) of T(i+ 1) on it is a divisor with normal cross-
ings. The map E(i)norm → T(i)norm factors through a map
E(i)norm → B⊥
T˜(i+1)T(i)
norm
which is a locally trivial fibration with fibre Wi−1, of the form W[NT(i)norm→Y].
(iii) The reduced total transform of T(i) on B⊥T (Y) is
⋃
i′≥i
E(i′), and this is a divisor with normal
crossings.
(iv) The exceptional divisor of B⊥T (Y)→ Y is
⋃
i≥2
E(i).
Proof. (i) Working locally, we cover the blowup with 2r open sets U, each specified by a choice
of ordering i → j or ti → tj on each integer pair {i, j} ⊂ [1, r], indicating that tj/ti is regular
there. Then→ generates a total order ≺, possibly with degeneracies or equivalences. Let i0 be
a minimum, unique up to equivalence. Then for any i ≺ j, j is reachable from i by a chain of
immediate- successor pairs and equivalent pairs. For an equivalent pair a ∼ b, clearly ta/tb is a
32
unit. For any immediate successor a ≺ b we may up to equivalence assume a → b. Thus, we
may choose a set P consisting of a maximal collection P1 of immediate successors plus a suitable
collection P2 of equivalent pairs, k− 1 from each equivalence class of cardinality k, such that for
any i ≺ j (and this includes i0 ≺ j, ∀j = 1, ..., r), j is reachable from i by a succession of pairs in
P. Clearly P has n− 1 elements. Then (ti0 , ti/tj : (i, j) ∈ P1) is a regular system of parameters on
the blowup. These together with the units corresponding to P2 and complementary coordinates
to the ti yield a coordinate system on U.
(ii) The proper transform of TI in the blowup is locally the zero locus of ti/tj, ∀i ∈ I, j < I. This
admits a forgetful map, forgetting the ratios ti/ti′ , i, i
′ ∈ I, which clearly lands in the space of the
tj and tj/tj′ , j, j
′
< I, i.e. the normalized blowup B⊥(Tj|TI :j<I)
TI , and has all fibresW|I|−1.
(iii) and (iv): Straightforward, given the analysis above. Note that the local branches of T(i)
define a splitting of the normal bundle with summands defined up to order, as required in the
definition above. Note that in the schematic total transform of T(i), the E(i′) with i′ > i will
appear with higher multiplicities due to T(i′) lying on multiple branches of T(i). 
Remark 5.4. The mimimal index i0 and corresponding minimal coordinate ti0 are of importance
in their own right and will be used in the sequel.
Proof of Proposition 5.2. It remains to show there is a morphism B⊥ → Bσ. This follows easily if
we show that each i-dimensional stratum of the S-stratification pulls back to a Cartier divisor on
B⊥. We use the notations developed in the proof of the Lemma. Then, on a suitable open set
and after rearranging so that the ordering of the coordinates is the standard one 1 ≺ 2... ≺ r, the
i-dimensional stratum, defined in Y by ti+1, ..., tr, pulls back to the Cartier divisor in B
⊥ defined
by ti+1, because [ti+2/ti+1], ..., [tr/ti+1] are regular. This concludes the proof. 
5.3. Azimuthal blowup. We extend the notion of left azimuthal modification of §4.1 to the case
of multiple, not necessarily disjoint, binodes. This again will be needed primarily for the sake
of comparing a modified Brill-Noether map with an ordinary one associated to a sepcanonical
system. The constructionwill be local over the base, so fix a fibre X0 of X/B, and letΘ = Θ1 ∪Θ2
be a set of seps θi ∈ Θ1 and biseps θi ∈ Θ2 occurring on X0, and assume Θ2 has the transitivity
property as in §5.1. Let Y be a component of the separation XΘ0 , and assume that all the elements
of Θ are oriented so as to have Y on their left (we call this a Y-compatible orientation). Let Bσ(Θ)
denote the normal (=stratified) blowup of B corresponding to Θ2. This is virtually smooth, i.e.
smooth if B is smooth and X/B is versal, and is independent of orientations. Also Bσ(Θ) maps
to the blowup B(θ), ∀θ ∈ Θ2. When Θ coincides with the set of all seps and biseps of X0 we
will omitΘ. Locally, branches of the exceptional locus of Bσ(Θ)/B correspond to polyseparators
Π ⊂ |Θ2| :=
⋃
θ∈Θ2
θ and we denote the branch corresponding to Π by Ξ(Π).
Note that a point 0′ ∈ Bσ(Θ) over 0 ∈ B corresponds to a collection of middle azimuths
Mζ(θ), ∀θ ∈ Θ2, subject to relations coming from maximal polyseparators. The point 0
′ is said
to be regular if all the Mζ(θ) are regular. This holds if and only if 0
′ sits only on branches Ξ(Π)
where Π is a maximal polyseparator on X0.
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Let XBσ(Θ) be the base changed family. This contains Cartier divisors XΞ(Π) for polyseparators
Π. The latter splits as a union of Weil divisors, where Π = (θ1, ..., θn) (cyclical arrangement):
XΞ(Π) =
n⋃
i=1
LX(θi, θi+1)Ξ(Π).
To describe this in local coordinates, let ti = xiyi be a local equation for ∂θi , i = 1, ..., n, and recall
that at each point of Ξ(Π), there is a ’minimal’ index j so that Bσ(Θ) admits local parameters
t1/tj, ..., tj−1/tj, tj, tj+1/tj, ..., tn/tj
and tj is an equation for Ξ(Π). At θi, LX(θi, θi+1)Ξ(Π) is either Cartier, if i = j, or has local
equations yi, tj if j , i.
The LX(θi, θi+1)Ξ(Π) are mutually transverse for fixed Π (in fact, three distinct ones have
empty intersection). Clearly they are also mutually transverse for distinct Π (as the divisors
Ξ(Π) are already transverse). Then consider their joint blowup, i.e. the blowup of the ideal
sheaf ∏
i
I
LX(θi,θi+1)Ξ(Π)
, which coincides with the unique dominant component of the fibre prod-
uct∏
i
Bℓ
LX(θi,θi+1)Ξ(Π)
XBσ(Θ). We denote this common blowup by YXBσ(Θ) and call it the azimuthal
modification of X/B corresponding to Y . It depends on Y only for orientation, and is defined over
a neighborhood of the fibre X0 containing Y and defines a family of curves over a neighborhood
of 0 ∈ B. As in §4.1, it is virtually smooth. It comes equipped with a birational morphism over
B(Θ)
YXBσ(Θ) → XBσ(Θ).
Now suppose that 0′ ∈ Bσ(Θ) is a regular point as above, hence lies only on divisors Ξ(Π)where
Π is a maximal polyseparator on X0. Given any bisep θ (as always, oriented with Y to its left) on
X0, it is contained as an adjacent pair in a unique maximal polyseparatorΠ(θ), and we let
YX(θ) = LX(θ)Ξ(Π(θ))
be the corresponding (Cartier) divisor. Additionally, we have for each sep θ on X0, a divisor
YX(θ) on YXBσ(Θ) which is the pullback of LX(θ). Then on YXBσ(Θ) we may consider the twisted
canonical bundle
Yω
sep =Y ω
sep( Mζ•) := ωYXBσ(Θ)/Bσ(Θ)(−2 ∑
θi∈Θ1
YX(θi)− ∑
θi∈Θ2
YX(θ i))(5.3.1)
where Mζ• is the collection of (regular) middle azimuths corresponding to 0
′ (and will be sup-
pressed when understood). We call this the relative sepcanonical system adapted to Y. Proposition
6.10 of [18] can now be generalized as follows
Proposition 5.5. For the above line bundle Yω
sep, the image of the natural restriction map
pi∗(Yω
sep)→ H0(Y,Y ω
sep ⊗OY)
coincides with the restriction of the sepcanonical system |ωX|
sep on Y.
Proof. Begin with some elementary remarks. First, 0′ being regular implies that any bisep that
has at least 1 point on Y actually has both points on Y . Moreover the various biseps occurring
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onY are disjoint, hence are contained in disjoint maximal polyseparators. Next, for any nonmax-
imal bisep θ ocurring on Y (and having Y to its left), θ is automatically non-right-hyperelliptic,
hence imposes no azimuthal condition on Lθ.
Now to check necessity of the conditions defining |ω|sep, we can work as in the proof of Propo-
sition 6.10 of [18], smoothing out all but one sep or bisep on Y, in which case the condition at the
remaining one becomes obvious. This proves necessity. The proof of sufficiency is identical to
the corresponding argument in the proof of Proposition 6.10 of [18]. 
5.4. Azimuthal Hilb. Here we give the construction of an azimuthal modification of the Hilbert
scheme by an appropriate stratified blowup. This is the construction we will really use. It is
related to that of §5.3, but differs from it in being defined already over B itself. We shall work
here with oriented biseps and their left sides only, but since each plain bisep will occurs twice
with opposite orientations, the eventual construction will be symmetric.
5.4.1. The definition. We fix the versal family X/B as before. Here we put together the per-binode
modifications of the Hilbert scheme described in §4.2. Given an oriented bisep θ, usually defined
only locally over B, let
Sθ = LX(θ)
[2]
which is a subset of sing(T), where T is the pullback on X
[2]
B of the divisor δ0(B) of generically
irreducible nodal curves. For a good family X/B (cf. §2), T has normal crossings. Then let
S =
⋃
θ
Sθ,
the union being over all oriented biseps θ (each unoriented bisep will appear twice, so both its
sides will appear). Then S is globally defined over B, and we define the azimuthal Hilbert scheme
as the stratified (or equivalently, normal, see Proposition 5.2) blowup:
X
{2}
B = B
σ
S(X
[2]
B )
b
→ X
[2]
B .(5.4.1)
Elements of X
{2}
B will be referred to as ’azimuthal schemes. By construction, X
{2}
B dominates
everyX
{2}
B (θ) over the open set of Bwhere the latter is defined, and also dominates the analogous
blowup corresponding to any collection of binodes where the collection is defined. Therefore an
azimuthal scheme, whose underlying ’plain’ scheme is disjoint from all biseps, may be viewed
as a scheme with a collection of middle azimuths Mζ(θ), one for each oriented bisep θ having
z on its left. These azimuths are not independent but are subject to relations of compatibility
’around maximal polyseparators’ (see the proof of Proposition 5.2).
5.4.2. Exceptional divisors. We aim to describe the exceptional locus of this blowup, first locally
over B. By the general description above, the components of the exceptional divisor correspond
to components of the various strata (of different dimensions) of the stratification corresponding
to S. Thus, consider a singular fibre X0 and a maximal oriented polyseparator Θmax on X0 and
adjacent bisep in it
θ = (θ1, θ2) ⊂ Θmax.
Note that X0 and θ determine Θmax. Then set
Y0 = LX0(θ).
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There is a codimension-2 boundary locus ∂θ ⊂ B in a neighborhood of 0 over which θ is
defined, and Y0 extends to a family Y = Yθ/ ∂θ = LXθ(θ), in whose generic member the opposite
side
R
Xθ(θ) is irreducible, as is Yθ. Note Y0 extends as well as to smaller subfamilies
Yθ,Θ = Yθ ×∂θ ∂Θ,
one for each Θ which is a polyseparator on X0 containing θ and contained in Θmax. The family
Yθ,Θ does not depend on Θmax. It is locally defined on X by the equations defining LX(θ1) and
LX(θ2) plus base equations defining ∂θ , ∀θ ∈ Θ \ θ. For a general fibre over ∂Θ, Θ is a maximal
polyseparator and θ is adjacent on it. Each such family Yθ,Θ gives rise to a divisor Ξθ(Θ), equal
to the proper transform of Y
[2]
θ,Θ on X
{2}
B . By Lemma 5.3 and Lemma 4.3, the restricted blowdown
map Ξθ(Θ) → Y
[2]
θ,Θ is aWn−1-bundle, of the form
Ξθ(Θ) = WY[2]θ,Θ
[θ†1 , θ
†
2 ,− ∂θ3 , ...,− ∂θn ],
where Θ = (θ1, ..., θn) is a cyclic arrangement and
θ†i = O(− ∂θi +[2]∗( Lθi)), i = 1, 2.
In particular, there is a projection
p : Ξθ(Θ)→ PY[2]θ,Θ
(θ†1 ⊕ θ
†
2 ⊕O(− ∂θ3)⊕ ...⊕O(− ∂θn)).(5.4.2)
Let
Lθ(Θ) = p
∗(O(1)).(5.4.3)
Also, if Θ′ is any polyseparator between θ and Θ, i.e. with θ ⊂ Θ′ ⊂ Θ, we have a map
pΘ′ : Ξθ(Θ)
qΘ′→W
Y
[2]
θ,Θ
[θ†1 , θ
†
2 ,− ∂θi : θi ∈ Θ
′]→ P(θ†1 ⊕ θ
†
2 ⊕− ∂θi : θi ∈ Θ
′)
whence a line bundle
Lθ(Θ,Θ
′) = p∗Θ′(O(1)).(5.4.4)
Thus,
Lθ(Θ,Θ
′) = q∗Θ′(Lθ(Θ
′).
Also, we have locally near 0,
Ξθ := b
−1(Y
[2]
∂θ
) =
⋃
θ⊂Θ⊂Θmax
Ξθ(Θ).(5.4.5)
Because Ξθ is the pullback of LD
†(θ) from X
{2}
B (θ), we have by (4.3.4) and (4.3.5) that
OΞθ(−Ξθ) = OO(θ†1 )⊕O(θ†2)
(1).(5.4.6)
Then consider, for any n ≥ 2:
Ξ(n) =∑
θ
∑
θ⊂Θ
|Θ|=n
Ξθ(Θ).
This is independent of any branch choices and extends to a global divisor on X
{2}
B .
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In terms of local equations, if X/B is given locally near θi by xiyi = ti, where y1, y2 are local
coordinates on Y0 near Rθ1, Rθ2 respectively, then Yθ,Θ is defined near (θ1, θ2) by (x1, x2, ti, i ∈
Θ \ θ). Therefore the divisor ∑
Θ1⊃Θ
Ξθ(Θ1) is locally defined in various covering opens upstairs
in X
{2}
B by the minimum of these coordinates, in the sense of Remark 5.4 (the minimum varies
from one open to the other). This minimum also corresponds to a local generator of Lθ(Θ), and
consequently the conormal bundle
OΞθ(Θ)(−Ξθ(Θ)) = Lθ(Θ)⊗OΞθ(Θ)( ∑
Θ1
Θ1%Θ
Ξθ(Θ1)).
(5.4.7)
We summarize the above discussion as follows.
Theorem 5.6. (i) The map X
{2}
B → X
[2]
B is birational, with exceptional divisor Ξ = ∑
n≥2
Ξ(n)
which decomposes locally as
Ξ = ∑
Θ polyseparator
∑
θ⊂Θ adjacent
Ξθ(Θ).
(ii) X
{2}
B is ’virtually smooth’, i.e. smooth when X/B is a good family.
(iii) The boundary of X
{2}
B /B is a divisor with local normal crossings.
(iv) Each Ξθ(Θ),Θ = (θ1, ..., θn), is a Wn−1-bundle fibration induced by a birational base-change
from a bundle of the form
W[θ†1 , θ
†
2 ,−δ3, ...,−δn]→ Y
[2]
BΘ
where Y is locally a 2-inseparable component subfamily of XBΘ which is one side of the sepa-
rating binode θ, θ ⊂ Θ, −δi is the ideal of the branch of the boundary corresponding to θi and
θ†i = −δi + θi.
(v) The self-intersection of Ξθ(Θ) is
−c1(Lθ(Θ))− ( ∑
Θ1%Θ
θ adjacent on Θ1
Ξθ(Θ1)).Ξθ(Θ)
(5.4.8)
(see (5.4.3)).
Remark 5.7. To be precise, Ξθ(Θ) is a fibration of the form W[θ;Θ] := W[θ
†
1 , θ
†
2 ,−δ3, ...,−δn]
over the ’induced azimuthal blowup’ of Y
[2]
BΘ
which is the normal blowup corresponding to
Θmax \ Θ. The exceptional divisor in this blowup is the sum of the divisors Ξθ(Θ1).Ξθ(Θ) ap-
pearing in 5.4.8. The divisor Ξθ(Θ1).Ξθ(Θ) (on Ξθ(Θ)) is in itself a birational pullback of W-
bundle of the form W[θ;Θ] over a birational pullback of Y
[2]
BΘ1
. Note that two such divisors
Ξθ(Θ1).Ξθ(Θ),Ξθ(Θ2).Ξθ(Θ) are disjoint unless Θ1 ⊂ Θ2 or vice versa, because they are both
proper transforms in a blowup of a smaller stratum corresponding to Θ1 ∪Θ2. If Θ1 $ Θ2 then
the intersection Ξθ(Θ1).Ξθ(Θ2).Ξθ(Θ) is a fibre productW[θ,Θ1]×W[Θ2 \Θ1] over a birational
pullback of Y
[2]
BΘ2
.
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More generally an intersection
m⋂
i=1
(Ξθ(Θi).Ξθ(Θ)) is empty unless the polyseparator collection
{Θ1, ...,Θm} is totally ordered under inclusion, and if we label them so that Θ1 $ ... $ Θm then
the intersection is a fibre product
W[θ;Θ1]×W[Θ2 \Θ1]× ...W[Θm \Θm−1]
over a birational pullback of Y
[2]
BΘ∪Θ1...∪Θm
.
Example 5.8. For the universal family of curves overMg, the choice of θ and Θ corresponds to
writing g = g1 + ...+ gn + 1 and looking at the boundary locus corresponding to a cyclical ar-
rangement of 2-pointed curves glued cyclically along themarked points, so that ( LX(θi, θi+1), Lθi, Lθi+1)
is the i-th marked curve. In particular, Y(θ), θ = (θ1, θ2) is then the universal 2-pointed curve
over Mg1 ,2, pulled back over Mg1 ,2 ×Mg2 ,2 × ... ×Mgn ,2 and Blθ(Y(θ)
{2}
B(Θ)
) is the appropri-
ate modification of its Hilbert scheme. We may identify Ξθ(Θ) with the Wn−1-bundle W[ψ1 ⊗
O([2]∗θ1)⊕ ψ2⊗O([2]∗θ2)⊕
n⊕
i=3
ψi] where ψi = Lψ(θi)⊗ Rψ(θi). See Section 8.3 for more infor-
mation on this.
Example 5.9. Consider the extremal case of an n-dimensional family with an isolated ’cyclic’ fibre
of the form X0 = Y1 ∪ ... ∪ Yn. We get a polyseparator Θmax = (θ1, ..., θn) and adjacent biseps
θi = (θi, θi+1) and the line bundles ∂θi are all trivial. Hence Ξθi(Θ) is aWn−1-bundle of the form
W[Li, Li+1,O, ...,O] where Li = [2]∗(O(− Lθi)). For example,W2 is the blowup of P
2 in 3 points
and the above W2-bundle is the blowup of P(Li ⊕ Li+1 ⊕ O) in the 3 distinguished sections.
Because Θ is maximal, the conormal bundle of Ξθi(Θ) is just Lθi(Θ).
6. AZIMUTHAL BRILL NOETHER AND SEPCANONICAL SYSTEM
In this section we will state and prove our definitive result on the modified Brill-Noether map
and its relation to the sepcanonical system.
6.1. Azimuthal Hodge bundle. To this end we will construct an echelon modification of the
Hodge bundle over the full azimuthal Hilbert scheme X
{2}
B . First working locally near a singular
fibre X0, assumed oriented, consider the following collection of echelon data on X
[2]
B :
• χ(θ), for all separating (relative) nodes θ that meet (i.e. occur on) X0 (see (3.1.3));
• χ(θ) := (E0,−1(θ),Ξθ), where E
0,−1 is as in (4.4.2) and Ξθ is as in (5.4.5) for all oriented
biseps θ meeting X0 (each oriented bisep will occur twice in this list, with its two orien-
tations).
By Theorem 5.6, ∑
θ
Ξθ is a divisor with normal crossings. Therefore these echelon data are mutu-
ally transverse. Moreover, the entire collection- though not its individual members - is canoni-
cally and globally defined. Therefore this collection is a collection of polyechelon data in the sense
of [16], §3. Therefore, there is globally defined over the azimuthal Hilbert scheme X
{2}
B an asso-
ciated modification which we call the azimuthal Hodge bundle aE. It comes together with a map
called the azimuthal Brill-Noether map associated to X/B :
a
φ : aE → Λ2(ω).(6.1.1)
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6.2. Comparison. The first order of business with
a
φ is to derive for it a comparison diagram
analogous to (3.2.1) and (4.5.2). This diagram is local, and depends on a choice of fibre of X/B
as well as a 2-component of it.
Thus, let X0 be a fibre and Y a 2-component of X0, i.e. a connected component of the blowup
of X0 in the collection Θ of all seps and biseps (maximal or not, on or off Y). We assume X0 is
oriented so that Y is to the left of each sep θ and bisep θ. Set
X{2}(Y) = (X
{2}
B ×B ∏
bisep θ
(XL)
[2]
B(θ)
)′
where as usual ’ refers to the unique component of the fibre product over B which dominates
B. This is an analogue of the space denoted Y in (4.5.1). Then X{2}(Y) admits a natural map to
B⊥, the normal blowup of B associated to the family of B(θ); as well as to the various factors, via
which we may pull back various objects defined on these factors. Set
LD
†
1(Y) = ∑
seps θ
LD
†(θ), LD
†
2(Y) = ∑
biseps θ
LD
†(θ),
LX1(Y) = ∑
seps θ
LX(θ), LX2(Y) = ∑
biseps θ
LXP(θ).
(6.2.1)
We let Y{2} ⊂ X
{2}
B denote the inverse image of Y
[2] ⊂ X
[2]
B . Thus, an interior element z of Y
{2}
consists of an interior subscheme of Y together with a collection of middle azimuths at all biseps
on X0 (on or off Y). In particular, z induces on X0 a structure of azimuthal curve. We have, for
each sep θ,
Y{2} ⊂ LD
†(θ).
Note that the map X{2}(Y) → X
{2}
B is an isomorphism over the locus of ’interior’ schemes, i.e.
those disjoint from all biseps. Now set
EY = (pi∗(ω(−2 LX1(Y)− LX2(Y))))X{2}(Y).(6.2.2)
Then we get a comparison diagram analogous to (4.5.2):
EY(2 LD
†
1(Y) + LD
†
2(Y)) → aE
↓ 	 ↓
Λ2(ω(−2 LX1(Y)− LX2(Y)))(2 LD
†
1(Y) + LD
†
2(Y)) → Λ2(ω).
(6.2.3)
Again the left column is up to an isomorphism (namely a twist) the Brill-Noethermap associated
to the bundle ω(−2 LX1(Y)− LX2(Y)). We will be using this diagram mainly over Y
{2}. A few
remarks are in order.
(i) If θ is a *-sep (i.e. sep or bisep) disjoint from Y, with associated divisor LD
†(θ), which
sits over a divisor ∂θ ⊂ B
⊥, then
LD
†(θ)|Y{2} = pi
∗(∂θ)|Y{2}
and similarly for LXP(θ) etc. It follows that the left column of (6.2.3) is equivalent to a
map where LD
†
i (Y), LXi(Y) are replaced by the sum over those *-seps that meet Y.
(ii) The bottom arrow of (6.2.3) is an isomorphism over the interior of Y{2}.
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(iii) Given a *-sep θ on Y, θ is right hyperelliptic on X0 if and only if ( RX(θ), Rθ) is hy-
perelliptic as a pair; this has the consequence, nontrivial only if θ is a bisep, that Rθ is
contained in a single 2-component of RX(θ), so that any 2-component of RX(θ) is also
a 2-component of X0.
(iv) Given an interior scheme z on Y, it induces azimuthal data Mζθ on all the biseps θ ∈ Θ
and hence endows Y with the restriction of the sepcanonical system |ω|
sep
Θ
from X0,
and the image of the associated Brill-Noether map coincides with that of the azimuthal
Brill-Noether map
a
φ over z.
6.3. Main results. We recall that a 2-inseparable stable curve is hyperelliptic if it is a 2-1 cover
of P1 and that such curves are classified, e.g. in [18], §2. A stable hyperelliptic curve is a tree-like
arrangement of 2-inseparable hyperelliptics, or equivalently, an admissible 2-1 cover of a rational
tree. A semistable curve is hyperelliptic provided its stable contraction is. We now proceed to
state our main results. First some notation. Denote by HE
{2}
B the closure of the inverse image in
X
{2}
B of the hyperelliptic pair locusHE
2
Bo over the set of smooth curves in B. Denote by R
sep(X/B)
the inverse image in X
{2}
B of the locus of schemes supported on separating nodes of X/B. It has
codimension 2 in X
{2}
B . The following result extends Proposition 4.11 and Corollary 4.12 from
the semicompact to the general case.
Theorem 6.1. (i) We have a schematic equality
D2(aφ) = HE
{2}
B ∪ R
sep(X/B).(6.3.1)
Moreover the fibre of HE
{2}
B corresponding to a boundary fibre X0 of X/B is empty if X0 is not hy-
perelliptic; if X0 is hyperelliptic, the fibre consists of the locus of hyperelliptic schemes contained in some
2-component, each endowed with the collection of hyperelliptic middle azimuths on X0.
(ii) For each fibre X0 and each azimuthal subscheme z contained in a 2-component of X0 but not
supported at a node, the image of
a
φ(z) coincides with that of the Brill-Noether map associated to the
sepcanonical system on X0 compatible with z.
Proof. We begin with the observation that both assertions are local on X
{2}
B ; the second can be
checked fibre by fibre, though the second does involve scheme structure over B. We follow the
broad outline of the proof of Theorem 7.5 of [18]. We will prove both assertions using simulta-
neous induction on the number of components of a fibre X0.
Next, note that if the fibre X0 is hyperelliptic, it is of semicompact type and then our asser-
tions already follow from the results of Part 1, specifically Proposition 4.11 and Corollary 4.12.
Therefore, we may henceforth assume that X0 is non-hyperelliptic.
We will focus next on proving that if X0 is non-hyperelliptic as ’plain’ curve, ignoring any
azimuthal data, then, over a neighborhood of the corresponding point 0 ∈ B, the degeneracy
scheme D2(aφ) is contained in R
sep(X/B). The opposite containment is obvious by generalizing
to a nearby fibre of compact type with the same set of seps as X0 (and no other singularities).
By the results of §1, we may assume X0 is 2-separable, i.e. contains a sep or bisep. Suppose we
are given an azimuthal scheme z of X0. We will show that the azimuthal Brill-Noether image
im(
a
φ(z)) is 2-dimensional. To this end we will need to distinguish a hierarchy of cases and
subcases. We suppose next that there exists a sep or bisep θ, so that z is left of θ and, for now,
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also that z (more precisely, the underlying scheme) is disjoint from θ. Let LD
† = LX
{2}
∂θ
be
the associated divisor, containing all azimuthal schemes left of θ. Let E′ ⊂ aE be the subsheaf
corresponding to all the echelon modifications except at θ. Let E′
.,0
denote the bundle obtained
by applying similar modifications on E.,0. Then we get a comparison diagram analogous to 3.2.1:
E′
−n,0(n LD
†) → aE
↓ ↓
Λ2(ω(−nLX))(n LD
†) → Λ2(ω)
(6.3.2)
where n = 2 (sep case) or n = 1 (bisep case). The left column restricts, up to a twist, to the
azimuthal Brill-Noether mapping of LX.
Because X0 is non-hyperelliptic, at least one of the pairs ( LX(θ), Lθ), ( RX(θ), Rθ) is non- hy-
perelliptic. We first analyze the former case (the two are distinct in that LX(θ) is the side contain-
ing z). Within this case, theworst-case scenario is that LX(θ) (as plain curve) and ( RX(θ), Rθ) (as
pair) are hyperelliptic. In particular, LX(θ) and RX(θ) are of semicompact type. Then, because
the pair ( LX(θ), Lθ) is non-hyperelliptic , either Lθ (bisep case) or 2 Lθ (sep case) is a (degree-2)
nonhyperelliptic divisor. If z is not contained in any single 2-component of LX(θ), it is easy to
see that the canonical system of LX(θ) already separates z, hence aφ is surjective over z (this is
independent of any azimuthal data). Thus we may assume z is contained in a 2-component Y of
LX(θ). If Y is the ’right-extremal’ 2-component, i.e. the one that contains Lθ, then by the above
comparison diagram, the azimuthal Brill-Noether image im(
a
φ(z)) contains the Brill-Noether
image of ωY( Lθ) (bisep case) or ωY( L2θ) over z, which is already onto by Lemma 3.8 of [18].
If z is not contained in the extremal 2-component, then a 2-component Y containing z contains
Lθ
′ for some sep or bisep of LX(θ) (necessarily , θ), so that RX(θ
′) is non- hyperelliptic and
then, again by using the comparison diagram, the Brill-Noether image over z contains that of
ωY(3 Lθ
′) (sep case) or ωY(2 Lθ
′) which is onto by Lemma 3.1 of [18]. This concludes the case
where z is contained in a non-hyperelliptic side of θ.
At this point, wemay assume that for any sep ormaximal bisep θ having z on one side, say left,
the pair ( LX(θ), Lθ) is hyperelliptic. Suppose such θ actually exists. Then if z is not contained in
any 2-component of LX(θ), we can conclude as above. Else, our assumption implies that zmust
be contained in a left-extremal 2-componentY, of LX(θ), i.e. on that has the formY = LX(θ
′) for
some sep or bisep θ′ (possibly = θ) (otherwise, z ⊂ Y ⊂ RX(θ”) for some θ” and RX(θ”) cannot
be hyperelliptic). Therefore, we may as well assume Y = LX(θ). Thus (Y, θ) is 2-inseparable
hyperelliptic, i.e. either θ (bisep case) or 2θ (sep case) is a member of the g12. Then by Lemma 3.1
of [18], the system |ωY(3 Lθ)| (sep case) or |ωY(2 Lθ)| (bisep case) is very ample, therefore the left
column of (6.3.2) is surjective over LD
†. Therefore
a
φ is surjective over the interior of LD
† and
hence over z.
It remains to consider the case where z is not on one side of any sep or maximal bisep. This
implies z = (z1, z2), zi ∈ Yi where Y1,Y2 are extremal vertices in the 2-separation tree G2(X0).
But then because g(Yi) > 0, z1, z2 are already separated by the canonical system of X0, and in
particular
a
φ(z) is surjective.
This completes that the proof that if X0 is non-hyperelliptic then assertion (ii) holds for X0
and the degeneracy locus of
a
φ on (X0){2} is supported on, hence coincides with, Rsep(X0). Then
a computation as in §3.3 (which is valid locally over B) shows that for X0 non-hyperelliptic,
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the locus D2(aφ) coincides schematically with R
sep(X/B) over a neighborhood of 0 ∈ B. This
completes the proof of Theorem 6.1.

Now a dimension count similar to the proof of Proposition 3.5 shows the following result,
which also follows from the Harris-Mumford theory of admissibe covers:
Corollary 6.2. A stable curve is hyperelliptic if and only if it is the limit of smooth hyperelliptic curves.
Corollary 6.3. Notations as above, assume X/B admits a section s disjoint from the singular locus of X,
and let Ys ⊂ X
{2}
B be the inverse image of the locus of schemes meeting s(B). Then
[D2(aφ)] ∩ [Ys] = [HE
{2}
B ] ∩ [Ys](6.3.3)
Proof. Immediate from the fact that s(B) is disjoint from the singular locus of X/B, i.e. the locus
of singular points of fibres, hence Ys is disjoint from R
sep(X/B). 
Various sheaves associated with degeneracy loci admit resolutions by Eagon-Northcott-type
complexes (see [11], I.B.2 or [2]). The simplest of these yields
Corollary 6.4. We have, modulo Rsep(X/B):
[O
HE
{2}
B
] = c(aE⊗Λ2(ω)
∗)/c(Sym2(aE)⊗ det(Λ2(ω))
∗).(6.3.4)
7. EXCESS DEGENERACY AND FUNDAMENTAL CLASS
7.1. Excess Porteous. Motivated by Theorem 6.1, our purpose here is to analyze intersection-
theoretically a simple excess-degeneracy situation, aiming for a Porteous-type formula.
More explcitly, let
φ : E → F
be a map of vector bundles of respective ranks g, 2 on a variety X, and denote by D2(φ) its de-
generacy scheme, locally defined by the 2× 2 minors. Let Z be a sum of irreducible components
of D2(φ), purely of (possibly excessive) dimension ℓ ≥ g− 1. The ’expected’ or virtual class of
the degeneracy locus is computed by Porteous’s formula ( [7], Thm. 14.4 and Example 14.4.9):
[D2(φ)]vir = (−1)
g−1[c(E)/c(F)]g−1.(7.1.1)
We are interested in the contribution of Z to the virtual degeneracy locus of φ, i.e. the virtual
fundamental class of Z, [Z]vir. Were the rank of F equal to 1 rather than 2, i.e. were the degen-
eracy locus a zero locus, this class would be computed directly by the ’local’ intersection theory
of Fulton-MacPherson [7]. Here we will spell out a simple extension, implicit in [7], to the case
where F has rank 2.
Assume
(i) The rank of φ is at least 1 everywhere.
(ii) Off a subset Y ⊂ Z of codimension g in X, Z is regular, i.e. a local complete intersection
of codimension ℓ in X.
Since we are interested in codimension g− 1 or less, Y can be ignored, i.e. we can replace X by
X \Y and assume Y = ∅. Set
K = ker(EZ → FZ),C = coker(EZ → FZ),NZ = Hom(IZ,OZ)
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where EZ = E|Z, FZ = F|Z. As Y = ∅, these are Z-locally free of ranks g− 1, 1, ℓ, respectively.
Let
z = [Z]vir = [
c(K∗ ⊗ C)
c(NZ)
]g−1−ℓ.(7.1.2)
Proposition 7.1. Assumptions and notations as above, the contribution of Z to the class of the degeneracy
locus of φ is z. In particular, if D2(φ) = U ∪ Z with U of codimension g − 1 and Z ∩ U purely of
codimension ≥ g, then [U] + z is the virtual degeneracy class given by Porteous’s formula (7.1.1).
Proof. In the case of a zero-locus in place of degeneracy locus, the analogous formula is given
in [7]. To extend to the degeneracy situation, we pass as usual to the projective bundle P(F) (of
rank-1 quotients (!), unlike in [7]) with its Grothendieck quotient pi∗F → O(1). There we have a
composite map
pi∗E → O(1)
whose zero-locus contains a component Z˜ projecting isomorphically to Z. By the excess zero-set
formula of Fulton-MacPherson, the contribution of Z˜ to the zero-set is
[
c(E∗(1))
c(NZ˜)
]g−1−ℓ.
Now by a reult of Golubitsky and Guillemin (computation of normal bundles to degeneracy
loci, [8], p. 145, recounted in [10]), the latter corresponds to (7.1.2) under the projection Z˜ → Z.
Indeed the difference between E∗(1) and K∗ ⊗ C is precisely the ’vertical’ subsheaf, that is also
the difference between NZ˜ and NZ, and these cancel out.

7.2. Fundamental class of the hyperelliptics. Weaim to apply Proposition 7.1 with Z = Rsep(X/B) =
∑
θ
Rθ. In light of Theorem 6.1, this will compute the class of the extended hyperelliptic locus in
X
{2}
B .
We will evaluate (7.1.2) to obtain the contribution of Rθ for a fixed θ to the degeneracy locus of
the modified Brill-Noether φθ. Because the Rθ are disjoint for different θ, the total contribution of
Rsep(X/B) will be the sum of those. The ultimate result is (7.2.7). The reader only interested in
the hyperelliptic class on the base B is in for some good news: (s)he may skip ahead to Corollary
7.3 which shows that the contribution of Rsep to the latter vanishes for trivial reasons.
To begin with, it is clear, e.g. from (3.3.5), that the image of φθ at each point z ∈ Rθ, i.e.
a length-2 scheme with ideal Iz co-supported on θ, coincides with the 1-dimensional space of
sections of ω⊗Oz vanishing on the length-1 subscheme θ ⊂ z, i.e. the quotient
ω ⊗ Iθ/ω ⊗ Iz = ω ⊗ (Iθ/I
2
θ )/ω ⊗ (Iz/I
2
θ ).
Clearly, further echelon modifications of Eθ corresponding to other sep/biseps don’t change
that image, so the same is true for
a
φ in place of φθ. Because ω|θ = Oθ by residues and Iθ/I
2
θ =
Lψ⊕ Rψ, this image sheaf coincides with ORθ (1) under the identification
Rθ = P( Lψ⊕ Rψ).
Because ORθ (1) = det(Λ2(ω)) ⊗ORθ , it follows that the cokernel of aφ|Rθ is the trivial bundle.
Thus, setting hθ = c1(ORθ (1)), we have, with the notations of (7.1.2),
C = O,K ∼ [aE]− hθ ,
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therefore the numerator of (7.1.2) evaluates to
c(K∗ ⊗ C) =
c(aE∗θ )
1− hθ
.
As for the denominator, note first that we can write
X
{2}
∂θ
= LX
{2}
∂θ
∪ RX
{2}
∂θ
∪ X12
where X12 is the inverse image of LX×∂θ RX and can be identified with the blowup of the latter
in ( Lθ, Rθ) with exceptional divisor Rθ. We have
NRθ/X12 = ORθ (−1).
On the other hand, writing ∗θ
[2] for the locus of subschemes of ∗X
[2] supported on ∗θ, ∗ = L, R,
we have
N
X12/X
{2}
B
|Rθ = ORθ (∂θ − LX
{2}
∂θ
− RX
{2}
∂θ
) = ORθ (∂θ − Lθ
[2] − Rθ
[2])
= ORθ (−ψ1 − ψ1 − Lθ
[2] − Rθ
[2])
where the latter results from a formula we have used before, due to Faber [5], §2, which says, in
our notations, that
∂θ |∂θ = −ψ1 − ψ2.(7.2.1)
Note that ∗θ.Rθ can be identified with the section P(∗ψi) on P( Lψ⊕ Rψ) = Rθ. Now on Rθ, we
have
Lψ + Rθ
[2] ∼ Rψ + Lθ
[2] ∼ hθ .(7.2.2)
Therefore we have
c1(NX12/X{2}B
|Rθ ) = −2hθ .
Therefore
c(N
Rθ/X
{2}
B
) = (1− hθ)(1− 2hθ).(7.2.3)
All in all, we get for the contribution of Rθ:
[Rθ]vir = [
c(aE∗)|Rθ
(1− hθ)2(1− 2hθ)
]g−3.(7.2.4)
It remains to compute the numerator. To this end we nowwork over Rθ. Note that the restriction
of E on the boundary ∂θ (a fortiori, on Rθ) splits as LE⊕ RE, where each ∗E is the Hodge bundle
of ∗X/δθ , and ∗E admits an exact sequence induced by restriction of differentials on ∗θ:
0→∗ E
−1 →∗ E →∗ ψ → 0, ∗ = L, R.
Thus ∗E
−1 is the rank- (g(∗X)− 1) bundle of relative differentials of ∗X/δθ vanishing on ∗θ (it
is the bundle denoted E0,−1 or E−1,0 in §3.1) and ∗ψ is the usual line bundle on δθ (and also by
pullback, on Rθ). The saturated image a∗E of ∗E in aE|δθ fits in an exact sequence
0→a∗ E
−1(2†D)→a∗ E →∗ ψ⊗O(†D)→ 0
where † is the opposite of ∗, i.e † = L if and only if ∗ = R and a∗E
−1 is the appropriate subbundle
of aE(∗X/ ∂θ), i.e. the azimuthal modification of the Hodge bundle of the family ∗X/ ∂θ, namely
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the subbundle defined by vanishing on ∗θ analogously to ∗E
−1 above; thus as virtual bundles,
we have
[a∗E
−1] = [aE(∗X/ ∂θ)]−∗ ψ
in which ∗ψ is viewed via pullback from the base as a line bundle on (Xi)
{2}
δθ
. Moreover, clearly
∗D.Rθ =∗ θ
[2].
Putting it all together, we obtain
c(aE
∗|Rθ ) =
c(a LE
∗(−2 Lθ
[2])).(1− Lψ− Rθ
[2])
1− Lψ− 2 Rθ
[2]
c(a RE
∗(−2 Rθ
[2])).(1− Rψ− Lθ
[2])
1− Rψ− 2 Lθ
[2]
∩ [Rθ].
(7.2.5)
Now in view of (7.2.2) and (7.2.3), we obtain
[Rθ]vir = [
c(a LE
∗(−2 Lθ
[2]))c(a RE
∗(−2 Rθ
[2]))
(1− 2hθ)(1− 2hθ + Lψ)(1− 2hθ + Rψ)
]g−3 ∩ [Rθ ].(7.2.6)
Since for different θ, Rθ are disjoint, it follows that
[Rsep]vir =∑
θ
[
c(aE( LX(θ))
∗(−2 Lθ))c(aE( RX(θ))
∗(−2 Rθ))
(1− 2hθ)(1− 2hθ + Lψθ)(1− 2hθ + Rψθ)
]g−3 ∩ [Rθ ](7.2.7)
where we recall that on Rθ, we have
hθ = Lψθ + Rθ
[2] = Rψθ + Lθ
[2].
Thus we have finally obtained our main result on the hyperelliptic class:
Theorem 7.2. The fundamental class on X
{2}
B of the closure of the locus of hyperelliptic divisors on smooth
hyperelliptic curves is give by
[HE 2] = (−1)g−1[c(aE)/c(Λ2(ω))]g−1 − [R
sep]vir(7.2.8)
where [Rsep]vir is given by (7.2.7). 
As mentioned in the Introduction, the image of this class on B is fully computed in genus 3,
e.g. in [17], §4.5. For the computation of the boundary in genus 4, see §8.2. The computation of
this image can be approached via the following
Corollary 7.3. If the image on B of the locus of smooth hyperelliptic fibres of X/B is of codimension
g− 2, then the fundamental class of its closure is, where ω := ωX/B:
[HE ]B = (piB)∗(
1
2g− 2
(−1)g−1[c(aE)/c(Λ2(ω))]g−1(ω)
[2]).(7.2.9)
Proof. Each smooth hyperelliptic curve contributes a linear pencil to the locus HE above, and
2g− 2 many members of this pencil will have a point in common with a fixed canonical divisor.
Therefore the formula follows from (7.2.8) by multiplying by ω[2], except for the vanishing of
the term coming from Rsep. This term vanishes because, as is well known from residues, ω|θ is
trivial for any node θ, therefore ω[2] is trivial on Rθ. 
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8. AZIMUTHAL INTERSECTION THEORY
8.1. Chern classes of azimuthal bundles. We will assume WLOSG2 that g > 2. The azimuthal
bundle aE is obtained by a polyechelon modification ( [16], §3), i.e. sequence of mutually trans-
verse echelon modifications corresponding to seps and biseps, and to compute its Chern classes
it suffices to compute how these classes change on passing from one bundle E, a partial az-
imuthal modification, to a further partial azimuthal modification, viz. Eθ or Eθ. Note that E
inherits from the initial E subsheaves E.,. and quotients LE, RE, which are corresponding modi-
fications of the analogous sheaves associated to E.
8.1.1. Case of sep. We begin with the case of a sep. Thus, we fix a sep θ and compute the Chern
classes of the echelon modification Eθ (see §3.1). We assume to start with that Lg, Rg > 1. Then
the echelon modification is obtained in 2 steps along each of the divisors LD, RD, which are
mutually disjoint. Therefore it will suffice to work out the left modification. This takes the form
E ⊂ E1 ⊂ E2.
As virtual bundle, E1 has the form
E1 ∼ E+ RE⊗O LD( LD)(8.1.1)
(where RE is, in general, the appropriate azimuthal modification of pi∗(ω RX/ ∂θ) with respect to
other seps/biseps; in case E is the (unmodified) Hodge bundle itself, RE = pi∗(ω RX/ ∂θ). The
difference is formal difference as virtual bundle). Similarly,
E2 ∼ E1 + RE
0 ⊗O
LD(2 LD),(8.1.2)
where RE
0 is an appropriate azimuthal modification of pi∗(ω RX/ ∂θ(− Rθ)) and equal to the latter
push-forward when E is the Hodge bundle. Thus, when E is the Hodge bundle, then as virtual
bundle
RE
0 = RE− Rψ.(8.1.3)
In particular, RE = 0 if Rg = 1.
Therefore, since LD and RD are disjoint, we have in all,
Eθ ∼ E+( RE⊗O LD( LD) + ( RE− Rψ)⊗O LD(2 LD))
+mirror(.),
(8.1.4)
where by convention the ’mirror’ of an expression is the corresponding one with each ’L’ re-
placed by ’R” and vice versa. We recall from Lemma 3.3 that O
LD( LD) = ψ
−1 ⊗O
LD(− Lθ
[2]).
We will use §0.1 and its notations, e.g. (0.1.3). Thus set
Lq =Q( LD, RE)c( RE ˇ), Rq = Q( RD, LE)c( LE ˇ)
Lq =e+
(
e
2
)
D− c1 +
(
e
3
)
D2− (e− 1)Dc1 − (e− 1)c
2
1 + 2(e− 1)c2
+
(
e
4
)
D3 −
(
e− 1
2
)
D2c1 −
(
e− 1
2
)
Dc21 + c1c2 + (e− 4)c3
(8.1.5)
where e = Rg, ci = ci( RE) and likewise for the mirror; of course, Lq, Rq depend on E, θ as well.
2without loss of significant generality
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Then when E is the unmodified Hodge bundle, we have c(i
LD∗( RE( LD))) = 1+ i LD∗( Lq).
The Chern class of i
LD∗( RE
0(2 LD) can be computed using the general Riemann-Rochwithout
denominators directly, but, with a view to an application in genus 4, we shall do so explicitly
only for Rg = 2, 3. We shall omit all terms which have codimension > 2 in the boundary or
whose base image has codimension > 1 in the boundary . Because the class in question will
ultimately be multiplied (see (8.2.20)) by ω1, which has trivial restriction on nodes, we may also
omit classes supported on nodes. Now note that ( Lθ
(2))2 is the sum of a node-supported class
(locus of schemes contained in Lθ) and − Lψ Lθ
(2). Therefore, modulo negligible classes, we
have
( Lθ
(2))2 ∼ − Lψ Lθ
(2).
Set RF = RE
0 ⊗O
LD ∼ ( RE− Rψ) LD,D = LD. Then
1
c( RF(D))
∼1− ( Rλ− Rψ− ( Rg− 1)(ψ + Lθ
(2))
+ ( Rλ− Rψ− ( Rg− 1)(ψ + Lθ
(2)))2 + ( Rg− 1)( Rλ− Rψ)(ψ + Lθ
(2))−
(
Rg− 1
2
)
(ψ + Lθ
(2))2
∼( Rg=2)1+ (− Rλ + Rψ + ψ + θ)− 2 Lθ
(2)( Rλ− Rψ− ψ)
∼( Rg=3)1− ( Rλ− Rψ + 2(ψ + Lθ
(2)) + 5 Lθ
(2)(− Rλ + Rψ + 2ψ).
(8.1.6)
Set
Lq
0 =
Q( LD, RF)
c( RF(D))
=( Rg=2)
1
c( RF(D))
,
1+ Lm(θ, E) = (1+ i LD∗( Lq))(1+ i LD+( Lq
0)).
(8.1.7)
Note that, because LD ∩ RD = ∅, we have i LD(∗)i RD(∗) = 0. Also, note the elementary
formula, for any divisor D,
iD∗(x)iD∗(y) = iD∗(xyD)(8.1.8)
(clear if D moves, general case follows by moving lemma; or, it follows from the universal for-
mula (∆X).X×X(D× D) ∼ ∆D.OD(D)). Consequently,
Lm(θ, E) = i LD∗( Lq+ Lq
0 − (ψ + θ) Lq Lq
0).(8.1.9)
Then the above becomes
c(Eθ) = c(E)(1+ Lm(θ, E))(1+ Rm(θ, E)) = c(E)(1+ Lm(θ, E) + Rm(θ, E)).(8.1.10)
Here E will in general be a partial azimuthal modification of the Hodge bundle E with re-
spect to some biseps and seps different from θ. For θ of type (2,2,), we compute, where E is the
unmodified Hodge bundle:
Lm(θ, E) = i LD∗(3− 2( Rλ + ψ + Lθ
(2)) + Rψ + 2 Lθ
(2)
Rλ).(8.1.11)
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Consequently, we get for the (2,2) sep:
c(Eθ) = 1+c1(E)
+3( LD+ RD)) + 3c1(E)( LD+ RD)
+(i
LD∗(−2( Rλ + ψ + Lθ
(2)) + Rψ) + 2i LD∗( Lθ
(2)
Rλ))
+mirror(.).
(8.1.12)
8.1.2. Contribution of node scroll. Next, we study the restriction of Eθ on various scrolls Rθ′ ≃
P( Lψ(θ
′) ⊕ Rψ(θ
′)), where θ′ is some sep of X/B, possibly equal to θ. By Corollary 7.3. this
does not affect the class of the hyperelliptic locus in the base. First consider the case θ′ = θ. Note
that
∗D.Rθ = P(∗ψ) :=∗ Sθ, ∗ = L, R
(transverse intersection). Thus ∗Sθ is a section of the P
1-bundle Rθ. Therefore restricting Eθ on
Rθ is elementary. If θ
′
, θ, then over each point of ∂θ′ ∩ ∂θ , Rθ′ is contained in the interior of at
most one of LD, RD. In the case of a versal family X/B, assuming LX(θ), LX(θ
′) have different
genera, Rθ′ is contained in the interior of precisely one of LD, RD and is disjoint from the other.
Therefore, if we arrange notations so that each (unoriented) sep θ appears twice, once with each
orientation, we have
( LD+ RD).Rθ′ = ∂θ .Rθ′ .
The case of a bisep θ is similar: here we can always assume θ′ ∈ LX(θ) and then θ contributes a
modification along Ξ(θ). Putting all together, we can write
aE|Rθ′ = (E( LSθ′ + RSθ′ + ∑
θ,θ′
2 ∂θ + ∑
θ′∈ LX(θ)
Ξ(θ)) + A+ B+ C)|Rθ′(8.1.13)
where
A = ∑
θ,θ′
LD(θ)∩Rθ′,∅
−2 LE(θ)⊗O∂θ(2 ∂θ)− LE(θ)⊗O∂θ(∂θ)− Lψ
−1
θ′ ⊗O∂θ(2 ∂θ)
(8.1.14)
B = −2 LE(θ
′)⊗O
LSθ′
(2 LSθ′)− LE(θ
′)⊗O
LSθ′
( LSθ′)− Lψ(θ
′)−1 ⊗O
LSθ′
(2 LSθ′)
−2 RE(θ
′)⊗O
RSθ′
(2 RSθ′)− RE(θ
′)⊗O
RSθ′
( RSθ′)− Rψ(θ
′)−1⊗O
RSθ′
(2 RSθ′)
(8.1.15)
C = − ∑
θ′∈ LX(θ)
LE(θ
′)(Ξ(θ)).
(8.1.16)
Note that the divisors involved, i.e. ∂θ and Ξ(θ) are transverse to R(θ
′).
8.1.3. Case of bisep. The case of the modification corresponding to an oriented proper bisep θ is
similar and simpler in the sense that the modification has just one step, i.e. equals E1, and there
is no residual scheme like R(θ). Here D is the divisor Ξθ (see (5.4.5)) and we have
Eθ ∼ E(D)− LE⊗OD(D) ∼ E+ RE
0 ⊗OD(D)(8.1.17)
whereOD(D) is given by (the dual of) (5.4.6) and of course LE = LE(θ), the quotient associated
to the oriented bisep θ, which is the appropriate echelon modification of pi∗(ω LX(θ)(θ)), and is
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defined over Ξθ. Of course, at the end of the day when both θ and its opposite are accounted for,
(8.1.17) will be replaced by
E( LD+ RD)− LE⊗O LD( LD)− RE⊗O RD( RD)
∼ E+ RE
0 ⊗O
LD( LD) + LE
0 ⊗O
RD( RD).
(8.1.18)
See §8.3 on how to compute the terms appearing in (8.1.17).
8.2. Hyperelliptic class in genus 4. In [4], Faber gives a set of 14 generators for the group R2
of tautological classes in degree 2 and genus 4, and shows that these generators satisfy a unique
relation, so that R2 is of rank 13. In [6], Faber and Pandharipande state a formula for the hy-
perelliptic class in genus 4 in terms of Faber’s generators; their approach is via ’undetermined
coefficients’, determining the coefficients involved in expressing the hyperelliptic class in terms
of Faber’s generators by pairing with suitable test classes. To compare their results with ours, we
note at the outset that our azimuthal modifications involve only reducible curves and separating
(collections of) nodes and consequently, any explicit version of our formula (7.3) will have coef-
ficient zero for the class δ00 of irreducible binodal curves. Therefore, for comparison, we modify
the formula of [6], Prop. 5, by adding a suitable multiple (viz. -4/9) of Faber’s relation, so as to
yield a (uniquely determined) formula with coefficient 0 for δ00, viz.
[HE 4]Q =
1
6
(κ2 + 63λ
2
1 − 16λ1δ0 − 66λ1δ1 + δ
2
0 + 8δ0δ1 + 13δ
2
1 + 27δ
2
2
− 2γ1 −
1
3
δ01a + 4δ11 + 18λ1δ2 + 18δ1δ2).
(8.2.19)
Here γ1 is the class of the locus of curves with a proper bisep of type (2, 1), i.e. unions of curves
of genera 2,1, δ01a is the class of the (codimension-2) locus of curves containing a 1-nodal rational
tail, and δ11 is the locus of chains of genera 1,2,1, i.e. the curves admitting an improper bisep of
type (1,2,1). Note that, in our notation,
δ01a = 12 Lψδ1 = 12 Lλδ1 .
Also, δ11 is the (normal crossing) double locus of the ∆1 boundary divisor.
The formula (8.2.19) implies an analogous one (same coefficients) for the hyperelliptic class
[HE ]B on the base of any given family of stable curves. Our purpose here is to recover (8.2.19)
via azimuthal modifications. In our approach, the generating classes are not presumed but arise
out of the construction.
8.2.1. The uncorrected formula. It will be convenient towork in an ordered version ofX
{2}
B , namely
X
{2}
B ×X(2)B
W2(X/B) where W∗(X/B) is the flag Hilbert scheme (cf. [15]), which dominates X2B.
We will denote by ωi the i-th pullback p
∗
i (ω) etc. Then the analogue of Corollary 7.3 reads
[HE ]B = p(aE) :=
−1
6
piB∗([
c(aE)
1+ ω1 + ω2− Γ(2) + ω1ω2− ω1Γ(2)
]3ω1).(8.2.20)
We note that
1/c(Λ2(ω)) = 1− (ω1 + ω2 − Γ) + ω
2
1 + ω
2
2 + ω1ω2− 4ωΓ+ (higher− order terms).
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We can naturally decompose p(E) =
3
∑
i=0
pi(E) where
pi(E) = ci(E)q3−i, q3−i := ω1(
−1
6c(Λ2(ω))
)3−i
(p0(E) = q3 is of course independent of E). We note that the analogue of the RHS of (8.2.20)
for the unmodified Hodge bundle was essentially computed in [14] and reproduced in [4] and
elsewhere, and equals
p(E) =
−1
6
piB∗([
c(E)
1+ ω1 + ω2− Γ(2) + ω1ω2− ω1Γ(2)
]3ω1) =
1
6
(κ2 + 63λ
2
1 − 16λ1δ + δ
2)
(8.2.21)
where δ is the entire boundary and we have used Mumford’s formula κ1 = 12λ1 − δ. This ex-
pression computes the hyperelliptic class correctly in the interior, i.e. on the open set of smooth
fibres in B but to be correct everywhere must be augmented by the appropriate boundary con-
tributions, that we proceed to compute via replacing E by aE. The strategy will be, more or less,
to represent
aE = ((Eθ2,1)θ2,2)θ1,3 .
This strategy will require some modification due to the double locus of the (1,3) boundary, de-
noted ∆1,1 by Faber. Note that, because the boundary locus ∂θ2,1 has codimension 2, its azimuthal
modification does not ’interact’ with the others; i.e. we have
p(aE)− p((Eθ2,2)θ1,3) = p(Eθ2,1)− p(E).
Similarly,
p((Eθ2,2 )θ1,3 − p((Eθ2,2)− (p(Eθ1,3 )− p(E))
is a multiple of [B(θ2,2, θ1,3)].
We note that, by another formula of Mumford [12], we have δ0.δ2 = (10λ1 − 2δ1).δ2. Also,
δ22 = −ψ∆2 (Faber) and
δ21 = −ψ∆1 + 2δ1,1(8.2.22)
by Faber’s result together with the fact that ∆1 has normal crossings and multiplicity 2 along the
interior of ∆11.
8.2.2. The (2,1) bisep. Here we will compute the unique term of noncompact type: viz. the con-
tribution of the locus B(θ) ⊂ ∆0, θ = θ2,1 corresponding to curves LX, RX of genera 2, 1 meeting
in 2 points (note the latter specification determines an orientation on θ). This corresponds to an
excessive locus in X
{2}
B .
Note that LD RD collapses in the unblown-up Hilbert scheme X
[2]
B while the normal bundles
to LD, RD are pulled back from there: hence LD
2
RD = LD RD
2 = 0. Also, terms containing
Chern classes of E, LE, RE cannot contribute to [B(θ)]. From this it is easy to see that the only
term contributing to the fundamental class [B(θ)] on B is
−[ RD
2c1(Λ1(ω))ω1] = −(ω1 + ω2 − Γ)ω1|O RD(1)
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( LD
2 fails to occur because RE
0 has rank 1). The latter pushes down to−2[B(θ)] as ω has degree
2 on RX. For the contribution to the hyperelliptic locus in B one must divide by 6 = deg(ω),
yielding (−1/3)[B(θ)]. In Faber’s notation, [B(θ)] is denoted γ1. Thus,
p(Eθ)− p(E) =
−1
6
2[B(θ)] =
−1
6
2γ1.(8.2.23)
As noted above, because ∂θ has codimension 2, the same formula holds with E replaced by its
azimuthal modification with respect to any collection of seps.
8.2.3. The (2,2) sep. Here we will use (8.1.12)
To compute p1(Eθ) − p1(E) for θ = θ2,2, note that LDω
2
1ω2 = ( Lω + Lθ)
2
1( Lω + Lθ)2 has
base image (2 Lg− 1)i∂θ ∗( Lκ1 + Lψ) (here Lg = 2, but it’s best to plug this in only at the end).
Ditto LDω1ω
2
2. Similarly, LDω
2Γ has base image Lκ1 + Lψ. Therefore in all,
p1(Eθ)− p1(E) = (−1/6)6i∂θ ∗( Lκ + Rκ + ψ).(8.2.24)
For p2, note that base classes like λ1 or ψ on LD , when multiplied by ω1ω2 − ωΓ, yield a
coefficient of (2 Lg− 1)(2 Lg− 2) = 2(
2 Lg−1
2 ), which is the fibre degree of ω1ω2 − ωΓ (here ω
2
1
has fibre degree 0). On the other hand a term like Lθ, which becomes Lθ1 + Lθ2 on the ordered
version, yields Lθ2( Lω + Lθ)
2
1 when multiplied by ω
2
1 and zero when multiplied by ω1ω2 or ωΓ
(recall that ωθ = 0), therefore it pushes down as above to Lκ + Lψ. So in all we get:
p2(Eθ)− p2(E) = (−1/6)i∂θ ∗(−24λ + 18ψ + 2( Lκ + Rκ + ψ)).(8.2.25)
Finally, for p3, it comes from the part involving Lθ
[2] times a base class, etc., which yields in
total
p3(Eθ)− p3(E) = (−1/6)6i∂θ ∗(λ).(8.2.26)
All in all, we get
p(Eθ)− p(E) = (−1/6)i∂θ ∗(26ψ + 8( Lκ + Rκ)− 30λ).(8.2.27)
Using Faber’s notation and Mumford’s formula in genus two: κ1 = 2λ1 + δ1, which applies to
Lκ and Rκ, this can be written as
(−1/6)(−14λ.δ2 + 8δ2δ1 − 26δ
2
2).(8.2.28)
Because δ0.δ2 = (10λ − 2δ1).δ2, note that this, combined with (8.2.21), already yields 18/6, 27/6
for the coefficients of λ.δ2, δ
2
2 in the hyperelliptic class on B, in accord with Faber-Pandharipande.
8.2.4. The (1,3) sep. Set θ(2) = θ2,2, E = Eθ2 , θ := θ(1) := θ1,3, LD = LD(θ), etc. Here we will
compute p(Eθ1,3)− p(E). We will assume temporarily that the the locus ∂θ has no double points,
i.e. that θ has at most one point in any fibre. Over ∂θ2,2 ,θ1,3 the curve splits as
X = X1,1 ∪θ1 X1,2 ∪θ2 X2
with components of genera 1, 1, 2 respectively. Let’s denote the corresponding codimension-2
loci in the Hilbert scheme by D1,1 ⊂ LD and D1,2,D2 ⊂ RD. Note that each of these pushes
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down to δ2.δ1 and not δ1,1. Using (8.1.12), we can write the restriction of E on the (1,3) boundary
as RE+ LE where, neglecting negligible terms,
c( RE| LD) ∼ c( RE) + 3[D1,1],
c( LE| RD) ∼ c( LE) + [D2].
(8.2.29)
Here c1( LE) = Lλ is just the pullback of the Hodge class on M1,1. We have used the obvious
fact θ(2).D1,1 = 0. Now we compute, setting Rλ = c1( RE),ψ = ψ(θ1,3) :
Q( LD, RE) = 3− 3(ψ + θ
[2]
1 ) + 2 Rλ + 6D1,1 + θ
[2]
1 (2ψ− Rλ− 3D1,1),
1
c( RE)
= 1− Rλ− 3D1,1,
Lq :=
Q( LD, RE)
c( RE)
= 3− 3ψ− 3θ1 − Rλ− 3D1,1 + θ
[2]
1 (2ψ− Lψ + 2 Rλ + 6D1,1).
(8.2.30)
RE
0 ∼ RE− Rψ− D1,1,
Q(D, RE
0( LD)) ∼ 2− 3(ψ + Lθ
[2]
1 ) + Rλ− Rψ + 3D1,1,
1
c( RE0( LD))
∼ 1− Rλ + Rψ− 2D1,1 + (ψ + Lθ
[2]
1 )(1+ Rλ− Rψ + 2D1,1 − 2ψ),
Lq
0 :=
Q(D, RE
0( LD)
c( RE0( LD)
∼ 2+ (ψ + Lθ
[2]
1 )− 2D1,1 − Rλ + Rψ + (ψ + Lθ
[2]
1 )(− Rλ + Rψ− 2D1,1).
(8.2.31)
Lm(θ1, E) = i LD∗( Lq+ Lq
0 − (ψ + Lθ
[2]
1 ) Lq Lq
0)
= i
LD∗(5− 8(ψ + Lθ
[2]
1 )− 5D1,1− 2 Rλ + Rψ + Lθ
[2]
1 (8ψ + 6 Rλ + 16D1,1 − 2 Rψ− 4 Lψ)),
Rm(θ1, E) = i RD∗(1− Lλ− 2D2 − 2 Rθ
[2]
2 D2).
(8.2.32)
Then
c(Eθ1) = c(E)(1+ Lm(θ1, E))(1+ Rm(θ1, E)).(8.2.33)
Now we can compute as in the previous subsection:
p1(Eθ)− p1(E) =
−1
6
(5 LD+ RD)(ω
2
2ω1 + ω
2
1ω2− 4ω
2Γ) =
−1
6
(−10( Lκ + Lψ) + 6( Rκ + Rψ)).
(8.2.34)
For p2, the portion involving c1(E)m1 yields −(24δ2 + 20λ)δ1; the portion involving m2 yields
+8( Lκ + Lψ) + (12δ2 + 20 Lλ)δ1 so, considering that Lκ = 0 and Lλ = Lψ in genus 1, we have
in total,
p2(Eθ)− p2(E) =
−1
6
(−12δ2 − 20λ1 + 28 Lψ)δ1.(8.2.35)
For p3, the part coming from c2(E)m1 yields −10δ1δ2 (arising from −2θ(2).( LD(2) + RD(2))).
The part coming from c1(E)m2, yields: −8λ from λ(−8θ(1). LD(1)),−24δ2δ1 arising from 3( LD+
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RD(2)).(−8θ(1). LD(1), and finally 18δ1δ2 arising from 3 LD(2).2D2; total: (−8λ − 6δ2).δ1. Fi-
nally, the part coming from m3 yields:(8ψ + 6 Rλ − 2 Rψ + 16δ2).δ1 (arising from multiples of
θ(1). LD and −6δ2δ1 (arising from −2D2θ2). Thus in total:
p3(Eθ)− p3(E) =
−1
6
δ1.(−6δ2− 8λ + 8ψ + 6 Rλ− 2 Rψ).(8.2.36)
Summing up and using
Rκ = 12 Rλ− Rδ0 − Rδ1 = 12λ.δ1 − 12 Lλ− Rδ0− δ2.δ1 − δ1,1 = (12λ− δ0 − δ2).δ1 − δ1,1,
we get
p(Eθ)− p(E) =
−1
6
(4 Lψ + 12ψ + 50λ− 6δ0 − 24δ2 − 6δ1,1)δ1 .(8.2.37)
8.2.5. The (1,2,1) improper bisep. To complete the calculation we must compute the contribution
from the locus ∂1,2,1 corresponding to the improper bisep of type (1,2,1). This is denoted by ∆1,1
by Faber and equals the double locus of the boundary divisor ∆1. Note that in (8.2.19), rewritten
via (8.2.22), the total coefficient of this cycle is (1/6)30 where 30 comes from 26 = 2.13 from the δ21
plus 4. In our azimuthal approach, this locus makes an additional contribution stemming from
the fact that the azimuthal bundle is modified there twice, once from each of the seps of type
(1,3). To compute this contribution, we may assume by a suitable base change that the global
(1, 3) sep splits in two components, say θ′, θ” so that the (1,2,1) bisep locus is just ∂θ′,θ” = ∂θ′ ∩ ∂θ”
and the curve over this locus splits as
Xθ′,θ” = X
′(1) ∪θ′ X(2) ∪θ” X”(1)
(respective genera 1,2,1). Denote the corredponding Hilbert loci of schemes contained in the
respective curve by D′(1),D(2),D”(1). We then calculate the ∂1,2,1 term in
(1+ Lm(θ
′, E) + Rm(θ
′, E))(1+ Lm(θ”, Eθ′) + Rm(θ”, Eθ′)).(8.2.38)
The first factor is analogous to the above for θ1; the second is likewise analogous, except for
the additional term of+6θ”.D(1). Then, neglecting terms that do not affect the coefficient of δ1,1,
the above product becomes
(1+ 5 LD(θ
′)− 8θ′ LD(θ
′) + RD(θ
′)).(1+ 5 LD(θ”)− 8θ” LD(θ”) + RD(θ”)) ∼
− 8θ′.D′(1)− 2θ”D”(1) + D(2).
(8.2.39)
This contributes a term of
(−1/6)(−22) ∂1,1(8.2.40)
to p(aE). Adding this to (−1/6)(−6δ1,1) from (8.2.37) and (−1/6)(−2)δ1,1 from (8.2.21), we get
a total δ1,1 term of (−1/6)(−30)δ1,1 = (1/6)(13.2+ 4)δ1,1 matching (8.2.19).
8.2.6. Finale. Now adding together (8.2.21), (8.2.23), (8.2.28), (8.2.37) and (8.2.40) we recover
(8.2.19). 
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8.3. W-bundles. As discussed in §5.2, the exceptional divisors in an S-stratified blowup have
a Wn-bundle structure and the quantitative, enumerative aspect of this structure is involved in
computing azimuthal modifications corresponding to biseps (see (8.1.17)). Our purpose here is
to studyWn-bundle structures and their intersection theory generally.
LetL = (L0, ..., Ln) be a collection of line bundles on a variety Z, and set, for I ⊂ {0, ..., n}, |I| >
1,
L+ :=
n⊕
i=0
Li ⊃ LI =
⊕
i∈I
Li,
P+ = P(L+), PI = P(L
∗
I ), P = P+ × ∏
2≤|I|≤n
PI
(all products relative over Z) and let QI be the tautological quotient bundle of rank |I| − 1 of L
∗
I ,
i.e. the dual of the tautological subbundle on PI (pulled back to P). Then on P, we have natural
composite maps
OP+(−1)→ L
∗
+ → L
∗
I → QI
which together induce
OP+(−1)→
⊕
2≤|I|≤n
QI .(8.3.1)
The zero locus of the latter map will be temporarily denoted by W ′. It consists of collections
(h; (hI)) where h is a hyperplane in L+ and hI is a hyperplane in LI contained in h. The image
of W ′ in ∏
i<j
Pi,j is the locus denoted earlier (see §5.2, (5.2.1)) by W[L] = W[L0, ..., Ln]. Note that
the closure of the graph of a linear projection P+ d PI can be identified with the blowup of
P(L/LI) ⊂ P+. Applying this to the components of the projection of W
′ to ∏
|I|=2
PI , it follows
that the image of the projection can be identified with W[L], i.e. the normal blowup, hence by
Proposition 5.2, also with the S-stratified blowup of P+ corresponding to the stratification by
coordinate planes, which is smooth.
Lemma 8.1. (i) W ′ projects isomorphically to its image W[L] ⊂ ∏
|I|=2
PI ;
(ii) this image is equal to the degeneracy ( rank ≤ n) locus of the natural map⊕
|I|=2
Q∗I → L+
and this map has rank at least n everywhere.
Proof. By smoothness of W[L], it suffices to prove (ii) plus the bijectiveness part of (i). This in
turn is a consequence of following elementary fact: given a collection of points A = (Ai,j ∈ Pi,j),
one on each line of the 1-skeleton of the coordinate simplex in Pn, they span at least a hyperplane.
The proof is by induction on n, the case n = 2 being obvious. Assuming the case for n, consider
the case of n+ 1. If those among the Ai,j that lie on P
n, i.e. those with i, j ≤ n, span Pn, there is
nothing to prove. Else, by induction those points lie on a unique hyperplane H ⊂ Pn. Then there
exists k such that the k-th coordinate point ek ∈ P
n \ H. But then Pk,n+1 ∩ H = ∅ so Ak,n+1 < H,
therefore A spans at least a hyperplane in Pn+1. 
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Now set q+ = c1(OP+(1)), qI = c1(OPI (1)). Then because W
′ is the zero locus of the map
(8.3.1), the fundamental class ofW ′ on P is
[W ′] = ∏
I
2≤|I|≤n
c|I|−1(QI(q+)) = ∏
I
2≤|I|≤n
[
∏
i∈I
(1− [Li] + q+)
1− qI + q+
]|I|−1.(8.3.2)
This formula easily allows us to compute intersections of standard classes on W, as they are
pulled back viaW ′ →֒ P:
Proposition 8.2. We have
pi(W[L]→Z)∗(q
m
+∏ q
mI
I ) = pi(P→Z)∗(q
m
+ ∏
I
2≤|I|≤n
qmII [
∏
i∈I
(1− [Li] + q+)
1− qI + q+
]|I|−1).(8.3.3)
Remark 8.3. The argument of pi(P→Z)∗ in (8.3.3) is a polynomial in q+ and the qI . Note that (where
s. denotes Segre class)
pi(P→Z)∗(q
m
+∏
I
qmII ) = sm−n(L+)∏
I
smI−|I|+1(LI)
= [
n
∏
i=0
1
1+ [Li]
]m−n∏
I
[∏
i∈I
1
1+ [Li]
]mI−|I|+1.
Consequently, the LHS of (8.3.3) can be computed as a polynomial in the c1(Li).
By Theorem 5.6 and Remark 5.7, the classes appearing in (8.3.3) are precisely what is needed
to compute powers of the exceptional divisors on the azimuthal Hilbert scheme. Indeed in the
notation of that Theorem, we have, identifying Θ with {0, ..., n}:
c1(Lθ(Θ)) = q+, c1(Lθ(Θ,Θ
′)) = qΘ′ .
The self-intersection of Ξθ(Θ) can be computed using (5.4.7) and Remark 5.7.
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